


Springer Complexity

Springer Complexity is an interdisciplinary program publishing the best research and
academic-level teaching on both fundamental and applied aspects of complex systems —
cutting across all traditional disciplines of the natural and life sciences, engineering,
economics, medicine, neuroscience, social and computer science.

Complex Systems are systems that comprise many interacting parts with the ability to
generate a new quality of macroscopic collective behavior the manifestations of which are
the spontaneous formation of distinctive temporal, spatial or functional structures. Models
of such systems can be successfully mapped onto quite diverse “real-life” situations like
the climate, the coherent emission of light from lasers, chemical reaction-diffusion systems,
biological cellular networks, the dynamics of stock markets and of the internet, earthquake
statistics and prediction, freeway traffic, the human brain, or the formation of opinions in
social systems, to name just some of the popular applications.

Although their scope and methodologies overlap somewhat, one can distinguish the
following main concepts and tools: self-organization, nonlinear dynamics, synergetics,
turbulence, dynamical systems, catastrophes, instabilities, stochastic processes, chaos, graphs
and networks, cellular automata, adaptive systems, genetic algorithms and computational
intelligence.

The three major book publication platforms of the Springer Complexity program are the
monograph series “Understanding Complex Systems” focusing on the various applications
of complexity, the “Springer Series in Synergetics”, which is devoted to the quantitative
theoretical and methodological foundations, and the “SpringerBriefs in Complexity” which
are concise and topical working reports, case-studies, surveys, essays and lecture notes of
relevance to the field.

In addition to the books in these two core series, the program also incorporates individual
titles ranging from textbooks to major reference works.

Editorial and Programme Advisory Board
Henry Abarbanel, Institute for Nonlinear Science, University of California, San Diego, USA

Dan Braha, New England Complex Systems Institute and University of Massachusetts Dartmouth, USA
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Foreword

What makes a science book interesting, valuable, useful, and perhaps also worth
spending the money to own it? Well, in the case of this book I guess it starts with
its title which immediately attracts one’s attention. Next, the intrigued reader is
invited to inspect a Contents List which combines many familiar-sounding topics
and chapters along with completely new and unknown ones, raising our curiosity to
find out how these different topics are interrelated. Ultimately, of course, we realize
that it is the reading itself which will tell us whether we have found enough new
and interesting insights into this domain of the endless world of wonders in science,
which the authors call complex Hamiltonian dynamics. This brief foreword is thus
devoted to tell the reader that all the above conditions are satisfied for the book you
hold in your hands (or have downloaded to your electronic device).

To begin with, the short title tells those of you who do not know it already that
Hamiltonian dynamics is endlessly complex. Indeed, Hamiltonian models can be
formally used for almost any problem in nature, which includes hopelessly complex
systems as well. But complexity in Hamiltonian dynamics starts on much lower and
seemingly simpler levels. Just get into Chap. 2, where the authors demonstrate in a
pedagogical and very readable way some basic and well-known facts of chaos theory
for systems with a few degrees of freedom, illustrated by a number of illuminating
examples.

While reading the chapters that follow, the concept of the monograph, its title,
and the intentions of the authors quickly become clear. In a nutshell, what is
addressed here is the border between strongly chaotic and fully regular dynamical
systems. The authors use recent progress in the study of relaxation of nonequi-
librium states as a playground for applying novel tools. The models are carefully
chosen from a set of well-known half-century-old paradigms, which were invented
to address basic questions of statistical physics. The fact that a number of these
questions still remain unanswered hints at a kind of complexity that is present at
seemingly simple levels. It is indeed worth noting that the experienced authors take
special care to formulate a number of exercises, which makes this monograph a
combination of an introduction into the nonlinear dynamics of many degrees of
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viii Foreword

freedom, a report on recent progress at the forefront of nonlinear science, and an
ideal textbook for students and teachers of advanced physics courses.

An interesting attempt to describe and distinguish order from chaos in Hamil-
tonian systems with many degrees of freedom is given in Chap. 3. The authors
discuss various types of fixed and dynamical equilibria and their local stability
properties, and smoothly connect them to the issue of global stability of dynamical
states. Besides discussing standard ways of characterizing chaos via Lyapunov
spectra, the authors also introduce novel methods (called SALI and GALI) which
connect tangent dynamics with stability of motion and the nature of the dynamical
state under investigation. Both aspects of characterizing equilibria and exploring
techniques to distinguish order from chaos are discussed in detail in the two
subsequent chapters.

Then comes Chap. 6, where we encounter many applications of the methods
introduced earlier to the classical problem of the FPU paradox, first posed by Enrico
Fermi, John Pasta, and Stanislav Ulam in their pioneering studies of the early 1950s.
The next chapter addresses the fascinating phenomenon of localization and reports
on another recent puzzle of great interest at the border between order and chaos,
namely, the spreading of nonlinear waves in ordered and disordered media.

The monograph continues in Chap. 8 with a critical discussion and comparison
of many systems exhibiting “weak chaos” from the viewpoint of nonextensive
statistical mechanics. Finally, the book ends in Chap. 9 with a number of open
problems, which should prove quite inspiring to graduate student readers, and
concludes with a brief review of additional fascinating topics of Hamiltonian
dynamics, which are of great current interest and outstanding potential for practical
applications.

In summary, this book constitutes in my opinion a very solid piece of work,
which serves several purposes: It is very useful as an introductory textbook that
familiarizes the reader with modern methods of analysis applied to Hamiltonian
systems of many degrees of freedom and reviews a set of modern research areas
at the forefront of nonlinear science. Last but not least, thanks to its pedagogical
structure, it should prove easily exploitable as an exercise source for advanced
university courses.

Dresden, Germany Sergej Flach



Preface

The main purpose of this book is to present and discuss, in an introductory and
pedagogical way, a number of important recent developments in the dynamics
of Hamiltonian systems of N degrees of freedom. This is a subject with a long
and glorious history, which continues to be actively studied due to its many
applications in a wide variety of scientific fields, the most important of them
being classical mechanics, astronomy, optics, electromagnetism, solid state physics,
quantum mechanics, and statistical mechanics.

One could, of course, immediately point out the absence of biology, chemistry, or
engineering from this list. And yet, even in such diverse areas, when the oscillations
of mutually interacting elements arise, a Hamiltonian formulation can prove
especially useful, as long as dissipation phenomena can be considered negligible.
This situation occurs, for example, in weakly oscillating mechanical structures, low-
resistance electrical circuits, energy transport processes in macromolecular models
of motor proteins, or vibrating DNA double helical structures.

Let us briefly review some basic facts about Hamiltonian dynamics, before
proceeding to describe the contents of this book.

The fundamental property of Hamiltonian systems is that they are derived from
Hamilton’s Principle of Least Action and are intimately related to the conservation
of book, under time evolution in the phase space of their position and momentum
variables qk , pk , k D 1; 2; : : : ; N , defined in the Euclidean phase space R2N . Their
associated system of (first-order) differential equations of motion is obtained from a
Hamiltonian function H , which depends on the phase space variables and perhaps
also time. If H is explicitly time-independent, it represents a first integral of the
motion expressing the conservation of total energy of the Hamiltonian system. The
dynamics of this system is completely described by the solutions (trajectories or
orbits) of Hamilton’s equations, which lie on a .2N � 1/-dimensional manifold, the
so-called energy surface, H.q1; : : : ; qN ; p1; : : : ; pN / D E .

This constant energy manifold can be compact or not. If it is not, some orbits may
escape to infinity, thus providing a suitable framework for studying many problems
of interest to the dynamics of scattering phenomena. In the present book, however,
we shall be exclusively concerned with the case where the constant energy manifold

ix



x Preface

is compact. In this situation, the well-known theorems of Liouville-Arnol’d (LA)
and Kolmogorov-Arnol’d-Moser (KAM) rigorously establish the following two
important facts [19].

The LA theorem: If N � 1 global, analytic, single-valued integrals exist (besides
the Hamiltonian) that are functionally independent and in involution (the Poisson
bracket of any two of them vanishes), the system is called completely integrable,
as its equations can in principle be integrated by quadratures to a single integral
equation expressing the solution curves. Moreover, these curves generally lie
on N -dimensional tori and are either periodic or quasiperiodic functions of N
incommensurate frequencies.

The KAM theorem: If H can be written in the form H D H0 C "H1 of an
" perturbation of a completely integrable Hamiltonian system H0, most (in the
sense of positive measure) quasiperiodic tori persist for sufficiently small ". This
establishes the fact that many near-integrable Hamiltonian systems (like the solar
system for example!) are “globally stable” in the sense that most of their solutions
around an isolated stable-elliptic equilibrium point or periodic orbit are “regular” or
“predictable.”

And what about Hamiltonian systems which are far from integrable? As has
been rigorously established and numerically amply documented, they possess near
their unstable equilibria and periodic orbits dense sets of solutions which are called
chaotic, as they are characterized by an extremely sensitive dependence on initial
conditions known as chaos. These chaotic solutions also exist in generic near-
integrable Hamiltonian systems down to arbitrarily small values of " ! 0 and
form a network of regions on the energy surface, whose size generally grows with
increasing j"j.

In the last four decades, since KAM theory and its implications became widely
known, Hamiltonian systems have been studied exhaustively, especially in the
cases of N D 2 and N D 3 degrees of freedom. A wide variety of powerful
analytical and numerical tools have been developed to (1) verify whether a given
Hamiltonian system is integrable; (2) examine whether a specific initial state leads
to a periodic, quasiperiodic, or chaotic orbit; (3) estimate the “size” of regular
domains of predominantly quasiperiodic motion; and (4) analyze mathematically
the “boundary” of these regular domains, beyond which large-scale chaotic regions
dominate the dynamics and most solutions exhibit in the course of time statistical
properties that prevail over their deterministic character.

As it often happens, however, physicists are more daring than mathematicians.
Impatient with the slow progress of rigorous analysis and inspired by the pioneering
numerical experiments of Fermi, Pasta, and Ulam (FPU) in the 1950s, a number
of statistical mechanics experts embarked on a wonderful journey in the field of
N � 1 coupled nonlinear oscillator chains and lattices and discovered a goldmine.
Much to the surprise of their more traditional colleagues, they discovered a wealth
of extremely interesting results and opened up a path that is most vigorously pursued
to this very day. They concentrated especially on one-dimensional FPU lattices (or
chains) of N classical particles and sought to uncover their transport properties,
especially in the N ! 1 and t ! 1 limits.
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They were joined in their efforts by a new generation of mathematical physicists
aiming ultimately to establish the validity of Fourier’s law of heat conduction,
unravel the mysteries of localized oscillations, understand energy transport, and
explore the statistical properties of these Hamiltonian systems at far from equilib-
rium situations. They often set all parameters equal, but also seriously pondered
the effect of disorder and its connections with nonlinearity. Although most results
obtained to date concern (d D 1)-dimensional chains, a number of findings have
been extended to the case of higher (d > 1)-dimensional lattices.

Throughout these studies, regular motion has been associated with quasiperiodic
orbits onN -dimensional tori and chaos has been connected to Lyapunov exponents,
the maximal of which is expected to converge to a finite positive value in the long
time limit t ! 1. Recently, however, this “duality” has been challenged by a
number of results regarding longtime Hamiltonian dynamics, which reveal (a) the
role of tori with a dimension as low as d D 2; 3; : : : on the 2N � 1 energy surface
and (b) the significance of regimes of “weak chaos,” near the boundaries of regular
regions. These phenomena lead to the emergence of a hierarchy of structures, which
form what we call quasi-stationary states, and give rise to particularly long-lived
regular or chaotic phenomena that manifest a deeper level of complexity with far-
reaching physical consequences.

It is the purpose of this book to discuss these phenomena within the context of
what we call complex Hamiltonian dynamics. In the chapters that follow, we intend
to summarize many years of research and discuss a number of recent results within
the framework of what is already known about N degrees of freedom Hamiltonian
systems. We intend to make the presentation self-contained and introductory enough
to be accessible to a wide range of scientists, young and old, who possess some basic
knowledge of mathematical physics.

We do not intend to focus on traditional topics of Hamiltonian dynamics, such
as their symplectic formalism, bifurcation properties, renormalization theory, or
chaotic transport in homoclinic tangles, which have already been expertly reviewed
in many other textbooks. Rather, we plan to focus on the progress of the last
decade on one-dimensional Hamiltonian lattices, which has yielded, in our opinion,
a multitude of inspiring discoveries and new insights, begging to be investigated
further in the years to come.

More specifically, we propose to present in Chap. 1 some fundamental back-
ground material on Hamiltonian systems that would help the uninitiated reader
build some basic knowledge on what the rest of the book is all about. As part
of this introductory material, we mention the pioneering results of A. Lyapunov
and H. Poincaré regarding local and global stability of the solutions of Hamiltonian
systems. We then consider in Chap. 2 some illustrative examples of Hamiltonian
systems ofN D 1 and 2 degrees of freedom and discuss the concept of integrability
and the departure from it using singularity analysis in complex time and perturbation
theory. In particular, the occurrence of chaos in such systems as a result of
intersections of invariant manifolds of saddle points will be examined in some detail.

In Chap. 3, we present in an elementary way the mathematical concepts and basic
ingredients of equilibrium points, periodic orbits, and their local stability analysis
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for arbitrary N . We describe the method of Lyapunov exponents and examine their
usefulness in estimating the Kolmogorov entropy of certain physically important
Hamiltonian systems in the thermodynamic limit, that is, taking the total energy E
and the number of particles N very large with E=N D constant. Moreover, we
introduce some alternative methods for distinguishing order from chaos based on
the more recently developed approach of Generalized Alignment Indices (GALIs)
described in detail in Chap. 5.

Chapter 4 introduces the fundamental notions of nonlinear normal modes
(NNMs), resonances, and their implications for global stability of motion in
Hamiltonian systems with a finite number of degrees of freedom N . In particular,
we examine the importance of discrete symmetries and the usefulness of group
theory in analyzing periodic and quasiperiodic motion in Hamiltonian systems with
periodic boundary conditions. Next, we discuss in Chap. 5 a number of analytical
and numerical results concerning the GALI method (and its ancestor the Smaller
Alignment Index—SALI—method), which uses properties of wedge products of
deviation vectors and exploits the tangent dynamics to provide indicators of stable
and chaotic motion that are more accurate and efficient than those proposed by
other approaches. All this is then applied in Chap. 6 to explain the paradox of
FPU recurrences and the associated transition from “weak” to “strong” chaos. We
introduce the notion of energy localization in normal mode space and discuss the
existence and stability of low-dimensional “q-tori,” aiming to provide a more com-
plete interpretation of FPU recurrences and their connection to energy equipartition
in FPU models of particle chains.

In Chap. 7 we proceed to discuss the phenomenon of localized oscillations
in the configuration space of nonlinear one-dimensional lattices with N ! 1,
concentrating first on the so-called periodic (or translationally invariant) case where
all parameters in the on-site and interaction potentials are identical. We also mention
in this chapter recent results regarding the effects of delocalization and diffusion
due to disorder introduced by choosing some of the parameters (masses or spring
constants) randomly at the initialization of the system.

Next, in Chap. 8 we examine the statistical properties of chaotic regions in cases
where the orbits exhibit “weak chaos,” for example, near the boundaries of islands
of regular motion where the positive Lyapunov exponents are relatively small.
We demonstrate that “stickiness” phenomena are particularly important in these
regimes, while probability density functions (pdfs) of sums of orbital components
(treated as random variables in the sense of the Central Limit Theorem) are well
approximated by functions that are far from Gaussian! In fact, these pdfs closely
resemble q-Gaussian distributions resulting from minimizing Tsallis’ q-entropy
(subject to certain constraints) rather than the classical Boltzmann Gibbs (BG)
entropy and are related to what has been called nonextensive statistical mechanics
of strongly correlated dynamical processes.

In this context, we discuss chaotic orbits close to unstable NNMs of multidimen-
sional Hamiltonian systems and show that they give rise to certain very interesting
quasi-stationary states, which last for very long times and whose pdfs (of the above
type) are well fitted by functions of the q-Gaussian type. Of course, in most cases, as
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t continues to grow, these pdfs are expected to converge to a Gaussian distribution
(q ! 1), as chaotic orbits exit from weakly chaotic regimes into domains of
strong chaos, where the positive Lyapunov exponents are large and BG statistics
prevail. Still, we suggest that the complex statistics of these states need to be
explored further, particularly with regard to the onset of energy equipartition, as
their occurrence is far from exceptional and their long-lived nature implies that they
may be physically important in unveiling some of the mysteries of Hamiltonian
systems in many dimensions.

The book ends with Chap. 9 containing our conclusions, a list of open research
problems, and a discussion of future prospects in a number of areas of Hamiltonian
dynamics. Moreover, at the end of every chapter we have included a number of
exercises and problems aimed at training the uninitiated reader to learn how to use
some of the fundamental concepts and techniques described in this book. Some of
the problems are intended as projects for ambitious postgraduate students and offer
suggestions that may lead to new discoveries in the field of complex Hamiltonian
dynamics in the years ahead.

In the Acknowledgments that follow this Preface, we express our gratitude to a
number of junior and senior scientists, who have contributed to the present book in
many ways: Some have provided useful comments and suggestions on many topics
treated in the book, while others have actively collaborated with us in obtaining
many of the results presented here.

Whether we have done justice to all those whose work is mentioned in the text
and listed in our References is not for us to judge. The fact remains that, beyond the
help we have received from all acknowledged scientists and referenced sources, the
responsibility for the accurate presentation and discussion of the scientific field of
complex Hamiltonian dynamics lies entirely with the authors.

Patras, Greece Tassos Bountis
Dresden, Germany Haris Skokos
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Chapter 1
Introduction

Abstract Chapter 1 starts by defining a dynamical system in terms of ordinary
differential equations and presents the fundamental framework within which one can
study the stability of their equilibrium (or fixed) points, as developed by the great
Russian mathematician A. M. Lyapunov. The concept of Lyapunov Characteristic
Exponents is introduced and two theorems by Lyapunov are discussed, which
establish criteria for the asymptotic stability of a fixed point. The mathematical
setting of a Hamiltonian system is presented and a third theorem by Lyapunov
is stated concerning the continuation of the linear normal modes of N harmonic
oscillators, when the system is perturbed by adding to the Hamiltonian nonlinear
terms higher than quadratic. Finally, we discuss the meaning of complexity in
Hamiltonian dynamics, by referring to certain weakly chaotic orbits, which form
complicated quasi-stationary states that are well-approximated by the principles of
nonextensive statistical mechanics for very long times.

1.1 Preamble

The title of this book consists of three words and it is important to understand all
of them. We shall not start, however, with the first one, as it is the most difficult to
define. It may also turn out to be the most fascinating and intriguing one in the end.
Rather, we will start with the last word: What is dynamics?

Well, it comes from the Greek word “dynamis” meaning “force”, so it will be
very natural to think of it in the Newtonian context of mechanics as describing
the effect of a vectorial quantity proportional to the mass and acceleration of a
given body. But that is a very limited interpretation. Dynamics, in fact, refers to any
physical observable that is in motion with respect to a stationary frame of reference.
And as every student knows this motion may very well be uniform (i.e. with constant
velocity) and hence not involve any force at all.

Thus we will speak of dynamics when we are interested to know how the state
of an observable changes in time. This may represent, for example, the position or

T. Bountis and H. Skokos, Complex Hamiltonian Dynamics,
Springer Series in Synergetics, DOI 10.1007/978-3-642-27305-6 1,
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velocity of a mass particle in the three-dimensional space, the flow of current in an
electrical circuit, the concentration of a chemical substance, or the population of
a biological species. When we refer to a collection of individual components, we
shall speak of the dynamics of a system. Most frequently, these components will
interact with each other and act interdependently. And this is when matters start to
get complicated.

What is the nature of this interdependence and how does it affect the dynamics?
Does it always lead to behavior that we call “unpredictable”, or chaotic (in the
sense of extremely sensitive dependence on initial conditions), or does it also give
rise to motions that we may refer to as “regular”, “ordered” or “predictable”? And
what about the intermediate regime between order and chaos, where complexity
frequently lies?

It is clear that if we wish to address such questions, we must first introduce a
proper mathematical framework for their study and this is provided by the field
of Ordinary Differential Equations (ODEs). In this context, we will assume that
our system possesses n real dependent variables .xk.t/; k D 1; 2; : : : ; n, which
constitute a state x.t/ D .x1.t/; : : : ; xn.t// in the phase space of the system D �
R
n and are functions of the single independent variable of the problem: the time

t 2 R. Their dynamics is described by the system of first order ODEs

dxk
dt

D fk.x1; x2; : : : ; xn/; k D 1; 2; : : : ; n; (1.1)

which is thus called a dynamical system. Since the fk do not explicitly depend on t
the system is called autonomous. The functions fk are defined everywhere inD and,
for simplicity, we shall assume that they are analytic in all their variables, meaning
that they can be expressed as convergent series expansions in the xk (with non-zero
radius of convergence) near one of their equilibrium (or fixed) points, located at the
origin of phase space 0 D .0; : : : ; 0/ 2 D, where

fk.0/ D 0; k D 1; 2; : : : ; n: (1.2)

This implies that the right sides of our (1.1) can be expanded in power series:

dxk
dt

D pk1x1 Cpk2x2 C : : :Cpknxn C
X

m1;m2;:::;mn

P
.m1;:::;mn/

k x
m1
1 x

m2
2 : : : xmnn (1.3)

where k D 1; 2; : : : ; n and the mk > 0 are such that m1 C m2 C : : : C mn > 1.
Since the fk are analytic, the existence and uniqueness of the solutions of (1.1), for
any initial condition x1.0/; : : : ; xn.0/ (where the fk are defined) is guaranteed by
the classical theorems of Euler, Cauchy and Picard [46,97]. Furthermore, the series
in (1.3) are convergent for jxkj � Ak and by a well-known theorem of analysis
(e.g. see [155, p. 273]) its coefficients are bounded by:

j P .m1;:::;mn/

k j� Mk

A1
m1A2

m2 : : : An
mn
; (1.4)
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whereMk is an upper bound of the modulus of all terms of the form x
m1
1 x

m2
2 : : : xmnn

entering in (1.3).
What can we say about the solutions of these equations in a small neighborhood

of the equilibrium point (1.2), where the series expansions of the fk converge? Is the
motion “regular” or “predictable” there? This is the question of stability of motion
first studied systematically by the great Russian mathematician A. M. Lyapunov,
more than 110 years ago [232]. In the section that follows we shall review his famous
method that led to the proof of the existence of periodic solutions, as continuations
of the corresponding oscillations of the linearized system of equations.

This method is local in character, as it describes solutions in a very small region
around the origin and for finite intervals in time. It generalizes the treatment and
results found in Poincaré’s thesis [273], of which Lyapunov learned at a later time,
as he explains in the Introduction of [232].

1.2 Lyapunov Stability of Dynamical Systems

Let us first define the notions of stability that Lyapunov had in mind: The first and
simplest one concerns what may be called asymptotic stability, as it refers to the
case where all solutions xk.t/ of (1.3), starting within a domain of the origin given
by jxk.t0/j � Ak , tend to 0 as t ! 1. A less restrictive situation arises when we
can prove that for every 0 < " < "0, no matter how small, all solutions starting at
t D t0 within a neighborhood of the origin K."/ j B."/, where B."/ is a “ball” of
radius " around the origin, remain inside B."/ for all t � t0.

This weaker condition is often called neutral or conditional stability and will
be of great importance to us, as it frequently occurs in conservative dynamical
systems (among which are the Hamiltonian ones). These conserve phase space
volume and hence cannot come to a complete rest at any value of t , finite or infinite
(except for some special solutions lying on stable invariant manifolds, as we discuss
later). Conditional stability, in fact, characterizes precisely the systems for which
Lyapunov could prove the existence of families of periodic solutions around the
origin by relating them directly to a conserved quantity called integral of the motion.
For Lyapunov, the existence of integrals was a means to an end, unlike Poincaré,
who considered integrability as a primary goal in trying to show the global stability
of the motion of a dynamical system.

Let us illustrate Lyapunov’s method for establishing the stability of a fixed point,
by considering the simple example of a one-dimensional system, n D 1, described
by a single ODE of the Riccati type:

dx

dt
D �x C x2: (1.5)

The main idea is to write its solution as a series:

x.t/ D x.1/ C x.2/ C : : :C x.n/ C : : : ; (1.6)
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whose leading term x.1/ is the general solution of the linear part of (1.5), considered
naturally as the most important part of the solution in a small region around the fixed
point x D 0. This term is x.1/ D ae�t and incorporates the only arbitrary constant
needed for the general solution of the problem. Substituting (1.6) into (1.5) we thus
obtain an infinite set of linear inhomogeneous equations for the x.k/

dx.k/

dt
D �x.k/ C

kX

jD1
x.j /x.j�k/; k > 1; (1.7)

from which we can easily obtain particular solutions, since the homogeneous part is
already represented by x.1/.t/. These are: x.k/ D �.�a/ke�kt and hence the general
solution of (1) becomes:

x.t/ D x.1/Cx.2/C : : : D ae�t �a2e�2t Ca3e�3t � : : : D q�q2Cq3� : : : ; (1.8)

where we have set q D ae�t . This expression clearly converges for jqj < 1, which
gives the region of initial conditions, at t D 0 with jaj < 1, where these solutions
exist. Furthermore, in this region, all solutions tend to 0 as t ! 1 and therefore 0
is an asymptotically stable equilibrium state.

Let us now see how all this works for arbitrary n: First, we write again the general
solution in the form of a series

xk.t/ D xk
.1/ C xk

.2/ C : : : ; k D 1; 2; : : : ; n; (1.9)

and substitute in (1.3) separating the linear system of equations for the xk.1/:

dxk.1/

dt
D pk1x

.1/
1 C pk2x

.1/
2 C : : :C pknx

.1/
n ; (1.10)

from the remaining ones

dxk.m/

dt
D pk1x

.m/
1 C pk2x

.m/
2 C : : :C pknx

.m/
n CR

.m/

k ; m > 1; (1.11)

where the R.m/k contain only terms x.j /s , s D 1; 2; : : : ; n and j D 1; 2; : : : ; m � 1,
which have already been determined at lower orders. Thus, we first need to study
the linear system (1.10) and obtain its general solution as a linear combination of n
independent particular solutions

x
.1/

k .t/ D a1xk1.t/C a2xk2.t/C : : :C anxkn.t/; k D 1; 2; : : : ; n; (1.12)

in such a way that the initial conditions xk.1/.t0/ D ak are satisfied. We then use
(1.12) to insert in (1.11) and find particular solutions of the corresponding linear
inhomogeneous system for everym, so that xk.m/.t0/ D 0.
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Lyapunov then obtains explicit expressions for the xk.m/.t/ and makes the
additional assumption that the sets A1;A2; : : : ; An and M1;M2; : : : ;Mn (see the
discussion at the beginning of the chapter), considered as functions of t , have non-
zero upper bound for each Ak and non-zero lower bound for each Mk, for all
t0 � t � T and any T . Thus, he was able to show that the solution (1.9) written as
power series in the quantities ak is absolutely convergent, as long as the jakj do not
exceed some limit depending on T .

Observe now that, even though we have found the general solution, it is impos-
sible to discuss the question of stability of the origin, unless we know something
about the behavior of the solutions of the linear system (1.10) as functions of t ,
as we did for the simple Riccati equation. To proceed one would have to compare
first every one of the n independent solutions of (1.10) to an exponential function
of time, with the purpose of identifying the particular exponent that would enter in
such a relationship.

To achieve this, Lyapunov had the ingenious idea of introducing what he called
the characteristic number of a function x.t/, as follows: First form the auxiliary
function z.t/ D x.t/e�t and define as the characteristic number �0 of x(t), that value
of � for which z(t) vanishes for � < �0 and becomes unbounded for � > �0, as
t ! 1. Thus, this number represents the “rate” of exponential decay (or growth) of
x.t/, as time becomes arbitrarily large. In fact, it is closely connected to the negative
of what we call today the Lyapunov characteristic exponent (LCE) [310]. Adopting
the convention that functions x.t/ whose z.t/ vanishes for all � have �0 D 1 and
those for which z.t/ is unbounded for all � have �0 D �1, one can thus define a
unique characteristic number for every function x.t/.

Proceeding then to derive characteristic numbers for sums and products of
functions arising in the solutions of systems of linear ODEs, Lyapunov defines
what he calls a regular system of linear ODEs by the condition that the sum of
the characteristic numbers of its solutions equals the negative of the characteristic
number of the function

exp

 
�
Z nX

kD1
pkk.t/dt

!
(1.13)

(see [232, p. 43]). Thus, he was led to one of his most important theorems:

Theorem 1.1. (see [232, p. 57]) If the linear system of differential equations
(1.10) is regular and the characteristic numbers of its independent solutions are
all positive, the equilibrium point at the origin is asymptotically stable.

It is important to note that the condition of regularity of a linear system,
as defined above, can be shown to hold for all systems, whose coefficients
pjk , j; kD 1; 2; : : : ; n are constant or periodic functions of t , and is, in fact,
also verified for a much larger class of linear systems. Moreover, since we
will be exclusively concerned here with the case of constant coefficients, it is
necessary to identify the meaning of characteristic numbers for our problem at
hand. Indeed, as the reader can easily verify, they are directly related to the
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eigenvalues of the n � n matrix J D .pjk/; j; k D 1; 2; : : : ; n, obtained as the
roots of the characteristic equation

det.J � �In/ D 0; (1.14)

�1; �2; : : : ; �n, In being the n�n identity matrix. In modern terminology, therefore,
for a dynamical system (1.1), with an equilibrium point at .0; 0; : : : ; 0/ and a
constant Jacobian matrix

Jk;j D pkj D @fk

@xj
.0; : : : ; 0/; j; k D 1; 2; : : : ; n; (1.15)

the above theorem translates to the following well-known result:

Theorem 1.2. (see [170, p. 181]) If all eigenvalues of the matrix J have negative
real part less than �c; c > 0, there is a compact neighborhood U of the origin,
such that, for all .x1.0/; x2.0/; : : : ; xn.0// 2 U , all solutions xk.t/ ! 0, as
t ! 1. Furthermore, one can show that this approach to the fixed point is
exponential: Indeed, if we denote by j 	 j the Euclidean norm in R

n and define x.t/ D
.x1.t/; x2.t/; : : : ; xn.t//, it can be proved, using simple topological arguments, that
for all x.0/ 2 U , jx.t/j � jx.0/je�ct , and jx.t/j is in U for all t � 0.

Let us finally observe that, since Lyapunov expressed his solutions as sums of
exponentials of the form

xs
.m/ D

X
Cs

.m1;m2;:::;mn/e.m1�1Cm2�2C:::Cmn�n/t ; (1.16)

with 0 < m1 C m2 C : : : C mn < m, when we substitute these expressions in the
equations of motion (1.10), (1.11) and try to solve for the coefficients,Cs.m1;m2;:::;mn/,
we need to divide by the expression

m1�1 Cm2�2 C : : :Cmn�n: (1.17)

If this quantity ever becomes zero, this will lead to secular terms in the above
series which will grow linearly in time. This can happen for example if one (or
more) of the �j D 0, or if the system possesses one (or more) pairs of imaginary
eigenvalues. Note that such so-called resonances will never occur, as long as the
conditions of Theorem 1.2 above are satisfied and thus, in the case of Re.�j / > 0

all secular terms are avoided and the convergence of the corresponding series is
proved.

Assuming that the linear terms of these series have constant coefficients,
Lyapunov then paid particular attention to the case where one (or more) of the
eigenvalues of the matrix of these coefficients have zero real part. This was
the beginning of what we now call bifurcation theory (see e.g. [165, 170]), as
it constitutes the turning point between stability of the fixed point (all eigenvalues
have negative real part) and instability (at least one eigenvalue has positive real part).
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Besides the above so-called first method, which is local and parallels similar
work by Poincaré, Lyapunov also introduced a second method, which is entirely his
own and is based on the following idea [232]: Instead of focusing on the solutions
of the direct problem, one constructs specific functions of these solutions, with
well-defined geometric properties, whose evolution in time reveals indirectly the
properties of the actual solutions for all t > t0! This is the famous method of
Lyapunov functions, as we know it today. It is global in the sense that it does not refer
to a finite time interval and applies to relatively large regions of phase space around
the equilibrium point. However, it does rely strongly on one’s resourcefulness
to construct the appropriate partial differential equation (PDE) satisfied by these
functions and solve them by power series expansions.

We will not dwell at all here on Lyapunov’s second method, as it applies almost
exclusively to non-conservative (hence non-Hamiltonian) dynamical systems. The
interested reader can find excellent accounts of the theory and applications of
Lyapunov’s functions, not only in Lyapunov’s treatise [232] but also in a number
of excellent textbooks on the qualitative theory of ODEs and dynamical systems
[170, 265, 346]. There is, however, one more result of Lyapunov’s theory [232]
concerning simple periodic solutions of Hamiltonian systems, which will be very
useful to us in the chapters that follow and is described separately in the next section.

1.3 Hamiltonian Dynamical Systems

In this book we shall often speak of conditional (or neutral) stability where there
is (at least) one pair of purely imaginary eigenvalues (all others being real and
negative), implying the possibility of the existence of periodic orbits about the
origin. This allows us to apply the above theory to the case of Hamiltonian
dynamical systems ofN degrees of freedom (dof), where n D 2N and the equations
of motion (1.1) are written in the form

dqk
dt

D @H

@pk
;

dpk
dt

D � @H
@qk

; k D 1; 2; : : : ; N; (1.18)

where qk.t/, pk.t/, k D 1; 2; : : : ; 2N are the position and momentum coordinates
respectively and H is called the Hamiltonian function. If H does not explicitly
depend on t , it is easy to see from (1.18) that its total time derivative is zero and
thus represents a first integral (or constant of the motion), whose value equals the
total energy of the system E .

In most cases treated in this book, we will assume that our Hamiltonian can
be expanded in power series as a sum of homogeneous polynomials Hm of degree
m � 2

H D H2.q1; : : : ; qN ; p1; : : : ; pN /CH3.q1; : : : ; qN ; p1; : : : ; pN /C : : : D E;

(1.19)
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so that the origin qk D pk D 0; k D 1; 2; : : : ; N is an equilibrium point of the
system. H.qk.t/; pk.t// D E thus defines the so-called (constant) energy surface,
� .E/ 
 R

2N , on which our dynamics evolves.
Let us now assume that the linear equations resulting from (1.18) and (1.19), with

Hm D 0 for all m > 2, yield a matrix, whose eigenvalues all occur in conjugate
imaginary pairs, ˙i!k and thus provide the frequencies of the so-called normal
mode oscillations of the linearized system. This means that we can change to normal
mode coordinates and write our Hamiltonian in the form of N uncoupled harmonic
oscillators

H.2/ D !1

2
.x1

2 C y1
2/C !2

2
.x22 C y22/C : : :C !N

2
.x2N C y2N / D E; (1.20)

where xk; yk; k D 1; 2; : : : ; N are the new position and momentum coordinates
and !k represent the normal mode frequencies of the system.

Theorem 1.3. [232] If none of the ratios of these eigenvalues,!j =!k , is an integer,
for any j; k D 1; 2; : : : ; N; j ¤ k, the linear normal modes continue to exist
as periodic solutions of the nonlinear system (1.18) when higher order terms
H3;H4; : : : etc. are taken into account in (1.19).

These solutions have frequencies close to those of the linear modes and are
examples of what we call simple periodic orbits (SPOs), where all variables oscillate
with the same frequency !k D 2�=Tk, returning to the same values after a single
maximum (and minimum) in their time evolution over one period Tk.

What is the importance of these particular SPOs which are called nonlinear
normal modes, or NNMs? Once we have established that they exist, what can we
say about their stability under small perturbations of their initial conditions? How
do their stability properties change as we vary the total energyE in (1.19)? Do such
changes only affect the motion in the immediate vicinity of the NNMs or can they
also influence the dynamics of the system more globally? Are there other simple
periodic orbits of comparable importance that may also be useful to study from this
point of view? These are the questions we shall try to answer in the chapters that
follow.

After discussing in Chap. 2 the fundamental concepts of order and chaos in
Hamiltonian systems of few dof, we shall examine in Chap. 3 the topics of local
and global stability in the case of arbitrary (but finite) number of dof N . It is here
that we will introduce the spectrum of LCEs for Hamiltonian systems, following
the discussion of the previous section. In particular, we shall dwell on the relation
of the LCEs to the chaotic behavior of individual solutions or orbits of the system
and use them to evaluate the so-called Kolmogorov entropy. More specifically, we
will demonstrate on concrete examples that this entropy is extensive in regimes of
“strong chaos”, i.e. it grows linearly with N in the thermodynamic limit (E ! 1,
N ! 1 with E=N fixed) and is hence compatible with Boltzmann Gibbs (BG)
statistical mechanics.

Then in Chap. 4 we focus on the importance of NNMs in Hamiltonian systems
possessing discrete symmetries and discuss their relevance with regard to physical
models oscillating in one, two or three spatial dimensions. Our main example will
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be the Fermi Pasta Ulam (FPU) chain under periodic boundary conditions, but the
results will be quite general and can apply to a wide variety of systems, which are
of interest to solid state physics. Next, we will describe in detail in Chap. 5 the
method of the Generalized Alignment Indices GALIk, k D 1; 2; : : : ; 2N indicators.
The GALIs are ideal for identifying domains of chaos and order not only in N
dof Hamiltonian systems but also 2N -dimensional (2ND) symplectic maps and
represent a significant improvement over many other similar techniques used in the
literature. For example, these indicators can also be employed to locate s.� N/-
dimensional tori on which the motion is governed by s rationally independent
frequencies and provide conditions for the “breakdown” of these tori and hence
the destabilization of the corresponding quasiperiodic orbits.

In Chap. 6, we return to a very important physical property of Hamiltonian
lattices, namely arrays of nonlinear oscillators coupled to each other by nearest
neighbor interactions in one or more spatial dimensions. In particular, we revisit
the famous FPU lattice and investigate the phenomenon of FPU recurrences at
low energies, using Poincaré-Linstedt perturbation theory and the GALI method.
We show that these are connected with “weakly chaotic” regimes dominated by
low-dimensional tori, whose energy profile is exponentially localized in Fourier
space. We then study, at higher energies, diffusion phenomena and the transition
to delocalization and equipartition of the total energy among the N normal modes.

Then, in Chap. 7 we discuss different types of localization and diffusion phe-
nomena this time in the configuration space of one-dimensional nonlinear lattices
(chains of anharmonic oscillators). In particular, we start with the case where all
lattice parameters are equal and show how exponentially localized oscillations
called discrete breathers arise. These SPOs, which are often linearly stable and
provide a barrier to energy transport, can in fact be constructed by methods involving
invariant manifold intersections that are described in Chap. 2. However, when
translational invariance is broken by introducing random disorder in the parameters
of the system, nonlinearity has a delocalizing effect and very important diffusive
phenomena are observed, which persist for extremely long times.

In Chap. 8, we turn to the investigation of the type of statistics that characterizes
the dynamics in “weakly chaotic” regimes, where slow diffusion processes are
observed. Perhaps not surprisingly, we find that, as t grows, the probability
distribution functions (pdfs) associated with sums of chaotic variables in these
domains do not quickly tend to a Gaussian at equilibrium, as expected by BG
statistical mechanics. Rather, they go through a sequence of quasi-stationary states
(QSS), which are well-approximated by a family of q-Gaussian functions and share
some remarkable properties in many examples of multi-dimensional Hamiltonian
systems. In these examples, it appears that “weakly chaotic” dynamics is connected
with “stickiness” phenomena near the boundary of islands of regular motion called
“edge of chaos”, where LCEs are very small and orbits get trapped for extremely
long times. Finally, Chap. 9 presents our conclusions, a list of open research
problems and a number of other promising directions not treated in this book, which
are expected to shed new light on the fascinating and important subject of complex
Hamiltonian dynamics.
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1.4 Complex Hamiltonian Dynamics

In attempting to understand the complexity of chaotic behavior in Hamiltonian
systems, it is important to recall some basic facts about equilibrium thermodynamics
in the framework of BG theory of statistical ensembles. These topics form the
backbone of the results discussed in Chap. 8, but it is instructive to briefly review
them here. As is well-known in BG statistics, if a system can be at any one of
i D 1; 2; : : : ;W states with probability pi , its entropy is given by the famous
formula

SBG D �k
WX

iD1
pi lnpi ; (1.21)

where k is Boltzmann’s constant, provided, of course,

WX

iD1
pi D 1: (1.22)

The BG entropy satisfies the property of additivity, i.e. if A and B are two
independent systems, the probability to be in their union is pACB

i;j D pAi p
B
j and

this necessitates that the entropy of the joint state be additive, i.e.

SBG.AC B/ D SBG.A/C SBG.B/: (1.23)

At thermal equilibrium, the probabilities that optimize the BG entropy subject to
(1.22), given the energy spectrum Ei and temperature T of these states are:

pi D e�ˇEi
ZBG

; ZBG D
WX

iD1
e�ˇEi ; (1.24)

where ˇ D 1=kT and ZBG is the so-called BG partition function. For a continuum
set of states depending on one variable, x, the optimal pdf for BG statistics subject
to (1.22), zero mean and a given variance V is, of course, the well-known Gaussian
p.x/ D e�x2=2V =

p
2V . Another important property of the BG entropy is that it is

extensive, i.e.

limN!1
SBG

N
< 1: (1.25)

This means that the BG entropy grows linearly as a function of the number of dof
N of the system. But then, what about many physically important systems that are
not extensive?

As we discuss in Chap. 8, it is for these type of situations that a different form of
entropy has been proposed [332], the so-called Tsallis entropy
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Sq D k
1 �PW

iD1 p
q
i

q � 1
with

WX

iD1
pi D 1 (1.26)

depending on an index q, where i D 1; : : : ;W counts the states of the system
occurring with probability pi and k is the Boltzmann constant. Just as the Gaussian
distribution represents an extremal of the BG entropy (1.21) for a continuum set of
states x 2 R, the q-Gaussian distribution

P.x/ D ae�ˇx2
q � a

�
1 � .1 � q/ˇx2/� 1

1�q ; (1.27)

is obtained by optimizing the Tsallis entropy (1.26), where q is the entropic index,
ˇ is a free parameter and a a normalization constant. Expression (1.27) is a

generalization of the Gaussian, since in the limit q ! 1 we have limq!1 e�ˇx2
q D

e�ˇx2 .
The Tsallis entropy is, in general, not additive, since it can be shown that

Sq.ACB/DSq.A/CSq.B/Ck.1�q/Sq.A/Sq.B/ and hence is also not extensive.
It thus offers us the possibility of studying cases where different subsystems like
A and B above are never completely uncorrelated, as is the case e.g. with many
realistic physical systems where long range forces are involved [332]. Furthermore,
as we argue in Chap. 8, the persistence of non-Gaussian QSS in “weakly chaotic“
regimes of Hamiltonian systems represents another important case of highly
correlated dynamics that must be more deeply understood. It appears, therefore, that
a framework formally analogous to BG thermodynamics is needed for nonextensive
systems as well, where the exponentials in (1.24) are replaced by q-exponentials, as
defined in (1.27).

In the present book, complex Hamiltonian dynamics does not only refer to
the non-Gaussian statistics of “weakly chaotic” motion. Indeed, one may argue
that the quasi-stationary character of regular or ordered motion, as described
for example in the analysis of FPU recurrences presented in Chap. 6, constitutes
another complicated phenomenon. More generally, our thesis is that complexity in
Hamiltonian systems lies in the transition from local to global behavior, exactly
where one would expect it to be, you might say. The point we are trying to make
is that this is not merely a question of mathematical interest. As is by now widely
recognized, it is precisely in this type of transition that important phenomena of
great physical relevance are found that need to be further explored.

Complexity is, of course, difficult to describe by a single definition. Broadly
speaking, it characterizes systems of nonlinearly interacting components that can
exhibit collective phenomena like pattern formation, self-organization and the
emergence of states that are not observed at the level of any one individual
component. Clearly, therefore, Hamiltonian systems are not complex in the sense
there exists a solid mathematical framework for their accurate description. We do
not need to invent new and inspiring models that will capture the main features of
the dynamics, as we do in the flocking of birds, for example, or the spread of an
epidemic.
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In Hamiltonian dynamics we shall speak of complexity when new phenomena
arise, which are not expected by the classical theory of Newtonian mechanics,
or statistical physics. Our claim is that such phenomena do occur, for example,
in regimes where different hierarchies of chaotic behavior are detected, where
physical processes like diffusion and energy transport crucially depend on the rate of
separation of nearby trajectories as a function of time. Even if this separation grows
exponentially, it may do so in ways that are indistinguishable from a power-law due
to strong correlations present for very long times. In fact, it appears that this kind of
evolution is connected with the intricacies of a geometric complexity of phase space
dynamics caused by the presence of invariant Cantor sets located at the boundaries
of islands of regular motion around stable periodic solutions of the system.

But this does not exhaust the sources of complexity in Hamiltonian dynamics.
As we will discover, besides varying degrees of chaos, there also exist hierarchies
of order in N dof Hamiltonian systems. Indeed, around discrete breathers and
near NNMs responsible for FPU recurrences at low energies, one often finds that
invariant tori exist of dimension much lower than the number N expected by
classical theorems. As we show in this book, one way to approach this issue is to
study the stability of tori, using for example the GALI method, or group theoretical
techniques in cases where the system possesses discrete symmetries. Much work,
however, still needs to be done before these questions are completely understood.

What other complex phenomena are still waiting to be discovered in Hamiltonian
dynamics? No one knows. If we judge, however, by the progress that has been
achieved to date and the rapidly growing interest of theoretical and experimental
researchers, we would not be surprised if new results came to the surface, whose
importance may rival analogous discoveries in non-Hamiltonian systems. The
challenge is before us and the future of complex Hamiltonian dynamics looks very
bright indeed.



Chapter 2
Hamiltonian Systems of Few Degrees
of Freedom

Abstract In Chap. 2 we provide first an elementary introduction to some simple
examples of Hamiltonian systems of one and two degrees of freedom. We describe
the essential features of phase space plots and focus on the concepts of periodic and
quasiperiodic motions. We then address the questions of integrability and solvability
of the equations, first for linear and then for nonlinear problems. We present the
important integrability criteria of Painlevé analysis in complex time and show, on the
non-integrable Hénon-Heiles model, how chaotic orbits arise on a Poincaré Surface
of Section of the dynamics in phase space. Using the example of a periodically
driven Duffing oscillator, we explain that chaos is connected with the intersection of
invariant manifolds and describe how these intersections can be analytically studied
by the perturbation approach of Mel’nikov theory.

2.1 The Case of N D 1 Degree of Freedom

One of the first physical systems that an undergraduate student encounters in his
(or her) science studies is the harmonic oscillator. This describes the oscillations of
a massm, tied to a spring, which exerts on the mass a force that is proportional to the
negative of the displacement q of the mass from its equilibrium position (q D 0), as
shown in Fig. 2.1. The dynamics is described by Newton’s second order differential
equation

m
d2q

dt2
D �kq; (2.1)

where k > 0 is a constant representing the hardness (or softness) of the spring.
Equation 2.1 can be easily solved by standard techniques of linear ODEs to yield
the displacement q.t/ as an oscillatory function of time of the form

q.t/ D A sin.!t C ˛/; ! D p
k=m; (2.2)
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Fig. 2.1 A harmonic oscillator consists of a mass m moving horizontally on a frictionless table
under the action of a force which is proportional to the negative of the displacement q.t/ of the
mass from its equilibrium position at q D 0 (k > 0 is a proportionality constant)

Fig. 2.2 Plot of the solutions
of the harmonic oscillator
Hamiltonian (2.4) in the
.q; p/ phase space, as a
one-parameter family of
curves, for different values of
the total energy E

where A and ˛ are free constants corresponding to the amplitude and phase of
oscillations and ! is the frequency.

If we now recall from introductory physics that p D mdq=dt represents the
momentum of the massm, we can rewrite (2.1) in the form of two first order ODEs

dq

dt
D p

m
D @H

@p
;

dp

dt
D �kq D �@H

@q
; (2.3)

where we have already anticipated that the dynamics is derived from the Hamilto-
nian function

H.q; p/ D p2

2m
C k

q2

2
D E; (2.4)

which is an integral of the motion (since dH=dt D 0), whose valueE represents the
total (kinetic plus potential) energy of the system. Thus, this mass-spring system is
our first example of a Hamiltonian system of N D 1 dof.

We will not attempt to solve (2.3). Had we done so, of course, we would have
recovered (2.2). Instead, we will consider the solutions of the problem geometrically
as a one-parameter family of trajectories (or orbits) given by (2.3) and plotted in
the .q; p/ phase space of the system in Fig. 2.2. Thus, as this figure shows, both
variables q.t/ and p.t/ oscillate periodically with the same frequency !. Their
orbits are ellipses whose (semi-) major and minor axes are determined by the
parameters k, m and the value of E .

Note now that the energy integral (2.4) can also be used to bring us one step
closer to the complete solution of the problem, by solving (2.4) for p and obtaining
an equation where the variable q is separated from the time t . Integrating both sides
of this equation in terms of the respective variables, we arrive at the expression
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Z q

0

dqq
2E=m� !2q2

D t C c; (2.5)

which defines implicitly the solution q.t/ as function of t , c being the second free
constant of the problem (the first one is E). The reader now recognizes the left side
of (2.5) as the inverse sine function, whence we finally obtain

q.t/ D
r
2E

k
sin.!.t C c//; (2.6)

where the constants E and c can be related to A and ˛, by direct comparison with
(2.2).

The process described above is called integration by quadratures and was made
possible by the crucial existence of the integral of motion (2.4).

Of course, the harmonic oscillator is a linear system whose dynamics is very
simple. It possesses a single equilibrium or fixed point at .0; 0/, where all first
derivatives in (2.3) vanish. This point is called elliptic and all closed curves about it
in Fig. 2.2 describe oscillations whose frequency ! is independent of the choice of
initial conditions.

Let us turn, therefore, to a more interesting one dof Hamiltonian system
representing the motion of a simple pendulum shown in Fig. 2.3. Its equation of
motion according to classical mechanics is

ml2
d2�

dt2
D �mlg sin �; (2.7)

where the right side of (2.7) expresses the restoring torque due to the weight mg
of the mass (g being the acceleration due to gravity) and the left side describes the
time derivative of the angular momentum of the mass. If we now write this equation
as a system of two first order ODEs, as we did for the harmonic oscillator, we find
again that they can be cast in Hamiltonian form

dq

dt
D p D @H

@p
;

dp

dt
D �g

l
sin q D �@H

@q
; (2.8)

Fig. 2.3 The simple
pendulum is moving in the
two-dimensional plane .x; z/,
but its motion is completely
described by the angle � and
its derivative d�=dt
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Fig. 2.4 Plot of the curves
of the energy integral (2.9)
in the .q; p/ phase space.
Note, the presence of
additional equilibrium points
at .˙�; 0/, which are of the
saddle type. Observe also the
curve S separating oscillatory
motion (L) about the central
elliptic point at .0; 0/ from
rotational motion (R)

where qD � and l is the length of the pendulum. Of course, we cannot solve
these equations as easily as we did for the harmonic oscillator. Still, as you
will find out by solving Exercise 2.1, the solution of (2.8) can be obtained via
the so-called Jacobi elliptic functions [6, 107, 169], which have been thoroughly
studied in the literature and are directly related to the solution of an anharmonic
oscillator with cubic nonlinearity, about which we will have a lot to say in later
sections.

Still, we can make great progress in understanding the dynamics of the simple
pendulum through its Hamiltonian function, which provides the energy integral

H.q; p/ D p2

2
C g

l
.1 � cos q/ D E: (2.9)

Plotting this family of curves in the .q; p/ phase space for different values of E
we now obtain a much more interesting picture than Fig. 2.2 depicted in Fig. 2.4.
Observe that, besides the elliptic fixed point at the origin, there are two new
equilibria located at the points .˙�; 0/. These are called saddle points and repel
most orbits in their neighborhood along hyperbola-looking trajectories. For this
reason points A and B in Fig. 2.4 are also called unstable, in contrast to the .0; 0/
fixed point, which is called stable. More precisely, in view of the theory presented in
Chap. 1, .0; 0/ is characterized by what we called conditional (or neutral) stability.

Let us now discuss the linear stability of fixed points of a Hamiltonian system
within the more general framework outlined in Sect. 1.2. According to this analysis,
we first need to linearize Hamilton’s system of ODEs (1.18) about a fixed point,
which we assume to be located at the origin 0 D .0; 0; : : : ; 0/ of the 2ND phase
space. The resulting set of linear ODEs is written in terms of the Jacobian matrix
J D ˚

Jjk
�
:

Pxj D
2NX

kD1
Jjkxk; j D 1; 2; : : : ; 2N; (2.10)

whose elements (show this as a simple exercise starting with (1.18))
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j D 1; 2; : : : ; N W Jjk D @2H

@pj @qk
.0/; k D 1; : : : ; N;

Jjk D @2H

@pj @pk�N
.0/; k D N C 1; : : : ; 2N;

j D N C 1; : : : ; 2N W Jjk D � @2H

@qj�N@qk
.0/; k D 1; : : : ; N;

Jjk D � @2H

@qj�N@pk�N
.0/; k D N C 1; : : : ; 2N;

(2.11)

where xj represents small variations away from the origin (qj D pj D 0, j D
1; : : : ; N ) of the qj variables for j D 1; : : : ; N and the pj variables for j D
N C 1; : : : ; 2N .

For Hamiltonian systems of N D 1 dof, it is clear from (2.11) that the elements
of the 2 � 2 Jacobian matrix J D ˚

Jjk
�
; j; k D 1; 2 are

J11 D �J22 D @2H

@q@p
.0; 0/; J12 D @2H

@p2
.0; 0/; J21 D �@

2H

@q2
.0; 0/: (2.12)

In the case of the harmonic oscillator (2.3) this matrix has two imaginary eigen-
values �1 D i! and �2 D �i!, and hence corresponds to the case of conditional
(neutral) stability defined in Sect. 1.2. As a local property, it characterizes the fixed
point at the origin of Fig. 2.2 as elliptic. However, since the original problem
is linear, this type of stability is also global and implies that the solutions are
oscillatory not only near the origin but in the full phase plane .q; p/.

In the case of the pendulum Hamiltonian, however, the situation is very different.
First of all, there are more than one fixed points. In fact, there is an infinity of them
located at .�n; 0/ D .˙n�; 0/; n D 0; 1; 2; : : :, where . Pq; Pp/ D .0; 0/ in the .q; p/
phase space. The linearized equations of motion about these fixed points are:

� Px1
Px2
�

D
�
J11 J12
J21 J22

��
x1
x2

�

D
�

0 1

� g

l
cos �n 0

��
x1
x2

�
D
�

0 1

� g

l
.�1/n 0

��
x1
x2

�
: (2.13)

Thus, for n D 2k even (k any integer) the Jacobian matrix J has two complex
conjugate (imaginary) eigenvalues �1 D i!0, �2 D �i!0 and corresponds to elliptic
fixed points at .2k�; 0/, while for n D 2k C 1, the equilibria are of the saddle
type with real eigenvalues �1 D !0, �2 D �!0, where !0 D p

g=l (see points
A, B in Fig. 2.4). Near these saddle points, the motion is governed by the two real
eigenvectors corresponding to the above two eigenvalues. Along the eigenvector
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corresponding to �1 > 0, solutions of (2.13) move exponentially away from the
fixed point, while along the �2 < 0 eigenvector they exponentially converge to the
fixed point.

The important observation here is that, in the case of the simple pendulum, the
solutions of the linearized equations of motion (2.13) are valid only locally within an
infinitesimally small neighborhood of the fixed points. The reason for this is that the
full equations of the system (2.8) are nonlinear and hence there is no guarantee that
the linear dynamics near the fixed points is topologically equivalent to the solutions
of the system when the nonlinear terms are included.

By topological equivalence, we are referring to the existence of a homeomor-
phism (i.e. a continuous and invertible map, with a continuous inverse) that maps
orbits of (2.13) in a one-to-one way to orbits of (2.8), see [170, 265, 346]. How do
we know that? How can we be sure that if we expand the right hand sides of (2.8)
in powers of q, p, using e.g. sin q D q � q3=6 C : : : as we did in Sect. 1.2, we
will obtain solutions which are topologically equivalent to those of the linearized
equations (2.13)?

The answer to this question is provided by the Hartman-Grobman theorem
[170, 175, 257, 265, 346], which states that such an equivalence can be established
provided all eigenvalues of the Jacobian matrix have real part different from zero.
Now, as we learned from Lyapunov’s theory, if all eigenvalues satisfy Re.�i / < 0,
the equilibrium is asymptotically stable. However, if there is at least one eigenvalue
whose real part is positive, the general solutions of the nonlinear system deviate
exponentially away from the fixed point.

Well, this settles the issue about the saddle points at ..2k C 1/�; 0/ of the
simple pendulum. It does not help us, however, with the elliptic points at .2k�; 0/,
since the linearized equations about them have Re.�i / D 0, i D 1; 2 and the
Hartman-Grobman theorem does not apply. Here is where the integral of the motion
represented by the Hamiltonian function (2.9) comes to the rescue. It establishes
the existence of a family of closed curves globally, i.e. within a large region around
these elliptic points.

In our problem, this region extends all the way to the separatrix curve S joining
the unstable manifold of saddle point A to the stable manifold of saddle point B (and
the unstable manifold of B with the stable one of A), as shown in Fig. 2.4. These
manifolds are analytic curves which are tangent to the corresponding eigenvectors
of the linearized equations and are called invariant, since all solutions starting on
such a manifold remain on it for all t > 0 (or t < 0).

Invariant manifolds, however, do not need to join smoothly to form separatrices,
as in Fig. 2.4. In fact, as we explain in the next sections, invariant manifolds of
Hamiltonian systems of N � 2 dof generically intersect each other transversally
(i.e. with non-zero angle) and give rise to chaotic regions in the 2ND phase space
R
2N . If, on the other hand, these manifolds do join smoothly, this suggests that the

system has N analytic, single-valued integrals and is hence completely integrable
in the sense of the LA theorem, as in the case of the simple pendulum.
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2.2 The Case of N D 2 Degrees of Freedom

Following the above discussion, it would be natural to extend our study to
Hamiltonian systems of two dof, joining at first two harmonic oscillators, as shown
in Fig. 2.5 and applying the approach of Sect. 2.1. We furthermore assume that our
oscillators have equal massesm1 D m2 D m and spring constants k1 D k2 D k and
impose fixed boundary conditions to their endpoints, as shown in Fig. 2.5. Clearly,
Newton’s equations of motion give in this case:

m
d2q1
dt2

D �kq1 � k.q1 � q2/; m
d2q2
dt2

D �kq2 C k.q1 � q2/; (2.14)

where qi .t/ are the particles’ displacements from their equilibrium positions at
qi D 0, i D 1; 2. If we also introduce the momenta pi .t/ of the two particles in
terms of their velocities, as we did for the single harmonic oscillator, we arrive at
the following fourth order system of ODEs

dq1
dt

D p1

m
;

dp1
dt

�kq1�k.q1�q2/; dq2
dt

D p2

m
;

dp2
dt

�kq2Ck.q1�q2/; (2.15)

which is definitely Hamiltonian, since it is derived from the Hamiltonian function

H.q1; p1; q2; p2/ D p21
2m

C p22
2m

C k
q21
2

C k
q22
2

C k
.q1 � q2/

2

2
D E (2.16)

(see (1.18)), expressing the integral of total energyE . Note that we may think of the
two endpoints of the system as represented by positions and momenta q0, p0 and q3,
p3 that vanish identically for all t .

What can we say about the solutions of this system? Are they all periodic, as in
the case of the single harmonic oscillator? Is the dynamics more complicated in the
four-dimensional phase space of the qi .t/, pi .t/, i D 1; 2 and in what way? Can we
still use the integral (2.16) to solve the system by quadratures? Note, first of all, that,
once we specify a value for the total energy E , our variables qi .t/, pi .t/, i D 1; 2

are no longer independent, as the motion actually evolves on a three-dimensional
so-called energy surface � .E/. If we choose to solve (2.16) for one of them, say

Fig. 2.5 Two coupled harmonic oscillators of equal mass m and force constant k, with displace-
ments q1.t/, q2.t/ from their equilibrium position, moving horizontally on a frictionless table with
their endpoints firmly attached to two immovable walls
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p1, in terms of the other three, we do not arrive immediately at an equation whose
variables can be separated and thus integration by quadratures is impossible. What
would happen, however, if a second integral of the motion were available? Could
the method of quadratures lead us to the solution in that case?

Your immediate reaction, of course, would be to say no. Two integrals could only
serve to express one variable, say p1 again, in terms of two others, say q1 and q2,
suggesting again that integration by quadratures is impossible. But, here is where
appearances deceive. Note that the difficulty arises because the equations of motion
(2.14), as given to us by Newtonian mechanics, are coupled in the variables q1, q2.
Is it perhaps possible to use a suitable coordinate transformation to separate them
and write our equations as a system of two uncoupled harmonic oscillators?

2.2.1 Coordinate Transformations and Solution
by Quadratures

It is not very difficult to answer this question. Indeed, if we perform the change of
variables

Q1 D q1 C q2p
2

; Q2 D q1 � q2p
2

; P1 D p1 C p2p
2

; P2 D p1 � p2p
2

(2.17)

(the factor 1=
p
2 will be explained later), we see that, adding and subtracting by

sides the two equations in (2.14) (dividing also bym and introducing ! D p
k=m),

splits the problem to two harmonic oscillators

dQi

dt
D Pi

m
;

dPi
dt

D �!2i Qi ; i D 1; 2; !1 D !; !2 D p
3!; (2.18)

which have different frequencies !1, !2. Observe that the new Hamiltonian of the
system becomes

K.Q1; P1;Q2; P2/ D P2
1

2m
C P2

2

2m
C k

Q2
1

2
C 3k

Q2
2

2
D E: (2.19)

We now see that the factor 1=
p
2 was introduced in (2.17) to make the new

equations of motion (2.18) have the same canonical form as two uncoupled
harmonic oscillators, while the new Hamiltonian K is expressed as the sum of the
Hamiltonians of these oscillators. In this way, we may say that changing from qi , pi
toQi , Pi variables we have performed a canonical coordinate transformation to our
system.

In this framework, we immediately realize that our problem possesses not one
but two integrals of the motion which may be thought of as the energies of the two
oscillators
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Fi .Q1; P1;Q2; P2// D P2
i

2m
C ki

Q2
i

2
D Ei ; i D 1; 2; (2.20)

with k1 D k, k2 D 3k, while Ei are two free parameters of the system to be fixed
by the initial conditions qi.0/, pi.0/, i D 1; 2. Thus, we may now proceed to apply
the method of quadratures to each of these oscillators, as described in Sect. 2.1 to
obtain the general solution of the system in the form

Qi.t/ D
s
2Ei

ki
sin.!i .t C ci //; i D 1; 2; (2.21)

ci being the other two free parameters needed for the complete solution of the four
first order ODEs (2.18). Naturally, if we wish to write our general solution in terms
of the original variables of the problem, we only need to invert (2.17) to find q1.t/,
q2.t/. We also remark that the above considerations show that the only fixed point
of the system lies at the origin of phase space and is elliptic (why?).

Let us make a crucial observation at this point: Note that the successful
application of the above analysis rests on the existence of two integrals of motion
(2.20) associated with the free constants E1, E2 connected with the amplitudes
of the corresponding oscillations. This shows that, for a system of two dof, two
integrals are necessary and sufficient for its integration by quadratures, as the
remaining two arbitrary constants c1, c2 merely represent phases of oscillation and
are not as important as E1 and E2. To understand this better, note that c1, c2 are not
single-valued and hence do not belong to the class of integrals required by the LA
theorem for complete integrability.

All this suggests that it would be advisable to introduce one more transformation
to the so-called action-angle variables Ii ; �i ; i D 1; 2 as follows

Qi D
s
2!iIi

ki
sin �i ; Pi D

p
2m!iIi cos �i ; i D 1; 2 (2.22)

and write our integrals (2.20) as Fi D Ii!i so that the new Hamiltonian (2.19) may
be expressed in a form

G.I1; �1; I2; �2/ D G.I1; I2/ D I1!1 C I2!2 (2.23)

that is independent of the angles �i , which also demonstrates the irrelevance of the
phases of the oscillations in (2.21). Evidently, our action-angle variables also satisfy
Hamilton’s equations of motion

d�i

dt
D @G

@Ii
D !i ;

dIi

dt
D �@G

@�i
D 0; (2.24)
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which imply that the new momenta Ii are constants of the motion, while the �i are
immediately integrated to give �i D !i t C �i0, where �i0 are the two initial phases.
Thus, the change to action-angle variables defines a canonical transformation and
the oscillations (2.22) are called linear normal modes of the system.

Let us now discuss the solutions of this coupled system of linear oscillators.
Using (2.17) and (2.21) we see that they are expressed, in general, as linear
combinations of two trigonometric oscillations with frequencies !1 D p

k, !2 Dp
3k. If these frequencies were rationally dependent, i.e. if their ratio were a rational

number !1=!2 D m1=m2 (m1;m2 being positive integers with no common divisor)
all orbits would close on two-dimensional invariant tori, like the one shown in
Fig. 2.6 and the motion would be periodic (what are the m1;m2 of the orbit shown
in Fig. 2.6?). Note that in our example, this could only happen for initial conditions
such that E1 or E2 is zero, whence the solutions would execute in-phase or out-of-
phase oscillations with frequency !2, or !1 respectively.

In the general case, though,E1 and E2 are both non-zero and the oscillations are
quasiperiodic, in the sense that they result from the superposition of trigonometric
terms whose frequencies are rationally independent, as the ratio !2=!1 D p

3

is an irrational number. Hence, the orbits produced by these solutions in the 4-
dimensional phase space are never closed (periodic). Unlike the orbit shown in
Fig. 2.6, they never pass by the same point, covering eventually uniformly the
two-dimensional torus of Fig. 2.6 specified by the values of E1 and E2.

Thus, in the spirit of the LA theorem we have verified for a Hamiltonian system
of two coupled harmonic oscillators that two global, single-valued, analytic integrals
are necessary and sufficient to completely integrate the equations of motion by
quadratures and moreover that the general solutions lie on two-dimensional tori,
since the motion on the four-dimensional phase space of the problem is bounded
about an elliptic fixed point at the origin qi D pi D 0, i D 1; 2.

Let us now turn to the case of a system of two coupled nonlinear oscillators. We
could choose to do so by introducing nonlinear terms in the spring forces involved
in the above two linear oscillators. However, we prefer to postpone such a study
for later chapters, where we will deal extensively with one-dimensional chains of
N > 2 coupled nonlinear oscillators. Thus, we shall discuss here one of the most
famous Hamiltonian two dof system, originally due to Hénon and Heiles [164]

Fig. 2.6 If the ratio of the frequencies of a two dof integrable Hamiltonian system is a rational
number, the orbits are periodic (and hence close upon themselves) on two-dimensional invariant
tori, such as the one shown in the figure. However, if the ratio !1=!2 is irrational, the orbits never
close and eventually cover uniformly two-dimensional tori in the four-dimensional phase space of
the coordinates qi , pi , i D 1; 2
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H D 1

2m
.p21 C p22/C 1

2
.!21q

2
1 C !22q

2
2/C q21q2 � C

3
q32: (2.25)

This describes the motion of a star of mass m in the axisymmetric potential of a
galaxy whose lowest order (quadratic) terms are those of two uncoupled harmonic
oscillators and the only higher order terms present are cubic in the q1, q2 variables
(for a most informative recent review on the applications of nonlinear dynamics and
chaos to galaxy models see [99]). Note that the value of m in (2.25) can be easily
scaled to unity by appropriately rescaling time, while an additional parameter before
the q21q2 term in (2.25) has already been removed by a similar change of scale of all
variables qi , pi .

Thus, introducing the more convenient variables q1 D x, q2 D y, p1 D px ,
p2 D py , we can rewrite the above Hamiltonian in the form

H D 1

2
.p2x Cp2y/CV.x; y/ D 1

2
.p2x Cp2y/C 1

2
.Ax2 CBy2/Cx2y� C

3
y3 D E;

(2.26)
where E is the total energy and we have set !21 D A > 0 and !22 D B > 0. It is
instructive to write down Newton’s equations of motion associated with this system

d2x

dt2
D �@V

@x
D �Ax � 2xy;

d2y

dt2
D �@V

@y
D �By � x2 C Cy2: (2.27)

Before going further, let us first write down here all possible fixed points of the
system, which are easily found by setting the right hand sides in (2.27) equal to
zero:

.i/ .x; y/ D .0; 0/; .ii/ .x; y/ D
 
0;

r
B

C

!
;

.iii/ .x; y/ D
 

˙
p
2BAC CA2

2
;�A
2

! (2.28)

(the momentum coordinates corresponding to all these points are, of course, zero).
The local (or linear) stability of these equilibria will be discussed later, with
reference to some very important special cases of the Hénon-Heiles problem.
However, there is one of them whose character can be immediately deduced from
the above equations: It is, of course, the origin (i), where all nonlinear terms in
(2.27) do not contribute to the analysis. Thus, infinitesimally close to this point, the
equations become identical to those of two uncoupled harmonic oscillator (since
A > 0, B > 0) and therefore the equilibrium at the origin is elliptic.

Let us remark now that (2.26) represents a first integral of this system. If we
could also find a second one, as in the problem of the two harmonic oscillators,
with all the nice mathematical properties required by the LA theorem, the problem
would be completely integrable and we would be able to integrate the (2.27) by
quadratures and obtain the general solution. Unfortunately, in nonlinear two dof
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Hamiltonian systems, the existence of such an integral is far from guaranteed. In
fact, all indications for the Hénon-Heiles system is that a second integral for all A,
B , C does not exist.

“How does one know that?”, you may rightfully ask. Well, this is a very good
question. A first answer may be given by the fact that in many cases that have been
integrated numerically by many authors, even close to the equilibrium point (i), one
finds, besides periodic and quasiperiodic orbits, a new kind of solution that appears
“irregular” and “unpredictable”, one may even say random-looking [226]! These are
the orbits we have called chaotic. They tend to occupy densely three-dimensional
regions in the four-dimensional phase space and depend very sensitively on initial
conditions, in the sense that starting at almost any other point in their immediate
vicinity produces another trajectory (also chaotic), which deviates exponentially
from the original (reference) orbit as time increases.

This would not happen, of course, if the problem was completely integrable,
since in that case—at least close to the elliptic equilibrium point at the origin—
all phase space would be occupied by two-dimensional tori, which are uniformly
covered by periodic or quasiperiodic solutions. These have nothing “irregular” or
“unpredictable” about them. In fact, it can be shown that the distance between
nearby orbits in their vicinity deviate linearly from each other in phase space [226].

Still, if one works only numerically, it is possible to miss chaotic orbits
altogether, since their associated regions can be very thin and may not even
appear in the computations. To speak about complete integrability therefore
(or the absence thereof) one must have some analytical theory to support rigorously
one’s statements. One such theory is provided by the so-called Painlevè analysis,
which investigates a very fundamental property of the solutions related to their
singularities in complex time [98, 152, 279].

2.2.2 Integrability and Solvability of the Equations of Motion

It is of course very difficult to look at a pair of nonlinear coupled second order
ODEs like (2.27) and try to integrate them by some clever change of variables, as
we did in the case of two coupled linear oscillators (2.14). Still, the careful reader
will notice (by inspection, as we say) that there is one obvious case where (2.27)
can be directly integrated: A D B , C D �1. Under this condition, a transformation
to sum and difference variables reduces the Hénon-Heiles equations to the simple
uncoupled form

d2X

dt2
D �AX � p

2X2;
d2Y

dt2
D �AY C p

2Y 2; X D x C yp
2
; Y D x � yp

2
(2.29)

(see (2.17)).“This is great!”, you would exclaim: Now, we can multiply these
equations respectively by dX=dt and dY=dt and integrate them to arrive at the
following integrals of the motion
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F1 D 1

2

�
dX

dt

�2
C A

2
X2 �

p
2

3
X3; F2 D 1

2

�
dY

dt

�2
C A

2
Y 2 C

p
2

3
Y 3: (2.30)

It is easy to see now that these two integrals are not independent from the
Hamiltonian (2.26). Indeed, if we also define the momentum coordinates PX D
dX=dt , PY D dY=dt and observe that px D .PX CPY /=

p
2, py D .PX �PY /=

p
2

we easily verify that H D F1 C F2 and hence that the change to new variables is a
canonical transformation.

Furthermore, it is possible to prove that the two integrals (2.30) are independent
from each other. This can be done by demonstrating that the tangent space spanned
by the partial derivatives of F1 with respect to X , PX and F2 with respect to Y , PY
at almost all points where F1 D F2 has the full dimensionality of the phase space of
the system. Moreover, the Poisson bracket fF1; F2g vanishes which implies that the
two integrals are in involution [19, 226]. We conclude, therefore, according to the
LA theorem, that the system is completely integrable and hence its general solution
can be obtained by quadratures.

Try it: If you go back to (2.30), solve for dX=dt and dY=dt and integrate
by separation of variables, as we did for the two coupled harmonic oscillators,
you will be led to elliptic integrals, which are the inverse of the so-called Jacobi
elliptic functions [6, 107, 169]. The most fundamental ones of them are sn.�t; �2/
and cn.�t; �2/ and their parameters �; � are related to the parameter A of our
problem. When their so called modulus 0� � � 1 tends to 1, the sn and cn tend
to trigonometric functions (sine and cosine respectively), while � ! p

A, which
is the frequency of oscillations of our variables near the origin, see (2.29). On the
other hand, when � ! 1, the period of sn and cn tends to infinity and they become
hyperbolic sinh and cosh functions (see [6, 107, 169] and Exercise 2.1).

So everything is fine with the A D B , C D �1 case of the Hénon-Heiles
equations. What do we do, however, for other choices of these parameters? Can
we still hope to come up with some “clever” transformations of variables, such as
the ones employed above, which will help us uncouple and eventually solve the
nonlinear ODEs of the problem? The answer, unfortunately, is negative. As clever
as we may be, resourcefulness has its limits. Inspection alone is not sufficient to
make progress here. We need to develop a more systematic approach, such as the
one provided by the so called Painlevè analysis of (2.27) [98, 152, 279].

Let us, therefore, think more analytically and try to understand more about the
mathematics of the integrable case we discovered above. Our motivation is the
following: What if integrability (and hence also solvability) of our equations is
connected with the mathematical simplicity of the solutions of these equations? In
other words, what problems can we solve using the known mathematical functions
available in the literature today? And since we already discovered elliptic functions
in one example of our problem, why not try to find other integrable cases of the
Hénon-Heiles system, by requiring that their solutions belong to the same “class”
as the Jacobi elliptic functions?
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This is not such a crazy question. In fact, it was first asked by the famous Russian
mathematician S. Kowalevskaya in the 1880s, who was thus able to discover one
more integrable case of the rotating body, in addition to the other three that had
already been found by Euler and Jacobi. To this day, these are the only four known
cases, where the rotating body can be explicitly integrated. So the moral of the story
is clear: If you want to become famous, find a new integrable case of a physically
important system of differential equations!

To understand what Kowalevskaya did we need to start from a remarkable
mathematical property of the Jacobi elliptic functions: When their independent
variable u D �t is complex, their only singularities in the complex t-plane are
poles. In other words, these functions are not analytic everywhere in the complex
domain, and thus are more general than the ordinary exponentials and trigonometric
functions of elementary mathematics. They are, however, single-valued, in the sense
that when evaluated on a closed loop around their singularities they recover their
values after every turn.

The recipe, therefore, appears rather simple: First express the solutions x.t/, y.t/
of (2.27) about a singularity at t D t� as series expansions that begin with a possible
pole of order r and s respectively. This gives

x.t/ D
1X

kDr
ak	

k y.t/ D
1X

kDs
bk	

k; 	 D t � t�; (2.31)

where r , s are integers and at least one of them is negative. These series are assumed
to converge within a finite radius 0 < j	 j D jt � t�j < 
 in the complex t-plane and
thus provide the complete solution of the problem near this singularity. It follows,
therefore, that among the coefficients ak , bk three must be arbitrary, as t� is already
one of the free constants of the solution.

Substituting these series in (2.27) and balancing the most divergent terms leads
to the equations

r.r � 1/ar	r�2 D �2arbs	rCs; s.s � 1/bs	
s�2 D �a2r 	2r C Cb2s 	

2s ; (2.32)

which imply that there are two possible dominant behaviors (and hence two such
singularity types) for this problem, namely

.i/ r D s D �2 W a�2 D ˙p
18C 9C ; b�2 D �3

.ii/ s D �2; r > s W ar D arbitrary; b�2 D r.1 � r/
2

D 6

C
:

(2.33)

Note that, in type (ii), the power r of the leading term of the expansion of x.t/
is directly related to the value of the parameter C . Since we have assumed that
our series involve only integer powers of 	 , the only C values that ensure this are
C D �1;�2;�6. That’s great! The first one of them is already the beginning of
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the thread that leads to the integrable case discovered earlier in this section by pure
inspection.

What remains to be done now is entirely algorithmic and can even be pro-
grammed on the computer: Take each one of the above cases and compute the
coefficients of the Laurent series of the solutions near the corresponding singularity
type. As we have already explained, at most three of the ak , bk should be arbitrary.
And here is where the most important stumbling block of the method lies: When
you try to evaluate these coefficients you will discover that they satisfy a degenerate
system of linear algebraic equations that is not homogeneous and hence is most
likely incompatible for an arbitrary choice of the parameters A, B , C ! So what do
we do now?

Well, the first thing you can do is choose these parameter values in such a way
that these algebraic equations do become compatible. You will thus be rewarded by
all the possible integrable cases that this procedure can identify. When all is said
and done, you will be pleasantly surprised to find that besides the case you already
know about there are two new ones for which you can in principle now integrate
the Hénon-Heiles equations completely. Thus all the known integrable cases of the
problem can be summarized as follows:

Case 1 W A D B; C D �1;
Case 2 W A;B free; C D �6;
Case 3 W B D 16A; C D �16:

(2.34)

Well, to be completely honest, Case 3 does not arise automatically from the above
procedure. In fact, when you use C D �16 in the condition of singularity type (ii)
you find that the value of the exponent r is a half integer. But that does not mean all
is lost. It may be that if we switch from x to a variable u D x2, this new variable
may have a true Laurent series expansion with the required number of free constants
and that is precisely what happens here. Thus all three cases listed in (2.34) above
are successfully identified by the Painlevè analysis.

And what about C D �2? Well, in this case we are not so lucky. Although
everything begins promisingly, we cannot find the required free constants unless
we also introduce logarithmic terms in our series expansions. This means that the
solutions of the Hénon-Heiles system for C D �2 contain logarithmic singularities
already at leading order and hence the above method does not apply. Indeed, when
we integrate numerically the equations in this case we find that they possess chaotic
solutions and hence a second global, analytic and single-valued integral most likely
does not exist [56].

In conclusion, we can say that if a system of ODEs has the so-called Painlevè
property, i.e. its solutions have only poles as movable singularities, it is expected
to be completely integrable, even explicitly solvable in terms of known functions.
The term “movable” implies that the location of a singularity t� is one of the
free constants to be specified by the initial conditions of the problem. It serves
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to differentiate movable singularities from the so-called fixed ones, which appear
explicitly in the equations of motion [107, 169].

Of course, identifying integrable cases by the Painlevè analysis only tells us
where to look for N dof Hamiltonian systems whose solutions are globally ordered
and predictable. It does not tell us how to find the N integrals that must exist
(according to the LA theorem) and which are necessary to solve the equations of
motion by quadratures. But do we really want to get into all this trouble?

First of all the integrals are not at all easy to find. Even for the simple-looking
Hénon-Heiles system , the best one can do is assume that the second integral F is a
polynomial in the momentum and position variables and solve for its coefficients by
direct differentiation. What happens, however, if F turns out to be an infinite series?
Well, in the Hénon-Heiles we are lucky. The second integral in Cases 2 and 3 of
(2.34) truncates to a polynomial of the form [60, 156]

Case 2 W F D x4 C 4x2y2 � 4p2xy C 4xpxpy C 4Ax2y

C .4A� B/.p2x C Ax2/;

Case 3 W F D 3p4x C 6.AC 2y/x2p2x � 4x3pxpy � 4x4.Ay C y2/

C 3A2x4 � 2

3
x6:

(2.35)

Now what? If we wish to arrive at the complete solution of the problem we must
somehow use (2.35) to uncouple the variables of the problem and solve two one dof
systems as we did in integrable Case 1. But that is a far less trivial task in Cases 2
and 3. So, again the question relentlessly arises: Why do it?

After all, integrable cases, you may argue, are so rare, that they can hardly be
expected to come up in realistic physical situations. Why worry about them? Why
not try to find out instead what happens to the Hénon-Heiles for all other A, B , C
values apart from the ones of (2.34)? Well, don’t be impatient, we can always do
that numerically, of course. Before resorting to this alternative, however, it is worth
noting that integrable systems are especially useful for two important reasons: First,
they frequently arise as close approximations of many physically realistic problems
(the solar system being the most famous example) and second, their basic dynamical
features do not change very much under small perturbations, as the KAM theorem
[19] assures us and as we know by now from an abundance of examples.

Let’s take for instance the best-studied case of the Hénon-Heiles system, which
is both physically interesting and (most likely) non-integrable,A D B D 1, C D 1

[164, 226]

H D 1

2
.p2x C p2y/C 1

2
.x2 C y2/C x2y � 1

3
y3 D E: (2.36)

Let us select a value of the total energy small enough, within the interval 0 < E <

1=6, for which it is known that all solutions of (2.36) are bounded. To visualize these
solutions, let us plot in Fig. 2.7 the intersections of the corresponding orbits with the
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Fig. 2.7 Orbit intersections with the PSS .y; py/ of the solutions of the Hénon-Heiles system with
Hamiltonian (2.36), at times tk , k D 1; 2; : : :, where x.tk/ D 0, px.tk/ > 0 and for fixed values
of the energy E . Note in panels (a) and (b), where E D 1=24 and E D 1=12 respectively, no
chaotic orbits are visible and a second integral of motion besides (2.36) appears to exist. When
we raise the energy however to E D 1=8 in (c), this is clearly seen to be an illusion. Ordered
(i.e. quasiperiodic) motion is restricted within islands surrounded by chaos, whose size diminishes
rapidly as the energy increases further. Thus, in (d) where E attains the value E D 1=6 above
which orbits escape to infinity, the domain of chaotic motion extends over most of the available
energy surface

plane .y; py/ every time t D tk , k D 1; 2; : : : at which x.tk/ D 0, px.tk/ > 0.
This is what we call a Poincaré surface of section (PSS) for which we shall have
a lot more to say in the remainder of this chapter. Let us not forget, after all, that
it was Poincaré himself who first pointed out the complexity of the solutions of
Hamiltonian systems such as (2.36) in his celebrated study of the non-integrability
of the three-body problem of celestial mechanics [274].

Do you see any chaos in panel (a) of this figure, where E D 1=24? No. Yet,
it is there, between the invariant curves that correspond to intersections of two-
dimensional tori of quasiperiodic orbits, in the form of thin chaotic layers that are
too small to be visible. To see these chaotic solutions, one would have to either
increase the resolution of Fig. 2.7a or raise the energy. Let us do the latter. Observe
in this way, in Fig. 2.7b, c, that we would have to reach energy values as high as
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E D 1=8 before we begin to see widespread chaotic regions on the PSS. Note also
that these regions grow rapidly as E approaches the escape energyE D 1=6, where
chaos seems to spread over the full domain of allowed motion, while regular orbits
are restricted within small “islands” of quasiperiodic motion that seem to vanish as
the energy increases.

How can we better understand these dynamical phenomena? What is the degree
of their complexity? Is Hamiltonian dynamics just a battle between order and chaos
and all we need to do is find out who is “winning” by estimating their respective
domains of “influence”? Well, even that would not be such a small accomplishment!
Clearly, however, to make progress in this direction, we would have to know more
about the “border” that separates order from chaos in Hamiltonian systems. And, as
it often happens in mathematical physics, to understand a problem deeper, we need
to analyze first in detail its simplest occurrences.

2.3 Non-autonomous One Degree of Freedom Hamiltonian
Systems

Perhaps the simplest non-integrable Hamiltonian system in existence is a single
periodically driven anharmonic oscillator, studied by Georg Duffing [116], a
German engineer who worked on nonlinear vibrations. This oscillator is described
by what is called nowadays Duffing’s equation of motion [160, 205, 346]

Rq.t/C !20q.t/C ˛q2.t/C ˇq3.t/C � sin˝t D 0; (2.37)

where we denote from now on time differentiation by a “dot” over the differentiated
variable. In (2.37) q.t/ again represents the displacement of this one-dimensional
oscillator from its zero position. Furthermore, we can also denote its momentum by
p D Pq and write the above equation as a driven one dof Hamiltonian system of the
form

Pq D p D @H

@p
; Pp D �!20q � ˛q2 � ˇq3 � � sin˝t D �@H

@q
; (2.38)

where the Hamiltonian function

H D H.q; p; t/ D 1

2
.p2 C !20q

2/C ˛

3
q3 C ˇ

4
q4 C �q sin˝t; (2.39)

for � ¤ 0 depends explicitly on t . Thus,H is no longer an integral of the motion.
Indeed, when � ¤ 0 things quickly start to get complicated. First of all, q D

p D 0 is no longer an equilibrium position since the sinusoidal term in (2.37) will
immediately drive the oscillator away from that position. In fact, no equilibria exist
at all, since it is clearly not possible to find any points q0, p0 that remain fixed
when we set Pq D Pp D 0 in these equations. More importantly, of course, the phase
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space of the system is not two-dimensional. Observe that it is no longer sufficient to
specify a point .q.t0/; p.t0// in the .q; p/ plane and expect to get a unique solution
lying in that plane. You also need to specify exactly what time t0 you are talking
about, since the dynamics is no longer invariant under time translation, as in the
cases of the autonomous Hamiltonian systems considered so far.

The motion, therefore, evolves in the three-dimensional space, q; p; t and (2.39)
is sometimes referred to as a system of one and a half dof. In fact it is no different
than a two dof Hamiltonian system, since, in the terminology of Sect. 2.1, we can
represent the nonlinear oscillator in (2.37) by one action-angle pair I1, �1 and think
of q, p as coupled to a second (linear) oscillator whose action I2 is fixed, while its
angle coordinate is �2 D ˝t . Mathematically speaking, we say that the phase space
is a cylinder, R2 � S1, where every point in the .q; p/ plane is associated with an
angle on the unit circle S1.

To understand how this periodic driving in (2.37) affects the dynamics we will
consider the periodic diving term as a small perturbation in the two special cases
ˇ D 0 and ˛ D 0 separately.

2.3.1 The Duffing Oscillator with Quadratic Nonlinearity

Let us set ˇ D 0, ˛ D �1, !0 D 1 in (2.38) and examine the solutions of the system

Pq D p; Pp D �q C q2 � � sin˝t (2.40)

for 0 � � � 1. When � D 0 it is easy to see that there are two equilibria: (1)
q D p D 0, (2) q D 1, p D 0. Linearizing the equations of motion about them,
as described in Sect. 2.1, we easily find that (1) is a (stable) elliptic point and (2)
is an (unstable) saddle. On the other hand, the dynamics of this one dof system in
the full phase plane .q; p/ is described by the family of curves H D H.q; p/ D
.1=2/.p2 C q2/ � .1=3/q3 D E parameterized by the value of the energy E , as
shown in Fig. 2.8a.

Observe that, as in the case of the simple pendulum, here also a region of
oscillations exists around the origin, which extends all the way to the saddle at .1; 0/
and is separated from the outside part of the phase plane (where all solutions escape
to infinity) by an invariant curve S called the separatrix. The only difference is that
in the pendulum problem S joins two different saddles and represents a so-called
heteroclinic solution of the equations, while in the quadratic oscillator of (2.40),
S joins .1; 0/ to itself and is called homoclinic solution (these terms come from
the Greek words “cline” meaning “bed” and “hetero” and “homo” which mean,
of course, “different” and “same” respectively). These invariant curves, and the
homoclinic (or heteroclinic) orbits that lie on them, constitute perhaps the single
most important object of study in nonlinear Hamiltonian dynamics.

Let us try to understand why: As Poincaré first pointed out, when � ¤ 0, the
elliptic point at .0; 0/ and the saddle point at .1; 0/ in Fig. 2.8a shift to slightly
different locations P and Q on the PSS
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Fig. 2.8 (a) The .q; p/ phase plane of the quadratic oscillator (2.40) in the � D 0 case. Note the
elliptic point at the origin and the saddle point at .1; 0/. The separatrix S here is a single invariant
curve described by a homoclinic orbit joining the unstable and stable manifolds of the saddle at
.1; 0/. (b) When � ¤ 0, however, these manifolds no longer join smoothly but intersect each other
infinitely often on a PSS ˙t0 D .q.tk/; p.tk//, tk D kT C t0, k D 1; 2; : : :, where T D 2�=˝ is
the period of the forcing term

˙t0 D fq.tk/; p.tk//; tk D kT C t0; k D ˙1;˙2; : : :g ; T D 2�=˝ (2.41)

(see Fig. 2.8b). These are no longer fixed points of the differential equations, but
have become intersections of T .D 2�=˝/-periodic orbits of the system (2.40),
whose solutions evolve now in the three-dimensional space R

2 � S1, as explained
above [160, 226].

In addition, the stable and unstable manifolds SC and S� of the pointQ intersect
transversally at a point .q0; p0/ in Fig. 2.8b, lying furthest away from Q. This
implies the simultaneous occurrence of a double infinity of such points, denoted
by .qk; pk/, k D ˙1;˙2; : : :, with .qk; pk/ ! P as k ! ˙1, which constitute
in fact two distinct homoclinic orbits, one with k D 0;˙2; : : : ;˙2m; : : : and one
with k D ˙1; : : : ;˙.2mC 1/; : : :, m being a positive integer.

The reason for this is that the time evolution of the system on the PSS (2.41) is
more conveniently described by the Poincaré map [170, 265, 346]

Pt0 W ˙t0 ! ˙t0 ; t0 2 .0; 2�=˝/; (2.42)

defined by following the trajectories of the systems and monitoring their intersec-
tions with ˙t0 . P and Q are respectively an elliptic and a saddle fixed point of this
map, since they satisfy Pt0.P / D P and Pt0.Q/ D Q. Most importantly, the map
(2.42) is a a diffeomorphism, i.e. it is continuous and at (least once) continuously
differentiable with respect to the phase space variables q, p. It is also invertible,
i.e. P�1

t0
exists and is also a diffeomorphism. This means that it maps, forward

and backward in time, neighborhoods of the PSS that exhibit diffeomorphically
equivalent dynamics. Thus, an intersection point of the invariant manifolds is
mapped by Pt0 (or P�1

t0
) to the next (or previous) such intersection point, provided

the manifolds in their neighborhoods have the same orientation.
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Fig. 2.9 (a) The successive action of (2.42) maps each shaded lobe of the figure to the next one,
closer to the point Q, thus taking points from the region “inside” the invariant manifolds to the
region “outside” and eventually to infinity. (b) Schematic picture of the dynamics around the
elliptic fixed point of the Poincaré map (2.42), on the surface of section ˙t0 , when � ¤ 0

This explains why, for example, as the homoclinic pointX is mapped to X 0, X 00,
etc. (and its companion Y is mapped to Y 0, Y 00, etc.) in Fig. 2.9a, a shaded lobe
is mapped to the next one closer to the saddle point Q, by successive applications
of the map Pt0 . This results in the transport of points which were once “inside”
the manifolds SC, S� to the region “outside”. On the other hand, as Fig. 2.9a also
shows, there are corresponding lobes which were originally “outside” and are now
mapped “inside” the domain of the elliptic point atP . Furthermore, the Hamiltonian
nature of the problem implies, according to Liouville’s theorem [226,265,346], that
the system is conservative in the sense that it preserves phase space volume. The
consequence of this is that the areas of the lobes shown in Fig. 2.9 are equal to each
other.

Meanwhile, in the homoclinic tangle formed by the intersecting manifolds near
the saddle point Q there is a wealth of dynamical phenomena about which a lot
is known. Besides the homoclinic orbits, there is a countable infinity of unstable
periodic solutions, while there also exist invariant Cantor sets, for which it can be
rigorously proved by the Smale horseshoe theory [160,265,346] that any two nearby
points belonging to this set lead to orbits that separate from each other exponentially
fast in phase space.

Of course, if instead of one saddle point our Poincaré map had two (see next
subsection) the intersecting manifolds would give rise to heteroclinic orbits, in
the same way as described above, with lobes of equal areas transporting points
from “inside” the invariant manifolds “outside” and vice versa. Heteroclinic tangles
would thus be formed, where invariant sets of chaotic orbits can be similarly proved
to exist. The important observation is that this does not happen only near saddle
fixed points of the Poincaré map (2.42). It also happens, at smaller scales, near
every unstable m-periodic orbit of the system of period Tm D mT , m D 2; 3; : : :,
intersecting the PSS (2.41) at m points (see Fig. 2.9b).

As we know from the KAM theorem, “most” (in the sense of positive measure)
invariant curves around the origin of (2.40) at � D 0 are preserved for sufficiently
small � ¤ 0. Furthermore, a very important theorem by Birkhoff [226, 346] also
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assures us that the invariant curves of the � D 0 case corresponding to periodic
orbits break up into an even number of stable and unstablem-periodic orbits, which
appear on the surface of section as elliptic and saddle fixed points respectively of
the mth power of the Poincaré map Pm

t0
.

This is schematically shown in Fig. 2.9b. Are you impressed? You should be. This
is indeed a wonderful sign of a complex phenomenon, as it rigorously demonstrates
that there are chaotic regions around saddle points present at all scales! Around
every elliptic fixed point of any power of the Poincaré map (hence around every
small island shown in Fig. 2.9b), there are smaller islands and around them even
smaller ones etc., with saddles and tangles of heteroclinic chaos in between down
to infinitesimally small scales!

Did you expect all this to happen, as soon as we allowed � ¤ 0? Clearly, turning
on the driving force in (2.40) was not such an innocent move. The Hamiltonian
ceased to be an integral and the dimensionality of the motion was increased to three,
where an amazing variety of new phenomena are possible, the most important of
them being the occurrence of chaotic orbits.

2.3.2 The Duffing Oscillator with Cubic Nonlinearity

Let us now repeat the above exercise for the Duffing oscillator (2.37) with only
cubic nonlinearity. Setting ˛ D 0, the equation of motion becomes

Rq.t/ D �ıq.t/ � ˇq3.t/C � sin˝t; (2.43)

where we have replaced the parameter before the linear term by ı, so as to be able
to consider also the case ı < 0. Although the phenomena we encounter here are
qualitatively the same as in the example of the quadratic Duffing oscillator, we will
have the chance to exploit the additional symmetry of the dynamics under reflection
about the axis q D 0 (when � D 0). This is relevant in many physical systems (like
vibrating structures fixed on a horizontal uniform floor), where motions to the right
or left are equally favorable. With (2.43), we also have the opportunity to discuss a
case that has many common features with the pendulum problem and examine the
interesting dynamics of the so-called double-well potential that arises frequently in
many problems of physics.

Let us begin by considering the case ı D �ˇ D 1, where the above system is
written in q, p phase space coordinates as

Pq D p; Pp D �q C q3 C � sin˝t: (2.44)

Evidently, in the unforced case � D 0, this anharmonic oscillator possesses three
fixed points: (1) An elliptic one, P D .0; 0/ and two saddle points (2)Q1 D .�1; 0/
and (3) Q2 D .1; 0/. The phase space plot is thus very similar with that of the
pendulum (see Fig. 2.4), only in the case of the pendulum Q1 D .��; 0/, Q2 D
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.�; 0/ and the picture is repeated about every elliptic point at .2m�; 0/ and its two
saddles at ..2m˙ 1/�; 0/.

Note that our separatrices here represent heteroclinic orbits joining the saddle
points at .˙1; 0/. It is not difficult to show (see Exercise 2.3) that, in the unforced
case, both cubic and quadratic oscillators (2.40), (2.44), possess the Painlevè
property and are explicitly solvable in terms of Jacobi elliptic functions. This means
that their solutions along these separatrices are given in terms of simple hyperbolic
functions. We thus have the opportunity to apply to these solutions the so-called
Mel’nikov theory [160,346], which allows us to study exactly what happens to these
heteroclinic orbits when � ¤ 0. In Problem 2.3 we ask you to carry out such a
calculation, following the steps outlined below.

First of all, recall that the saddle points of our cubic oscillator (just as in the
case of the quadratic oscillator) are unstable periodic orbits of (2.44) with period
T D 2�=˝ , which persist on the PSS (2.41) as saddle fixed points of the Poincaré
map (2.42). These points continue to possess stable and unstable manifolds, which
no longer join smoothly, as in the unforced case. Mel’nikov’s approach works
within the framework of perturbation theory for j� j � 1 and yields expressions
for the heteroclinic solutions of the perturbed problem, both for the stable as well as
unstable manifolds of these saddle fixed points, as series expansions in powers of � .

We thus obtain different expansions which are uniformly valid in time intervals
.�1; t1/, for the unstable manifold of the Q1 point and .t2;1/ for the stable
manifold of the point Q2, where t2 > t1. Examining these solutions at times
t0 2 .t1; t2/ where both series are valid, Mel’nikov’s theory shows, to first order
in � , that the points at which the corresponding manifolds intersect correspond to
the roots of the function

M.t0/ D
Z 1

�1
.f1g2 � f2g1/. Ox.t � t0/; t/dt; (2.45)

which is proportional to the distance between the two manifolds on the PSS (2.41),
as a function of t0 (see Problem 2.3). To derive (2.45) we have written our equations
of motion in the form

Pq D f1.q; p/C �g1.q; p; t/; Pq D f2.q; p/C �g2.q; p; t/;

gi .q; p; t/ D gi .q; p; t C T /; (2.46)

i D 1; 2, while Ox.t � t0/ D . Oq.t � t0/; Op.t � t0// represents the exact heteroclinic
(or homoclinic) solution of the unforced � D 0 case.

This is fantastic! It means that we can now study analytically what happens to
these stable and unstable manifolds as one turns on the perturbation of the periodic
forcing in the above systems. Indeed, based on our knowledge of the exact solution
on these manifolds for � D 0we can verify, as Poincaré predicted, that the Melnikov
integral (2.45) is an oscillatory function of t0 with infinitely many roots,M.t0i / D 0,
i D 0;˙1;˙2; : : :. These correspond to the intersection points of the manifolds at
which the heteroclinic (or homoclinic) orbits of the perturbed system are located.
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Let us see how all this works in the case of the cubic oscillator (2.44). As the
reader can easily verify, for � D 0, the separatrices (or heteroclinic solutions) of
this problem, S˙, are given by the hyperbolic functions

Ox.t � t0/ D . Oq.t � t0/; Op.t � t0// D ˙
�

tanh

�
1p
2
.t � t0/

�
;
1p
2

sech2.t � t0/

�
:

(2.47)
If we use the above expressions to substitute in (2.45) we obtain an integral

M.t0/ D
Z 1

�1
Op.t � t0/ sin˝tdt D 1p

2

Z 1

�1
sech2t sin˝.t C t0/dt; (2.48)

that is not elementary. Its evaluation requires that we extend the integration to a
strip in the complex t-plane and use Cauchy’s residue theorem (see Problem 2.3).
The result is a simple formula

M.t0/ D �˝=2

sinh.�˝=2/
sin˝t0; (2.49)

which, when multiplied by � and divided by the magnitude of the unperturbed

vector field
q
f 2
1 .	/C f 2

2 .	/ provides an estimate of the distance between the
stable and unstable manifolds at t D t0 C 	 (compare with the numerical results
of Exercise 2.4). The above formulas demonstrate that M.t0/ has infinitely many
zeros (due to the sine function in (2.49)), while the amplitude of its oscillations
grows exponentially as 	 increases and we move closer to the saddle pointsQ1,Q2.

It is important to note that Mel’nikov’s theory does not require that the vector
fields Of D .f1; f2/ or Og D .g1; g2/ be Hamiltonian! All it demands is that
the unperturbed system possesses a solution Ox.t/ that is either a homoclinic or
heteroclinic orbit. In particular, if our Duffing oscillators involve a small dissipative
term of the form ��p, say, with � > 0 of the same order as � , we can include it
in the periodic perturbation Og D .g1; g2/ and study its crucial role in inhibiting the
intersection of the invariant manifolds. Indeed, it can be shown that each � provides
a threshold that � must exceed for Smale horseshoe chaos to occur in the system!
To understand exactly how this important effect can be studied using Mel’nikov’s
theory, the reader is encouraged to solve Problem 2.4.

In fact, Mel’nikov’s theory does not only apply to perturbations of planar Hamil-
tonian systems. It can be extended to dynamical systems of arbitrary dimension,
n � 2, which can be written in the form

Px.t/ D f.x.t//C �g.x; t/; g.x; t/ D g.x; t C T /; (2.50)

for x.t/ D .x1.t/; : : : ; xn.t// and � a sufficiently small real parameter. In the
particular case where the unperturbed equations are derived from an integrable
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Hamiltonian system, possessing n independent integrals in involution Fi , i D
1; 2; : : : ; n, we obtain a Mel’nikov vector function, M.t0; 
/ D .M1; : : : ;Mn/,
whose components are given by [90, 287, 288]

Mi.t0; 
/ D
Z 1

�1
.rFi .Ox.t; 
//; g.Ox.t; 
/; t � t0//dt; (2.51)

where .; / denotes the inner product and 
 is a (generally) n-dimensional parameter
entering in the homoclinic (or heteroclinic) solution Ox.t; 
//. Now, however, matters
are more complicated, as we no longer have the geometric visualization of the
invariant manifolds and the distance between them that was available in the
n D 2 case. Thus, we shall not proceed any further with the discussion of
Mel’nikov’s analysis and refer the interested reader to the literature for more details
[90, 287, 288, 346].

Exercises

Exercise 2.1. (a) Perform the variable transformation x D sin.�=2/ to the equa-
tion of motion of the simple pendulum (2.7) and show that this ODE becomes

Rx D �
�
!2 C E

2

�
x C 2!2x3; (2.52)

where ! D p
g=l . Using the theory of Jacobi elliptic functions [6, 107, 169],

prove that the solution of this ODE can be expressed as the Jacobi elliptic sine
function

x.t/ D C sn.�.t � t0/; �/; �2.1C �2/ D !2 C E

2
; �2�2 D !2C 2; (2.53)

which corresponds to the initial conditions x.t0/ D 0, Px.t0/ D �C , while the
energy equation gives 2�2C 2 D E . Eliminating C , � from these equations,
obtain an expression relating the modulus � of the elliptic sine function to the
total energy E and show that in the limit E ! 0, � ! 0, and x.t/ becomes
the usual trigonometric sine function. Prove also that in the limit � ! 1 the
solution on the separatrix of Fig. 2.4 reduces to the hyperbolic tangent function.

(b) Show that in the oscillatory domain the period T of the pendulum is given in
terms of the elliptic integral of the first kind

K.�2/ D
Z �=2

0

d�
q
1 � �2 sin2 �

; (2.54)
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and use this result to evaluate the first 2–3 terms in an expansion of T in powers
of �2. Finally, use the Fourier representation of the elliptic sine function in terms
of trigonometric sines to plot sn.u; �2/ as a function of its argument u for several
values of the modulus �2 (see [6, 107, 169]).

Exercise 2.2. Consider a system of two coupled harmonic oscillators of the type
considered in Sect. 2.2, Fig. 2.5. Call k D k1 the constant of the springs by which
the two masses are tied to the walls and k D k2 the constant of the spring that
connects them to each other. Find values k1; k2 such that the general solution of the
system is periodic and determine the period in every case.

Exercise 2.3. Show that the unforced quadratic and cubic Duffing oscillators
(2.40), (2.44) (for ı D ˙1) possess the Painlevè property and solve the two
problems completely in terms of Jacobi elliptic functions. Find explicit expressions
for the solutions in all parts of the phase plane corresponding to regions of bounded
and unbounded motion, as well as on the separatrices between these regions.

Exercise 2.4. Consider a Duffing cubic oscillator on which periodic forcing is
applied parametrically as follows

Pq D p; Pp D �q.1C � sin.˝t//C q3: (2.55)

This is a case where the spring constant (or the length of an associated pendulum
model) is taken to vary sinusoidally about its constant value. Note that the elliptic
point at the origin and the two saddle points at .˙1; 0/ remain at their place when
� ¤ 0.

(a) Linearize (2.55) about the points .˙1; 0/ and obtain the corresponding linear
stable and unstable manifolds Eṡ , Eu̇ . Keeping � D 0 locate points on
these manifolds very close to the fixed points, which if propagated forward
(or backward) in time by (2.55) will accurately trace the two separatrices S˙
representing the upper and lower heteroclinic orbits joining the two saddles.

(b) When � ¤ 0, construct the associated 2 � 2 linearized Poincaré map L (and its
inverse L�1) by solving numerically (2.55) forward and backward in time and
plotting points very close to .˙1; 0/ on the PSS ˙t0 at t D ˙2�=˝ . Evaluate
the linear stable and unstable manifolds Eṡ , Eu̇ of the 2 � 2 matrices L and
L�1.

(c) Place many points on these linear manifolds very close to .˙1; 0/ and propagate
them forward (and backward) in time by solving numerically (2.55) and
plotting their iterates at t D 2m�=˝ , m D ˙1;˙2; : : :. Thus show that
the corresponding nonlinear manifolds no longer join smoothly but intersect
each other repeatedly forming heteroclinic tangles, within which dense sets of
chaotic orbits can be found according to Smale horseshoe dynamics.
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Problems

Problem 2.1. Perform all the calculations described in Sect. 2.2 to derive and study
the general solution of the Hénon-Heiles problem in the integrable case A D B ,
C D �1. Show that the two integrals in (2.30) are independent and in involution.
Plot the invariant curves in the .X; PX/ and .Y; PY / surfaces of section and relate
them to the exact solutions of the problem given in terms of Jacobi elliptic functions
(see Exercise 2.1). Discuss the dynamics of the system for all values of the energy
E > 0.

Problem 2.2. Complete all steps of the singularity analysis in the complex t-plane
and show that the only cases of the Hénon-Heiles Hamiltonian system possessing
the Painlevè property are the ones listed in (2.34).

Problem 2.3. Use Mel’nikov’s theory as described in [160, 346] to derive an
expression for the distance between stable and unstable manifolds as a function
of the Mel’nikov integral and the magnitude of the unperturbed vector field along
the invariant manifolds. Apply this theory to the case of the cubic Duffing oscillator
(2.44) as outlined in Sect. 2.3.2, evaluate the corresponding Melnikov integral and
prove the result shown in (2.49). Repeat this analysis for the parametrically driven
Duffing oscillator (2.55) and compare the results.

Problem 2.4. Study the cubic Duffing oscillator (2.43) in the case ı D �ˇ D
�1, which describes a physical problem with a double well potential. Assume
furthermore that the periodic perturbation is of the form

Pq D p; Pp D q � q3 C ".��p C � sin˝t/; (2.56)

where ��p (with � > 0) is a term introducing dissipation. Draw the phase plane
curves of the " D 0 case and show that the origin is a saddle fixed point whose
stable and unstable manifolds are joined by two symmetric homoclinic solutions
“embracing” two elliptic points at .0;˙1/. Apply Mel’nikov’s theory to show that
for " ¤ 0 these manifolds split into homoclinic orbits when � and � satisfy a
certain inequality. Now solve (2.56) numerically, using the approach described in
Exercise 2.4, to examine the validity of the inequality you derived for 0 < " � 1.
How accurate are its predictions for the appearance of horseshoe chaos in the
problem?



Chapter 3
Local and Global Stability of Motion

Abstract In this chapter, we discuss in a unified way equilibrium points, periodic
orbits and their stability, which constitute local concepts of Hamiltonian dynamics
together with ordered and chaotic motion, which are the concern of a more global
type of analysis. Using the Fermi Pasta Ulam ˇ (FPU�ˇ) model as an example, we
study the destabilization properties of some of its simple periodic orbits and connect
them to wider aspects of the motion in phase space. We show numerically that the
spectrum of positive Lyapunov exponents, characterizing a region of strong chaos,
becomes invariant in the thermodynamic limit, verifying that the Kolmogorov-
Sinai entropy, defined as the sum of these exponents, is an extensive property of
the system. The chapter ends with an introduction of the smaller alignment index
(SALI) and the generalized alignment index (GALI) criteria for distinguishing
ordered from chaotic motion.

3.1 Equilibrium Points, Periodic Orbits and Local Stability

3.1.1 Equilibrium Points

Let us note first that Hamilton’s equations of motion (1.18) can be written more
compactly in the form

Px D dx
dt

D
�
0N IN

�IN 0N
�

rH.x/ D ˝rH.x/; x D .q;p/; (3.1)

where IN and 0N denote the N �N identity and zero matrices respectively. This is
not just a convenient notation. It introduces, in fact, the important matrix ˝ , which
is fundamental in establishing the symplectic structure of Hamiltonian dynamics.
First of all, it enjoys a number of important properties:

.i/ ˝T D �˝ .antisymmetry/; .ii/ ˝T D ˝�1 .orthogonality/; .iii/˝�1 D �˝;
(3.2)
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based on which one defines the group of symplectic n � n matricesM as those that
satisfy the condition

M D M˝M T ) M T D �˝M�1˝; M�1 D ˝M T˝T; (3.3)

with superscripts T and �1 denoting the transpose and inverse of a matrix
respectively. Using the definition of ˝ in (3.1), and its properties listed in (3.2)
and (3.3) it is easy to show that det˝ D 1 and detM D ˙1. In fact, it can be
proved that the determinant of a symplectic matrix is exactly 1, i.e. detM D 1 (see
Exercise 3.1).

As we discussed in Chap. 1, the simplest solutions of a Hamiltonian system are
its equilibrium (or fixed points) ( Nq; Np), at which the right hand sides of Hamilton’s
equations vanish,

@H. Nq; Np/
@pk

D 0;
@H. Nq; Np/
@qk

D 0; k D 1; 2; : : : N: (3.4)

Thus, given a Hamiltonian system our first task is to find all its fixed points solving
the nonlinear equations (3.4). Next, we need to examine the dynamics near each one
of these points.

To do this we write the solutions of (3.1) as small deviations about one of the
fixed points as

x.t/ D . Nq; Np/C �.t/; jj�.t/jj � "; (3.5)

(where " is the maximum of the Euclidean norms jj Nqjj; jj Npjj), substitute in (3.1) and
linearize Hamilton’s equations about this point to obtain

P�.t/ D A. Nq; Np/�.t/; (3.6)

where higher order terms in � have been omitted due to the smallness of the norm
of �.t/ noted in (3.5). The constant matrix A represents the Jacobian of ˝rH.x/
evaluated at the fixed point, as explained in (2.10) and (2.11). The important
observation here is that A can be written as the productA D ˝S , where S D ST is
a symmetric matrix. Thus, it can be easily shown that M D exp.A/ is symplectic
and A is called a Hamiltonian matrix.

Clearly, the solutions of the linear system (3.6) will determine the local stability
character of . Nq; Np/ by telling us what kind of dynamics occurs in the vicinity of this
equilibrium point. As explained in Chap. 1, we shall call this fixed point linearly
stable if all the solutions of (3.6) are bounded for all t . To find out under what
conditions this is true, let us write the general solution of this system as

�.t/ D eAt�.0/ D X.t/�.0/; (3.7)

whereX.t/ is called the fundamental matrix of solutions of (3.6), withX.0/ D I2N ,
the identity matrix. Clearly, the boundedness properties of these solutions depend
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on the eigenvalues of the Hamiltonian matrix A. What do we know about these
eigenvalues? Many things, it turns out.

Observe that starting from the characteristic equation they satisfy det.A � �I/

D 0 and using the properties of symmetric matrices and ˝

det.A � �I/ D det.˝S � �I/ D det.˝S � �I/T D det.ST˝T � �I/ D
det.�S˝ � �I/ D .�1/2N det.S˝ C �I/ D detŒ˝.S˝ C �I/˝�1� D

det.˝S C �I/ D det.AC �I/ D 0; (3.8)

we discover that if � is an eigenvalue of A so is ��. This implies that Hamiltonian
systems can never have asymptotically stable (or unstable) fixed points. We,
therefore, conclude that a necessary and sufficient condition for such a equilibrium
point to be stable is that all the eigenvalues of its corresponding matrix A have zero
real part! And since A is a real matrix, if it possesses an eigenvalue � D ˛ C iˇ
(with ˛, ˇ real), it will also have among its eigenvalues: � D ˛ � iˇ, � D �˛C iˇ
� D �˛ � iˇ.

This is great! Now we understand why in all the N D 1, N D 2 dof Hamiltonian
systems studied in Chap. 2, all stable fixed points have A matrices with purely
imaginary eigenvalues and the solutions in their neighborhood execute simple
harmonic motion. Furthermore, we also realize that a stable fixed point of a
Hamiltonian system can become unstable by two kinds of bifurcations:

1. A pair of imaginary .˙iˇ/ eigenvalues splitting on the real axis into an .˛;�˛/
pair, or

2. An eigenvalue pair .˙iˇ/ splitting into four eigenvalues .˙˛ ˙ iˇ/ in the
complex plane, in a type of complex instability.

Bifurcation (1) leads to an equilibrium of the saddle type, since .˛;�˛/
correspond to two real eigenvectors, along which the solutions of (3.6) converge
or diverge exponentially from the fixed point. These eigenvectors identify the
so-called stable and unstable euclidean manifolds, respectively,Es , Eu, of the fixed
point. When continued under the action of the full nonlinear equations of motion
(3.1) these become the stable and unstable invariant manifoldsW s ,W u, which may
intersect each other (or invariant manifolds of other saddle fixed points) and cause
the horseshoe type of homoclinic (or heteroclinic) chaos we already encountered in
the examples of Chap. 2.

By contrast, bifurcation (2) occurs more rarely because it requires that the four
imaginary eigenvalues of a stable equilibrium point, .˙iˇ1;˙ˇ2/, be degenerate,
i.e. ˇ1 D ˇ2. It also does not arise in Hamiltonian systems of N D 1 dof (why?).
As we will see in all the examples of Hamiltonian lattices analyzed in this book,
bifurcation (1) is a lot more common and will thus quite appear frequently in the
pages that follow.

At this point it is of crucial importance to make the following remark: Regarding
the stable and unstable manifolds of a saddle point, there are important theorems,
which establish that the Es and Eu are tangent toW s andW u at the fixed point and
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have respectively the same number of dimensions [175, 257]. This fact is of great
practical importance! It allows us to ‘trace out’ numerically with great accuracy
the W s and W u, starting with many initial conditions distributed on the Es and
Eu very close to the fixed point and integrating (3.1) forward in time to obtain
W u and backward to obtain W s . As we will find out in Chap. 7, this strategy will
prove extremely useful when we need to construct discrete breather solutions using
the (homoclinic or heteroclinic) intersections of W s and W u invariant manifolds of
invertible maps.

3.1.2 Periodic Orbits

Enough said of equilibrium points. It is time now to discuss the next most important
type of solution of Hamiltonian systems, which is their periodic orbits. You might
expect, of course, the mathematics here to become more involved and you would be
right. However, as we will soon find out, the wonderful instrument of the Poincaré
map and its associated surfaces of section will come to the rescue and make the
analysis a lot easier. Let us begin by giving a more general definition of the Poincaré
map than the one we used in Chap. 2.

In particular, we will assume that our n-dimensional dynamical system, cast in
the general form Px D f.x/ (see (1.1)) has a periodic solution Ox.t/ D Ox.t C T / of
period T . Let us choose an arbitrary point along this orbit Ox.t0/ and define a PSS at
that point as follows

˙t0 D fx.t/ = .x.t/ � Ox.t0// 	 f.Ox.t0// D 0g : (3.9)

Thus,˙t0 is a .n� 1/-dimensional plane which intersects the given periodic orbit at
Ox.t0/ and is vertical to the direction of the flow at that point. Clearly now a Poincaré
map can be defined on that plane as before, by

P W ˙t0 ! ˙t0; xkC1 D P xk; k D 0; 1; 2; : : : (3.10)

for which x0 D Ox.t0/ is a fixed point, since x0 D P x0. We now examine small
deviations about this point,

xk D Ox0 C �k; jj�kjj � "; (3.11)

(where " is of the same magnitude as jjOx0jj), substitute (3.11) in (3.10) and linearize
the Poincaré map to obtain

�kC1 D DP.Ox0/�k; (3.12)
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where we have neglected higher order terms in � and DP.Ox0/ denotes the Jacobian
of P evaluated at Ox0.

“But we don’t know anything about P !”, you will rightfully argue. Don’t worry!
We always have the variational equations of the original differential equations
derived by writing x.t/ D Ox.t/C �.t/, whence linearizing (1.1) about this periodic
orbit leads to the system

P�.t/ D A.t/�.t/; A.t/ D A.t C T /; (3.13)

where A.t/ is the Jacobian matrix of f.x/ evaluated at the periodic orbit x.t/ D Ox.
The crucial question, of course, we must face now is: How are the two linear systems
(3.12) and (3.13) related to each other?

The careful reader will have certainly observed that we have used different
notations for the small deviations about the periodic orbit: �.t/ in the continuous
time setting of differential equations and �k in the discrete time setting of the
Poincaré map. This is not just because they represent different quantities, it is also
to emphasize that their dimensionality as vectors in the n-dimensional phase space
R
n (n D 2N for a Hamiltonian system) is different: �.t/ is n-dimensional, while �k

is .n� 1/-dimensional! Now you may be feeling again somewhat pessimistic. How
are we ever to match these two small deviation variables?

The answer will come from what is called Floquet theory [107, 265, 346]. First
we realize that since (3.13) is a linear system of ODEs it must possess, in general,
n linearly independent solutions, forming the columns of the n � n fundamental
solution matrix M.t; t0/ in

�.t/ D M.t; t0/�.0/; M.t; t0/ D M.t C T; t0/ (3.14)

(see (3.7)). Now, we don’t know what these solutions are. If we were, however, to
change our basis at the point Ox.t0/ so that one of the directions of motion is along
the direction vertical to the PSS (3.9), we would observe that the nth column of
the matrix M.T; t0/ has zero elements except at the last entry which is 1. Thus,
if we eliminate from this matrix its nth row and nth column, it turns out that its
.n � 1/ � .n � 1/ submatrix is none other than our beloved Poincaré map (3.10)!
Surprised? That is the relation between the two approaches we were seeking.

“So what?” you may ask. How does that help us? Well, it means that if we could
compute the so-called monodromy matrix M.T; t0/ numerically we could evaluate
its eigenvalues, �1; : : : ; �n�1 (the last one being �n D 1), which are those of the
Poincaré map and determine the stability of our periodic orbit as follows: If they are
all on the unit circle, i.e. j�i j D 1; i D 1; : : : ; n� 1, the periodic orbit is (linearly)
stable, while if (at least) one of them satisfies j�j j > 1 the periodic solution is
unstable (see Exercise 3.2).

But how do we compute the monodromy matrix M.T; t0/? It is not so difficult.
Let us first set t0 D 0 for convenience and observe from (3.14) that M.0; 0/ D In.
All we have to do now is integrate numerically the variational equations (3.14) from
t D 0 to t D T , n times, each time for a different initial vector .0; : : : ; 0; 1; 0; : : : ; 0/
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with 1 placed in the i th position, i D 1; 2; : : : ; n. Note that since these equations
are linear numerical integration can be performed to arbitrary accuracy and is also
not too-time consuming for reasonable values of the period T .

Once we have calculated M.0; 0/, we may proceed to compute its eigenvalues
and determine the stability of the periodic orbit according to whether at least one of
these eigenvalues has magnitude greater than 1. In fact, for Hamiltonian systems,
it can be shown that M.0; 0/ is a 2N � 2N symplectic matrix and hence the
product of its eigenvalues is equal to 1 (see Exercise 3.1). Furthermore, symplectic
matrices possess the very important property that half of their eigenvalues are
the inverse of the remaining half, i.e. their full eigenvalue spectrum has the form
�1; : : : ; �n; 1=�1; : : : ; 1=�n (see Exercise 3.1).

These are very powerful results. First they provide us with a precise and easily
implementable strategy for determining the stability of any periodic orbit of a
Hamiltonian system of N dof. They also demonstrate that for such a periodic orbit
to be (linearly) stable, all eigenvalues of its monodromy matrix must in general be
complex and lie on the unit circle. For, if one of them is real (and different from 1),
there will be an eigenvalue greater than 1 and nearby displacements from the orbit
will grow exponentially at least in one direction in the 2ND phase space R2N .

In Problems 3.1 and 3.2 at the end of the chapter we urge the reader to apply the
above theory to a periodically driven cubic Duffing oscillator and a special case of
the N D 2 dof Hénon-Heiles Hamiltonian. Only if you solve these problems you
will be able to appreciate the more elaborate applications of Floquet theory in the
sections that follow. More importantly, however, these problems will also teach you
that stability of periodic orbits once relinquished is not lost forever! It may indeed
be recovered (even infinitely) many times as we vary an important parameter like
the total energy of the system E .

3.2 Linear Stability Analysis

Now that we have learned how to study the linear stability properties of periodic
solutions of Hamiltonian systems, it is time to wonder about the implications of
this analysis regarding the more “global” dynamics, which is really what we are
interested in. Let us turn, therefore, immediately to the class of one-dimensional
lattices (or chains) of coupled oscillators, to which this book is primarily devoted.

Our first example is the famous Fermi Pasta Ulam (FPU)�ˇ model described by
the N dof Hamiltonian [43]

H D 1

2

NX

jD1
p2j C

NX

jD0

1

2
.xjC1 � xj /2 C 1

4
ˇ.xjC1 � xj /

4 D E; (3.15)

where xj are the displacements of the particles from their equilibrium positions,
and pj D Pxj are the corresponding canonically conjugate momenta, ˇ is a positive
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real constant andE is the total energy of the system. Note that by not including any
cubic nearest neighbor interactions in (3.15), we have kept an important symmetry
of the system under the interchange xj ! �xj , which will make our analysis
simpler. However, most of what we shall be discussing can also be studied when
cubic interactions are included with an ˛ coefficient before them in what is called
the FPU-˛ model (see Chaps. 6 and 7).

The second example we shall use as an illustration is called the BEC Hamiltonian
and is obtained by a discretization of a PDE of the nonlinear Schrödinger type called
the Gross-Pitaevskii equation [106],

ih
@�.x; t/

@t
D �h

2

2

@2�.x; t/

@x2
C V.x/�.x; t/ C gj�.x; t/j2�.x; t/; i2 D �1

(3.16)
where h is Planck’s constant, g is a positive constant (repulsive interactions between
atoms in the condensate) and V.x/ is an external potential. This equation is related
to the phenomenon of Bose-Einstein Condensation (BEC) [187]. Considering the
simple case V.x/ D 0, h D 1 and discretizing the complex variable �.x; t/ �
�j .t/, we may approximate the second order derivative by

�xx ' �jC1 C �j�1 � 2�j
ıx2

; �j .t/ D qj .t/C ipj .t/; j D 1; 2; : : : ; N; (3.17)

and by defining
j�.x; t/j2 D q2j .t/C p2j .t/; (3.18)

obtain a set of ODEs for the canonically conjugate variables, pj and qj , described
by the BEC Hamiltonian [318, 331]

H D 1

2

NX

jD1
.p2j Cq2j /C

�

8

NX

jD1
.p2j Cq2j /2� "

2

NX

jD1
.pjpjC1Cqj qjC1/ D E; (3.19)

where � > 0 and " D 1 are constant parameters, g D �=2 > 0, with ıx D 1 and
E the total energy. In fact, besides the energy integral the BEC Hamiltonian (3.19)
possesses one more constant of the motion given by the norm quantity

F D
NX

jD1
.p2j C q2j / (3.20)

and therefore chaotic behavior can only occur for N � 3.
Let us focus on a special class of periodic solutions we have called Simple

Periodic Orbits (SPOs), which have well-defined symmetries and are known in
closed form. By SPOs, we mean periodic solutions where all variables return to
their initial state after only one maximum and one minimum in their oscillation. In
particular the SPOs we shall be concerned with are the following:
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I. For the FPU and BEC with periodic boundary conditions:

xNCk.t/ D xk.t/; 8t; k: (3.21)

(a) The Out-of-Phase Mode (OPM) for FPU, with N even (often called the �-
mode)

Oxj .t/ D � OxjC1.t/ � Ox.t/; j D 1; : : : ; N: (3.22)

(b) The OPM for BEC, with N even

qj .t/ D �qjC1.t/ D Oq.t/; j D 1; : : : ; N: (3.23)

(c) The In-Phase Mode (IPM) for BEC

qj .t/ D Oq.t/; pj .t/ D Op.t/; 8j D 1; : : : ; N; N 2 N and N � 2: (3.24)

II. For the FPU model and fixed boundary conditions:

x0.t/ D xNC1.t/ D 0; 8t: (3.25)

(a) The SPO1 mode, with N odd,

Ox2j .t/ D 0; Ox2j�1.t/ D � Ox2jC1.t/ � Ox.t/; j D 1; : : : ;
N � 1

2
: (3.26)

(b) The SPO2 mode, with N D 5C 3m; m D 0; 1; 2; : : : particles,

x3j .t/ D 0; j D 1; 2; 3 : : : ;
N � 2
3

;

xj .t/ D �xjC1.t/ D Ox.t/; j D 1; 4; 7; : : : ; N � 1: (3.27)

In later chapters, we will see that the above SPOs are examples of what we
call Nonlinear Normal Modes (NNMs), whose theory is discussed in detail
in Chap. 4.

To appreciate the importance of these periodic orbits, let us consider the N D 2

case of the BEC Hamiltonian, which is completely integrable. Plotting in Fig. 3.1
its PSS .x; px/ (for y D 0, py > 0), we observe that the IPM and OPM orbits
(intersecting the vertical axis at the points P1, P2 respectively) play a major role
in the global dynamics: In Fig. 3.1a they are both stable with large size islands of
periodic and quasiperiodic tori around them. On the other hand, the local picture
changes dramatically when one of them becomes unstable, e.g. when we increase
the value of the norm integral (3.20), as in Fig. 3.1b. Of course, the N D 2 dof
BEC Hamiltonian is integrable and no chaos arises due to the destabilization of the
OPM orbit. One may very well wonder, however, what would happen after a similar
bifurcation of the OPM orbit in the BEC system with N � 3 dof? How widespread
would chaos be around the unstable orbit in that case?
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ba

Fig. 3.1 PSS of the BEC Hamiltonian, showing the IPM and OPM orbits intersecting the vertical
axis at the points P1 and P2 respectively. (a) The value of the norm integral is F D 2, while
the SPOs correspond to different values of the Hamiltonian. (b) The value of the norm integral is
F D 4:1, where the OPM on the negative px axis has become unstable yielding two stable SPOs
one above and one below it (after [52])

Fortunately, the FPU system with fixed boundary conditions is one of those
examples where we can directly apply Lyapunov’s Theorem 1.3 of Chap. 1: More
specifically, we can use it to prove the existence of SPOs as continuations of the
linear normal modes of the system, whose frequencies have the well-known form
[43, 88, 128, 133, 226]

!q D 2 sin

�
�q

2.N C 1/

�
; q D 1; 2; : : : ; N: (3.28)

This is so because the linear mode frequencies (3.28) are seen to satisfy Lyapunov’s
non-resonance condition for the !qs, stated in Theorem 1.3 for all q and general
values of N . Thus, our SPO1 and SPO2 orbits, as NNMs of the FPU Hamiltonian,
are identified by the indices q D .N C 1/=2 and q D 2.N C 1/=3 respectively.

As we discussed in the previous section, linear stability analysis of periodic
solutions can be performed by studying the eigenvalues of the monodromy matrix.
For example, consider the SPO1 mode of FPU: The equations of motion

Rxj .t/ D xjC1 � 2xj C xj�1 C ˇ
�
.xjC1 � xj /3 � .xj � xj�1/3

�
; j D 1; : : : ; N;

(3.29)
for fixed boundary conditions collapse to a single second order ODE:

ROx.t/ D �2 Ox.t/ � 2ˇ Ox3.t/: (3.30)

Its solution is well-known in terms of Jacobi elliptic functions

Ox.t/ D C cn.�t; �2/; (3.31)
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where

C 2 D 2�2

ˇ.1 � 2�2/ ; �
2 D 2

1 � 2�2
; (3.32)

and �2 is the modulus of the cn elliptic function.
Its stability is analyzed setting xj D Oxj C yj and keeping up to linear terms in

yj to obtain the variational equations

Ryj D .1C 3ˇ Ox2/.yj�1 � 2yj C yjC1/; j D 1; : : : ; N; (3.33)

where y0 D yNC1 D 0. We now separate these variational equations into N
uncoupled Lamé equations

Rzj .t/C 4.1C 3ˇ Ox2/sin2
�

�j

2.N C 1/

�
zj .t/ D 0; j D 1; : : : ; N; (3.34)

where the zj variations are simple linear combinations of the yj ’s (see Exercise 3.3).
Changing variables to u D �t , this equation takes the form

z00
j .u/C 2

	
1C 4�2 � 6�2sn2.u; �2/



sin2

�
�j

2.N C 1/

�
zj .u/ D 0; j D 1; : : : ; N;

(3.35)
where primes denote differentiation with respect to u. Equation 3.35 is an example
of Hill’s equation [240, 250, 344]

z00.u/CQ.u/z.u/ D 0; (3.36)

where Q.u/ is a T -periodic function, i.e. Q.u/ D Q.u C T / with T D 2K and
K D K.�2/ is the elliptic integral of the first kind (see (2.54)). In Exercise 3.3 we
ask the reader to repeat the steps of the above analysis to analyze the stability of the
other NNMs of the FPU and BEC systems mentioned above. In particular, we ask
you to try to think of other such nonlinear modes, for which, due to symmetries, the
N equations of motion reduce to a single nonlinear oscillator. If not, can you think
of other NNMs (based on symmetry arguments), which reduce to the solution of
n D 2; 3; : : :, coupled oscillators? This is a topic we shall examine in detail when
we discuss bushes of orbits in Chap. 4.

Thus, we now have two ways for studying the stability of these fundamental
periodic orbits [13,16]: One is to compute numerically the fundamental solutions of
(3.34) and determine whether the eigenvalues of the monodromy matrixM.T; 0/ lie
on the unit circle or not. In fact, we don’t need to do this for allN of these equations.
It suffices to study only the variation zm.u/ (in the SPO1 case it ism D .N � 1/=2),
which is the first to become unbounded as �2 (or the energyE) increases.

The other method is to apply the theory of Hill’s equation [240, 250, 344] to
the crucial j D m Lamé equation (3.35) and determine the stability of the NNM
according to the condition
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a b

Fig. 3.2 (a) The solid curve corresponds to the energy per particle Ec=N , for ˇ D 1, of the
first destabilization of the SPO1 nonlinear mode of the FPU system (3.15) with fixed boundary
conditions, obtained by the numerical evaluation of the monodromy matrix, while the dashed line
corresponds to the function / 1=N . (b) Same as in (a) with the solid curve depicting the first
destabilization of the OPM periodic solution of the FPU system (3.15). Here, however, the dashed
line corresponds to the function / 1=N 2. Note that both axes are logarithmic (after [52])

ˇ̌
ˇ1 � 2sin2

	
K.�2/

p
a0



det .D.0//
ˇ̌
ˇ D

�
< 1; stable mode
> 1; unstable mode

; (3.37)

where D.0/ is an infinite Hill’s matrix, whose entries are given in terms of the
Fourier coefficients of the NNM and whose value is well approximated by rapidly
convergent n�n approximants [13,16]. Both ways lead to the interesting result that
the critical energy threshold values for the first destabilization of the SPO1 solution
satisfies Ec=N / 1=N , while for the OPM solution (3.22) we find Ec=N / 1=N 2,
as shown in Fig. 3.2a, b respectively.

What does all this mean? Let us try to find out.

3.2.1 An Analytical Criterion for “Weak” Chaos

As we discovered from the above analysis, the NNMs of the FPU and BEC
Hamiltonians studied so far experience a first destabilization at energy densities
of the form

Ec

N
/ N�˛; ˛ D 1; or; 2; N ! 1: (3.38)

This means that for fixed N , some of these fundamental periodic solutions become
unstable at much lower energy than others. We may, therefore, expect that those that
destabilize at lower energies will have smaller chaotic regions around them, as the
greater part of the constant energy surface is still occupied by tori of quasiperiodic
motion. Could we then perhaps argue that near NNMs characterized by the exponent
˛ D 2 in (3.38) one would find a “weaker” form of chaos than in the ˛ D 1 case?
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This indeed appears to be true at least for the FPU Hamiltonian model. As was
recently shown in [128], the energy threshold for the destabilization of the low
q D 1; 2; 3; : : :, nonlinear modes, representing continuations of the corresponding
linear model (see (3.28)), satisfies the analytical formula

Ec

N

 �2

6ˇN.N C 1/
; (3.39)

and is therefore of the type ˛ D 2 in (3.38). Remarkably enough this local loss of
stability coincides with the “weak” chaos threshold shown in [109, 110] to have
global consequences regarding the dynamics of the system as a whole, as it is
associated with the breakup of the famous FPU recurrences! In Chap. 6 we shall
examine this very important phenomenon in detail. For the moment, let us simply
point out that the destabilization of individual NNMs occurring at low energies
appears to be somehow related to a transition from a “weak” to a “stronger” type of
chaos in the full N particle chain.

Interestingly enough, it was later discovered [13, 16] that the energy threshold
(3.39) for the low q modes, also coincides with the instability threshold of our
SPO2 mode which corresponds to q D 2.N C 1/=3! In Fig. 3.3 we compare
the approximate formula (dashed line) with our destabilization threshold for SPO2
obtained by the monodromy matrix analysis (solid line) for ˇ D 0:0315 and find
excellent agreement especially in the largeN limit.

We may, therefore, arrive at the following conclusions based on the above results:
Linear stability (or instability) of periodic solutions is certainly a local property and
can only be expected to reveal how orbits behave in a limited region of phase space.
And yet, we find that if these periodic solutions belong to the class of nonlinear
continuations of linear normal modes, their stability character may have important
consequences for the global dynamics of the Hamiltonian system. In particular, if
the exponent of their first destabilization threshold in (3.38) is ˛ D 2 they are
connected with the onset of “weak” chaos as a result of the breakdown of FPU

Fig. 3.3 The solid curve
corresponds to the energy
E2u.N / of the first
destabilization of the SPO2
mode of the FPU system
(3.15) with fixed boundary
conditions and ˇ D 0:0315

obtained by the numerical
evaluation of the eigenvalues
of the monodromy matrix.
The dashed line corresponds
to the approximate formula
(3.38) for the q D 3 nonlinear
normal solution (after [13])
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recurrences. On the other hand, if ˛ D 1 as in the case of the SPO1 mode, they arise
in much wider chaotic domains and have orbits in their neighborhood which evolve
from “weak” to “strong” chaos passing through quasi-periodic states of varying
complexity, with different statistical properties, as we describe in detail in Chap. 8.

3.3 Lyapunov Characteristic Exponents and “Strong” Chaos

3.3.1 Lyapunov Spectra and Their Convergence

Let us now study the chaotic behavior in the neighborhood of our unstable SPOs,
starting with the well-known method of the evaluation of the spectrum of Lyapunov
characteristic exponents (LCEs) of a Hamiltonian dynamical system,

Li ; i D 1; : : : ; 2N; L1 � Lmax > L2 > : : : > L2N : (3.40)

The LCEs measure the rate of exponential divergence of initially nearby orbits
in the phase space of the dynamical system as time approaches infinity. In
Hamiltonian systems, the LCEs come in pairs of opposite sign, so their sum
vanishes,

P2N
iD1 Li D 0, and two of them are always equal to zero corresponding

to deviations along the orbit under consideration. If at least one of them (the largest
one) L1 � Lmax > 0, the orbit is chaotic, i.e. almost all nearby orbits diverge
exponentially in time, while if Lmax D 0 the orbit is stable (linear divergence of
initially nearby orbits). The numerical algorithm we use here for the computation of
all LCEs is the one proposed in [31, 32]. A detailed review of the theory of LCEs
and the numerical techniques used for their evaluation can be found in [310].

In theory, Li � Li.x.t// for a given orbit x.t/ expresses the limit for t ! 1 of
a quantity of the form

Ki
t D 1

t
ln

k wi .t/ k
k wi .0/ k ; (3.41)

Li D lim
t!1Ki

t (3.42)

where wi .0/ and wi .t/; i D 1; : : : ; 2N � 1 are infinitesimal deviation vectors from
the given orbit x.t/ (at times t D 0 and t > 0 respectively) that are orthogonal to the
vector tangent to the orbit (since the LCE in the direction along the orbit is zero).
The time evolution of wi is given by solving the variational equations of the system,
i.e. the linearized equations about the orbit, assuming that the limit of (3.42) exists
and converges to the same Li , for almost all choices of initial deviations wi .0/.

In practice, however, the above computation is more involved [31, 32]: Since
the exponential growth of wi .t/ is observed for short time intervals, one stops the
evolution of wi .t/ after some time T1, records the computed Ki

T1
, orthonormalizes



54 3 Local and Global Stability of Motion

a b

c d

Fig. 3.4 (a) Lyapunov spectra of neighboring orbits of the SPO1 (solid lines) and SPO2 (dashed
lines) modes of the FPU model (3.15) with fixed boundary conditions, for N D 11, at (a) energies
E D 1:94 (SPO1) and E D 0:155 (SPO2), where both modes have just destabilized, (b) energy
E D 2:1 for both SPOs, where the spectra are still distinct, (c) and convergence of the Lyapunov
spectra of neighboring orbits of the SPOs at energy E D 2:62 where both of them are unstable.
(d) Coincidence of Lyapunov spectra continues at energy E D 5 (after [13])

the vectors wi .t/ and repeats the calculation for the next time interval T2 (with
t D 0 replaced by t D T1), etc. obtaining finally Li as an average over many such
Tj , j D 1; 2; : : : ; n as

Li D 1

n

nX

jD1
Ki
Tj
; n ! 1: (3.43)

For fixedN it has been found that as E increases, the Lyapunov spectrum (3.40) for
all the unstable NNMs studied in the previous section appears to fall on a smooth
curve [13, 16].

Let us examine this in more detail by plotting the Lyapunov spectra of two
neighboring orbits of the SPO1 and SPO2 modes, of the FPU system with fixed
boundary conditions, forN D 11 dof and energy valuesE1 D 1:94 andE2 D 0:155

respectively, where both SPOs have just destabilized (see Fig. 3.4a). Here, the
maximum Lyapunov exponents L1, are very small .
10�4/ and the corresponding
Lyapunov spectra are quite distinct.

Raising now the energy to E D 2:1, we observe in Fig. 3.4b that the Lyapunov
spectra of the two SPOs are closer to each other, but still quite different. At
E D 2:62, however, we see that the two spectra have nearly converged to the same
exponentially decreasing function
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Li .N / / e�˛ i
N ; i D 1; 2; : : : ; N; (3.44)

and their maximal Lyapunov exponents are virtually the same. The ˛ exponents
for the SPO1 and SPO2 are found to be approximately 2:3 and 2:32 respectively.
Figure 3.4d also shows that this coincidence of Lyapunov spectra persists at higher
energies.

3.3.1.1 Lyapunov Spectra and the Thermodynamic Limit

Let us now choose our initial conditions near unstable SPOs of our Hamiltonians
and try to determine some important statistical properties of the dynamics in the so-
called thermodynamic limit, where we let E and N grow indefinitely keeping E=N
constant. In particular, we will compute the spectrum of the Lyapunov exponents
of the FPU and BEC systems starting near the OPM solutions (3.22) and (3.23) for
energies where these orbits are unstable. We thus find that the Lyapunov spectra are
well approximated by smooth curves of the form Li 
 L1e�˛i=N , for both systems,
with ˛ 
 2:76, ˛ 
 3:33 respectively (see Fig. 3.5).

The above exponential formula is found to hold quite well, up to i D K.N/ 

3N=4. For the remaining exponents, the spectrum is seen to obey different decay
laws, which are not easy to determine. In fact, such Lyapunov spectra provide
important invariants of the dynamics, in the sense that, in the thermodynamic limit,
we can use them to evaluate the average of the positive LCEs, yielding the so-called
Kolmogorov-Sinai entropy hKS.N / [165, 267] for each system and find that it is a
constant characterized by the value of the maximum Lyapunov exponent (MLE)L1
and the exponent ˛ appearing in them.

Thus, we plot in Fig. 3.6 the Kolmogorov-Sinai entropy (solid curves), which is
defined as the sum of the N � 1 positive Lyapunov exponents,

hKS.N / D
N�1X

iD1
Li .N /; Li .N / > 0: (3.45)

a b

Fig. 3.5 The spectrum of positive LCEs (3.40) of (a) the OPM (3.22) of the FPU Hamiltonian
(3.15) for fixedE=N D 3=4, (b) the OPM (3.23) of the BEC Hamiltonian (3.19) for fixedE=N D
3=2. For both models we consider periodic boundary conditions and i runs from 1 toN (after [16])
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a b

Fig. 3.6 The hKS .N / entropy near the OPM of (a) the FPU Hamiltonian for fixed E=N D 3=4

(solid curve) and the approximate formula (dashed curve), and (b) of the BEC Hamiltonian for
fixed E=N D 3=2 (solid curve) and the approximate formula (dashed curve) (after [16])

In this way, we find, for both Hamiltonians, that hKS.N / is an extensive thermo-
dynamic quantity as it is clearly seen to grow linearly with N (hKS.N / / N ),
demonstrating that in their chaotic regions the FPU and BEC Hamiltonians behave
as ergodic systems of BG statistical mechanics.

Finally, assuming that the exponential law Li 
 L1e�˛i=N is valid for all i D
1; : : : ; N � 1, we approximate the sum of the positive Lyapunov exponentsLi , and
calculate the hKS.N / entropy from (3.45) as

hKS.N / / Lmax
1

�6C e
2:76
N

; Lmax 
 0:099; (3.46)

for the OPM of the FPU model and

hKS.N / / Lmax
1

�1C e
3:33
N

; Lmax 
 0:34; (3.47)

for the OPM of the BEC Hamiltonian. In Fig. 3.6, we have plotted (3.46) and (3.47)
with dashed curves and obtain nearly straight lines with the same slope as the data
computed by the numerical evaluation of the hKS.N /, from (3.45). The reader is
also advised to see [229] where analogous results are obtained for the Lyapunov
spectra in the thermodynamic limit and the computation of hKS.N / in the FPU-ˇ
model.

3.4 Distinguishing Order from Chaos

The reader must have realized by now that if we wish to make serious progress in the
study of the dynamics of Hamiltonian systems we must be able to develop accurate
and efficient tools for distinguishing between order and chaos, both locally and



3.4 Distinguishing Order from Chaos 57

globally. This means that these tools must be able to: (a) characterize correctly the
time evolution of any given set of initial conditions and (b) approximately identify
regimes of ordered vs. chaotic motion on a constant .2N � 1/-dimensional energy
surface in the phase space R2N .

“But, surely”, you will argue, “we already possess such tools. They are the
Lyapunov exponents, whose usefulness was already evident in the results of the
previous section”. This is indeed true and we shall frequently mention these
exponents in the chapters that follow. We must note, however, that powerful as they
may be they also have a serious drawback: Their values vary significantly in time
and may only be used in the long time limit when the exponents have converged
with satisfactory accuracy.

Furthermore, it is well-known that a positive MLE not only implies chaotic
behavior, it also quantifies it: As is commonly observed, the larger the MLE value
the “stronger” the chaotic properties, i.e. the faster the divergence of nearby orbits.
What happens, however, when we are very close to a region of ordered motion,
where the MLE converges very slowly to a non-zero value, if it does so at all? And
how do we know if it is not exactly zero and we are in fact following a quasiperiodic
rather than a chaotic orbit?

It is for this reason that many researchers have developed over the last two
decades, alternative approaches to characterize orbits of Hamiltonian systems as
ordered or chaotic. These methods can be divided in two major categories, the ones
which are based on the evolution of deviation vectors from a given orbit, like the
computation of MLE, and the ones which rely on the analysis of the particular orbit
under study.

Among other chaoticity detectors belonging to the same category with the
evaluation of the MLE, are the fast Lyapunov indicator (FLI) [135, 137, 138] and
its variants [26, 27], the smaller alignment index (SALI) [309, 313, 314] and its
generalization, the so-called generalized alignment index (GALI) [247, 315, 316],
the mean exponential growth of nearby orbits (MEGNO) [95, 96], the relative
Lyapunov indicator (RLI) [296, 297], as well as methods based on the study of
spectra of quantities related to the deviation vectors like the stretching numbers
[136, 231, 340], the helicity angles (the angles of deviation vectors with a fixed
direction) [102], the twist angles (the differences of two successive helicity angles)
[103], or the study of the differences between such spectra [217, 341].

In the category of methods based on the analysis of a time series constructed by
the coordinates of the orbit under study, one may list the frequency map analysis of
Laskar [211–214], the ‘0-1’ test [153,154], the method of the low frequency spectral
analysis [204,342], the ‘patterns method’ [305], the recurrence plots technique [354,
355] and the information entropy index [258]. One could also refer to several ideas
presented by various authors that could be used to distinguish order from chaos,
like the differences appearing for ordered and chaotic orbits in the time evolution
of their correlation dimension [134], the time averages of kinetic energies related
to the virial theorem [171] and the statistical properties of series of time intervals
between successive intersections of orbits with a PSS [181].
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To our knowledge, a systematic and detailed comparative study of the efficiency
and reliability of the various chaos detection techniques is not presently available.
Still, a number of comparisons between some of the existing methods have been
performed on various examples of dynamical systems [28, 239, 309, 314, 324].

Of all these methods, we have chosen to dwell on two indicators that the authors
of this book have found most convenient and useful in their studies: the SALI and
the GALI. These indicators are derived from a detailed analysis of the variational
equations describing the tangent space of the orbits as time evolves. They are
accurate and efficient in the sense that they: (a) correctly identify the chaotic nature
of the orbits more rapidly than other methods and, perhaps more importantly,
(b) successfully characterize quasiperiodic motion providing also the number of
dimensions of the torus on which it lies. In the next subsections we discuss briefly
the SALI and GALI indicators and return to examine them more carefully in
later chapters, when we address more delicate issues regarding the complexity of
Hamiltonian dynamics.

Before proceeding, however, it is instructive to point out a crucial difference
between Hamiltonian (more generally conservative) and dissipative systems. As
the reader has realized by now, chaotic regions and tori of ordered motion in
Hamiltonian (and also conservative) systems are distributed in very complicated
ways and are present down to infinitesimally small scales. Thus, the indicators
mentioned above find their greatest usefulness in the conservative case, where the
distinction between order and chaos is often a very delicate issue. When dissipation
is added, the detailed features of the dynamics are smoothed out and all orbits
converge either to simple (fixed points, periodic orbits, isolated tori) or strange
attractors [160, 346]. In such cases, the identification of chaotic vs. ordered motion
becomes a simple matter, which is usually settled by simply computing Lyapunov
exponents and in particular the MLE.

3.4.1 The SALI Method

The SALI method was originally developed to distinguish between ordered and
chaotic orbits in symplectic maps (see Sect. 5.1 for the definition of a symplectic
map) and Hamiltonian systems [309, 313, 314], and was soon applied by many
researchers to a number of important examples [55, 57, 72, 233, 234, 242, 245, 262,
269, 319, 320, 322, 325]. To compute this indicator, one follows simultaneously the
time evolution of a reference orbit along with two deviation vectors with initial
conditions w1.0/, w2.0/, normalizing them from time to time to 1, as follows

Owi .t/ D wi .t/

kwi .t/k ; i D 1; 2: (3.48)

The SALI is then defined as

SALI.t/ D min fk Ow1.t/C Ow2.t/k ; k Ow1.t/ � Ow2.t/kg : (3.49)
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In references [309, 314] it has been shown that, in the case of chaotic orbits, the
deviation vectors Ow1, Ow2 eventually become aligned in the direction of the MLE and
SALI.t/ falls exponentially to zero as

SALI.t/ / e�.L1�L2/t ; (3.50)

L1, L2 being the two largest LCEs. In the case of ordered motion, on the other hand,
the orbit lies on a torus and eventually the vectors Ow1, Ow2 fall on the tangent space of
the torus, following a t�1 time dependence. In this case, the SALI oscillates about
values that are different from zero [309, 313], i.e.

SALI 
 const: > 0; t ! 1: (3.51)

Thus, the different behavior of the index for ordered and chaotic orbits allows us
to clearly distinguish between the two cases.

3.4.2 The GALI Method

The GALI is an efficient chaos detection technique introduced in [315] as a
generalization of SALI. This generalization consists in the fact that GALI uses
information of more than two deviation vectors from the reference orbit, leading
to a faster and clearer distinction between regular and chaotic motion than SALI.
The method has been applied successfully to different dynamical systems for the
discrimination between order and chaos, as well as for the detection of quasiperiodic
motion on low dimensional tori [14, 63, 93, 242–244, 246, 316].

The Generalized Alignment Index of order k (GALIk), 2 � k � 2N , is
determined through the evolution of k initially linearly independent deviation
vectors wi .0/. As in the case of SALI, deviation vectors wi .t/ are normalized from
time to time to avoid overflow problems, but their directions are left intact. Thus,
according to [315] GALIk is defined as the volume of the k-parallelepiped having
as edges the k unitary deviation vectors Owi .t/ D wi .t/=kwi .t/k, i D 1; 2; : : : ; k,
determined through the wedge product of these vectors as

GALIk.t/ D k Ow1.t/ ^ Ow2.t/ ^ 	 	 	 ^ Owk.t/k; (3.52)

where k 	 k denotes the usual norm. From this definition it is evident that if at least
two of the deviation vectors become linearly dependent, the wedge product in (3.52)
becomes zero and the GALIk vanishes.

In the case of a chaotic orbit, all deviation vectors tend to become linearly
dependent, aligning in the direction defined by the MLE, and GALIk tends to zero
exponentially following the law [315]

GALIk.t/ / e�Œ.L1�L2/C.L1�L3/C���C.L1�Lk/�t ; (3.53)

where L1; : : : ; Lk are the k largest LCEs.
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In the R
2N phase space of an N dof Hamiltonian flow or a 2ND map, regular

orbits lie on s-dimensional tori, with 2 � s � N for Hamiltonian flows, and
1 � s � N for maps. For such orbits, all deviation vectors tend to fall on the
s-dimensional tangent space of the torus on which the motion lies. Thus, if we
start with k � s general deviation vectors they will remain linearly independent
on the s-dimensional tangent space of the torus, since there is no particular reason
for them to become aligned. As a consequence, GALIk remains practically constant
and different from zero for k � s. On the other hand, GALIk tends to zero for
k > s, since some deviation vectors will eventually become linearly dependent.
In particular, the generic behavior of GALIk for quasiperiodic orbits lying on
s-dimensional tori is given by [93, 315, 316]

GALIk.t/ /

8
<̂

:̂

constant if 2 � k � s
1

tk�s if s < k � 2N � s
1

t2.k�N/ if 2N � s < k � 2N

: (3.54)

We note that these estimates are valid only when the corresponding conditions are
satisfied. For example, in the case of 2D maps the only possible torus is an .s D/one-
dimensional invariant curve, whose tangent space is also one-dimensional. Thus, the
behavior of GALI2 (which is the only possible index in that case) is given by the
third case of (3.54), i.e. GALI2 / 1=t2, since the first two are not applicable. From
(3.54) we also deduce that the behavior of GALIk for the usual case of quasiperiodic
orbits lying on an N -dimensional torus is given by

GALIk.t/ /
(

constant if 2 � k � N
1

t2.k�N/ if N < k � 2N
: (3.55)

Exercises

Exercise 3.1. (a) Use the definition of ˝ in (3.1), its properties listed in (3.2) and
(3.3) to show that det˝ D 1 and detM D ˙1. Then prove that the determinant
of the 2N � 2N symplectic matrix M is exactly 1.
Hint: You may find it helpful to use the theorem of polar factorization of Linear
Algebra (see [176], p. 188) to show that detM > 0.

(b) Finally, show that the eigenvalues of the matrix M are expressed as the set of
inverse pairs: �1; �2; : : : ; �N ; �NC1 D 1=�1; : : : ; �2N D 1=�N .

Exercise 3.2. Consider the n-dimensional map xkC1 D P xk; k D 0; 1; 2; : : :,
where P is a constant matrix. Assume that an invertible matrix S exists such that,
in the new basis xk D Syk, D D S�1PS is a diagonal matrix whose elements are
the eigenvalues of P , i.e. D D diag.�1; : : : ; �n/. Clearly, in this basis, the solution
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of the problem for any initial condition y0 D S�1x0 is yk D Dky0, k D 0; 1; 2; : : : .
Show that if all eigenvalues j�i j � 1, i D 1; 2; : : : ; n, the map has only bounded
solutions yk , while if there is (at least) one of them satisfying j�j j > 1 the general
solution is unbounded.

Exercise 3.3. Perform the linear transformation that uncouples (3.33) into (3.34),
as described in Sect. 3.2, for the SPO1 mode under fixed boundary conditions (hint:
You will have to diagonalize a tri-diagonal matrix). Next, using similar techniques,
carry out the stability analysis for the other SPOs (or NNMs) of the FPU and BEC
Hamiltonians listed at the beginning of Sect. 3.2 and derive the associated system
of uncoupled Lamé equations. Are there any other such NNMs for which the N
equations of motion reduce to the solution of a single nonlinear oscillator? Are there
NNMs whose equations reduce to the solution of n D 2, 3, etc. coupled nonlinear
oscillators?

Problems

Problem 3.1. Let us revisit the cubic Duffing oscillator of Exercise 2.4, in the
undamped case ˛ D 0:

Pq D p; Pp D q.1C � sin.˝t// � q3 (3.56)

(note the different signs in the second equation). Choose a small value of the driving
amplitude, e.g. � D 0:01with˝ D 2 and solve numerically the equations of motion
to determine the periodic solutions Oqi .t/, Opi .t/, i D 1; 2 crossing the PSS (2.41) at
points P1; P2 close to the equilibrium points .˙1; 0/ respectively of the unforced
� D 0 case. For small enough � , these should be �-periodic orbits of (3.56) that are
stable, in the sense that they represent elliptic points of the Poincaré map (2.42).

(a) Based on your knowledge of these solutions, solve numerically the
two-dimensional variational equations about them for initial conditions .1; 0/
and .0; 1/ to determine the 2 � 2 monodromy matrix M.�; 0/ (note that due
to the simplicity of this problem the dimensionality of the monodromy matrix
coincides with that of the Poincaré map). What are the eigenvalues of M.�; 0/
and what do you conclude from them?

(b) Start increasing the value of � and repeat the previous calculation of M.�; 0/.
Can you locate the first critical �c value at which the above two � periodic
solutions become unstable?

Problem 3.2. Consider the non-integrable Hénon-Heiles system (2.36) with
Hamiltonian

H.x; y; px; py/ D 1

2
.p2x C p2y/C 1

2
.x2 C y2/C x2y � 1

3
y3 D E: (3.57)
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(a) Show that this system has an exact periodic solution of the form Ox.t/ D 0,
Oy.t/ D Acn.�t; �2/, with A > 0, where cn is the Jacobi elliptic cosine function
with period T that depends on the modulus � and the constants A, �, � satisfy
certain relations.

(b) Write the four-dimensional variational system of equations about this solution
and solve them numerically to determine the associated monodromy matrix
M.T; 0/. Examining its eigenvalues, show that for small enough values of A
this periodic solution is linearly stable.

(c) Increasing the value of A repeat the previous calculation of M.T; 0/ and locate
the first critical value of A D A1 (and corresponding value of the energy E D
E1) at which the periodic solution becomes unstable. What happens as you
keep increasing A (and the energy E)? Hint: You should find a sequence of
bifurcations at Ak > Ak�1.Ek > Ek�1/; k D 2; 3; ::: that converges to Ak !
1.Ek ! 1=6/.

Problem 3.3. Continuing the work of Exercise 3.3 pursue further the stability
analysis of the OPM and IPM modes of the BEC Hamiltonian (3.19). Show that
the variational equations cannot be uncoupled here as was possible for the NNMs
of the FPU Hamiltonian. However, the mathematical form of the OPM and IPM
solutions and the variational equations of the BEC Hamiltonian are simple to write
down. Solve these variational equations for various choices of N D 3; 4; 5; : : :,
and find the eigenvalues of the associated monodromy matrixM.T; 0/ to determine
the stability properties of the OPM and IPM solutions in terms of the values of
the energy and norm integrals, E and F . What do you observe as the values of
these integrals increase? Hint: Show that the IPM orbit remains stable even for large
values of E and F , while for the OPM orbit consult Problem 3.4.

Problem 3.4. Integrate the variational equations and evaluate the monodromy
matrix M.T; 0/ associated with the OPMs of the FPU and BEC Hamiltonians to
show that they become unstable, as a pair of eigenvalues of M.T; 0/ exit the unit
circle on the real axis: For FPU this happens at �1 (period-doubling bifurcation)
and for BEC at C1 (pitchfork bifurcation). Fix N and examine the chaotic regions
that arise about these orbits, as more and more pairs of eigenvalues exit the unit
circle, by computing the Lyapunov exponents in the close vicinity of these NNMs.
What do you observe?



Chapter 4
Normal Modes, Symmetries and Stability

Abstract The present chapter studies nonlinear normal modes (NNMs) of coupled
oscillators from an altogether different perspective. Focusing entirely on periodic
boundary conditions and using the Fermi Pasta Ulam ˇ (FPU�ˇ) and FPU�˛
models as examples, we demonstrate the importance of discrete symmetries in
locating and analyzing exactly a class of NNMs called one-dimensional “bushes”,
depending on a single periodic function Oq.t/. Using group theoretical arguments one
can similarly identify n-dimensional bushes described by Oq1.t/; : : : ; Oqn.t/, which
represent quasiperiodic orbits characterized by n incommensurate frequencies.
Expressing these solutions as linear combinations of single bushes, it is possible
to simplify the linearized equations about them and study their stability analytically.
We emphasize that these results are not limited to monoatomic particle chains,
but can apply to more complicated molecular structures in two and three spatial
dimensions, of interest to solid state physics.

4.1 Normal Modes of Linear One-Dimensional
Hamiltonian Lattices

As the reader recalls, we began our discussion of N dof Hamiltonian systems in
Chap. 2 by analyzing the case of two coupled linear oscillators of equal mass m
and spring constant k described by (2.14) under fixed boundary conditions. Indeed,
by a simple canonical transformation of variables (2.17), we were able to uncouple
the two equations of motion into what we called their normal mode variables and
obtain the complete solution of the problem as a linear combination of normal
mode oscillations with frequencies !1 D!, !2 D!

p
3, !Dp

k=m. How would
we proceed if we were to perform the same analysis to N such coupled linear
oscillators? Good question.
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Let us note first that the Hamiltonian function of this system

H D 1

2m

NX

jD1
p2j C k

2

NX

jD0
.qjC1 � qj /2 D E; (4.1)

leads to the equations of motion

d2qj
dt2

D !2.qj�1 � 2qj C qjC1/; j D 1; 2; :::; N (4.2)

imposing again fixed boundary conditions q0.t/ � qNC1.t/ � 0, p0.t/ �
pNC1.t/ � 0, with !2 D k=m. This may be called an “ordered”, or translationally
invariant particle chain (one-dimensional lattice), since all masses and spring
constants are equal. In Chap. 7 we will discuss the very important case of a
disordered lattice where translational invariance is broken by a random selection
of the parameters of the system. For the time being, however, it suffices to take with
no loss of generality ! D 1.

How can we uncouple equations (4.2) into a set ofN single harmonic oscillators?
The case N D 2 was analyzed in Chap. 2 and easily led to the transformation (2.17).
Here, we are dealing with a system of N ODEs (4.2) that, when written in matrix
form, involves a tridiagonal matrix S on its right hand side. Since we are looking
for normal mode oscillations with N frequencies !q , we proceed to diagonalize this
matrix introducing new coordinates called normal mode variables Qq , Pq by the
transformation

qj D
r

2

N C 1

NX

qD1
Qq sin

�
qj�

N C 1

�
; pj D

r
2

N C 1

NX

qD1
Pq sin

�
qj�

N C 1

�
;

(4.3)
in terms of which (4.1) reduces to the Hamiltonian of N uncoupled harmonic
oscillators

H2 D 1

2

NX

qD1
P 2
q C !2qQ

2
q; (4.4)

whose frequencies

!q D 2 sin

�
q�

2.N C 1/

�
; 1 � q � N (4.5)

are related to the eigenvalues �q of S by the simple formula �q D !2q (see (3.28)
and Exercise 4.1).

Before studying this case further, let us also write down the analogous result for
the case of periodic boundary conditions qj .t/ � qjCN .t/, pj .t/ � pjCN .t/,
j D 1; : : : ; N . As we ask you to demonstrate in Exercise 4.2, the reduction of
(4.1) to the Hamiltonian (4.4) of N uncoupled oscillators is achieved through the
transformation
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Qq D 1p
N

NX

jD1

�
sin

2�qj

N
C cos

2�qj

N

�
qj ;

Pq D 1p
N

NX

jD1

�
sin

2�qj

N
C cos

2�qj

N

�
pj ;

(4.6)

and the normal mode frequencies now take the form

!q D 2 sin
�q�
N

�
; 1 � q � N: (4.7)

As we remark in Exercises 4.1 and 4.2, knowing the normal mode spectra
in the above two cases, allows us to examine the linear (in)dependence (or
commensurability properties) of these frequencies. Remember what happened in
the case of N D 2 such oscillators in Chap. 2 under fixed boundary conditions:
The two normal mode frequencies were rationally independent and the motion
was in general quasiperiodic! Does the same hold for all N ? And what about the
periodic boundary condition case, where sin.q�=N/D sin..N � q/�=N/, holds
for q D 1; 2; : : : ; ŒN=2� (with Œ	� denoting the integer part of the argument)? These
are important issues to which we will return later in this chapter.

4.2 Nonlinear Normal Modes (NNMs) and the
Problem of Continuation

Now that we have understood the importance of normal modes in the linear case let
us turn to the more difficult situation of coupled systems of nonlinear oscillators. In
particular, we shall focus on our old friend the FPU�ˇ Hamiltonian (3.15), which
we already met in Chap. 3 as

H D 1

2

NX

jD1
p2j C

NX

jD0

1

2
.qjC1 � qj /

2 C 1

4
ˇ.qjC1 � qj /4 D E; (4.8)

representing an N -particle chain with quadratic and quartic nearest neighbor
interactions. In Sect. 3.2, we studied some of its SPOs, under fixed and periodic
boundary conditions, and found that their linear stability properties had important
consequences for the global dynamics of the system. In particular, in the case
of fixed boundaries, we showed that the first destabilization of solutions SPO1
and SPO2, corresponding to normal modes qD .N C 1/=2 and qD 2.N C 1/=3

respectively, was related to the onset of “strong” and “weak” chaos as the total
energyE is increased.

Clearly, these SPOs are linear modes, which continue to exist as the parameter ˇ
in (4.8) is turned on and our oscillator system becomes nonlinear! Is that true? Of



66 4 Normal Modes, Symmetries and Stability

course it is. Remember what we said in Sect. 3.2 about Lyapunov’s Theorem 1.3,
according to which all normal modes of the linear ˇ D 0 system can be rigorously
continued to the nonlinear lattice, for fixed boundary conditions. This is because
the linear frequencies (4.5) can be shown in many cases to be mutually rationally
independent (see Exercise 4.1). Unfortunately, Lyapunov’s theorem does not apply
to the FPU problem under periodic boundary conditions.

So what do we do in that case? Don’t worry. We will construct its NNMs later in
this chapter using discrete symmetries of the equations of motion and discuss their
stability properties in detail. For the time being let us complete our discussion of
the NNMs of the FPU�ˇ system under fixed boundaries. This is indeed a very
important problem as these NNMs are intimately connected with the historical
paradox of the FPU recurrences, which we shall discuss in detail in Chap. 6.

Note that substituting (4.3) into (4.8) allows us to write the FPU�ˇ Hamiltonian
in the formH DH2 CH4 in which the quadratic part corresponds to N uncoupled
harmonic oscillators, as in (4.4) above. On the other hand, the quartic part of the
Hamiltonian becomes

H4 D ˇ

8.N C 1/

NX

q;l;m;nD1
Cq;l;m;n!q!l!m!nQqQlQmQn; (4.9)

where the coefficientsCq;l;m;n take non-zero values only for particular combinations
of the indices q; l;m; n, namely

Cq;l;m;n D
X

˙

	
ıq˙l˙m˙n;0 � ıq˙l˙m˙n;˙2.NC1/



(4.10)

in which all possible combinations of the ˙ signs arise, with ıij D 1 for i D j and
ıij D 0 for i ¤ j . Thus, in the new canonical variables, the equations of motion are
expressed as

RQq C !2qQq D � ˇ

2.N C 1/

NX

l;m;nD1
Cq;l;m;n!q!l!m!nQlQmQn: (4.11)

If ˇ D 0, the individual harmonic energiesEq D .P 2
q C !2qQ

2
q/=2 are preserved

since they constitute a set of N integrals in involution. When ˇ ¤ 0, however, the
harmonic energies become functions of time and only the total energy E , (4.8), is
conserved. One may thus define a specific energy of the system as " D E=N , while
the average harmonic energy of each mode over a time interval 0 � t � T is given
by the integral NEq.T / D 1

T

R T
0 Eq.t/dt.

As we discuss in Chap. 6, in classical FPU experiments, one starts with the total
energy distributed among a small subset of linear modes. Then, as every physics
student knows, equilibrium statistical mechanics predicts that, due to nonlinear
interactions, after a short time interval the energy of all non-excited modes will
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grow and a kind of equipartition will occur with the energy being shared equally by
all modes, i.e.

lim
T!1

NEq.T / D " ; q D 1; : : : ; N: (4.12)

But this does not happen in the FPU system! At least for a range of lowE values,
one finds that the total energy returns periodically to the originally excited modes,
yielding the famous FPU recurrences which persist even when T becomes very
large. The paradox lies in the fact that such deviations from equipartition were not
expected to occur in a nonlinear and non-integrable Hamiltonian system as the FPU.
Is it still a paradox to date? Not any longer, we claim. As will be explained in
Chap. 6, the dynamics of FPU recurrences can be understood in terms of exponential
localization of periodic and quasiperiodic solutions in q-modal space.

4.3 Periodic Boundary Conditions and Discrete Symmetries

Let us recall from the above discussion that, when periodic boundary conditions are
imposed, i.e. qj D qjCN , pj D pNCj , j D 1; 2; : : : ; N , the linear mode spectrum
of the FPU-ˇ particle chain becomes degenerate for all N and Lyapunov’s theorem
cannot be invoked. How do we proceed to study existence and stability of NNMs
in that case? As we explain below, this is a situation where the identification of
the system’s discrete symmetries turns out to be very helpful in the analysis of the
dynamics.

In the present chapter we shall demonstrate how one may use the powerful
techniques of group theory to establish the existence of such NNMs for a variety of
mechanical systems, including particle chains in one dimension, as well as certain
two-dimensional and three-dimensional structures of interest to solid state physics.
These NNMs are simple periodic orbits, which we shall call one-dimensional
bushes. We will then show how one can combine such periodic solutions to
form multi-dimensional bushes of NNMs and exploit symmetries to simplify the
variational equations about them and study their (linear) stability. Ultimately, of
course, one would like to be able to obtain invariant manifolds on which the
dynamics of the system is as simple as possible. This is not easy to do in general,
but if the equations of motion possess discrete symmetry groups, one can single out
some of these manifolds using group theoretical methods developed in [81,82,295]
(see also [64] for a recent review).

4.3.1 NNMs as One-Dimensional Bushes

Let us illustrate the main steps of the bush theory on the FPU-ˇ Hamiltonian system
(4.8). The ODEs describing the longitudinal vibrations of the FPU-ˇ chain can be
written in the form
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Rqi D f .qiC1 � qi /� f .qi � qi�1/; i D 1; : : : ; N; (4.13)

where qi .t/ is the displacement of the i th particle from its equilibrium state at time t ,
while the force f .�q/ depends on the spring deformation�q as follows:

f .�q/ D �q C ˇ.�q/3: (4.14)

We also assume that ˇ > 0 and impose periodic boundary conditions. Thus,
we may study the dynamics of this chain by attempting to solve (4.13) for the
“configuration” vector

X.t/ D fq1.t/; q2.t/; :::; qN .t/g; (4.15)

whose components are the individual particle displacements.
As is well-known, it is pointless to try to obtain this vector as a general solution

of (4.13). We, therefore, concentrate on studying special solutions represented by
the NNMs described in the previous section. In particular, let us begin with the
following simple periodic solution

X.t/ D f Oq.t/;� Oq.t/; Oq.t/;� Oq.t/; : : : ; Oq.t/;� Oq.t/g; (4.16)

which is easily seen to exist in the FPU�ˇ chain with an even number of
particles (N mod 2D 0). This solution is called the OPM or “�-mode” and is fully
determined by only one arbitrary function Oq.t/ as we already discovered in Chap. 3.
It represents an example of the type of NNMs introduced in [286] and expresses an
exact dynamical state which can be written in the form

X.t/ D Oq.t/f1;�1; j1;�1; j : : : ; j1;�1g: (4.17)

Hence, the following question naturally arises: Are there any other such exact
NNMs in the FPU-ˇ chain? Some examples of such modes are already known in the
literature [13,203,218,272,283,303,304,351], under various terminologies. Below
we list these exact states in detail

X.t/ D Oq.t/f1; 0;�1; j1; 0;�1; j; : : :g; !2 D 3; .N mod 3 D 0/; (4.18)

X.t/ D Oq.t/f1;�2; 1; j1;�2; 1; j; : : :g; !2 D 3; .N mod 3 D 0/; (4.19)

X.t/ D Oq.t/f0; 1; 0;�1; j0; 1; 0;�1; j; : : : :g; !2 D 2; .N mod 4 D 0/;

(4.20)
X.t/ D Oq.t/f1; 1;�1;�1; j1; 1;�1;�1j; : : :g; !2 D 2; .N mod 4 D 0/;

(4.21)

X.t/ D Oq.t/f0; 1; 1; 0;�1;�1; j0; 1; 1; 0;�1;�1j; : : :g; !2 D 1;

.N mod 6 D 0/: (4.22)
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Let us comment on certain properties of the above NNMs: Note that in (4.17)–
(4.22) we have identified for each of these NNMs a primitive cell (divided by
vertical lines), whose number of elements m is called the multiplicity number.
These numbers have the values: m D 2 for (4.17), mD 3 for (4.18) and (4.19),
mD 4 for (4.20) and (4.21) and mD 6, for (4.22). Observe also that, due to the
periodicity of the boundary conditions, the FPU-ˇ chain in its equilibrium state is
invariant under translation by the inter-particle distance a, while in its vibrational
states it is invariant under a translation byma. Moreover, NNMs (4.17)–(4.22) differ
not only by translational symmetry (ma), but also by some additional symmetry
transformations which are discussed below.

Each of the NNMs (4.17)–(4.22) depends on only one function Oq.t/ and is,
therefore, said to describe a one-dimensional “dynamical domain”, borrowing the
term from the theory of phase transitions in crystals. For example, consider the mode
(4.18): It is easy to check that cyclic permutations of each primitive cell produces
other modes, which differ only by the position of their stationary particles. As a
consequence, these NNMs possess equivalent dynamics and, in particular, turn out
to share the same stability properties. Thus, we only need to study one representative
member of each set.

Many aspects of existence and stability of NNMs have been discussed in the
literature [13, 66, 85, 87, 203, 218, 272, 283, 298, 303, 304, 351]. What is important
from our point of view is to pose certain fundamental questions concerning these
NNMs, which we shall proceed to answer in the sections that follow:

(Q1) Is the list (4.17)–(4.22) of NNMs for the FPU-ˇ chain complete? Indeed, at
first sight, it seems that many other NNMs exist, for example, modes whose
multiplicity numberm is different from those listed above.

(Q2) What kind of NNMs arise in nonlinear chains with different interactions than
those of the FPU-ˇ chain? In most papers (see [203, 272, 303, 304, 351])
the NNMs listed above are discussed by analyzing dynamical equations
connected only with FPU-ˇ inter-particle interactions.

(Q3) Do there exist NNMs for Hamiltonian systems that are more complicated than
monoatomic chains? For example, can one pose this question for diatomic
nonlinear chains (with particles having alternating masses), two-dimensional
(2D) lattices, or 3D crystal structures?

(Q4) Can one construct exact multi-dimensional bushes in nonlinear N -particle
Hamiltonian systems and study their stability by locating the unstable man-
ifolds of orbits characterized by a number of different frequencies? As
we shall discover in subsequent sections, there exist interesting domains
of regular motion depending on more than one frequency and character-
ized by families of quasiperiodic functions, which form s-dimensional tori,
with s � 2.
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4.3.2 Higher-Dimensional Bushes and Quasiperiodic Orbits

Let us consider the following exact solution of the FPU-ˇ chain withN mod 6 D 0:

X.t/ D f0; Oq1.t/; Oq2.t/; 0;� Oq2.t/;� Oq1.t/j : : : j0; Oq1.t/; Oq2.t/; 0;� Oq2.t/;� Oq1.t/jg:
(4.23)

This bush has a multiplicity number mD 6 and is defined by two functions, Oq1.t/
and Oq2.t/, satisfying a system of two nonlinear autonomous ODEs. Thus, it is
an example of what we call a two-dimensional bush that represents an exact
quasiperiodic motion involving two frequencies.

We remark at this point that, in the framework of bush theory, the problem of
finding invariant manifolds of exact solutions in a physical system with discrete
symmetry can be solved without any information about the inter-particle forces.
However, the explicit form of the bush dynamical equations does depend on
the inter-particle interactions of the system under consideration. In the sections
that follow, we will show that the theory of bushes gives definite and quite
general answers to the above questions Q1–Q3 in nonlinear systems with discrete
symmetries. We shall then proceed to answer question Q4, using the analytical and
numerical results described in Chap. 6.

More specifically, we shall demonstrate that it is possible to use Poincaré-
Linstedt series expansions to construct exact quasiperiodic solutions with s � 2

frequencies, which belong to the lower part of the normal mode spectrum, with
q D 1; 2; 3; : : : . Thus, we will be able to establish the important property that the
energies Eq excited by these low-dimensional, so-called q-tori, are exponentially
localized in q-space [94]. The relevance of this fact becomes apparent when we
study the well-known phenomenon of FPU recurrences, which are remarkably
persistent in FPU chains (with fixed or periodic boundary conditions), at low values
of the total energyE .

We will also study in Chap. 6 the stability of these q-tori as accurately as possible,
using methods that do not rely on Floquet theory. In particular, we shall exploit the
approach of the GALIk indicators k D 2; : : : ; 2N , described in Chaps. 3 and 5,
to estimate the destabilization threshold at which q-tori are destroyed, leading to
the breakdown of FPU recurrences and the eventual onset of energy equipartition
among all modes.

4.4 A Group Theoretical Study of Bushes

Let us begin with the case of NNMs, which represent one-dimensional bushes
of orbits that help to determine all symmetry groups of the equations describing
the vibrations of a given mechanical system. The set of these groups constitutes
the parent symmetry group of all transformations that leave the given system of
equations invariant. Let us consider, for example, the dynamical equations (4.13)
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with (4.14) for the FPU-ˇ chain with periodic boundary conditions and an even
number of particles. Clearly, these remain invariant under the action of an operator Oa
that shifts it by the lattice spacing a. This operator generates the translational group

T D fOe; Oa; Oa2; : : : ; OaN�1g; OaN D Oe; (4.24)

where Oe is the identity element and N is the order of the cyclic group T . The
operator Oa induces a cyclic permutation of all particles of the chain and, therefore,
acts on the configuration vector X.t/ of (4.15) as follows

OaX.t/ � Oafq1.t/; q2.t/; : : : ; qN�1.t/; qN .t/g D
fqN .t/; q1.t/; q2.t/; : : : ; qN�1.t/g: (4.25)

Another important element of the symmetry group of transformations of the
monoatomic chain is the inversion Oi with respect to the center of the chain, which
acts on the vector X.t/ in the following way

OiX.t/ � Oifq1.t/; q2.t/; : : : ; qN�1.t/; qN .t/g D
f�qN .t/;�qN�1.t/; : : : ;�q2.t/;�q1.t/g: (4.26)

The complete set of symmetry transformations, of course, includes also all products
Oak Oi of the pure translations Oak (k D 1; 2; : : : ; N � 1) with the inversion Oi and forms
the so-called dihedral group D which can be written as a direct sum of the two
cosets T and T 	 Oi

D D T ˚ T 	 Oi : (4.27)

This is a non-Abelian group induced by two generators ( Oa and Oi ) through the
following generating relations

OaN D Oe; Oi 2 D Oe; Oi Oa D Oa�1Oi : (4.28)

Clearly, operators Oa and Oi induce the following changes of variables

Oa W q1.t/ ! qN .t/; q2.t/ ! q1.t/; : : : ; qN .t/ ! qN�1.t/I
Oi W q1.t/ $ �qN .t/; q2.t/ $ �qN�1.t/; q3.t/ $ �qN�2.t/; : : : :

(4.29)

It is now straightforward to check that upon acting on (4.13) with transformation
(4.29) the system is transformed to an equivalent form. Moreover, since (4.13) are
invariant under the actions of Oa and Oi , they are also invariant with respect to all
products of these two operators and, therefore, the dihedral group D is indeed
a symmetry group of (4.13) for a monoatomic chain with arbitrary inter-particle
interactions. As a consequence, the dihedral groupD can be considered as a parent
symmetry group for all monoatomic nonlinear chains as, for example, the FPU-˛
chain, whose inter-particle interactions are characterized by the force

f .�q/ D �q C ˛.�q/2: (4.30)



72 4 Normal Modes, Symmetries and Stability

Of course, since in the case of the FPU-ˇ chain the force is an odd function of
its argument, the FPU-ˇ chain possesses a higher symmetry group than the FPU-˛
model. Indeed, let us introduce the operator Ou which changes the signs of all atomic
displacements without their transposition

OuX � Oufq1.t/; q2.t/; : : : ; qN�1.t/; qN .t/g D f�q1.t/;�q2.t/; : : : ;
� qN�1.t/;�qN .t/g: (4.31)

It can be easily checked that the operator Ou generates a transformation of all the
variables qi .t/, i D 1; : : : ; N in (4.13), (4.14), which leads to an equivalent form of
these equations. Therefore, the operator Ou and all its products with elements of the
dihedral group D belong to the full symmetry group of the FPU-ˇ chain. Clearly,
the operator Ou commutes with all the elements of the dihedral groupD and thus we
can consider the group

G D D ˚D 	 Ou (4.32)

as the parent symmetry group of the FPU-ˇ chain. The group G contains twice as
many elements as the dihedral group D and, therefore, possesses a greater number
of subgroups.

Finally, let us note that it is sufficient for our purposes to define any symmetry
group by listing only its generators which we denote by square brackets, for
example, we write T Œ Oa�, DŒ Oa; Oi �, GŒ Oa; Oi ; Ou�. The complete set of group elements
is written in curly brackets, as in (4.24).

4.4.1 Subgroups of the Parent Group and Bushes of NNMs

Let us consider now a specific configuration vector X.j /.t/, see (4.15), which
determines a displacement pattern at time t , and let us act on it successively by
the operators Og that correspond to all the elements of a parent group G. The full
set Gj of elements of the group G under which X.j /.t/ turns out to be invariant
generates a certain subgroup of G (Gj 
 G). We then call X.j /.t/ invariant under
the action of the subgroupGj of the parent groupG and use it to determine the bush
of NNMs corresponding to this subgroup.

Thus, in the framework of this approach, one must list all the subgroups of the
parent groupG to obtain all the bushes of NNMs of different types. This can be done
by standard group theoretical methods. In [87] a simple crystallographic technique
was developed for singling out all the subgroups of the parent group of any
monoatomic chain, following the approach of a more general method [80, 83, 84].
Here, we demonstrate how one can obtain bushes of NNMs if the subgroups are
already known.

Let us consider the subgroups Gj of the dihedral group D. Each Gj contains
its own translational subgroup Tj 
 T , where T is the full translational group
(4.24). If N is divisible by 4, say, there exists a subgroup T4 D Œ Oa4� of the group
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T D Œ Oa�. If a vibrational state of the chain possesses the symmetry group T4 D
Œ Oa4� � fOe; Oa4; Oa8; : : : ; OaN�4g, the displacements of atoms that lie at a distance 4a
from each other in the equilibrium state turn out to be equal, since the operator Oa4
leaves the vector X.t/ invariant.

For example, for the case N D 12, the operator Oa4 permutes the coordinates
of X D fq1; q2; : : : ; q12g taken in quadruplets .qi ; qiC1; qiC2; qiC3/, i D 1; 5; 9,
while from equation Oa4X.t/D X.t/ one deduces qi D qiC4, i D 1; 2; 3; 4. Thus,
the vector X.t/ contains three times the quadruplets q1; q2; q3; q4, where qi .t/ .i D
1; 2; 3; 4/ are arbitrary functions of time and can be written as follows

X.t/ D f q1.t/; q2.t/; q3.t/; q4.t/ j q1.t/; q2.t/; q3.t/; q4.t/ j q1.t/; q2.t/; q3.t/; q4.t/ g:
(4.33)

In other words, the complete set of atomic displacements can be divided into N=4
(in our case, N=4 D 3) identical subsets, which are called extended primitive
cells. In the bush (4.33), the extended primitive cell contains four atoms and the
vibrational state of the whole chain is described by three such cells. Thus, the
extended primitive cell for the vibrational state with the symmetry group T4 D Œ Oa4�
has size equal to 4a, which is four times larger than the primitive cell of the chain
at the equilibrium state.

It is essential that some symmetry elements of the dihedral group D disappear
as a result of the symmetry reduction D D Œ Oa; Oi � ! T4 D Œ Oa4�. There are four
other subgroups of the dihedral group D, corresponding to the same translational
subgroup T4 D Œ Oa4�, namely

Œ Oa4; Oi �; Œ Oa4; OaOi �; Œ Oa4; Oa2Oi �; Œ Oa4; Oa3Oi �: (4.34)

Each of these subgroups possesses two generators, namely Oa4 and an inversion
element Oak Oi .k D 0; 1; 2; 3/. Note that the Oak Oi differ from each other by the position
of the center of inversion. Subgroups Œ Oa4; Oak Oi � with k > 3 are equivalent to those
listed in (4.34), since the second generator Oak Oi can be multiplied from the left by
Oa�4, representing the inverse element with respect to the generator Oa4. Thus, there
exist only five subgroups of the dihedral group (with N mod 4 D 0) constructed on
the basis of the translational group T4 D Œ Oa4�: This one and the four listed in (4.34).

Now, let us examine the bushes corresponding to the subgroups (4.34). The
subgroup Œ Oa4; Oi � consists of the following six elements

Oe; Oa4; Oa8; Oi ; Oa4Oi ; Oa8Oi � Oi Oa4: (4.35)

The invariance of X.t/ with respect to this group can be written as follows:

Oa4X.t/ D X.t/; OiX.t/ D X.t/; (4.36)

while the invariance of the vector X.t/ under the action of the group generators Œ Oa4�
and ŒOi � guarantees its invariance under all elements of this group.
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As explained above, the equation Oa4X.t/ D X.t/ is satisfied by the vector X.t/
(see (4.33)), while OiX.t/ D X.t/ also holds, from which we obtain the following
relations: q1.t/ D �q4.t/, q2.t/ D �q3.t/. Therefore, for N D 12, the invariant
vector X.t/ of the group [ Oa4; Oi ] can be written in the form

X.t/ D fq1.t/; q2.t/;�q2.t/;�q1.t/
ˇ̌
q1.t/; q2.t/;�q2.t/;�q1.t/

ˇ̌
q1.t/; q2.t/;�q2.t/;�q1.t/g; (4.37)

where q1.t/ and q2.t/ are arbitrary functions of time.
Thus, the subgroup [ Oa4; Oi ] of the dihedral group D generates a two-dimensional

bush of NNMs. The explicit form of the differential equations governing the two
variables q1.t/ and q2.t/ can now be obtained by substitution of the ansatz (4.37)
into the FPU-ˇ equations (4.13), (4.14). We shall, hereafter, denote the bush (4.37)
in the form

BŒ Oa4; Oi � D ˇ̌
q1; q2;�q2;�q1

ˇ̌
; (4.38)

showing the atomic displacements in only one extended primitive cell and omitting
the argument t in the variables q1.t/, q2.t/.

Proceeding in a similar manner, we obtain bushes of NNMs for the other three
groups listed in (4.34)

BŒ Oa4; OaOi � D ˇ̌
0; q; 0;�qˇ̌; (4.39)

BŒ Oa4; Oa2Oi � D ˇ̌
q1;�q1; q2;�q2

ˇ̌
; (4.40)

BŒ Oa4; Oa3Oi � D ˇ̌
q; 0;�q; 0ˇ̌: (4.41)

More generally, we conclude that for sufficiently large extended primitive cells
it will not be possible to find enough symmetry elements to give rise to NNMs,
since the bushes of the corresponding displacement patterns are multi-dimensional.
For this reason, there exists only a very specific number of bushes for any fixed
dimension beyond the (one-dimensional) NNMs!

4.4.2 Bushes in Modal Space and Stability Analysis

Recall now that our vectors X.t/, giving rise to bushes of NNMs, are defined in
the configuration space R

N . If we now introduce in this space a basis set of vectors
f'1;'2; : : : ;'N g, we can represent the dynamical regime of our mechanical system
by a linear combination of the vectors 'j with time dependent coefficients 
j .t/ as
follows

X.t/ D
NX

jD1

j .t/'j ; (4.42)

where the functions 
j .t/ entering this decomposition may be thought of as new
dynamical variables.



4.4 A Group Theoretical Study of Bushes 75

Let us observe that every term in the sum (4.42) has the form of a NNM,
whose basis vector 'j determines a displacement pattern, while the functions

j .t/ determine the time evolution of the atomic displacements. Because of this
interpretation, we can consider a given dynamical regime X.t/ as a bush of NNMs.
In fact, we may also speak of root modes and secondary modes of a given bush (see
below).

Note that each term 
j .t/'j in the sum (4.42) is not, in general, a solution of the
dynamical equations of the considered mechanical system, while a specific linear
combination of a number of these modes can represent such a solution and thus
describe an exact dynamical regime. Sometimes, for brevity, we will use the word
“mode” not only for the term 
j .t/'j , but also for 
j .t/ itself.

We now write our Hamiltonian as the sum of a kinetic energy and a potential
energy V.X/ part, and assume that V.X/ can be decomposed into a Taylor series
with respect to the atomic displacements qi .t/ from their equilibrium positions
and all terms whose orders are higher than 2 are neglected. As a result, Newton’s
equations

mi Rqi D � @V
@qi

; .i D 1; : : : ; N / (4.43)

are linear differential equations, with constant coefficients. As we discussed in
Chap. 2, each normal mode is a particular solution to (4.43) of the form

X.t/ D c cos.!t C '0/; (4.44)

where the N -dimensional constant vector c D fc1; c2; : : : ; cN g and the constant
phase �0 are determined by the initial displacements of all particles from their
equilibrium state and ! is the normal mode frequency.

Since V.X/ has a quadratic form, substituting (4.44) into (4.43) and eliminating
cos.!tC'0/ from the resulting equations reduces the problem of finding the normal
modes to the task of evaluating the eigenvalues and eigenvectors of the matrix K
with coefficients

kij D @2V

@qi@qj

ˇ̌
ˇ̌
XD0

; i; j D 1; : : : ; N: (4.45)

Since the the N � N matrix K is real and symmetric, it possesses N eigenvectors
cj (j D 1; : : : ; N ) andN eigenvalues!2j . The complete collection of these vectors,
i.e. the N normal coordinates, can be used as the basis of our configuration space,
hence we may write

X.t/ D
NX

iD1
�j .t/cj ; (4.46)

where X.t/D fq1.t/; q2.t/; : : : ; qN .t/g, while �j .t/ are the new dynamical vari-
ables that replace the old variables qi .t/ .i D 1; : : : ; N /.
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If the transformation to normal coordinates is used in the absence of degenera-
cies, the corresponding system of linear ODEs leads to a set of uncoupled harmonic
oscillators

R�j .t/C !2j�j .t/ D 0; j D 1; : : : ; N;

with the well-known solution

�j .t/ D aj cos
	
!j t C '0j



; (4.47)

where aj and '0j are arbitrary constants.
Note the distinction we make between a normal coordinate, represented by the

eigenvector cj , and a normal mode, referring to the product of the vector cj and the
time-periodic function �j .t/ D cos

	
!j t C '0j



.

Let us begin by considering individual NNMs, representing one-dimensional
bushes of the FPU-ˇ Hamiltonian. To study bushes of NNMs in monoatomic chains,
we shall choose the complete set of normal coordinates 'k as the basis of our
configuration space. Here, we use the normal coordinates in the form presented
in [272]:

'k D
�

1p
N

�
sin

�
2�k

N
n

�
C cos

�
2�k

N
n

�
ˇ̌
ˇ̌ n D 1; : : : ; N

�
; k D 0; : : : ; N�1;

(4.48)
where the subscript k refers to the mode and the subscript n refers to the specific
particle. The vectors 'k , k D 0; 1; 2; : : : ; N � 1, form an orthonormal basis, in
which we can expand the set of atomic displacements X.t/ corresponding to a given
bush as follows

X.t/ D
N�1X

kD0

k.t/'k (4.49)

(see (4.42)). For example, one obtains in this way the following expressions for the
bushes BŒ Oa4; Oi � and BŒ Oa4; Oa2Oi � (see (4.38) and (4.40))

BŒ Oa4; Oi � W X.t/ D f q1.t/; q2.t/;�q1.t/;�q2.t/ j q1.t/; q2.t/;
� q1.t/;�q2.t/ j : : : g

D �.t/'N=2 C 
.t/'3N=4 ; (4.50)

BŒ Oa4; Oa2Oi � W X.t/ D e�.t/'N=2 Ce
.t/’N=4: (4.51)

From the complete basis (4.48) only the vectors

'N=2 D 1p
N
.�1; 1;�1; 1;�1; 1;�1; 1;�1; 1;�1; 1; : : :/; (4.52)

'N=4 D 1p
N
.1;�1;�1; 1; 1;�1;�1; 1; 1;�1;�1; 1; : : :/; (4.53)
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'3N=4 D 1p
N
.�1;�1; 1; 1;�1;�1; 1; 1;�1;�1; 1; 1; : : :/; (4.54)

contribute to the two-dimensional bushes (4.50), (4.51), which are equivalent to
each other and constitute examples of dynamical domains. For the bush BŒ Oa4; Oi �, we
find the following relations between the old variables q1.t/, q2.t/ (corresponding to
the configuration space) and the new ones �.t/, 
.t/ (corresponding to the modal
space)

�.t/ D �
p
N
2
Œq1.t/ � q2.t/�;


.t/ D �
p
N
2
Œq1.t/C q2.t/�:

(4.55)

Thus, each of the above bushes consists of two modes. One of these modes
is the root mode ('3N=4 for the bush BŒ Oa4; Oi � and 'N=4 for the bush BŒ Oa4; Oa2Oi �),
while the other mode 'N=2 is the secondary mode. Indeed, according to [81,82,294]
the symmetry of the secondary modes must be higher or equal to the symmetry of
the root mode. In our case, as we deduce from (4.53), the translational symmetry
of the mode 'N=4 is Oa4 (acting by this element on (4.53) produces the same
displacement pattern), while the translational symmetry of the mode 'N=2 is Oa2,
which has twice as many symmetry elements as that of 'N=4 (see (4.52) and (4.53)).

Note that the full symmetry of the modes 'N=4 and 'N=2 is represented by Œ Oa4; Oa2Oi �
and Œ Oa2; Oi �, respectively.

Let us now return to the Hamiltonian of the FPU system written as follows

H D T C V D 1

2

NX

nD1
Pq2n C 1

2

NX

nD1
.qnC1 � qn/

2 C �

p

NX

nD1
.qnC1 � qn/

p: (4.56)

Here p D 3, � D ˛ for the FPU-˛ chain, and p D 4, � D ˇ for the FPU-ˇ chain,
while T and V are the kinetic and potential energies, respectively. We assume again
periodic boundary conditions.

Let us consider the set of atomic displacements corresponding to the two-
dimensional bush BŒ Oa4; Oi �

X.t/ D f x; y;�y;�x j x; y;�y;�x j x; y;�y;�x j : : : g; (4.57)

where we rename q1.t/ and q2.t/ from (4.50) as x.t/ and y.t/, respectively.
Substituting the particle displacements from (4.57) into the Hamiltonian (4.56),
choosing in this case the FPU-˛ chain, we obtain the kinetic and potential energies

T D N

4
. Px2 C Py2/; (4.58)

V D N

4
.3x2 � 2xy C 3y2/C N˛

2
.x3 C x2y � xy2 � y3/: (4.59)
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These expressions are valid for an arbitrary FPU-˛ chain with N mod 4 D 0. The
size of the extended primitive cell for the vibrational state (4.57) is equal to 4a
and, therefore, when calculating the energies T and V , we may restrict ourselves to
summing over only one such cell. In the present case, Newton’s equations become

� Rx C .3x � y/C ˛.3x2 C 2xy � y2/ D 0;

Ry C .3y � x/C ˛.x2 � 2xy � 3y2/ D 0:
(4.60)

Let us emphasize that these equations do not depend on the number N of the
particles in the chain, only N mod 4 D 0 must hold.

Equations 4.60 are written in terms of the particle displacements x.t/ and y.t/.
From them, it is easy to obtain the dynamical equations for the bush in terms of the
normal modes �.t/ and 
.t/. Using the relations (4.55) between the old and new
variables, we find the following equations for the bush BŒ Oa4; Oi � in the modal space

R�C 4� � 4˛p
N

2 D 0; (4.61)

R
 C 2
 � 8˛p
N
�
 D 0: (4.62)

Thus, the Hamiltonian for the bush BŒ Oa4; Oi �, considered as a two-dimensional
dynamical system, can be written in the modal space as follows

HŒ Oa4; Oi � D 1

2
. P�2 C P
2/C .2�2 C 
2/� 4˛p

N
�
2: (4.63)

The stability of bushes of modes was discussed, in general, in [81,82,294], while
in the case of the FPU chains it was considered in [85, 87]. Following these papers,
we also discuss here the stability of a given bush of normal modes with respect to
its interactions. Note that there is an essential difference between the interactions of
the modes that belong and those that do not belong to a given bush: In the former
case, we speak of a “force interaction” and in the latter of a “parametric interaction”
(see [81, 82]). Let us illustrate this with an example.

As was shown above, the two-dimensional bush BŒ Oa4; Oi � for the FPU-˛ chain is
described by (4.61) and (4.62). These equations admit a special solution of the form

�.t/ ¤ 0; 
.t/ � 0: (4.64)

which can be excited by imposing the initial conditions:�.t0/D�0 ¤ 0, P�.t0/D 0,

.t0/D 0, P
.t0/D 0. Substitution of (4.64) into (4.61) produces the dynamical
equation of the one-dimensional bush BŒ Oa2; Oi � (see [87]) consisting of only one
mode �.t/

R�C 4� D 0; (4.65)

with the simple solution



4.4 A Group Theoretical Study of Bushes 79

�.t/ D �0 cos.2t/; (4.66)

taking (with no loss of generality) the initial phase to be equal to zero. Substituting
(4.66) into (4.62), we obtain

R
 C
�
2 � 8˛�0p

N
cos.2t/




 D 0 ; (4.67)

which is easily transformed into the standard form of the Mathieu equation [6]

R
 C Œa � 2q cos.2t/�
 D 0: (4.68)

As is well-known, there exist domains of stable and unstable motion of the
Mathieu equation (4.68) in the .a; q/ plane of its parameters [6]. The one-
dimensional bush BŒ Oa2; Oi � is stable for sufficiently small amplitudes �0 of the mode
�.t/, but becomes unstable when �0 > 0 is increased . This phenomenon, similar
to the well-known parametric resonance, takes place at �0 values which lie within
the domains of unstable motion of Mathieu’s equation (4.67).

The loss of stability of the dynamical regime (4.64) (representing the bush
BŒ Oa2; Oi �), manifests itself in the exponential growth of the mode 
.t/, which was
identically zero for the vibrational state (4.64) and oscillatory for the stable regime
of (4.68). As a result of 
.t/ ¤ 0, the dimension of the original one-dimensional
bush BŒ Oa2; Oi � increases and the bush is transformed into the two-dimensional bush
BŒ Oa4; Oi �. This is accompanied by a breaking of the symmetry of the vibrational state
(the symmetry of the bush BŒ Oa2; Oi � is twice as high as that of the bush BŒ Oa4; Oi �).

In general, we may view a given bush as a stable dynamical object if the complete
collection of its modes (and hence also its dimension) do not change in time.
All other modes of the system possess zero amplitudes and are therefore called
“sleeping” modes. If we increase the intensity of bush vibrations, some sleeping
modes (because of parametric interactions with the active modes [81, 82]) can
lose their stability and become excited. In this situation, we speak of the loss of
stability of the original bush, since the dimension of the vibrational state (the number
of active modes) becomes larger, while its symmetry becomes lower. Thus, as a
consequence of stability loss, the original bush transforms into another bush of
higher dimension.

Note, however, that the above destabilization of the (one-dimensional) bush
BŒ Oa2; Oi � with respect to its transformation into the (two-dimensional) bush BŒ Oa4; Oi �,
falls within the framework of Floquet theory and the analysis of a simple Mathieu’s
equation. In the case of a more general perturbation of theN particle chain, one must
examine the stability of the bush BŒ Oa4; Oi � with respect to all other modes, as well.
This cannot be done using Floquet theory, since the variations that need to be studied
are not about a periodic but a quasiperiodic orbit with two rationally independent
frequencies. In Chap. 6, the stability analysis of a multi–dimensional bush is
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described theoretically and is performed efficiently and accurately employing the
GALI method described in Chap. 5.

Indeed, as we shall show in Chap. 6, it is possible that tori continue to exist
at energies higher than the thresholds (obtained by Floquet theory) where their
“parent” modes become linearly unstable! This ensures stability over a wider
domain than just an infinitesimal neighborhood of the simple periodic orbits
representing the NNM’s of the FPU chain.

4.5 Applications to Solid State Physics

As is well-known, the dynamics of Hamiltonian systems is a broad field with a wide
range of applications. Of course, in this book the emphasis is mainly placed on
coupled oscillators of N dof that one encounters primarily in classical mechanics.
However, as we have already seen in Chap. 3, with regard to N –particle one-
dimensional lattices, when N becomes arbitrarily large, it is possible to examine
certain very important issues of interest to statistical mechanics. Still, there are
some basic questions concerning these Hamiltonian systems that may be posed more
generally. One such question addresses the existence and stability of NNMs, which
are the most natural states to consider in certain problems of atomic or molecular
vibrations.

In the previous sections of this chapter, we described a convenient way to study
NNMs, as bushes of orbits in systems which possess discrete symmetries, using
some basic concepts of group theory. From this viewpoint, one realizes that this
approach might perhaps be useful for the study of more general mechanical systems
occurring in solid state physics. This expectation indeed turns out to be fulfilled,
as we will discuss in this section, in the examples of a square molecule in two
dimensions and an octahedral molecule in three dimensions.

4.5.1 Bushes of NNMs for a Square Molecule

Let us consider, therefore, a square molecule represented by a mechanical system
whose equilibrium state is shown in Fig. 4.1. The four atoms of this molecule are
shown as filled circles at the vertices of the square, while the number of every atom
and its .x; y/ coordinates are also given in the figure.

If we suppose that the four atoms can oscillate about their equilibrium positions
only in the .x; y/ plane, we immediately realize that this model can be described
by a Hamiltonian system possessing eight dof. Furthermore, we will not assume
at this stage any specific type of inter-particle interactions, so that we may treat
bushes of NNMs of this system as purely geometrical objects. The equilibrium
configurations of our molecule possess a symmetry group denoted by C4v below,
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.�1; 1/ .1; 1/

.�1;�1/ .1;�1/

Fig. 4.1 The model of a square molecule with one atom at each of its four vertices (after [64])

according to which, at equilibrium, the system is invariant under the action of the
following transformations

1. Rotations by the angles 0ı, 90ı, 180ı, 270ı about a z axis orthogonal to the plane
of Fig. 4.1 passing through the center of the square. We denote these rotations by
g1, g2, g3, g4, respectively.

2. Reflections across four mirror planes orthogonal to the plane of the molecule
containing the z axis and shown by bold lines in Fig. 4.1. Two of them are
“coordinate” planes (g5, g7) and the other two are “diagonal” planes (g6, g8).

The above symmetry elements can be explicitly defined as follows

g1.x; y/ D .x; y/; g2.x; y/ D .�y; x/; g3.x; y/ D .�x;�y/; g4.x; y/ D .y;�x/
g5.x; y/ D .�x; y/; g6.x; y/ D .�y;�x/; g7.x; y/ D .x;�y/; g8.x; y/ D .y; x/:

(4.69)

Thus, the symmetry group of the square molecule, C4v, contains eight elements
g1; : : : ; g8, determined by (4.69). This group is non-Abelian since, e.g., g2 	g8 D g5,
while g8 	 g2 D g7. According to Lagrange’s theorem, the order of any subgroup is
a divisor of the order of the full group. Therefore, for the case of the groupG D C4v

with the order m D 8, there exist only four subgroups Gj with order equal to
m D 1; 2; 4; 8 as follows
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m D 1 W G1 D fg1g D C1
m D 2 W G2 D fg1; g3g D C2

G3 D fg1; g5g and G0
3 D fg1; g7g D Cc

s

G4 D fg1; g6g and G0
4 D fg1; g8g D Cd

s

m D 4 W G5 D fg1; g2; g3; g4g D C4

G6 D fg1; g3; g5; g7g D Cc
2v

G7 D fg1; g3; g6; g8g D Cd
2v

m D 8 W G8 D fg1; g2; g3; g4; g5; g6; g7; g8g D C4v:

(4.70)

Let us suppose now that the equilibrium state of our molecule is stable under
arbitrary infinitesimal displacements of the atoms in the .x; y/ plane. Moreover,
we will also assume that this state is isolated in the sense that within a finite size
neighborhood around it there are no other equilibrium states.

Next, we shall consider planar vibrations, i.e. vibrations of the molecule in the
plane of its equilibrium configuration. Let us excite a vibrational regime of our
molecule by displacing the atoms from their equilibrium positions in a specific
manner. As a result of such displacements, the initial configuration of the molecule
will have a well defined symmetry described by one of the subgroups of the group
G4v listed in (4.70). Indeed, the first configuration in Fig. 4.2 with atoms displaced
arbitrarily corresponds to the symmetry group G1 DC1. In this figure, we depict
by arrows the atomic displacements and by thick lines the resulting instantaneous
configurations of the molecule.

Note that it is essential for our analysis that the symmetry of the instanta-
neous configuration of the mechanical system be preserved, during the vibrational
motions. More precisely, if an atomic pattern at time t0 has a symmetry element
g, this element cannot disappear spontaneously at any t > t0. This proposition,
which we call the “symmetry preservation theorem”, can be proved rigorously by
examining the Hamiltonian equations of motion. Let us also note, on the other hand,
that spontaneous lowering of the symmetry can occur when the dynamical regime
loses its stability leading most frequently to the appearance of another bush of higher
dimension. This important phenomenon, which may be regarded as the dynamical
analogue of a phase transition was discussed in the previous sections of this chapter.

Thus, all possible vibrational regimes of the square molecule can be classified
according to eight subgroups of the group GDC4v. The different configurations
of the vibrating molecule, as depicted in Fig. 4.2, are the following: an arbitrary
quadrangleG1 D C1, Fig. 4.2a, a rotating and pulsating square G5 D C4, Fig. 4.2b,
a parallelogram G2 D C2, Fig. 4.2c, a rectangle G6 D Cc

2v, Fig. 4.2d, a trapezoid
G3 D Cc

s , Fig. 4.2e, a rhombus G7 D Cd
2v, Fig. 4.2f, a deltoid G4 D Cd

s , Fig. 4.2g,
or a pulsating square G8 D C4v, Fig. 4.2h. All these configurations vary in size
as time progresses, but the type of the corresponding quadrangle does not change.
Observe also that these different types of vibrational regimes of the molecule are
described by different numbers of dof. Let us discuss this in more detail:

Each of the eight types of vibrational regimes in Fig. 4.2 corresponds to a certain
bush of NNMs. For example, the dynamical regime representing a pulsating square
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Fig. 4.2 Different vibrational regimes (bushes of NNMs) of the square molecule (after [64])

G D C4v, Fig. 4.2h, can be characterized by only one dof, which can be represented
either by the edge of the square or the displacement of a certain atom from its
equilibrium position along the corresponding diagonal. Thus, such a vibrational
regime is described by a one-dimensional bush consisting only of the so-called
“breathing” NNM.

On the other hand, the rhombus-like vibrationG7 D Cd
2v, Fig. 4.2f, and rectangle-

like vibration G6 D Cc
2v, Fig. 4.2d, are characterized by two dof: The lengths

of the diagonals in the former case and the lengths of the adjacent edges in the
latter. Thus, both of these vibrational regimes are described by two-dimensional
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bushes of modes. Similarly, one can check that a trapezoid-type vibration G D
Cc
s , Fig. 4.2e, corresponds to a three-dimensional bush, the deltoid-type vibration
G4 D Cd

s , Fig. 4.2g, to a four-dimensional bush and the vibration with arbitrary
quadrangle G1 D C1, Fig. 4.2a, is represented by a five-dimensional bush of
vibrational modes. Note, finally, that vibrations belonging to the G5 DC4 group
of Fig. 4.2b are described by a two-dimensional bush consisting of one rotating and
one pulsating mode.

4.5.2 Bushes of NNMs for a Simple Octahedral Molecule

We end this section by describing the occurrence of bushes in a three-dimensional
mechanical system consisting of a molecule with six atoms, whose interactions are
described by an isotropic pair-particle potential V.r/ depending only on the distance
between two particles. Here, we suppose that, at equilibrium, these particles form
a regular octahedron with edge a0 as shown in Fig. 4.3. In a Cartesian coordinate
system four particles of the octahedron lie in the .x; y/ plane and form a square
with edge a0, while the other two particles are located on the z-axis and are called
“top particle” and “bottom particle” with respect to the direction of the z-axis. The
distance between these particles is also equal to a0.

At equilibrium, this system possesses the point symmetry group Oh, whose
possible bushes of vibrational modes have been listed in [86]. We may suppose,
for example, that u.r/ is the well-known Lennard-Jones potential

u.r/ D 1

r12
� 1

r6
; (4.71)

as was done in [86], where the stability of the bushes in the octahedral molecule
was also studied. In the present discussion, however, we shall consider u.r/ as an
arbitrary pair-potential. Let us now write the potential energy of our system in its
vibrational state in the form

Fig. 4.3 Model of an
octahedral molecule
consisting of six atoms
(after [64])
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V.X/ D
X

i;j
.i<j /

u.rij /; (4.72)

where rij is the distance between the i th and j th particles. Here, theN -dimensional
vector X D fx1.t/; x2.t/; : : : ; xN .t/g in (4.72) determines the displacements of
all particles at an arbitrary instant t , while N D 18 is the number of dof of the
octahedral mechanical system.

The configuration vector X.t/D fx1.t/; x2.t/; : : : ; x18.t/g determines all the
dynamical variables xi .t/ as follows: The first three components of this vector
correspond to the x, y and z displacements of particle 1, the next three components
correspond to x, y, z displacements of particle 2, etc., as numbered in Fig. 4.3. The
dynamics of this system is described by Newton’s equations

Rxi D � @V
@xi

; i D 1; 2; : : : ; 18;

with all particles having mass equal to unity. Each bush of modes corresponds
to a certain subgroup Gj of the symmetry group GDOh of the mechanical
system at equilibrium. This means that the vibrational state described by the bush
possesses the symmetry group Gj 
 G and, therefore, there exist certain restrictions
on the dynamical variables xi .t/. As a result, the number m of dof corresponding
to the given bush (i.e. its dimension), is smaller than the total number of dynamical
variables of the system.

Indeed, at any time t , the atom configuration in a vibrational state represents
a polyhedron characterized by the symmetry group Gj 
 Oh. Thus, instead of
the old variables xi .t/, we introduce m new variables yj .t/ .j D 1; : : : ; m/, which
completely determine this polyhedron. Next, we employ the well-known Lagrange
method (see e.g. [209]) for obtaining the dynamical equations in terms of the new
variables yj.t/. For this purpose, we introduce the Lagrange function L D T � V ,
where T is the kinetic and V the potential energy expressed as functions of the new
variables yj and new momenta Pyj .j D 1; : : : ; m/. The Euler-Lagrange equations
in these variables read

d

dt

�
@L

@ Pyj
�

� @L

@yj
D 0; j D 1; : : : ; m; (4.73)

where m is the dimension of the considered bush. We will not present here the
tedious derivation of these equations for the octahedral molecule (see e.g. [86],
where dynamical equations for bushes are obtained by an appropriate MAPLE
program). Rather, we will give the final results for the bushes BŒOh�, BŒD4h�

and BŒC4v�. Here, in the square brackets next to the bush symbol B, we give the
symmetry group of the corresponding bush of vibrational modes. The symmetry
groups of the above bushes satisfy the following group-subgroup relations
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C4v 
 D4h 
 Oh: (4.74)

The bushes BŒOh�, BŒD4h�, and BŒC4v� have one, two and three dimensions,
respectively, while their geometrical features can be immediately identified from the
symmetry groups that correspond to them. Indeed, the one-dimensional bush BŒOh�
consists of only one (“breathing”) mode: The appropriate nonlinear dynamical
regime describes the evolution of a regular octahedron whose edge aD a.t/ period-
ically changes in time. The two-dimensional bush BŒD4h� describes a dynamical
regime with two dof. The symmetry group GDD4h of this bush contains the
fourfold axis symmetry coinciding with the z coordinate axis and the mirror plane
coinciding with the x; y plane. This symmetry group severely restricts the shape of
the polyhedron describing our mechanical system in the vibrational state. Indeed,
the presence of the fourfold axis demands that the quadrangle in the x; y plane be
a square. For the same reason, the four edges connecting the particles in the .x; y/
plane at the vertices of the above square with the top particle lying on the z axis
must have the same length, denoted here by b.t/.

Similarly, let the length of the edges connecting the bottom particle on the z axis
with any of the four particles in the .x; y/ plane be denoted by c.t/. In the case
of the bush BŒD4h�, b.t/D c.t/ for any t , due to the horizontal mirror plane in the
group GDD4h. However, for the three-dimensional bush BŒC4v�, this mirror plane
is absent and, therefore, b.t/ ¤ c.t/. In Fig. 4.4 we illustrate the instantaneous
configuration of our mechanical system vibrating according to the bush BŒC4v�.

Let us also introduce the heights, h1.t/ and h2.t/ for the perpendicular distances,
respectively, of the top and bottom vertices of our polyhedron from the .x; y/ plane.
We can now write the dynamical equations of the above bushes in terms of the
purely geometrical variables a.t/, b.t/, c.t/, h1.t/ and h2.t/. Choosing a.t/ and
h.t/ � h1.t/ � h2.t/ as suitable variables for describing the two-dimensional bush
BŒD4h� and a.t/; h1.t/ and h2.t/ as appropriate for describing the three-dimensional
bush BŒC4v�, we express the potential energy for our bushes of vibrational modes as
follows

X

Z

Y

a

b

c

h1

h2

Fig. 4.4 The distorted
octahedron shown here
illustrates the positions of the
particles for the bush BŒC4v�

at a fixed instant in time (after
[64])
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BŒOh� W V.a/ D 12u.a/C 3u.
p
2a/;

BŒD4h� W V.a; h/ D 4u.a/C 2u.
p
2a/C 8u

�q
h2 C a2

2

�
C u.2h/;

BŒC4v� W V.a; h1; h2/ D 4u.a/C 2u.
p
2a/C 4u.b/C 4u.c/C u.h1 C h2/;

where b D
q

a2

2
C 	

5
4
h1 � 1

4
h2

2

, c D
q

a2

2
C 	

5
4
h2 � 1

4
h1

2

.
Using then Euler-Lagrange equations, we obtain the following dynamical equa-

tions for the above bushes of vibrational modes

BŒOh� W
Ra D �4u0.a/ � p

2u0.
p
2a/I

BŒD4h� W
Ra D �2u0.a/ � p

2u0.
p
2a/� 2u0.b/ a

b
;

Rh D �4u0.b/ h
b

� u0.2h/I
BŒC4v� W

Ra D �2u0.a/ � p
2u0.

p
2a/� u0.b/ a

b
� u0.c/ a

c
;

Rh1 D �u0.b/ 5h1�h2
b

� u0.h1 C h2/;Rh2 D �u0.c/ 5h2�h1
c

� u0.h1 C h2/:

(4.75)

Thus, we have derived dynamical equations for our bushes of vibrational modes
in terms of variables having an explicit geometrical meaning. Each bush describes
a certain nonlinear dynamical regime corresponding to a vibrational state of the
considered system, so that at any fixed time the configuration of this system is
represented by a definite polyhedron characterized by the symmetry groupG of the
given bush. The above dynamical equations for the bushes BŒOh�, BŒD4h� and BŒC4v�

are exact, but rather complicated to solve. One may thus consider approximate
equations, which can be obtained by expanding the potential energy in Taylor series
(near the equilibrium state) keeping only the lowest order terms in the expansion.
Using then the first few leading terms in such decompositions, it turns out that
bushes belonging to systems of different physical nature, with different symmetry
groups and different structures, can produce equivalent dynamical equations. More
precisely, the equations for many bushes can be written in the same form, and
this fact leads to the idea of “classes of dynamical universality” mentioned in
[81, 82, 294, 295].

Exercises

Exercise 4.1. Write the equations of motion of N coupled harmonic oscillators
under fixed boundary conditions (4.2) as a system of ODEs whose rhs is expressed
in terms of a tridiagonal matrix S . Using the eigenvectors and eigenvalues of this
matrix, perform a basis transformation that diagonalizes S and change to new
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variables Qq , given by (4.3), where the eigenvalues of S , �q D !2q provide the N
normal mode frequencies (4.5). Plot the frequency spectrum !q , q D 1; 2; : : : ; N as
a function of q. What can you say about the linear independence of these frequencies
for general values of N ? Can you find N for which they are linearly dependent?
Hint: Consider the cases N C 1 is a prime or a (positive integer) power of 2.

Exercise 4.2. Repeat the analysis of Exercise 4.1 for N coupled harmonic oscil-
lators under periodic boundary conditions and derive expressions (4.6) and (4.7).
Note that the matrix S is not exactly tridiagonal in this case, as it contains non-
zero entries in its S1;N and SN;1 elements. Still it can be diagonalized and and its
eigenvalues provide the normal mode frequencies !q in the same manner. Now plot
these frequencies vs. q and comment on their commensurability (linear dependence)
properties.

Problems

Problem 4.1. Consider an FPU-ˇ chain with N=12 atoms and periodic boundary
conditions. Study the stability of all six NNMs listed in (4.18)–(4.22) by straight-
forward integration of the nonlinear dynamical equations of the FPU-ˇ model for
different values of their amplitudes. Check that these NNMs are stable for small
values of the initial amplitudeA. Find maximal values ofA for which the dynamical
regime corresponding to the considered NNM loses its stability. Compare your
results with those presented in [87] in the form of universal stability diagrams, which
can be used to analyse the stability of NNMs in the FPU-ˇ chain with an arbitrary
number of atoms.

Problem 4.2. Consider the plane square molecule discussed in Sect. 4.5.1, whose
atoms interact via the Lennard-Jones potential (4.71). Note that in dimensionless
variables you may take ADB D 1. Using a mathematical package like MAPLE
or MATHEMATICA, find the potential energy of this molecule in the harmonic
approximation and obtain all linear normal modes, as well as their frequencies by
finding eigenvalues and eigenvectors of the matrix (4.45). Show that the square
equilibrium state turns out to be unstable with respect to the rhombus distortion (the
eigenfrequency of the mode with rhombus symmetry turns out to be an imaginary
number!). Hint: additional information can be found in Appendix B of [87], and
in [86].

Problem 4.3. Place an additional atom to the center of the square molecule of
Sect. 4.5.1, whose interaction with other four atoms is described by Lennard-Jones
potential with coefficients A;B different from those used in Problem 4.2. Show
that one can choose such values of A and B for this potential so that the square
configuration of the molecule becomes stable, as all normal mode frequencies turn
out to be real. Hint: Consult Appendix B of [81], and [86].
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Problem 4.4. Study the nonlinear dynamics of the molecule of Problem 4.3 by
integrating the corresponding dynamical equations, using rhombus linear normal
coordinate as initial displacements of the atoms at the edges of square. Decompose
the configuration vector X.t/ according to (4.42), with 'k being normal coordinates
of the square molecule. Check that only two normal coordinates enter this decom-
position: the rhombus-like and square-like (all other linear normal coordinates do
not contribute). Thus, you have found one example of a two-dimensional bush. Can
you find in this way another example of a two-dimensional bush of NNMs? Hint:
Consult Appendix B of [81].

Problem 4.5. Choosing initial conditions corresponding to other linear normal
coordinates, find all bushes of NNMs for the square molecule depicted in Fig. 4.2.
Find also two-dimensional, three-dimensional, etc. bushes for the FPU-ˇ chain.
Hint: Consult the results presented in [81] and [82].

Problem 4.6. Following the approach outlined in Sect. 4.5.2 and the references
listed therein, show that the analysis of the vibrations of the octahedral molecule
depicted in Figs. 4.3 and 4.4, based on the Euler-Lagrange equations (4.73) leads to
the dynamical equations for the corresponding bushes listed in (4.75). How would
you go about solving these equations, if u.r/ is the Lennard-Jones Potential (4.71)?
What kind of oscillatory solutions do you find? Hint: Consult results presented
in [86].



Chapter 5
Efficient Indicators of Ordered and Chaotic
Motion

Abstract This chapter opens with an introduction to the variational equations,
derived by the linearization of the ordinary differential equations of a Hamiltonian
system, and the equations of the tangent map, obtained by linearizing the difference
equations of a symplectic map. We then focus on the particularly efficient strategy
of alignment indicators (called SALI and GALI), which employ more than one
deviation vector to uncover the various degrees of chaotic behavior of an orbit,
as well as the dimensionality of the torus in the case of quasiperiodic motion.
We summarize the derivation of asymptotic formulas of these indicators for long
times and provide extensive numerical evidence demonstrating their successful
application to many examples of Hamiltonian systems and symplectic maps of
interest to mathematical physics.

5.1 Variational Equations and Tangent Map

As the reader must have undoubtedly realized, one of the principal aims of this book
is to explore in some detail the concepts of local vs. global stability of motion in
multi-dimensional Hamiltonian systems. In particular, we would like to understand
the interrelationship between these concepts and investigate their role in revealing
important properties of Hamiltonian dynamics in a variety of physical applications.

Global methods, you might rightfully argue, are very rare and quite difficult to
apply to systems whose phase space motion varies dramatically from domain to
domain. On the other hand, local methods should not be confined only to the analysis
of small neighborhoods around fixed points and periodic orbits. As we will find out
later in this book, the existence and stability of certain types of tori of quasiperiodic
motion and the location and size of “strongly” vs. “weakly” chaotic domains are of
crucial importance to many problems of Hamiltonian dynamics.

Thus, even though we will continue to use local methods to study the flow in
the tangent space of different orbits of Hamiltonian systems, we shall exploit a new
approach that: (1) analyzes as completely as possible the ‘geometrical’ properties of
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this space, and (2) is rapid and efficient enough to be simultaneously applied to many
initial conditions, yielding, as fast as possible, a global portrait of the dynamics. It
is this kind of approach that we turn to in the present chapter.

In Chap. 3 we referred to some particular chaos indicators, namely the maximum
Lyapunov exponent (MLE), the smaller alignment index (SALI) and the generalized
alignment index (GALI), which rely on the evolution of deviation vectors from
a given orbit. In this chapter, we will discuss in more detail the behavior of the
SALI and the GALI, emphasizing the usefulness of these indices in distinguishing
accurately and efficiently between ordered and chaotic motion.

Let us discuss first, for reasons of consistency, the variational equations govern-
ing the evolution of deviation vectors in continuous and discrete time, which we
have already met repeatedly in previous chapters. For this purpose, let us consider
an autonomous Hamiltonian system of N dof having a Hamiltonian function

H.q1; q2; : : : ; qN ; p1; p2; : : : ; pN / D h D constant; (5.1)

where qi and pi , i D 1; 2; : : : ; N are the generalized coordinates and conjugate
momenta respectively. An orbit in the 2N -dimensional phase space S of this
system is defined by the vector

x.t/ D .q1.t/; q2.t/; : : : ; qN .t/; p1.t/; p2.t/; : : : ; pN .t//; (5.2)

with xi D qi , xiCN Dpi , i D 1; 2; : : : ; N . The time evolution of this orbit is
governed by Hamilton’s equations of motion, which in matrix form are given by

Px D
h
@H
@p � @H

@q

iT D ˝ 	 rH; (5.3)

with q D .q1.t/; q2.t/; : : : ; qN .t//, p D .p1.t/; p2.t/; : : : ; pN .t//, and

rH D
h
@H
@q1

@H
@q2

	 	 	 @H
@qN

@H
@p1

@H
@p2

	 	 	 @H
@pN

iT
(5.4)

with .T/ denoting the transpose matrix, as we have already seen in Chap. 3. The
matrix˝ has the following block form

˝ D
�
0N IN

�IN 0N


; (5.5)

(see (3.1) of Sect. 3.1), with IN being the N � N identity matrix and 0N being the
N �N matrix with all its elements equal to zero.

An initial deviation vector w.0/ D .ıx1.0/; ıx2.0/; : : : ; ıx2N .0// from an orbit
x.t/ evolves in the tangent space TxS of S according to the variational equations

Pw D �
˝ 	 r2H.x.t//

� 	 w DW B.t/ 	 w ; (5.6)
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with r2H.x.t// the Hessian matrix of Hamiltonian (5.1) calculated on the reference
orbit x.t/, i.e.

r2H.x.t//i;j D @2H

@xi@xj

ˇ̌
ˇ̌
x.t/

; i; j D 1; 2; : : : ; 2N: (5.7)

Equations 5.6 are a set of linear differential equations with respect to w, having time
dependent coefficients since matrix B.t/ depends on the particular reference orbit,
which is a function of time t .

In order to follow the evolution of a deviation vector, the variational equations
(5.6) have to be integrated simultaneously with the Hamilton’s equations of motion
(5.3), since matrix r2H.t/ depends on the particular reference orbit x.t/, which is a
solution of (5.3). Any general purpose numerical integration algorithm can be used
for the integration of the whole set of (5.3) and (5.6). On the other hand, symplectic
integrators are often preferred when integrating Hamiltonian dynamical systems. A
thorough discussion of such methods can be found in [162] (see also [349, 350]).
In [312]. So it was shown that it is possible to integrate the Hamilton’s equations
of motion and the corresponding variational equations using the so-called “tangent
map (TM) method”, a scheme based on symplectic integration techniques.

According to this method, a symplectic integrator is used to approximate
the solution of (5.3) by the repeated action of a symplectic map S , while the
corresponding tangent map TS , is used for the integration of (5.6). A simple and
systematic technique to construct TS was also presented in [312]. The TM method
was proved to be very efficient and superior to other commonly used numerical
schemes, both with respect to its accuracy and its speed, for low- [146, 312] and
high-dimensional Hamiltonian systems [147].

Let us also consider discrete time (t D n 2 N) conservative dynamical systems
defined by 2ND symplectic map F . A symplectic map is an area-preserving map
whose Jacobian matrix

M D rF.x/ D @F

@x
D

2
666664

@F1
@x1

@F1
@x2

	 	 	 @F1
@x2N

@F2
@x1

@F2
@x2

	 	 	 @F2
@x2N

:::
:::

:::
@F2N
@x1

@F2N
@x2

	 	 	 @F2N
@x2N

3
777775
; (5.8)

satisfies
M T 	˝ 	M D ˝; (5.9)

(see (3.3)). The evolution of an orbit in the 2N -dimensional space S of the map is
governed by the difference equation

x.nC 1/ � xnC1 D F.xn/: (5.10)
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In this case, the evolution of a deviation vector w.n/ � wn, with respect to a
reference orbit xn, is given by the corresponding tangent map

w.nC 1/ � wnC1 D @F

@x
.xn/ 	 wn: (5.11)

5.2 The SALI Method

The SALI method was introduced in [309] and has been applied successfully to
detect regular and chaotic motion in Hamiltonian flows as well as symplectic
maps [55, 57, 72, 233, 234, 242, 245, 262, 269, 319, 320, 322, 325]. The basic idea
behind the success of the SALI method (which essentially distinguishes it from
the computation of MLE) is the introduction of one additional deviation vector
with respect to a reference orbit. Indeed, by considering the relation between two
deviation vectors (instead of one deviation vector and the reference orbit), one is
able in the case of chaotic orbits to circumvent the difficulty of the slow convergence
of Lyapunov exponents to non-zero values as t ! 1.

As has already been mentioned in Sect. 3.4.1, in order to compute the SALI
one follows simultaneously the time evolution of a reference orbit along with two
deviation vectors with initial conditions w1.0/, w2.0/. Since we are only interested
in the directions of these two vectors we normalize them, from time to time, keeping
their norm equal to 1, setting

Owi .t/ D wi .t/

kwi .t/k ; i D 1; 2; (5.12)

where k 	 k is the Euclidean norm and the hat (^) over a vector denotes that it is of
unit magnitude. The SALI is then defined as

SALI.t/ D min fk Ow1.t/C Ow2.t/k ; k Ow1.t/ � Ow2.t/kg ; (5.13)

whence, it is evident that SALI.t/ 2 Œ0;
p
2�. SALI D 0 indicates that the two

deviation vectors have become aligned in the same direction (and are equal or
opposite to each other); in other words, they are linearly dependent.

In the case of chaotic orbits, the deviation vectors Ow1, Ow2 eventually become
aligned in the direction of MLE, and SALI.t/ falls exponentially to zero. An
analytical study of SALI’s behavior for chaotic orbits was carried out in [314] where
it was shown that

SALI.t/ / e�.L1�L2/t ; (5.14)

with L1, L2 being the two largest LCEs.
In the case of regular motion, on the other hand, the orbit lies on a torus and the

vectors Ow1, Ow2 eventually fall on its tangent space (following a t�1 time evolution)
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having in general different directions as there is no reason for them to become
aligned. This behavior is due to the fact that for regular orbits the norm of a deviation
vector increases linearly in time along the flow. Thus, our normalization procedure
brings about a decrease of the magnitude of the coordinates perpendicular to the
torus at a rate proportional to t�1 and so Ow1, Ow2 eventually fall on the tangent space
of the torus. In this case, the SALI oscillates about values that are different from
zero (for more details see [313]), so that

SALI 
 const: > 0; t ! 1: (5.15)

A small comment is necessary here. In the case of 2D maps the torus is actually
an invariant curve and its tangent space is one-dimensional. Thus, in this case, the
two unit deviation vectors eventually become linearly dependent and SALI becomes
zero following a power law, SALI / 1=t2. This is, of course, different than the
exponential decay of SALI for chaotic orbits and thus SALI can distinguish easily
between the two cases even in 2D maps [309]. We note that the analytical derivation
of SALI’s behavior for ordered and chaotic orbits will be given in Sect. 5.3.1 below.

Following [309, 314], let us now demonstrate the behavior of the SALI by
considering some typical ordered and chaotic orbits of low-dimensional dynamical
systems. Initially we consider an ordered (point A in Fig. 5.1a) and a chaotic orbit
(point B in Fig. 5.1a) of the 2D map

x0
1 D x1 C x2

x0
2 D x2 � 
 sin.x1 C x2/

.mod 2�/; (5.16)

for 
 D 0:5, with initial conditions x1 D 2, x2 D 0 and x1 D 3, x2 D 0, resp-
ectively. The evolution of the finite time Lyapunov characteristic numberK1

t , having
as limit for t D n ! 1 the MLE (3.42), for both orbits is shown in Fig. 5.1b where

Fig. 5.1 (a) Phase plot of the 2D map (5.16) for 
 D 0:5. The initial conditions of the ordered
orbit A (x1 D 2; x2 D 0) and the chaotic orbit B (x1 D 3; x2 D 0) are marked by black and light-
grey filled circles respectively. The evolution of the finite time Lyapunov characteristic number K1

t

(denoted by LN ), and the smaller alignment index SALI, with respect to the number n (denoted
by N ) for orbits A (dashed curves) and B (solid curves) is plotted in (b) and (c) respectively
(after [309])
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it is denoted by LN . K1
t of orbit A (dashed line) decreases as the number n of

iterations (which is denoted by N in Fig. 5.1b) increases, following a power law,
reaching the value K1

t 
 1:6 � 10�6 after 107 iterations. On the other hand, K1
t

of the chaotic orbit B (solid line), after some fluctuations seems to stabilize near a
constant value and becomesK1

t 
 5 � 10�2 after 107 iterations.
As we have already explained, since the map (5.16) is 2D any two deviation

vectors tend to coincide or become opposite, both for ordered and chaotic orbits.
In particular, the SALI of the ordered orbit A decreases as n increases, following a
power law (SALI / n�2) and it becomes SALI 
 10�13 after 107 iterations, which
means that the two deviation vectors practically coincide (Fig. 5.1c—dashed curve).
On the other hand, the SALI of the chaotic orbit B decreases exponentially fast
reaching the limit of accuracy of the computer (10�16) after about 200 iterations
(Fig. 5.1c—solid curve). After that time the two vectors are identical since their
coordinates are represented by the same (or opposite) numbers in the computer. So,
the SALI can distinguish between ordered and chaotic motion in a 2D map, since it
decreases to zero following completely different time rates.

Let us now study the case of the 4D map

x0
1 D x1 C x2

x0
2 D x2 � 
 sin.x1 C x2/ � �Œ1 � cos.x1 C x2 C x3 C x4/�

x0
3 D x3 C x4
x0
4 D x4 � � sin.x3 C x4/� �Œ1 � cos.x1 C x2 C x3 C x4/�

.mod 2�/; (5.17)

for 
 D 0:5, � D 0:1 and � D 10�3 by considering the orbits C and D with
initial conditions x1 D 0:5, x2 D 0, x3 D 0:5, x4 D 0 and x1 D 3, x2 D 0,
x3 D 0:5, x4 D 0 respectively. The projections on the x1x2 plane of some thousands
of consequents of these orbits, as well as their initial conditions are shown in
Fig. 5.2a. From this figure we can easily guess that orbit C is ordered, since its

Fig. 5.2 (a) Projections on the x1x2 plane of the orbits with initial conditions x1 D 0:5, x2 D 0,
x3 D 0:5, x4 D 0 (ordered orbit C) and x1 D 3, x2 D 0, x3 D 0:5, x4 D 0 (chaotic orbit D) of the
4D map (5.17) for 
 D 0:5, � D 0:1, � D 10�3. The initial conditions of the orbits are marked
by filled circles. The evolution of K1

t (denoted by LN ), and the SALI, with respect to the number
n of iterations (denoted by N ), for the ordered orbit C (dashed curves) and for the chaotic orbit D
(solid curves) is plotted in (b) and (c) respectively (after [309])
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projection on the x1x2 plane forms a closed curve, while orbit D is chaotic, since it
produces scattered points on the x1x2 plane. This guess is verified from the evolution
of K1

t (denoted by LN ), shown in Fig. 5.2b.
In Fig. 5.2c we show the evolution of the SALI for these two orbits. For the

ordered orbit C the SALI remains almost constant, fluctuating around SALI 
 0:28,
while it decreases abruptly in the case of the chaotic orbit D, reaching the limit of
accuracy of the computer (10�16) after about 4:7�103 iterations. After that time the
coordinates of the two vectors are represented by opposite numbers in the computer,
and the chaotic nature of the orbit is determined beyond any doubt. On the other
hand, the computation of the MLE (Fig. 5.2b) is not able to definitely characterize
the orbit as chaotic after the same number of iterations, since it is not yet clear ifK1

t

will tend to a positive value.
Let us now verify the validity of (5.14) for two simple Hamiltonian systems

with two and three dof: the well-known Hénon-Heiles system [164], having the
Hamiltonian function (2.36)

H2 D 1

2
.p2x C p2y/C 1

2
.x2 C y2/C x2y � 1

3
y3; (5.18)

and the three dof Hamiltonian

H3 D 1

2
.p2x C p2y C p2z /C 1

2
.Ax2 C By2 C C z2/� �xz2 � �yz2; (5.19)

studied in [100,101]. We keep the parameters of the two systems fixed at the energies
H2 D 0:125 andH3 D 0:00765, with A D 0:9, B D 0:4, C D 0:225, � D 0:56 and
� D 0:2.

We recall that two dof Hamiltonian systems have only one positive LCE, L1,
since the second largest is L2 D 0. So, (5.14) becomes for such systems

SALI.t/ / e�L1t : (5.20)

In Fig. 5.3a we plot in log-log scale K1
t (denoted by Lt ) as a function of time t

for a chaotic orbit of the system (5.18). K1
t remains different from zero, which

implies the chaotic nature of the orbit. Following its evolution for a sufficiently long
time interval to achieve reliable estimates (t 
 10; 000) we obtain L1 
 0:047. In
Fig. 5.3b we plot the SALI for the same orbit (solid curve) using linear scale for the
time t . Again we conclude that the orbit is chaotic as SALI 
 10�16 for t 
 800. If
(5.20) is valid, the slope of the SALI in Fig. 5.3b should be given approximately by
�L1= ln 10, because log.SALI/ is a linear function of t . From Fig. 5.3b we see that
a line having precisely this slope with L1 D 0:047 (dashed line) approximate quite
accurately the computed values of the SALI. We note here that a MAPLE algorithm
for the computation of the SALI for orbits of the Hénon-Heiles system is presented
in Appendix B.



98 5 Efficient Indicators of Ordered and Chaotic Motion

a b

Fig. 5.3 (a) The evolution ofK1
t (denoted byLt ) for the chaotic orbit with initial condition x D 0,

y D �0:25, px ' 0:42081, py D 0 of the 2D system (5.18). (b) The SALI of the same orbit
(solid curve) and a function proportional to e�L1t (dashed curve) for L1 D 0:047. Note that the
t-axis is linear (after [309])

a b

Fig. 5.4 (a) The evolution of the two finite time Lyapunov characteristic numbers K1
t , K2

t

(denoted by �1t and �2t respectively) for the chaotic orbit with initial condition x D 0, y D 0,
z D 0, px D 0, py D 0, pz ' 0:123693 of the 3D system (5.19). (b) The SALI of the same
orbit (solid curve) and a function proportional to e�.L1�L2/t (dashed curve) for L1 D 0:0107,
L2 D 0:0005. Note that the t-axis is linear (after [309])

Chaotic orbits of Hamiltonian systems with three dof generally have two positive
Lyapunov exponents, L1 and L2. So, for approximating the behavior of the SALI
by (5.14), both L1 and L2 are needed. We compute L1, L2 for a chaotic orbit of the
3D system (5.19) as the long time estimates of some appropriate quantities,K1

t ,K2
t ,

by applying the method proposed by Benettin et al. [32] (see also [310] for more
details). The results are presented in Fig. 5.4a. The computation is carried out until
K1
t andK2

t stop having high fluctuations and approach some non-zero values (since
the orbit is chaotic), which could be considered as good approximations of their
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Fig. 5.5 (a) The x D 0 PSS of the 2D Hénon-Heiles system (5.18). The axis py D 0 is also
plotted. (b) The values of the SALI at t D 1; 000 for orbits with initial conditions on the py D 0

line of panel (a) as a function of the y coordinate of the initial condition. (c) Regions of different
values of the SALI on the PSS of panel (a) at t D 1; 000. The initial conditions are colored black
if their SALI 6 10�12, deep gray if 10�12 < SALI 6 10�8, gray if 10�8 < SALI 6 10�4 and
light gray if SALI > 10�4 (after [309])

limits L1, L2. Actually for t 
 105 we have K1
t 
 0:0107, K2

t 
 0:0005. Using
these values as good approximations of L1, L2 we see in Fig. 5.4b that the slope of
the SALI (solid curve) is well reproduced by (5.14) (dashed curve).

Exploiting the advantages of the SALI we can use it to efficiently identify ordered
and chaotic orbits in large regions of phase space where large scale ordered and
chaotic regions are both present. As an example, we consider the two dof system
(5.18), whose PSS for x D 0 is presented in Fig. 5.5a. Regions of ordered motion,
around stable periodic orbits, are seen to coexist with chaotic regions filled by
scattered points. In order to demonstrate the effectiveness of the SALI method, we
first consider orbits whose initial conditions lie on the line py D 0. In particular
we take 5; 000 equally spaced initial conditions on this line and compute the value
of the SALI for each one. The results are presented in Fig. 5.5b where we plot the
SALI as a function of the y coordinate of the initial condition of these orbits for
t D 1; 000. The data points are line connected, so that the changes of the SALI
values are clearly visible.

Note that there are intervals where the SALI has large values (e.g. larger than
10�4), which correspond to ordered motion in the island of stability crossed by the
py D 0 line in Fig. 5.5a. There also exist regions where the SALI has very small
values (e.g. smaller than 10�12) denoting that in these regions the motion is chaotic.
These intervals correspond to the regions of scattered points crossed by the py D 0

line in Fig. 5.5a. Although most of the initial conditions give large (>10�4) or very
small (610�12) values for the SALI, there also exist initial conditions that have
intermediate values of the SALI (10�12 < SALI 6 10�4). These initial conditions
correspond to sticky chaotic orbits, remaining for long time intervals at the borders
of islands, whose chaotic nature will be revealed later on (see also Chap. 8). Note
that it is not easy to define a threshold value, such that if the SALI is smaller, this
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reliably signifies chaoticity. Nevertheless, numerical experiments in several systems
show that in general a good guess for this value could be .10�4.

In Fig. 5.5b, around y 
 �0:1 there exists a group of points inside a big
chaotic region having SALI > 10�4. These points correspond to orbits with initial
conditions inside a small stability island, which is not easily visible in Fig. 5.5a. Also
the point with y D �0:2088 has very high value of the SALI (>0:1) in Fig. 5.5b,
while all its neighboring points have SALI < 10�9. This point actually corresponds
to an ordered orbit inside a tiny island of stability, which can be revealed only
after a very high magnification of this region of the PSS. Thus, we conclude that
the systematic application of the SALI method can reveal very fine details of the
dynamics.

By carrying out the above analysis for points not only along a line but on the
whole plane of the PSS, and giving to each point a color according to the value
of the SALI, we can have a clear picture of the regions where chaotic or ordered
motion occurs. The outcome of this procedure is presented in Fig. 5.5c where the
values of the logarithm of the SALI are divided in four intervals. Initial conditions
having different values of the SALI at t D 1; 000 are plotted by different shades
of gray: black if SALI 6 10�12, deep gray if 10�12 < SALI 6 10�8, gray if
10�8 < SALI 6 10�4 and light gray if SALI > 10�4. Thus, in Fig. 5.5c we
clearly distinguish between light gray regions, where the motion is ordered and
black regions, where it is chaotic. At the borders between these regions we find
deep gray and gray points, which correspond to sticky chaotic orbits. It is worth-
mentioning that in Fig. 5.5c we can see small islands of stability inside the large
chaotic sea, which are not visible in the PSS of Fig. 5.5a, like the one for y 
 �0:1,
py 
 0.

As an example of SALI’s usefulness for investigating dynamical systems we
present the application of the index to a model of a simplified accelerator ring with
linear frequencies (tunes) qx , qy , having a localized thin sextupole magnet. The
evolution of a charged particle in this ring is modeled by the 4D symplectic map

0

BB@

x0
1

x0
2

x0
3

x0
4

1

CCA D

0

BB@

cos!1 � sin!1 0 0

sin!1 cos!1 0 0

0 0 cos!2 � sin!2
0 0 sin!2 cos!2

1

CCA �

0

BB@

x1
x2 C x21 � x23

x3

x4 � 2x1x3

1

CCA ; (5.21)

where x1 (x3) denotes the initial deflection from the ideal circular orbit in the
horizontal (vertical) direction before the particle enters the magnetic element, and
x2 (x4) is the associated momentum [57,59]. Primes denote positions and momenta
after one turn in the ring. The parameters !1 and !2 are related to the accelerator’s
tunes qx and qy by !1 D 2�qx and !2 D 2�qy . In [57] the particular case of
qx D 0:61803, qy D 0:4152 was considered and the SALI method was applied
to construct phase space “charts”, where regions of chaos and order were clearly
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Fig. 5.6 Regions of different SALI values on (a) the .x1; x3/ plane of the uncontrolled map (5.21),
and (b) the controlled map constructed in [49]. 16; 000 uniformly distributed initial conditions in
the square .x1; x3/ 2 Œ�1; 1� � Œ�1; 1�, x2.0/ D x4.0/ D 0 are followed for 105 iterations, and
they are colored according to their final log.SALI/ value. The white colored regions correspond to
orbits that escape in less than 105 iterations (after [50])
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Fig. 5.7 The percentages of
regular (solid curves) and
chaotic (dashed curves) orbits
after n D 105 iterations of
the uncontrolled map
(5.21) (black curves), the
controlled map of [49] (blue
curves), in a four-dimensional
hypersphere centered at
x1 D x2 D x3 D x4 D 0, as
a function of the hypersphere
radius r (after [50])

identified in Fig. 5.6, and for evaluating the percentages of ordered and chaotic orbits
in a hypersphere centered at the origin x1 D x2 D x3 D x4 D 0 (black curves in
Fig. 5.7). Later on, in [49, 50] chaos control techniques were used to increase the
so-called dynamic aperture (i.e. the stability domain around the ideal circular orbit)
of the system. The procedure was successful since the constructed controlled map
has a larger stability region as can be seen from Figs. 5.6 and 5.7.

From all the results presented above we conclude that the SALI offers indeed
an easy and efficient method for distinguishing the chaotic vs. ordered nature of
orbits in a variety of problems, since it tends exponentially to zero in the case of
chaotic orbits, while it fluctuates around non-zero values for regular trajectories
of Hamiltonian systems and 2ND symplectic maps with N > 1. In the case of
2D maps, the SALI tends to zero both for regular and chaotic orbits but with very
different time rates, which allows us again to distinguish between the two cases



102 5 Efficient Indicators of Ordered and Chaotic Motion

[309]. In particular the SALI tends to zero following an exponential law for chaotic
orbits and decays to zero following a power law for regular orbits.

Thus, although the behavior of SALI in 2D maps is clearly understood, the fact
remains that SALI does not always have the same behavior for regular orbits, as it
may oscillate about a constant or decay to zero by a power law, depending on the
dimensionality of the tangent space of the reference orbit. It is therefore interesting
to ask whether this index can be generalized, so that different power laws may be
found to characterize regular motion in higher dimensions.

Let us make one more remark concerning the behavior of SALI for chaotic orbits.
Looking at (5.14), one might wonder what would happen in the case of a chaotic
orbit whose two largest Lyapunov exponents L1 and L2 are equal or almost equal.
Although this may not be common in generic Hamiltonian systems, such cases can
be found in the literature. In one such example presented in [16], very close to a
particular unstable periodic orbit of a 15 dof Hamiltonian system, the two largest
Lyapunov exponents are nearly equal L1 � L2 
 0:0002. Even though, in that
example, SALI still tends to zero at the rate indicated by (5.14), it is evident that the
chaotic nature of an orbit cannot be revealed very fast by the SALI method. How
can we overcome this problem? Can we define, for example, a generalized index that
depends on several Lyapunov exponents (instead of only the two largest ones), as
this might accelerate considerably the identification of chaotic motion? The answer
is yes. Such a generalized index exists, and is discussed in detail in the next section.

5.3 The GALI Method

Observe first that seeking the minimum of the two positive quantities in (5.13)
(which are bounded above by 2) is essentially equivalent to evaluating the product

P.t/ D k Ow1.t/C Ow2.t/k 	 k Ow1.t/ � Ow2.t/k ; (5.22)

at every value of t . Indeed, if the minimum of these two quantities is zero (as in
the case of a chaotic reference orbit), so will be the value of P.t/. On the other
hand, if it is not zero, P.t/ will be proportional to the constant about which this
minimum oscillates (as in the case of regular motion). This suggests that, instead
of computing the SALI.t/ from (5.13), one might as well evaluate the “exterior” or
“wedge” product of the two deviation vectors Ow1 ^ Ow2 for which it holds

k Ow1 ^ Ow2k D k Ow1 � Ow2k 	 k Ow1 C Ow2k
2

; (5.23)

and which represents the “area” of the parallelogram formed by the two deviation
vectors (see Exercise 5.1). For the definition of the wedge product see the Appendix
at the end of this chapter. Indeed, the ‘wedge’ product of two vectors can be
generalized to represent the “volume” of a parallelepiped formed by the deviation
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vectors Ow1; Ow2; : : : ; Owk , 2 � k � 2N , an N dof Hamiltonian system, or a 2ND
symplectic map.

Hence, the SALI is suitable for checking whether or not two normalized
deviation vectors Ow1, Ow2 (having norm 1), eventually become linearly dependent, by
falling in the same direction. The linear dependence of the two vectors is equivalent
to the vanishing of the “area” of the parallelogram having as edges the two vectors.
Generalizing this idea we now follow the evolution of k deviation vectors Ow1, Ow2,
: : :, Owk , with 2 � k � 2N , and determine whether these eventually become linearly
dependent, by checking if the “volume” of the parallelepiped having these vectors
as edges goes to zero. This volume is equal to the norm of the wedge product of
these vectors and is defined as the Generalized Alignment Index (GALI) of order k

GALIk.t/ D k Ow1.t/ ^ Ow2.t/ ^ 	 	 	 ^ Owk.t/k : (5.24)

Let us see how one can actually evaluate this norm and consequently the GALIk.
All normalized deviation vectors Owi , i D 1; 2; : : : ; k, belong to the 2N -dimensional
tangent space of the Hamiltonian flow. Using as a basis of this space the usual set of
orthonormal vectors

Oe1 D .1; 0; 0; : : : ; 0/; Oe2 D .0; 1; 0; : : : ; 0/; : : : ; Oe2N D .0; 0; 0; : : : ; 1/; (5.25)

any deviation vector Owi can be written as a linear combination

Owi D
2NX

jD1
wij Oej ; i D 1; 2; : : : ; k; (5.26)

where wij are real numbers satisfying
P2N

jD1 w2ij D 1: Thus, (5.26) gives

2
6664

Ow1

Ow2

:::

Owk

3
7775 D

2
6664

w11 w12 	 	 	 w1 2N
w21 w22 	 	 	 w2 2N
:::

:::
:::

wk1 wk2 	 	 	 wk 2N

3
7775 	

2
6664

Oe1
Oe2
:::

Oe2N

3
7775 D W 	

2
6664

Oe1
Oe2
:::

Oe2N

3
7775 ; (5.27)

and according to (5.24) the GALIk is evaluated as

GALIk D k Ow1 ^ Ow2 ^ 	 	 	 ^ Owkk D

8
ˆ̂̂
<̂

ˆ̂̂
:̂

X

1�i1<i2<���<ik�2N

ˇ̌
ˇ̌
ˇ̌
ˇ̌
ˇ

w1i1 w1i2 	 	 	 w1ik
w2i1 w2i2 	 	 	 w2ik
:::

:::
:::

wki1 wki2 	 	 	 wkik

ˇ̌
ˇ̌
ˇ̌
ˇ̌
ˇ

2
9
>>>>=

>>>>;

1=2

;

(5.28)
where the sum is performed over all possible combinations of k indices out of 2N .
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In order to compute GALIk , therefore, we follow the evolution of an orbit and
of k initially linearly independent unit deviation vectors Owi , i D 1; 2; : : : ; k. From
time to time we normalize these deviation vectors to unity, keeping their directions
intact, and compute GALIk as the norm of their wedge product using (5.28).

Consequently, if GALIk.t/ tends to zero, this would imply that the volume of
the parallelepiped having the vectors Owi as edges also shrinks to zero, as at least
one of the deviation vectors becomes linearly dependent on the remaining ones.
On the other hand, if GALIk.t/ remains far from zero, as t grows arbitrarily, this
would indicate the linear independence of the deviation vectors and the existence of
a corresponding parallelepiped, whose volume is different from zero for all time.

Equation 5.28 is ideal for the theoretical determination of the asymptotic behav-
ior of GALIs for chaotic and ordered orbits (see Sect. 5.3.1 below). However, from
a practical point of view using (5.28) for the numerical evaluation of GALIk is not
very efficient as it might require the computation of a large number of determinants.
In [14, 316] a more efficient numerical technique for the computation of GALIk,
was proposed. This technique is based on the Singular Value Decomposition of the
matrixW in (5.27), whose rows are the coordinates of the unit deviation vectors Owi ,
i D 1; 2; : : : ; k. In particular, it has been shown that GALIk is equal to the product
of the singular values zi � 0, i D 1; 2; : : : ; k of W T

GALIk D
kY

iD1
zi ; (5.29)

(see Exercise 5.2).

5.3.1 Theoretical Results for the Time Evolution of GALI

5.3.1.1 Exponential Decay of GALI for Chaotic Orbits

In order to investigate the dynamics in the vicinity of a chaotic orbit of an N dof
Hamiltonian system or a 2ND symplectic map, let us first recall some well-known
properties of the LCEs of these systems, following for example [310]. Oseledec
[259] has shown that the mean exponential rate of divergence L.x.0/;w/ from a
reference orbit with initial condition x.0/ given by

L.x.0/;w/ D lim
t!1

1

t
ln

kw.t/k
kw.0/k ; (5.30)

exists and is finite. Furthermore, there is a 2N -dimensional basis fOu1; Ou2; : : : ; Ou2N g
of the system’s tangent space so thatL.x.0/;w/ takes one of the 2N (possibly non-
distinct) values

Li .x.0// D L.x.0/; Oui / ; i D 1; 2; : : : ; 2N (5.31)
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which are the LCEs ordered in size as

L1 � L2 � : : : � L2N : (5.32)

In addition, it has been proven in [32] that the LCEs are grouped in pairs of opposite
sign, i.e. Li D �L2N�iC1, i D 1; 2; : : : ; N , while two of them are equal to zero
(LN D LNC1 D 0) in the case of autonomous Hamiltonian systems.

The time evolution of an initial deviation vector

w.0/ D
2NX

iD1
ci Oui ; (5.33)

can be approximated by

w.t/ D
2NX

iD1
ci e

di t Oui ; (5.34)

where ci , di are real numbers depending on the specific phase space location through
which the reference orbit passes. Thus, the quantities di , i D 1; 2; : : : ; 2N may be
thought of as “local Lyapunov exponents” having as limits for t ! 1 the LCEs Li ,
i D 1; 2; : : : ; 2N .

Assuming that, after a certain time interval, the di , i D 1; 2; : : : ; 2N , do not
fluctuate significantly about their limiting values, we write di 
 Li and express the
evolution of the deviation vectors wi in the form

wi .t/ D
2NX

jD1
cij e

Lj t Ouj : (5.35)

Thus, if L1 > L2, a leading order estimate of the deviation vector’s Euclidean norm
(for t large enough), is given by

kwi .t/k 
 jci1jeL1t : (5.36)

Consequently, the matrix W in (5.27) of coefficients of k normalized deviation
vectors Owi .t/ D wi .t/=kwi .t/k, i D 1; 2; : : : ; k, with 2 � k � 2N , using as
basis of the vector space the set fOu1; Ou2; : : : ; Ou2N g becomes

C.t/ D

2
66666664

s1
c12

jc11 je
�.L1�L2/t c13

jc11 je
�.L1�L3/t 	 	 	 c12Njc11 j e

�.L1�L2N /t

s2
c22

jc21 je
�.L1�L2/t c23

jc21 je
�.L1�L3/t 	 	 	 c22Njc21 j e

�.L1�L2N /t

:::
:::

:::
:::

sk
ck2

jck1 je
�.L1�L2/t ck3

jck1 je
�.L1�L3/t 	 	 	 ck2Njck1 je

�.L1�L2N /t

3
77777775

; (5.37)

with si D sign.ci1/ and i D 1; 2; : : : ; k.
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Note that this matrix is not identical to the one appearing in (5.28) as it is not
expressed with respect to the basis (5.25). Nevertheless, we shall proceed with our
analysis using matrix C.t/, as we do not expect that the use of a different basis
affects significantly our results since the sets fOuig and f Oeig, i D 1; 2; : : : ; 2N , are
valid bases of the vector space, related by a non-singular transformation of the form� Ou1 Ou2 : : : Ou2N

�T D Tc 	 � Oe1 Oe2 : : : Oe2N
�T

, with Tc denoting the transformation
matrix. So, by studying analytically the time evolution of the determinants of matrix
C.t/, we expect to derive accurate approximations of the behavior of the GALIk
(5.24) for chaotic orbits. The validity of this approximation is numerically verified
in Sect. 5.3.2.

From all the possible k � k determinants of C.t/ (5.37), the one that decreases
the slowest is

D1;2;3;:::;k D

ˇ̌
ˇ̌
ˇ̌
ˇ̌
ˇ̌
ˇ̌
ˇ

s1
c12

jc11 je
�.L1�L2/t 	 	 	 c1jk

jc11 je
�.L1�Ljk /t

s2
c22

jc21 je
�.L1�L2/t 	 	 	 c2jk

jc21 je
�.L1�Ljk /t

:::
:::

:::

sk
ck2

jck1 je
�.L1�L2/t 	 	 	 ckjk

jck1 je
�.L1�Ljk /t

ˇ̌
ˇ̌
ˇ̌
ˇ̌
ˇ̌
ˇ̌
ˇ

D

D

ˇ̌
ˇ̌
ˇ̌
ˇ̌
ˇ̌
ˇ̌
ˇ

s1
c12

jc11 j 	 	 	 c1jk
jc11 j

s2
c22

jc21 j 	 	 	 c2jk
jc21 j

:::
:::

:::

sk
ck2

jck1 j 	 	 	 ckjk
jck1 j 	

ˇ̌
ˇ̌
ˇ̌
ˇ̌
ˇ̌
ˇ̌
ˇ

e�Œ.L1�L2/C.L1�L3/C���C.L1�Ljk /�t )

D1;2;3;:::;k / e�Œ.L1�L2/C.L1�L3/C���C.L1�Lk/�t : (5.38)

All other determinants of C.t/ tend to zero faster than D1;2;3;:::;k and we, therefore,
conclude that the rate of decrease of GALIk is dominated by (5.38), yielding the
approximation

GALIk.t/ / e�Œ.L1�L2/C.L1�L3/C���C.L1�Lk/�t : (5.39)

In the previous analysis we assumed that L1 > L2 so that the norm of each
deviation vector can be well approximated by (5.36). If the first m LCEs, with 1 <
m < k, are equal, or very close to each other, i.e. L1 ' L2 ' 	 	 	 ' Lm, (5.39)
becomes

GALIk.t/ / e�Œ.L1�LmC1/C.L1�LmC2/C���C.L1�Lk/�t ; (5.40)

which still describes an exponential decay. However, for k � m < N the GALIk
does not tend to zero as there exists at least one determinant of C.t/ that does
not vanish. In this case, of course, one should increase the number of deviation
vectors until an exponential decrease of GALIk is achieved. The extreme situation
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that all Li D 0 corresponds to motion on quasiperiodic tori, where all orbits are
regular and is described below.

5.3.1.2 The Evaluation of GALI for Ordered Orbits

Ordered orbits of an N dof Hamiltonian system (or a 2ND symplectic map)
typically lie on N -dimensional tori found around stable periodic orbits. Such tori
can be accurately described by N formal local integrals of motion in involution, so
that the system appears locally integrable. This means that we could perform a local
transformation to action-angle variables, considering as actions J1; J2; : : : ; JN the
values of the N formal integrals, so that Hamilton’s equations of motion, locally
attain the form PJi D 0

P�i D !i .J1; J2; : : : ; JN /
i D 1; 2; : : : ; N: (5.41)

These can be easily integrated to give

Ji .t/ D Ji0

�i .t/ D �i0 C !i .J10; J20; : : : ; JN0/ t
i D 1; 2; : : : ; N; (5.42)

where Ji0, �i0, i D 1; 2; : : : ; N are the initial conditions.
By denoting as �i , �i , i D 1; 2; : : : ; N , small deviations of Ji and �i respectively,

the variational equations of system (5.41), describing the evolution of a deviation
vector are P�i D 0

P�i D PN
jD1 !ij �j

i D 1; 2; : : : ; N; (5.43)

where

!ij D @!i

@Jj
jJ0 i; j D 1; 2; : : : ; N; (5.44)

and J0 D .J10; J20; : : : ; JN0/ D constant, represents the N –dimensional vector of
the initial actions. The solution of these equations is:

�i .t/ D �i .0/

�i .t/ D �i .0/C
hPN

jD1 !ij �j .0/
i
t
i D 1; 2; : : : ; N: (5.45)

From (5.45) we see that an initial deviation vector w.0/ with coordinates �i .0/,
i D 1; 2; : : : ; N , in the action variables and �i .0/, i D 1; 2; : : : ; N in the angles,
i.e. w.0/ D .�1.0/; �2.0/; : : : ; �N .0/; �1.0/; �2.0/; : : : ; �N .0//, evolves in time in
such a way that its action coordinates remain constant, while its angle coordinates
increase linearly in time. This behavior implies an almost linear increase of the norm
of the deviation vector.

Using as a basis of the 2N -dimensional tangent space of the Hamiltonian flow
the 2N unit vectors fOv1; Ov2; : : : ; Ov2N g, such that the first N of them, Ov1; Ov2; : : : ; OvN ,
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correspond to the N action variables and the remaining ones, OvNC1; OvNC2; : : : ; Ov2N ,
to the N conjugate angle variables, any unit deviation vector Owi , i D 1; 2; : : :, can
be written as

Owi .t/ D 1

kw.t/k

2

4
NX

jD1
�ij .0/ Ovj C

NX

jD1

 
�ij .0/C

NX

kD1
!kj �

i
j .0/t

!
OvNCj

3

5: (5.46)

We point out that the quantities!ij , i; j D 1; 2 : : : ; N , in (5.44), depend only on the
particular reference orbit and not on the choice of the deviation vector. We also note
that the basis Ovi , i D 1; 2; : : : ; 2N depends on the specific torus on which the motion
occurs and is related to the usual vector basis Oei , i D 1; 2; : : : ; 2N , (5.25), through
a non-singular transformation. The basis f Oe1; Oe2; : : : ; Oe2N g is used to describe the
evolution of a deviation vector with respect to the original qi , pi i D 1; 2; : : : ; N

coordinates of the Hamiltonian system, while the basis fOv1; Ov2; : : : ; Ov2N g is used to
describe the same evolution in action-angle variables, so that the equations of motion
are the ones given by (5.41).

Let us now study the case of k, general, linearly independent unit deviation
vectors f Ow1; Ow2; : : : ; Owkg with 2 � k � 2N . As we have already explained, the
k deviation vectors will eventually fall on the N -dimensional tangent space of the
torus on which the motion occurs. In their final state, the deviation vectors will have
coordinates only in the N –dimensional space spanned by OvNC1; OvNC2; : : : ; Ov2N .
Now, if we start with 2 � k � N general deviation vectors there is no particular
reason for them to become linearly dependent and their wedge product will be
different from zero, yielding GALIk which are not zero. However, if we start with
N < k � 2N deviation vectors, some of them will necessarily become linearly
dependent. Thus, in this case, their wedge product, as well as GALIk will be zero.

Let us examine in more detail the behavior of GALIs in these cases. The matrix
D.t/ having as rows the coordinates of the deviation vectors with respect to the
basis fOv1; Ov2; : : : ; Ov2N g has the form

D.t/ D 1
Qk
mD1 kwm.t/k

	

2
6664

�11 .0/ 	 	 	 �1N .0/ �11.0/CPN
mD1 !1m�1m.0/t 	 	 	 �1N .0/CPN

mD1 !Nm�1m.0/t
�21 .0/ 	 	 	 �2N .0/ �21.0/CPN

mD1 !1m�2m.0/t 	 	 	 �2N .0/CPN
mD1 !Nm�2m.0/t

:::
:::

:::
:::

�k1 .0/ 	 	 	 �kN .0/ �k1.0/CPN
mD1 !1m�km.0/t 	 	 	 �kN .0/CPN

mD1 !Nm�km.0/t

3
7775;

(5.47)

where i D 1; 2; : : : ; k. Denoting by �ki and �ki the k � 1 column matrices

�ki D �
�1i .0/ �

2
i .0/ : : : �

k
i .0/

�T
; �ki D �

�1i .0/ �
2
i .0/ : : : �

k
i .0/

�T
; (5.48)
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the matrix D.t/ of (5.47) assumes the much simpler form

D.t/ D 1
Qk
iD1 Mi.t/

	 ��k1 : : : �kN �k1 CPN
iD1 !1i�

k
i t : : : �kN CPN

iD1 !Ni�
k
i t
�

D 1
Qk
iD1 Mi.t/

	Dk.t/: (5.49)

So all determinants appearing in the definition of GALIk have as a common
factor the quantity 1=

Qk
iD1 Mi.t/. This quantity decreases to zero according to the

power law
1

Qk
iD1 Mi.t/

/ 1

tk
; (5.50)

due to the fact that the norm of each deviation vector grows linearly with time t
for long times. In order to determine the asymptotic time evolution of GALIk , we
search for the fastest increasing determinants of all the possible k � k minors of the
matrixDk in (5.49), as time t grows.

Let us start with k being less than or equal to the dimension of the tangent space
of the torus, i.e. 2 � k � N . The fastest increasing determinants in this case are
the NŠ=.kŠ.N � k/Š/ determinants, whose k columns are chosen among the last N
columns of matrixDk :

�k
j1;j2;:::;jk

D
ˇ̌
ˇ�kj1 CPN

iD1 !j1i�
k
i t �kj2 CPN

iD1 !j2i�
k
i t 	 	 	 �kjk CPN

iD1 !jki�
k
i t

ˇ̌
ˇ ;

(5.51)
with 1 � j1 < j2 < : : : < jk � N . Using standard properties of determinants, we
easily see that the time evolution of�k

j1;j2;:::;jk
is mainly determined by the behavior

of determinants of the form

ˇ̌
!j1m1�

k
m1
t !j2m2�

k
m2
t 	 	 	 !jkmk�kmk t

ˇ̌ D tk
kY

iD1
!jimi 	 ˇ̌ �km1 �km2 	 	 	 �kmk

ˇ̌ / tk ;

(5.52)
where mi 2 f1; 2; : : : ; N g, i D 1; 2; : : : ; k, with mi ¤ mj , for all i ¤ j . Thus,
from (5.50) to (5.52) we conclude that the contribution to the behavior of GALIk
of the determinants related to �k

j1;j2;:::;jk
is to provide constant terms in (5.28). All

other determinants appearing in the definition of GALIk , not being of the form of
�k
j1;j2;:::;jk

, contain at least one column from the first N columns of matrix Dk and

introduce in (5.28) terms that grow at a rate slower than tk , which will ultimately
have no bearing on the behavior of GALIk(t). Thus, we get

GALIk.t/ 
 constant for 2 � k � N: (5.53)

Next, we turn to the case of k deviation vectors with N < k � 2N . The fastest
growing determinants are again those containing the last N columns of the matrix
Dk , i.e.
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�k
j1;j2;:::;jk�N ;1;2;:::;N

D
ˇ̌
ˇ�kj1 	 	 	 �kjk�N

�k1 CPN
iD1 !1i�

k
i t 	 	 	 �kN CPN

iD1 !Ni�
k
i t

ˇ̌
ˇ;

(5.54)
with 1 � j1 < j2 < : : : < jk�N � N . The first k � N columns of
�k
j1;j2;:::;jk�N ;1;2;:::;N

are chosen among the first N columns of Dk which are time
independent. So there existNŠ=..k�N/Š.2N�k/Š/ determinants of the form (5.54),
which can be written as a sum of simpler k �k determinants, each containing in the
position of its last N columns �ki , i D 1; 2; : : : ; N and/or columns of the form
!ji�

k
i t with i; j D 1; 2; : : : ; N . We exclude the ones where �ki , i D 1; 2; : : : ; N

appear more than once, since in that case the corresponding determinant is zero.
Among the remaining determinants, the fastest increasing ones are those containing
as many columns proportional to t as possible.

Since t is always multiplied by the �ki , and such columns occupy the first k �N
columns of �k

j1;j2;:::;jk�N ;1;2;:::;N
, t appears at most N � .k � N/ D 2N � k times.

Otherwise the determinant would contain the same �ki column at least twice and
would be equal to zero. The remaining k � .2N � k/� .k �N/ D k �N columns
are filled by the �ki each of which appears at most once. Thus, the time evolution of
�k
j1;j2;:::;jk�N ;1;2;:::;N

is mainly expressed by determinants of the form

ˇ̌
ˇ�kj1 	 	 	 �kjk�N

�ki1 	 	 	 �kik�N
!ik�NC1m1�

k
m1
t 	 	 	 !iNm2N�k

�ki2N�k
t

ˇ̌
ˇ / t2N�k;

(5.55)
with il 2 f1; 2; : : : ; N g, l D 1; 2; : : : ; N , il ¤ ij , for all l ¤ j and ml 2
f1; 2; : : : ; N g, l D 1; 2; : : : ; 2N � k, ml 62 fj1; j2; : : : ; jk�N g, ml ¤ mj , for all
l ¤ j . So determinants of the form (5.54) contribute to the time evolution of GALIk
by introducing terms proportional to t2N�k=tk D 1=t2.k�N/. All other determinants
appearing in the definition of GALIk, not having the form of �k

j1;j2;:::;jk�N ;1;2;:::;N
,

introduce terms that tend to zero faster than 1=t2.k�N/ since they contain more than
k � N time independent columns of the form �ki , i D 1; 2; : : : ; N . Thus, GALIk
tends to zero following a power law of the form

GALIk.t/ / 1

t2.k�N/ for N < k � 2N: (5.56)

In summary, the behavior of GALIk for ordered orbits lying on anN -dimensional
torus in the 2N -dimensional phase space of an N dof Hamiltonian system (or a
2ND symplectic map) is given by

GALIk.t/ /
(

constant if 2 � k � N
1

t2.k�N/ if N < k � 2N
: (5.57)

We remark that SALI is practically equivalent to GALI2 as we see from the
definitions of SALI (5.13) and GALI (5.24), as well as (5.23). We also note that
estimates (5.57) are valid only when the particular conditions of each case are
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satisfied. For example, in the case of 2D maps, where the only possible torus is
an one-dimensional invariant curve, the tangent space is one-dimensional. Thus, the
behavior of GALI2 (which is the only possible index in this case) is given by the
second branch of (5.57), i.e. GALI2 / 1=t2, since the first case of (5.57) is not
applicable. The SALI / t�2 behavior has actually been seen in Fig. 5.1c for an
ordered orbit of the 2D map (5.16).

Let us finally turn our attention to ordered orbits of N dof Hamiltonian systems
(or 2ND symplectic maps), lying on s-dimensional tori with 2 � s � N for
Hamiltonian flows, and 1 � s � N for maps. For such orbits, all deviation vectors
tend to fall on the s-dimensional tangent space of the torus on which the motion
lies. Thus, if we start with k � s general deviation vectors, these will remain
linearly independent on the s-dimensional tangent space of the torus, since there
is no particular reason for them to become linearly dependent. As a consequence
GALIk remains practically constant and different from zero for k � s. On the other
hand, GALIk tends to zero for k > s, since some deviation vectors will eventually
have to become linearly dependent. In [93, 316] it was shown that the behavior of
GALIk for such orbits is given by

GALIk.t/ /

8
<̂

:̂

constant if 2 � k � s
1

tk�s if s < k � 2N � s
1

t2.k�N/ if 2N � s < k � 2N

: (5.58)

Note that setting s D N in (5.58) we deduce that GALIk remains constant for
2 � k � N and decreases to zero as �1=t2.k�N/ for N < k � 2N in accordance
with (5.57).

As a final remark we note that the behavior of the GALIs for stable and unstable
periodic orbits, both for Hamiltonian flows and symplectic maps, is studied in [247]
(see also Problem 5.1).

5.3.2 Numerical Verification and Applications

5.3.2.1 Low-Dimensional Hamiltonian Systems

In order to apply the GALI method to low-dimensional Hamiltonian systems and
verify the theoretically predicted behaviors of Sect. 5.3.1, we shall use two simple
examples: the two dof Hénon-Heiles system (5.18)

H2 D 1

2
.p2x C p2y/C 1

2
.x2 C y2/C x2y � 1

3
y3;

and the three dof Hamiltonian
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H3 D
3X

iD1

!i

2
.q2i C p2i /C q21q2 C q21q3; (5.59)

studied in [32,104]. We keep the parameters of the two systems fixed at the energies
H2 D 0:125 and H3 D 0:09, with !1 D 1, !2 D p

2 and !3 D p
3. In order

to illustrate the behavior of GALIk, for different values of k, we consider some
representative cases of chaotic and regular orbits of the two systems. We note here
that a MAPLE algorithm for the computation of the GALI for orbits of the Hénon-
Heiles system is presented in Appendix B.

Let us start with a chaotic orbit of the two dof Hamiltonian (5.18), with initial
conditions x D 0, y D �0:25, px D 0:42, py D 0. In Fig. 5.8a we see the time
evolution of K1

t (denoted by L1.t/) of this orbit. The computation is carried out
until K1

t stops having large fluctuations and approaches a positive value (indicating
the chaotic nature of the orbit), which could be considered as a good approximation
of the maximum LCE, L1. Actually, for t 
 105, we find L1 
 0:047.

We recall that two dof Hamiltonian systems have only one positive LCE L1,
since the second largest is L2 D 0. It also holds that L3 D �L2 and L4 D �L1
and thus formula (5.39), which describes the time evolution of GALIk for chaotic
orbits, gives

GALI2.t/ / e�L1t ; GALI3.t/ / e�2L1t ; GALI4.t/ / e�4L1t : (5.60)

a b

Fig. 5.8 (a) The evolution of the two largest finite time LCEs K1
t (solid curve), K2

t (dashed
curve) (denoted by L1.t/ and L2.t/ respectively), and L1.t/� L2.t/ (dotted curve) for a chaotic
orbit with initial conditions x D 0, y D �0:25, px ' 0:42081, py D 0 of system (5.18).
(b) The evolution of GALI2, GALI3 and GALI4 of the same orbit. The plotted lines correspond
to functions proportional to e�L1t (solid line), e�2L1t (dashed line) and e�4L1t (dotted line) for
L1 D 0:047. Note that the t–axis is linear. The evolution of the norm of the deviation vector
w.t / (with kw.0/k D 1) used for the computation of L1.t/, is also plotted in (b) (gray curve)
(after [315])
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In Fig. 5.8b we plot GALIk , k D 2; 3; 4 for the same chaotic orbit as a function of
time t . We plot t in linear scale so that, if (5.60) is valid, the slope of GALI2, GALI3
and GALI4 should approximately be �L1= ln 10, �2L1= ln 10 and �4L1= ln 10
respectively. From Fig. 5.8b we see that lines having precisely these slopes, for
L1 D 0:047, approximate quite accurately the computed values of the GALIs.

Let us now study the behavior of GALIk for a regular orbit of the 2D Hamiltonian
(5.18) with initial conditions x D 0, y D 0, px D 0:5, py D 0. From (5.57) it
follows that in the case of an ordered orbit of a two dof Hamiltonian system the
GALIs should evolve as

GALI2.t/ / constant; GALI3.t/ / 1

t2
; GALI4.t/ / 1

t4
: (5.61)

From Fig. 5.9, where we plot the time evolution of SALI, GALI2, GALI3 and GALI4
for this ordered orbit, we see that the indices do evolve according to predictions
(5.61).

As we have seen in Sect. 5.2 the different behavior of SALI (or GALI2) for
ordered and chaotic orbits can be successfully used for discriminating between
regions of order and chaos in various dynamical systems. Figures 5.8 and 5.9 clearly
illustrate that GALI3 and GALI4 tend to zero both for ordered and chaotic orbits,
but with very different time rates. We may use this difference to distinguish between
chaotic and ordered motion following a different approach than SALI or GALI2. Let
us illustrate this by considering the computation of GALI4: From (5.60) and (5.61),
we expect GALI4 / e�4L1t for chaotic orbits and GALI4 / 1=t4 for ordered ones.
These time rates imply that, in general, the time needed for the index to become
zero is much larger for ordered orbits. Thus, instead of simply registering the value
of the index at the end of a given time interval—as we did with SALI (GALI2)
in Sect. 5.2—let us record the time, tth, needed for GALI4 to reach a very small
threshold, e.g. 10�12, and color each initial according to the value of tth.

Fig. 5.9 Time evolution, in
log-log scale, of SALI (gray
curves), GALI2, GALI3 and
GALI4 for the regular orbit of
Hamiltonian (5.18) with
initial conditions x D 0,
y D 0, px D 0:5, py D 0.
Note that the curves of SALI
and GALI2 are very close to
each other and thus cannot be
distinguished. Dashed lines
corresponding to particular
power laws are also plotted
(after [315])
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Fig. 5.10 Regions of
different values of the time tth
needed for GALI4 to become
less than 10�12 on the PSS
defined by x D 0 of the two
dof Hamiltonian (5.18)
(after [315])

The outcome of this procedure for system (5.18) is presented in Fig. 5.10, which
is similar to Fig. 5.5. Each orbit is integrated up to t D 500 units and if the value
of GALI4, at the end of the integration is larger than 10�12 the corresponding initial
condition is colored by the light gray color used for tth � 400. Thus we can clearly
distinguish in this figure among various “degrees” of chaotic behavior in regions
colored black or dark gray—corresponding to small values of tth—and regions of
ordered motion colored light gray, corresponding to large values of tth. At the border
between them we find points having intermediate values of tth which belong to the
“sticky” chaotic regions.

Let us now study the behavior of the GALIs in the case of the three dof
Hamiltonian (5.59). Following [32, 104] the initial conditions of the orbits of this
system are defined by assigning arbitrary values to the positions q1, q2, q3, as well
as the so-called “harmonic energies” E1, E2, E3 related to the momenta through
pi D p

2Ei=!i , i D 1; 2; 3. Chaotic orbits of three dof Hamiltonian systems
generally have two positive LCEs, L1 and L2, while L3 D 0. So, for approximating
the behavior of GALIs according to (5.39), bothL1 andL2 are needed. In particular,
(5.39) gives

GALI2.t/ / e�.L1�L2/t ; GALI3.t/ / e�.2L1�L2/t ;
GALI4.t/ / e�.3L1�L2/t ; GALI5.t/ / e�4L1t ; GALI6.t/ / e�6L1t :

(5.62)

Consider first the chaotic orbit with initial conditions q1 D q2 D q3 D 0,
E1 D E2 D E3 D 0:03 of system (5.59). Computing L1, L2 for this orbit as the
long time limits of the finite time LCEs,K1

t ,K2
t , we present the results in Fig. 5.11a.

The computation is carried out until K1
t and K2

t stop having large fluctuations
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a b

Fig. 5.11 (a) The evolution of the two largest finite time LCEs,K1
t ,K2

t (denoted byL1.t/,L2.t/),
for the chaotic orbit with initial condition q1 D q2 D q3 D 0, E1 D E2 D E3 D 0:03 of the 3D
system (5.59). (b) The evolution of GALIk with k D 2; : : : ; 6, of the same orbit. The plotted lines
correspond to functions proportional to e�.L1�L2/t , e�.2L1�L2/t , e�.3L1�L2/t , e�4L1t and e�6L1t

for L1 D 0:03, L2 D 0:008. Note that the t–axis is linear (after [315])

and approach some positive values (since the orbit is chaotic), which could be
considered as good approximations of their limits L1, L2. Actually for t 
 105

we have L1 
 0:03 and L2 
 0:008. Using these values as good approximations
of L1, L2 we see in Fig. 5.11b that the slopes of all GALIs are well reproduced
by (5.62).

Next, we consider the case of ordered orbits of the three dof Hamiltonian system,
for which the GALIs should behave as:

GALI2.t/ / constant; GALI3.t/ / constant; GALI4.t/ / 1
t2
;

GALI5.t/ / 1
t4
; GALI6.t/ / 1

t6
:

(5.63)

according to (5.57). In order to verify (5.63) we shall follow a specific ordered orbit
of system (5.59) with initial conditions q1 D q2 D q3 D 0, E1 D 0:005, E2 D
0:085,E3 D 0. The ordered nature of this orbit is revealed by the slow convergence
of itsK1

t to zero, implying thatL1 D 0 (Fig. 5.12a). In Fig. 5.12b, we plot the values
of all GALIs of this orbit with respect to time t . From these results we see again that
the different behaviors of GALIs are very well approximated by (5.57).

From the results of Figs. 5.11 and 5.12, we conclude that in the case of three
dof Hamiltonian systems not only GALI2 (or SALI), but also GALI3 has different
behavior for ordered and chaotic orbits. Hence, the natural question arises whether
GALI3 can be used instead of SALI for the faster detection of chaotic and ordered
motion in three dof Hamiltonians and, by extension, whether GALIk , with k > 3,
should be preferred for systems with N > 3. The obvious computational drawback,
of course, is that the evaluation of GALIk requires that we numerically follow the
evolution of more than two deviation vectors.
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a b

Fig. 5.12 (a) The evolution of K1
t (denoted by L1.t/) for the ordered orbit with initial condition

q1 D q2 D q3 D 0, E1 D 0:005, E2 D 0:085, E3 D 0 of the system (5.59). (b) The evolution of
GALIk with k D 2; : : : ; 6, of the same orbit. The plotted lines correspond to functions proportional
to 1

t2
, 1
t4

and 1
t6

(after [315])

For example the computation of GALI3 for a given time interval t needs more
CPU time than SALI, since we follow the evolution of three deviation vectors
instead of two. This is particularly true for ordered orbits as the index does not
become zero and its evolution has to be followed for the whole prescribed time
interval. In the case of chaotic orbits, however, the situation is different since the
index tends exponentially to zero even faster than GALI2 or SALI. Let us consider,
for example, the chaotic orbit of Fig. 5.11. The usual technique to characterize an
orbit as chaotic is to check, after some time interval, if its SALI has become less
than a very small threshold value, e.g. 10�8. For this particular orbit, this threshold
value was reached at t 
 760. Adopting the same threshold to characterize an orbit
as chaotic, we find that GALI3 becomes less than 10�8 after t 
 335, requiring only
as much as 65% of the CPU time needed for SALI to reach the same threshold!

So, using GALI3 instead of SALI, we gain considerably in CPU time for chaotic
orbits, while we lose for ordered orbits. Thus, the efficiency of using GALI3 for
discriminating between chaos and order in a three dof system depends on the
percentage of phase space occupied by chaotic orbits (if all orbits are ordered GALI3
requires more CPU time than SALI). More crucially, however, it depends on the
choice of the final time, up to which each orbit is integrated. As an example, let
us integrate, up to t D 1; 000 time units, all orbits whose initial conditions lie on
a dense grid in the subspace q3 D p3 D 0, p2 � 0 of a four-dimensional surface
of section (with q1 D 0) of system (5.59), attributing to each grid point a color
according to the value of GALI3 at the end of the integration. If GALI3 of an orbit
becomes less than 10�8 for t < 1; 000 the evolution of the orbit is stopped, its
GALI3 value is registered and the orbit is characterized as chaotic. The outcome of
this experiment is presented in Fig. 5.13.
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We find that 77% of the orbits of Fig. 5.13 are characterized as chaotic, having
GALI3 < 10�8. In order to have the same percentage of orbits identified as
chaotic using SALI (i.e. having SALI < 10�8) the same experiment has to be
carried out for t D 2; 000 units, requiring 53% more CPU time. Due to the high
percentage of chaotic orbits, in this case, even when the SALI is computed for
t D 1; 000 the corresponding CPU time is 12% higher than the one needed for the
computation of Fig. 5.13, while only 55% of the orbits are identified as chaotic. Thus
it becomes evident that a carefully designed application of GALI3—or GALIk for
that matter—can significantly diminish the computational time needed for a reliable
discrimination between regions of order and chaos in Hamiltonian systems with
N > 2 dof.

5.3.2.2 High-Dimensional Hamiltonian Systems

Let us now apply the GALI method to study chaotic, ordered and diffusive motion
in multi-dimensional Hamiltonian systems. In particular, we consider the FPU�ˇ
model of N particles with Hamiltonian (3.15)

H D
NX

iD1

p2i
2

C
NX

iD0

�
.qiC1 � qi /2

2
C ˇ.qiC1 � qi /

4

4



; (5.64)

with q1; : : : ; qN being the displacements of the particles with respect to their
equilibrium positions, andp1; : : : ; pN the corresponding momenta. Defining normal
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mode variables by (see (4.3))

Qk D
r

2

N C 1

NX

iD1
qi sin

�
ki�

N C 1

�
; Pk D

r
2

N C 1

NX

iD1
pi sin

�
ki�

N C 1

�
;

k D 1; : : : ; N; (5.65)

the unperturbed Hamiltonian (5.64) with ˇ D 0 is written as the sum of the so-called
harmonic energies Ei having the form

Ei D 1

2

	
P2
i C !2i Q

2
i



; !i D 2 sin

�
i�

2.N C 1/

�
i D 1; : : : ; N; (5.66)

!i being the corresponding harmonic frequencies, as we have seen in Sect. 4.1. In
our study, we fix the number of particles to N D 8 and the system’s parameter
to ˇ D 1:5 and impose fixed boundary conditions q0.t/ D qNC1.t/ D p0.t/ D
pNC1.t/ D 0, 8t .

We consider first a chaotic orbit of systems (5.64), having seven positive LCEs,
which we compute as the limits for t ! 1 of some appropriate quantities Ki

t , i D
1; : : : ; 7, to be L1 
 0:170, L2 
 0:141, L3 
 0:114, L4 
 0:089, L5 
 0:064,
L6 
 0:042, L7 
 0:020 (Fig. 5.14a). Of course, in the case of the N D 8 particle
FPU�ˇ model (5.64) we have Li D �L17�i for i D 1; : : : ; 8 with L8 D L9 D 0.
Using the above computed values as good approximations of the real LCEs, we see
in Fig. 5.14b, c that the slopes of all GALIk indices are well reproduced by (5.39).

a b c

Fig. 5.14 (a) The time evolution of quantities Ki
t (denoted by Li ), i D 1; : : : ; 7, having as limits

for t ! 1 the seven positive LCEs Li , i D 1; : : : ; 7, for a chaotic orbit with initial conditions
Q1 D Q4 D 2, Q2 D Q5 D 1, Q3 D Q6 D 0:5, Q7 D Q8 D 0:1, Pi D 0, i D 1; : : : ; 8 of the
N D 8 particle FPU�ˇ lattice (5.64). The time evolution of the corresponding GALIk is plotted
in (b) for k D 2; : : : ; 6 and in (c) for k D 7; 8; 10; 12; 14; 16. The plotted lines in (b) and (c)
correspond to exponentials that follow the asymptotic laws (5.39) for L1 D 0:170, L2 D 0:141,
L3 D 0:114, L4 D 0:089, L5 D 0:064, L6 D 0:042, L7 D 0:020. Note that t–axis is linear and
that the slope of each line is written explicitly in (b) and (c) (after [316])
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a b c

Fig. 5.15 (a) The time evolution of harmonic energies Ei , i D 1; : : : ; 8, for an ordered orbit with
initial conditions q1 D q2 D q3 D q8 D 0:05, q4 D q5 D q6 D q7 D 0:1, pi D 0, i D 1; : : : ; 8,
of the N D 8 particle FPU�ˇ lattice (5.64). The time evolution of the corresponding GALIk is
plotted in (b) for k D 2; : : : ; 8, and in (c) for k D 10; 12; 14; 16. The plotted lines in (c) correspond
to functions proportional to t�4, t�8, t�12 and t�16, as predicted in (5.57) (after [316])

Turning now to the case of an ordered orbit of system (5.64), we plot in
Fig. 5.15a the evolution of its harmonic energies Ei , i D 1; : : : ; 8. The harmonic
energies remain practically constant, exhibiting some feeble oscillations, implying
the regular nature of the orbit. In Fig. 5.15b and c we plot the GALIs of this orbit
and verify that their behavior is well approximated by the asymptotic formula (5.57)
forN D 8. Note that the GALIk for k D 2; : : : ; 8 (Fig. 5.15b) remain different from
zero, implying that the orbit is indeed quasiperiodic and lies on an eight-dimensional
torus. In particular, after some initial transient time, they start oscillating around
non-zero values whose magnitude decreases with increasing k. On the other hand,
the GALIk with 8 < k � 16 (Fig. 5.15c) tend to zero following power law decays
in accordance with (5.57).

From the results of Figs. 5.14 and 5.15, we conclude that the different behavior
of GALIk for chaotic (exponential decay) and ordered orbits (non-zero values or
power law decay) allows for a fast and clear discrimination between the two cases.
Consider for example GALI8 which tends exponentially to zero for chaotic orbits
(Fig. 5.14c), while it remains small but different from zero in the case of regular
orbits (Fig. 5.15b). At t 
 150 GALI8 has values that differ almost 35 orders of
magnitude being GALI8 
 10�36 for the chaotic orbit, while GALI8 
 10�1 for
the regular one. This huge difference in the values of GALI8 clearly discriminates
between the two cases.

What happens, however, if we choose an orbit that starts near a torus but
slowly drifts away from it, presumably through a thin chaotic layer of higher order
resonances? This phenomenon is recognized by the GALIs, which provide early
predictions that may be quite relevant for applications. To see this let us choose again
initial conditions for our 8-particle FPU�ˇ model, such that the motion appears
quasiperiodic, with its energy recurring between the modes E1, E3, E5 and E7
(Fig. 5.16a). In particular, we consider an orbit with initial conditions Q1 D 2,
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a b c

Fig. 5.16 The time evolution of harmonic energies (a) E1, E3, E5, E7 and (b) E6, E8, for a
slowly diffusing orbit of the N D 8 particle FPU�ˇ lattice (5.64). (c) The time evolution of the
corresponding GALIk for k D 2; : : : ; 8, clearly exhibits exponential decay already at t 	 10; 000

(after [316])

Q7 D 0:44, Q3 D Q4 D Q5 D Q6 D Q8 D 0, Pi D 0, i D 1; : : : ; 8, having total
energyH D 0:71.

This orbit, however, is not quasiperiodic, as it drifts away from the initial
four-dimensional torus, exciting new frequencies and sharing its energy with more
modes, after about t D 20; 000 time units. This becomes evident in Fig. 5.16b where
we plot the evolution ofE6 andE8. We see that these harmonic energies, which were
initially zero, start having non-zero values at t 
 20; 000 and exhibit from then on
small oscillations (note the different scales of ordinate axis of Fig. 5.16a, b), which
look very regular until t 
 66; 000. At that time the values of all harmonic energies
change dramatically, clearly indicating the chaotic nature of the orbit. As we see in
Fig. 5.16c, this type of diffusion is predicted by the exponential decay of all GALIk,
shown already at about t D 10;000.

5.3.2.3 Symplectic Maps

We can also demonstrate the validity of the theoretical predictions of Sect. 5.3.1 in
the case of symplectic maps, by considering for example the 6D map

x0
1 D x1 C x0

2

x0
2 D x2 C K

2�
sin.2�x1/� ˇ

2�
fsinŒ2�.x5 � x1/�C sinŒ2�.x3 � x1/�g

x0
3 D x3 C x0

4

x0
4 D x4 C K

2�
sin.2�x3/� ˇ

2�
fsinŒ2�.x1 � x3/�C sinŒ2�.x5 � x3/�g

x0
5 D x5 C x0

6

x0
6 D x6 C K

2�
sin.2�x5/� ˇ

2�
fsinŒ2�.x1 � x5/�C sinŒ2�.x3 � x5/�g

(5.67)

which consists of three coupled standard maps [180] and is a typical nonlinear
system, in which regions of chaotic and quasi-periodic dynamics are found to
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Fig. 5.17 The evolution of GALIk , k D 2; : : : ; 6, with respect to the number of iteration n for
(a) the chaotic orbit C1 and (b) the ordered orbit R1 of the 6D map (5.67). The plotted lines
correspond to functions proportional to e�.L1�L2/n, e�.2L1�L2�L3/n , e�.3L1�L2/n , e�4L1n, e�6L1n

for L1 D 0:70,L2 D 0:57, L3 D 0:32 in (a) and proportional to n�2, n�4, n�6 in (b) (after [244])

coexist. Note that each coordinate is given modulo 1 and that in our study we fix the
parameters of the map (5.67) to K D 3 and ˇ D 0:1.

In order to verify numerically the validity of (5.39) and (5.57), we study two
typical orbits of map (5.67), a chaotic one with initial condition x1 D x3 D x5 D
0:8, x2 D 0:05, x4 D 0:21, x6 D 0:01 (orbit C1) and an ordered one with initial
condition x1 D x3 D x5 D 0:55, x2 D 0:05, x4 D 0:01, x6 D 0 (orbit R1) lying on
a three-dimensional torus. In Fig. 5.17 we see the evolution of GALIk, k D 2; : : : ; 6,
for these two orbits.

For a chaotic orbit of the 6D map (5.67) we have L1 D �L6, L2 D �L5,
L3 D �L4 with L1 � L2 � L3 � 0, since the LCEs are ordered in pairs of
opposite signs. So for the evolution of GALIk (5.39) gives

GALI2.n/ / e�.L1�L2/n; GALI3.n/ / e�.2L1�L2�L3/n;
GALI4.n/ / e�.3L1�L2/n; GALI5.n/ / e�4L1n; GALI6.n/ / e�6L1n:

(5.68)

The positive LCEs of the chaotic orbit C1 were found to be L1 
 0:70, L2 
 0:57,
L3 
 0:32. From the results of Fig. 5.17a we see that the exponentials in (5.68)
for L1 D 0:70, L2 D 0:57, L3 D 0:32 approximate quite accurately the computed
values of GALIs.

According to (5.57), the behavior of GALIk, k D 2; : : : ; 6 for the regular orbit
R1 is given by

GALI2.n/ / constant; GALI3.n/ / constant; GALI4.n/ / 1
n2
;

GALI5.n/ / 1
n4
; GALI6.n/ / 1

n6
:

(5.69)
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From the results of Fig. 5.17b we see that these approximations also describe very
well the evolution of GALIs.

5.3.2.4 Motion on Low-Dimensional Tori

Let us now turn our attention to an important feature of the GALI method: its
ability to detect ordered motion on low-dimensional tori. In order to illustrate this
feature of the index we consider again the FPU�ˇ lattice (5.64) as a toy model,
although the capability of the GALI method to identify motion on low-dimensional
tori was also observed for multi-dimensional symplectic maps [63]. Selecting initial
conditions such that only a small number of the harmonic energies Ei (5.66) of
the FPU�ˇ model are initially excited, we observe at small enough energies that
the system exhibits the famous FPU recurrences, whereby energy is exchanged
quasiperiodically only between the excited Ei (see Chap. 6).

In particular, choosing an orbit with initial conditions qi D 0:1, pi D 0, i D 1;

: : : ; 8, and total energy H D 0:01 we distribute the energy among 4 modes, Ei ,
i D 1; 3; 5; 7 in the 8-particle FPU�ˇ lattice with ˇD 1:5. In Fig. 5.18a we observe
that actually only 4 modes are excited, while in Fig. 5.18b we see that only the
GALIk for k D 2; 3; 4 remain constant, implying that the motion lies on a
four-dimensional torus. All the higher order GALIs in Fig. 5.18b, c decay by power
laws, whose exponents are obtained from (5.58) for N D 8 and s D 4.

Thus, for an ordered orbit (5.58) implies that the largest order k of its GALIs
that eventually remains constant determines the dimension of the torus on which
the motion occurs. Instead of taking particular initial conditions which lie on low-
dimensional tori, let us perform a more global investigation of the FPU�ˇ model,
aiming to track more “globally” the location of such tori. For this purpose, we

a b c

Fig. 5.18 (a) The time evolution of harmonic energies Ei for an ordered orbit lying on a
four-dimensional torus of the N D 8 particle FPU�ˇ lattice (5.64). Recurrences occur between
E1,E3,E5 andE7, while all other harmonic energies remain practically zero. The time evolution of
the corresponding GALIk is plotted in (b) for k D 2; : : : ; 8 and in (c) for k D 9; 11; 13; 14; 16. The
plotted lines in (b) and (c) correspond to the precise power laws predicted by (5.58) (after [316])
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consider the Hamiltonian system (5.64) with N D 4, for which ordered motion
can occur on an s-dimensional torus with s D 2, 3, 4. According to (5.58) the
corresponding GALIs of order k � s will be constant, while the remaining ones
will tend to zero following particular power laws. Thus, following [147], in order to
locate low-dimensional tori we compute the GALIk, k D 2; 3; 4 in the subspace
.q3; q4/ of the system’s phase space, considering orbits with initial conditions
q1 D q2 D 0:1, p1 D p2 D p3 D 0, while p4 is computed to keep the total
energyH constant at H D 0:010075.

Since the constant final values of GALIk, k D 2; : : : ; s, decrease with increasing
order k (see for example the GALIs with 2 � k � 8 in Fig. 5.15), we chose to
“normalize” the values of GALIk , k D 2; 3; 4 of each individual initial condition, by
dividing them by the largest GALIk value, max.GALIk/, obtained from all studied
orbits. Thus, in Fig. 5.19 we color each initial condition according to its “normalized
GALIk” value

gk D GALIk
max.GALIk/

: (5.70)

In each panel of Fig. 5.19, large gk values (colored in yellow or in light red)
correspond to initial conditions whose GALIk eventually stabilizes to constant, non-
zero values. On the other hand, darker regions correspond to small gk values, which
correspond to power law decays of GALIs.

Consequently, motion on two-dimensional tori, which corresponds to large final
GALI2 values and small final GALI3 and GALI4 values, should be located in
areas of the phase space colored yellow or light red in Fig. 5.19a, and in black in
Fig. 5.19b, c. A region of the phase space with these characteristics is for example
located on the upper border of the colored areas of Fig. 5.19. A particular initial
condition with q3 D 0:106, q4 D 0:0996 in this region is denoted by a triangle in all

0.00 0.05 0.10
q3 q3q3

0.00

0.05

0.10

q 4

0.00 0.05 0.10

g4g3g2

0.00 0.05 0.10

10-1

10-2

10-3

10-4

100

gk

a b c

Fig. 5.19 Regions of different gk (5.70) values, k D 2, 3, 4, on the .q3; q4/ plane of the
Hamiltonian system (5.64) with N D 4. Each initial condition is integrated up to t D 106 , and
colored according to its final (a) g2, (b) g3, and (c) g4 value, while white regions correspond
to forbidden initial conditions. Three particular initial conditions of ordered orbits on 2-, 3- and
four-dimensional tori are marked by a triangle, a square and a circle respectively (after [147])
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Fig. 5.20 The time evolution of GALIs for ordered orbits lying on a (a) two-dimensional torus,
(b) three-dimensional torus, and (c) four-dimensional torus of the Hamiltonian system (5.64) with
N D 4. The initial conditions of these orbits are marked respectively by a triangle, a square and a
circle in Fig. 5.19 (after [147])

panels of Fig. 5.19. This orbit indeed lies on a two-dimensional torus, as we see from
the evolution of its GALIs shown in Fig. 5.20a. In a similar way, an ordered orbit on
a three-dimensional torus should be located in regions colored in black only in the
g4 plot of Fig. 5.19c. An orbit of this type is the one with q3 D 0:085109, q4 D 0:054

denoted by a square in Fig. 5.19, which actually evolves on a three-dimensional
torus, as only its GALI2 and GALI3 remain constant (Fig. 5.20b). Finally, the orbit
with q3 D 0:025, q4 D 0 (denoted by a circle in Fig. 5.19) inside a region of the
phase space colored in yellow or light red in all panels of Fig. 5.19, is an ordered
orbit on a four-dimensional torus and its GALI2, GALI3 and GALI4 remain constant
(Fig. 5.20c). It is worth noting, that chaotic motion would lead to very small GALIk
and gk values, since all GALIs would tend to zero exponentially, and consequently
would correspond to regions colored in black in all panels of Fig. 5.19. Thus, chaotic
motion can be easily distinguished from regular motion on low-dimensional tori.

From the results of Figs. 5.19 and 5.20 it becomes evident that the comparison
of color plots of “normalized GALIk” values can facilitate the search for low-
dimensional tori in multi-dimensional phase spaces.

Appendix A: Wedge Product

We present here an introduction to the theory of wedge products following [310,315]
and textbooks such as [159, 321]. Let us consider an M -dimensional vector space
V over the field of real numbers R. The exterior algebra of V is denoted by �.V /
and its multiplication, known as the wedge product (or exterior product), is written
as ^. The wedge product is associative:

.u ^ v/ ^ w D u ^ .v ^ w/: (5.71)
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for u; v;w 2 V and bilinear

.c1u C c2v/ ^ w D c1.u ^ w/C c2.v ^ w/;

w ^ .c1u C c2v/ D c1.w ^ u/C c2.w ^ v/; (5.72)

for u; v;w 2 V and c1; c2 2 R. The wedge product on V also satisfies

u ^ u D 0; (5.73)

for all vectors u 2 V . Thus we have that

u ^ v D �v ^ u; (5.74)

for all vectors u; v 2 V and

u1 ^ u2 ^ 	 	 	 ^ uk D 0; (5.75)

whenever u1;u2; : : : ;uk 2 V are linearly dependent. Elements of the form u1^u2^
	 	 	 ^ uk with u1;u2; : : : ;uk 2 V are called k-vectors.

Let f Oe1; Oe2; : : : ; OeM g be an orthonormal basis of V , i.e. Oei , i D 1; 2; : : : ;M , are
linearly independent vectors of unit magnitude and

Oei 	 Oej D ıij (5.76)

where (	) denotes the inner product in V and

ıij D
�
1 for i D j

0 for i ¤ j
: (5.77)

It can be easily seen that the set

f Oei1 ^ Oei2 ^ 	 	 	 ^ Oeik j 1 � i1 < i2 < 	 	 	 < ik � M g (5.78)

is a basis of �k.V / since any wedge product of the form u1 ^ u2 ^ 	 	 	 ^ uk can be
written as a linear combination of the k-vectors of (5.78).

The coefficients of a k-vector u1 ^ u2 ^ 	 	 	 ^ uk are the minors of the matrix C
having as rows the coordinates of vectors ui , i D 1; 2; : : : ; k, with respect to the
orthonormal basis Oei , i D 1; 2; : : : ;M . In matrix form we have

2

6664

u1
u2
:::

uk

3

7775 D

2

6664

u11 u12 	 	 	 u1M
u21 u22 	 	 	 u2M
:::

:::
:::

uk1 uk2 	 	 	 ukM

3

7775 	

2

6664

Oe1
Oe2
:::

OeM

3

7775 D C 	

2

6664

Oe1
Oe2
:::

OeM

3

7775 ; (5.79)
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where uij , i D 1; 2; : : : ; k, j D 1; 2; : : : ;M are real numbers. Then the wedge
product u1 ^ u2 ^ 	 	 	 ^ uk is written as

u1^u2^	 	 	^uk D
X

1�i1<i2<���<ik�M

ˇ̌
ˇ̌
ˇ̌
ˇ̌
ˇ

u1i1 u1i2 	 	 	 u1ik
u2i1 u2i2 	 	 	 u2ik
:::

:::
:::

uki1 uki2 	 	 	 ukik

ˇ̌
ˇ̌
ˇ̌
ˇ̌
ˇ

Oei1 ^ Oei2 ^	 	 	^ Oeik ; (5.80)

where the sum is performed over all possible combinations of k indices out of the
M total indices, and j 	 j denotes the determinant. The norm of the k-vector u1 ^
u2 ^ 	 	 	 ^ uk is given by

ku1 ^ u2 ^ 	 	 	 ^ ukk D

8
ˆ̂̂
<̂

ˆ̂̂
:̂

X

1�i1<i2<���<ik�M

ˇ̌
ˇ̌
ˇ̌
ˇ̌
ˇ

u1i1 u1i2 	 	 	 u1ik
u2i1 u2i2 	 	 	 u2ik
:::

:::
:::

uki1 uki2 	 	 	 ukik

ˇ̌
ˇ̌
ˇ̌
ˇ̌
ˇ

2
9
>>>>=

>>>>;

1=2

: (5.81)

Appendix B: Example Algorithms for the Computation
of the SALI and GALI Chaos Indicators

We present here MAPLE algorithms for the computation of the SALI and GALIs.
As a test model we consider the Hénon-Heiles system (5.18) and compute the
indices for the chaotic orbit of Figs. 5.3 and 5.8. We have included several comments
in the algorithms in order to facilitate their modification for other systems.

A MAPLE Algorithm for the Computation of the SALI

The following algorithm uses (5.13) for the computation of the SALI.

> restart:
> with(LinearAlgebra):
> Digits:=20:

Initialization:
The Hénon-Heiles Hamiltonian (5.18)

> H := 1/2*(pxˆ2 + pyˆ2) + 1/2*(xˆ2 + yˆ2) + xˆ2*y - 1/3*yˆ3;

Parameters:
Degrees of freedom

> dof := 2;
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Variables for the state of the system and the variations
> q := Vector(dof, [x, y]);
> p := Vector(dof, [px, py]);
> deltaq := Matrix(dof, 2, [[dx1, dx2], [dy1, dy2]]);
> deltap := Matrix(dof, 2, [[dpx1, dpx2], [dpy1, dpy2]]);

Time range of the integration and time increment
> T0 := 0.0;
> Tend := 1.0e3;
> Tinc := 1.0;

Initial conditions and initial orthonormal deviation vectors
> ics := x(0)=0.0, y(0)=-0.25, px(0)=0.42081, py(0)=0.0,
> dx1(0)=1.0, dy1(0)=0.0, dpx1(0)=0.0, dpy1(0)=0.0,
> dx2(0)=0.0, dy2(0)=1.0, dpx2(0)=0.0, dpy2(0)=0.0;

Matrix used for the computation of the SALI
> N := floor((Tend-T0)/Tinc);
> SALI := Matrix(N, 2, datatype=float[8], []);

Equations of motion
> for i from 1 to 2 do
> deq[i] := diff(q[i](t), t) = diff(H, p[i]);
> deq[2+i] := diff(p[i](t), t) = -diff(H, q[i]):
> end do:

Variational equations
> for nc from 1 to 2 do
> k := 5 + 4*(nc-1):
> for nr from 1 to 2 do
> deq[k] := diff(deltap[nr,nc](t),t) =
> -add(diff(H,q[nr],q[j])*deltaq[j,nc],j=1..dof);
> deq[k+2] := diff(deltaq[nr,nc](t),t) =
> add(diff(H,p[nr],p[j])*deltap[j,nc],j=1..dof);
> k:=k+1;
> end do:
> end do:

Make all equations explicit functions of time
> eqs := seq(lhs(deq[i]) = subs(
> f seq(q[i]=q[i](t),i=1..dof),
> seq(p[i]=p[i](t),i=1..dof),
> seq(seq(deltaq[i,j]=deltaq[i,j](t),i=1..dof),j=1..2),
> seq(seq(deltap[i,j]=deltap[i,j](t),i=1..dof),j=1..2)g,
> rhs(deq[i])), i = 1..12);

The integration
> for i from 1 to N do
> T := evalf(T0+i*Tinc):
> # integrate the system of ODEs numerically
> dsn := dsolve(feqs,icsg,numeric,range = T-Tinc..T);
> # the 2 variational vectors
> v1 := Vector(4,[
> subs(dsn(T),dx1(t)),
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> subs(dsn(T),dy1(t)),
> subs(dsn(T),dpx1(t)),
> subs(dsn(T),dpy1(t))]);
> v2 := Vector(4,[
> subs(dsn(T),dx2(t)),
> subs(dsn(T),dy2(t)),
> subs(dsn(T),dpx2(t)),
> subs(dsn(T),dpy2(t))]);
> # renormalize these vectors
> v1 := v1/sqrt(v1.v1):
> v2 := v2/sqrt(v2.v2):
> tplus := sqrt((v1+v2).(v1+v2)):
> tminus := sqrt((v1-v2).(v1-v2)):
> # compute the SALI using Eq. (5.13)
> SALI[i,1] := T:
> SALI[i,2] := min(tplus,tminus);
> # use the result as new initial conditions for the next step
> ics:= x(T)=subs(dsn(T),x(t)), y(T)=subs(dsn(T),y(t)),
> px(T)=subs(dsn(T),px(t)), py(T)=subs(dsn(T),py(t)),
> dx1(T)=v1[1], dy1(T)=v1[2], dpx1(T)=v1[3], dpy1(T)=v1[4],
> dx2(T)=v2[1], dy2(T)=v2[2], dpx2(T)=v2[3], dpy2(T)=v2[4];
> end do:

A MAPLE Algorithm for the Computation of the GALI

The following algorithm computes the whole spectrum of the GALIs using the
Singular Value Decomposition procedure of an appropriate matrix described in
Sect. 5.3. In particular it implements (5.29) for the evaluation of GALIs.

> restart:
> with(LinearAlgebra):
> Digits := 20:

Initialization:
The Hénon-Heiles Hamiltonian (5.18)

> H := 1/2*(pxˆ2 + pyˆ2) + 1/2*(xˆ2 + yˆ2) + xˆ2*y - 1/3*yˆ3;

Parameters:
Degrees of freedom

> dof := 2;

Variables for the state of the system and the variations
> q := Vector(dof, [x, y]);
> p := Vector(dof, [px, py]);
> deltaq := Matrix(dof, 4, [[dx1,dx2,dx3,dx4],
> [dy1,dy2 dy3,dy4]]);
> deltap := Matrix(dof, 4, [[dpx1,dpx2,dpx3,dpx4],
> [dpy1,dpy2,dpy3,dpy4]]);

Time range of the integration and time increment
> T0 := 0.0;
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> Tend := 1.0e3;
> Tinc := 1.0;

Initial conditions and initial orthonormal deviation vectors
> ics := x(0)=0, y(0)=-0.25, px(0)=0.42081, py(0)=0.0,
> dx1(0)=1.0, dy1(0)=0.0, dpx1(0)=0.0, dpy1(0)=0.0,
> dx2(0)=0.0, dy2(0)=1.0, dpx2(0)=0.0, dpy2(0)=0.0,
> dx3(0)=0.0, dy3(0)=0.0, dpx3(0)=1.0, dpy3(0)=0.0,
> dx4(0)=0.0, dy4(0)=0.0, dpx4(0)=0.0, dpy4(0)=1.0;

Matrix used for the computation of the GALI
> N := floor((Tend-T0)/Tinc);
> GALI := Matrix(N, 4, datatype=float[8], []);

Equations of motion
> for i from 1 to 2 do
> deq[i] := diff(q[i](t), t) = diff(H, p[i]);
> deq[2+i] := diff(p[i](t), t) = -diff(H, q[i]):
> end do:

Variational equations
> for nc from 1 to 4 do
> k := 5 + 4*(nc-1):
> for nr from 1 to 2 do
> deq[k] := diff(deltap[nr,nc](t),t) =
> -add(diff(H,q[nr],q[j])*deltaq[j,nc],j=1..dof);
> deq[k+2] := diff(deltaq[nr,nc](t),t) =
> add(diff(H,p[nr],p[j])*deltap[j,nc],j=1..dof);
> k:=k+1;
> end do:
> end do:

Make all equations explicit functions of time
> eqs := seq(lhs(deq[i]) = subs(
> f seq(q[i]=q[i](t),i=1..dof),
> seq(p[i]=p[i](t),i=1..dof),
> seq(seq(deltaq[i,j]=deltaq[i,j](t),i=1..dof),j=1..4),
> seq(seq(deltap[i,j]=deltap[i,j](t),i=1..dof),j=1..4)g,
> rhs(deq[i])), i = 1..20);

The integration
> for i from 1 to N do
> T := evalf(T0+i*Tinc):
> # integrate the system of ODEs numerically
> dsn := dsolve(feqs,icsg,numeric,range=T-Tinc..T);
> # the 4 deviation vectors
> v1 := Vector(4,[
> subs(dsn(T),dx1(t)), subs(dsn(T),dy1(t)),
> subs(dsn(T),dpx1(t)), subs(dsn(T),dpy1(t))]);
> v2 := Vector(4,[
> subs(dsn(T),dx2(t)), subs(dsn(T),dy2(t)),
> subs(dsn(T),dpx2(t)), subs(dsn(T),dpy2(t))]);
> v3 := Vector(4,[
> subs(dsn(T),dx3(t)), subs(dsn(T),dy3(t)),
> subs(dsn(T),dpx3(t)), subs(dsn(T),dpy3(t))]);
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> v4 := Vector(4,[
> subs(dsn(T),dx4(t)), subs(dsn(T),dy4(t)),
> subs(dsn(T),dpx4(t)), subs(dsn(T),dpy4(t))]);
> # renormalize these vectors
> v1 := v1/sqrt(v1.v1):
> v2 := v2/sqrt(v2.v2):
> v3 := v3/sqrt(v3.v3):
> v4 := v4/sqrt(v4.v4):
> # fill the columns of matrix A with these vectors
> A := Matrix(4,4,[]):
> A[1..4,1] := v1:
> A[1..4,2] := v2:
> A[1..4,3] := v3:
> A[1..4,4] := v4:
> # compute GALI_k, k=2,3,4, using Eq. (5.29)
> for k from 2 to 4 do
> sv:=SingularValues(A[1..4,1..k],output=’list’):
> GALI[i,k] := mul(sv[i],i=1..k):
> end do:
> GALI[i,1] := T:
> # use the result as new initial conditions for the next step
> ics:= x(T)=subs(dsn(T),x(t)), y(T)=subs(dsn(T),y(t)),
> px(T)=subs(dsn(T),px(t)), py(T)=subs(dsn(T),py(t)),
> dx1(T)=v1[1], dy1(T)=v1[2], dpx1(T)=v1[3], dpy1(T)=v1[4],
> dx2(T)=v2[1], dy2(T)=v2[2], dpx2(T)=v2[3], dpy2(T)=v2[4],
> dx3(T)=v3[1], dy3(T)=v3[2], dpx3(T)=v3[3], dpy3(T)=v3[4],
> dx4(T)=v4[1], dy4(T)=v4[2], dpx4(T)=v4[3], dpy4(T)=v4[4];
> end do:

Exercises

Exercise 5.1. Consider a 2N -dimensional vector space over the field of real
numbers R, which has the usual Euclidean norm and is spanned by the usual
orthonormal basis f Oe1; Oe2; : : : ; Oe2N g with Oe1 D .1; 0; 0; : : : ; 0/, Oe2 D .0; 1; 0; : : : ; 0/,
: : :, Oe2N D .0; 0; 0; : : : ; 1/. Consider also two unit vectors Ow1, Ow2 in this space so that

Ow1 D
2NX

iD1
w1i Oei ; Ow2 D

2NX

iD1
w2i Oei ; (5.82)

and
P2N

iD1 w21i D 1,
P2N

iD1 w22i D 1. Then, for the 2-vector Ow1 ^ Ow2 of (5.80) and its
norm from (5.81), show the validity of (5.23)

k Ow1 ^ Ow2k D 1

2
k Ow1 � Ow2k 	 k Ow1 C Ow2k:

Hint: Consult Appendix B of [315].
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Exercise 5.2. Consider the k�2N matrixW , (5.27), having as rows the coordinates
of k unit deviation vectors Owi , i D 1; 2; : : : ; k. According to (5.24) GALIk is equal
to the “volume” vol.Pk/ of the parallelepipedPk having as edges these vectors. This
volume is also given by vol.Pk/ D pjW 	W Tj, where j 	 j denotes the determinant
of a matrix and .T/ its transpose (see for instance [174, Chap. 5]). Following for
example [277, Sect. 2.6], perform the Singular Value Decomposition of W T and
write this matrix as a product of a 2N � k column-orthogonal matrix U , a k � k

diagonal matrix Z with positive or zero elements zi , i D 1; : : : ; k (the so-called
singular values), and the transpose of a k � k orthogonal matrix V . Then show
that the GALIk is equal to the product of these singular values (5.29). Hint: Consult
results presented in [316].

Exercise 5.3. (a) Show that a deviation vector which is initially located in the
tangent space of an N -dimensional torus will remain there forever.

(b) Consider an ordered orbit of an N dof Hamiltonian system lying on a
N -dimensional torus, and k linearly independent deviation vectors such that
m (m � N and m � k) of them are initially located in the tangent space of the
torus. Show that for this choice of deviation vectors the evolution of GALIk is

GALIk.t/ /

8
<̂

:̂

constant if 2 � k � N
1

t2.k�N/�m if N < k � 2N and 0 � m < k �N
1

tk�N if N < k � 2N and m � k �N
:

Hint: Consult results presented in [315].

Exercise 5.4. Following an analysis similar to the one presented in Sect. 5.3.1.2
show that the time evolution of GALIk for ordered motion on s-dimensional tori
with 2 � s � N for N dof Hamiltonian flows, and 1 � s � N for 2ND maps is
given by (5.58)

GALIk.t/ /

8
<̂

:̂

constant if 2 � k � s
1

tk�s if s < k � 2N � s
1

t2.k�N/ if 2N � s < k � 2N

:

Hint: Consult results presented in [93] and [316].

Problems

Problem 5.1. The Behavior of GALI for Periodic Orbits.

(a) Unstable periodic orbits have at least one positive LCE (L1 > 0), which implies
that nearby orbits diverge exponentially from them. Applying the analysis
presented in Sect. 5.3.1.1 for chaotic orbits which also have L1 > 0, show that
GALIk of unstable periodic orbits tends to zero exponentially following the law
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GALIk.t/ / e�Œ.L1�L2/C.L1�L3/C���C.L1�Lk/�t : (5.83)

(b) Following an analysis similar to the one presented in Sect. 5.3.1.2 show that
the time evolution of GALIk for stable periodic orbits of N dof Hamiltonian
systems is given by

GALIk /
(

1

tk�1 if 2 � k � 2N � 1
1
t2N

if k D 2N
: (5.84)

(c) Stable periodic orbits of symplectic maps correspond to stable fixed points
of the map, which are located inside islands of stability. Observing that any
deviation vector from the stable periodic orbit performs a rotation around the
fixed point show that

GALIk / constant; 2 � k � 2N: (5.85)

for stable periodic orbits of 2ND symplectic maps.
Hint: Consult results presented in [247].

Problem 5.2. Connection Between the Dynamics of Hamiltonian Flows and Sym-
plectic Maps. N dof Hamiltonian systems can be considered as dynamically
equivalent to 2.N � 1/D maps, since the latter can be interpreted as appropriate
surfaces of section of the former. Despite this relation the GALIs behave differently
for flows and maps. According to (5.85) GALIs remain constant for stable periodic
orbits of maps, while they decrease to zero for flows according to (5.84).

In order to understand this difference, consider as an example the Hénon-Heiles
system (5.18). Compute for a stable periodic orbit of this system, GALI2 and GALI3,
using not the whole deviation vectors but their components orthogonal to the flow.
For a two dof Hamiltonian system it is not necessary to compute GALI4 with these
vectors since GALI4 D 0 (why?). Check whether the computed GALIs follow
predictions (5.84) or (5.85). Hint: Consult results presented in [247].



Chapter 6
FPU Recurrences and the Transition
from Weak to Strong Chaos

Abstract The present chapter starts with a historical introduction to the FPU one-
dimensional lattice as it was first integrated numerically by Fermi Pasta and Ulam
in the 1950s and describes the famous paradox of the FPU recurrences. First we
review some of the more recent attempts to explain it based on the nonlinear normal
modes (NNMs) representing continuations of the lowest q D 1; 2; 3; : : : modes
of the linear problem, termed q-breathers by Flach and co-workers, due to their
exponential localization in Fourier space. We then present an extension of this
approach focusing on certain low-dimensional, so-called q-tori, in the neighborhood
of these NNMs, which are also exponentially localized and can be constructed
by Poncaré-Linstedt series. We demonstrate how q-tori reconcile q-breathers with
the “natural packets” approach of Berchialla and co-workers. Finally, we use the
GALI method to determine the destabilization threshold of q-tori and study the slow
diffusion of chaotic orbits associated with the breakdown of the FPU recurrences.

6.1 The Fermi Pasta Ulam Problem

6.1.1 Historical Remarks

In the history of Hamiltonian dynamics few discoveries have inspired so many
researchers and motivated so many theoretical and numerical studies as the one
announced in 1955, by E. Fermi, J. Pasta and S. Ulam (FPU) [71, 121, 133].
They had the brilliant idea to use the computers available at that time at the Los
Alamos National Laboratory to integrate the ODEs of a chain of 31 identical
harmonic oscillators, coupled to each other by cubic nearest neighbor interactions,
to investigate how energy was shared by all particles, as soon as the nonlinear forces
were turned on. To this end, they imposed fixed boundary conditions and solved
numerically the equations of motion

T. Bountis and H. Skokos, Complex Hamiltonian Dynamics,
Springer Series in Synergetics, DOI 10.1007/978-3-642-27305-6 6,
© Springer-Verlag Berlin Heidelberg 2012
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Fig. 6.1 The FPU experiment: Time-integration of the FPU system until just after the
first approximate recurrence of the initial state. Shown here is how the energy Eq D
1
2

�
Pa2q C 2a2q sin2

�
q�

2.NC1/

��
is divided over the first five modes aq D PN

kD1 xk sin
�
kq�

NC1

�
. The

numbers in the figure indicate the wave-number q (after [53]) (The figure is a reproduction of Fig. 1
of [121])

Rxk D .xkC1 � 2xk C xk�1/C ˛
h
.xkC1 � xk/

2 � .xk � xk�1/2
i
; k D 1; : : : ; 31;

(6.1)

with x0 D x32 D 0, Px0 D Px32 D 0, where xk D xk.t/ represents each particle’s
displacement from equilibrium and dots denote differentiation with respect to
time t. To their great surprise, starting with the initial condition xk D sin

	
�k
32



,

corresponding to the first (q D 1) linear normal mode, they observed for small
energies (˛ D 0:25) a remarkable near-recurrence of the solutions of (6.1) to this
initial condition after a relatively short time period (see Fig. 6.1 below).

This was amazing! Equilibrium statistical mechanics predicted that all higher
modes of oscillation would also be excited and eventually equally share the energy
of the system, achieving a state of thermodynamic equilibrium. Instead, FPU
observed that a very small set of modes participated in the dynamics and the
system practically returned to its initial state after relatively short time periods.
It is, therefore, no wonder that this so-called “FPU paradox” created a great
excitement within the scientific community and generated a number of questions
which remained open for many years: Could it be, for example, that low energy
recurrences are due to the fact that (6.1) is close to an integrable system? Is it
perhaps because this type of nonlinearity is not sufficient for energy equipartition?
How can this “energy localization” be explained? A new era of complex phenomena
in Hamiltonian dynamics was in the making.
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Fig. 6.2 The evolution of the initial state u D cos .�x/ in the Korteweg-de Vries equation, at the
times t D 0 (dotted line) t D 1=� (dashed line). At an intermediate stage (t D 3:6=� , solid line),
the solitons are maximally separated, while at t 	 30:4=� the initial state is nearly recovered
(after [53]) (The figure is a reproduction of Fig. 1 of [352])

In 1965, attempting to explain the results of FPU, Zabusky and Kruskal [352]
derived the Korteweg-de Vries (KdV) partial differential equation of shallow water
waves in the long wavelength and small amplitude approximation,

ut C uux C ı2uxxx D 0 ı2 � 1; (6.2)

as a continuum limit of the FPU system (6.1). They observed that solitary traveling
wave solutions, now known as solitons, exist, whose interaction properties result
in analogous recurrences of initial states (Fig. 6.2). These results, of course, led
to the birth of a new field in applied mathematics dealing with the integrability
of evolution equations and their solvability by the theory of Inverse Scattering
Transforms [2, 3].

In taking the continuum limit, however, Zabusky and Kruskal overlooked an
important aspect of the FPU problem, which is the discreteness of the particle chain.
What happens often in discrete systems is that resonances between neighboring
oscillators can be avoided if their vibration frequencies lie outside the so-called
phonon band representing the frequency spectrum of the linear problem. This
leads to the occurrence of localized oscillations called discrete breathers, which
certainly prevent equipartition of energy among all particles of the chain. Thus,
one might conjecture that FPU recurrences are also the result of limited energy
transport caused by discreteness and non-resonance effects. This, however, is an
oversimplified way to view the FPU paradox.
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The reason is that discrete breathers, of whom we shall have a lot more to say
in Chap. 7, are localized in configuration space and hence involve the oscillations
of few particles, while the initial state of the FPU experiment involves all particles
forming a single Fourier mode of the corresponding linear chain. Thus, we should
be looking instead at localization in Fourier q-modal space, as the FPU recurrences
were observed after all when all the energy was placed in the q D 1 mode!

6.1.2 The Concept of q-breathers

This crucial fact was emphasized by Flach and his co-workers [128, 129], who
introduced the concept of q-breathers as exact periodic solutions of the problem
and pointed out the role of their (linear) stability on the dynamics of FPU systems.
In fact, they considered besides the FPU�˛ version of (6.1) the FPU�ˇ version as
well, described by the Hamiltonian

H D 1

2

NX

kD1
y2k C 1

2

NX

kD0
.xkC1 � xk/

2 C ˇ

4

NX

kD0
.xkC1 � xk/

4 D E (6.3)

where xk again is the kth particle’s displacement from equilibrium, yk is its
canonically conjugate momentum and fixed boundary conditions are imposed by
setting x0 D xNC1 D 0. A q-breather is defined as the continuation, for ˇ ¤ 0

in (6.3) (or ˛ ¤ 0 in (6.1)) of the simple harmonic motion exhibited by the qth
mode in the uncoupled case (˛ D ˇ D 0) and refers to the oscillation of all
particles with a single frequency nearly equal to the frequency of the qth linear
mode. It is, therefore, exactly what we have called NNM in Chap. 4. For a recent
and comprehensive review of these developments see [125].

Clearly, therefore, an important clue to the FPU paradox for small coupling
parameters lies in the observation that, if we excite a single low q-breather mode
(q D 1; 2; 3; : : :), the total energy remains localized in practice only within a few
of these modes, at least as long as the initially excited mode is stable. Furthermore,
if we follow numerically FPU trajectories with initial conditions close to such a
NNM, we find that they exhibit nearly the same localization profile as the NNM,
at least for very long time intervals. Thus, NNMs surface again in our studies as
q-breathers offering new insight in understanding the problem of deviations from
energy equipartition among all modes, due to FPU recurrences.

Analytical estimates of various scaling laws concerning q-breathers were also
obtained via the perturbation method of Poincaré-Linstedt series in [129], which
we shall describe in detail later in this chapter. Using this method, the authors of
[129] expanded the solutions for all canonical variables up to the lowest non-trivial
order with respect to the small parameters and derived two important results: (a) An
asymptotic formula for the energy threshold of the first destabilization of the low
q-breathers of the FPU�ˇ chain (6.3)
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Ec 
 �2

6ˇ.N C 1/
; (6.4)

valid for large N , and (b) an exponentially decaying function for the average
harmonic energy of the qth mode, E.q/ / exp.�bq/, where b depends on
the system’s parameters, N and the total energy E . Remarkably enough, these
q-breather energy profiles E.q/ are very similar to those of “FPU trajectories”,
i.e. solutions generated by exciting initially one or a few low-q modes (as in the
original FPU experiments), whose exponential localization in q-space had already
been noted earlier by other authors [110, 139, 140, 228].

Based on this similarity, we may therefore conjecture that there is a close
connection between q-breathers and the energy localization properties of FPU
trajectories. This sounds as if we are on the right track, yet two intriguing questions
arise: What is the precise nature of this connection and why do FPU recurrences
persist at parameter values for which the corresponding q-breather solution becomes
unstable? In this chapter, we shall try to answer these questions.

Before doing this, however, we need to make one more crucial remark: In 2004,
Berchialla et al. [37] explored in detail the phenomenon of energy equipartition in
FPU experiments, exciting initially a fixed (low-frequency) fraction of the spectrum,
which is detached from zero i.e. ŒN=64; 5N=64�. The direct implication of their
numerical study was that the flow of energy across the high-frequency parts of the
spectrum takes place exponentially slowly, by a law of the form T / exp."�1=4/,
where T is the time needed for the energy to be nearly equally partitioned, and
" D E=N is the specific energy of the system. In fact, this dependence appears as a
piecewise power law, with different “best-fit” slopes over different ranges of values
of ".

Recently, a new study on equipartition times [30] offers new insight to this
question. These authors show numerically that the full FPU system, including both
˛ and ˇ terms (see (6.1), (6.3)), does not exhibit exponentially long times to
equipartition in the thermodynamic limit, while the FPU-ˇ model itself does so only
for initial conditions of the type chosen in [37]. Still, it is important to emphasize
that all results on equipartition times in the thermodynamic limit depend on the
specific energy of the system.

For example, a power-law behavior of the type T / "�3 was found in a
subinterval of " values in [37], which fits nicely previous results reported in [112] on
the scaling of the equipartition time with " beyond a critical “weak chaos” threshold.
Nevertheless, the question of which scaling laws correctly characterize the approach
to equipartition remains open, since no rigorous results have so far been provided,
while numerical results are available over a limited range of values ofE andN . For
a recent review of various semi-analytical and numerical approaches to this issue
see [227].

In this context, an important observation made in [38] turns out to be quite
relevant: Even if one starts by exciting one low q-mode with large enough energy,
one observes, long before equipartition, the formation of metastable states coined
“natural packets”, in which the energy undergoes first a kind of equipartition among
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a subset of (low-frequency) modes, as if only a fraction of the spectrum was initially
excited. These packets appear quite clearly in the FPU�˛ model, where the set
of participating modes exhibits a “plateau” in the energy spectrum. In the FPU�ˇ
model on the other hand, although no clear plateaus are observed, the low-frequency
part of the spectrum contains most of the energy given initially to the system, in a
way that allows us to define an effective packet width. In fact, one such packet
consisting of five modes is exactly what FPU observed in their original experiment
(see Fig. 6.1). We may thus conclude that FPU trajectories are characterized by
a kind of metastability resulting from all types of initial excitations of the low
frequency part of the spectrum [34].

Empirical scaling laws were established [38] concerning the dependence of the
“width” of a packet (i.e. the effective number of participating modes), on the specific
energy ". These are consistent with the laws of energy localization obtained via
either a continuous Hamiltonian model which interpolates the FPU dynamics in
the space of Fourier modes [24, 275], or the q-breather model [126]. A difference,
however, between the two models is that in the continuous model the constant b in
E.q/ / exp.�bq/ turns out to be independent of E .

6.1.3 The Concept of q-tori

Let us now think of q-breathers (or NNMs) as tori of dimension one, forming
a “backbone” in phase space that describes the motion of the normal mode
variables. The following question naturally arises: Since we are dealing with N dof
Hamiltonian systems, why not consider also the relevance of tori of any dimension
lower than N ? In particular, do such tori exist, and if so, do they exhibit similar
localization properties as the q-breathers? As we explain in this chapter, a more
complete interpretation of the “paradox” of FPU recurrences can be put forth, by
introducing the concept of q-tori, which reconciles q-breathers and their energy
localization properties, with the occurrence of metastable packets of low-frequency
modes. To achieve this deeper level of understanding of lack of equipartition, we
need to generalize the results obtained in [37, 112] for FPU trajectories, observing
that the packet of modes excited in these experiments corresponds to spectral
numbers satisfying the condition .N C 1/=64 � q � 5.N C 1/=64, with N equal
to a power of two minus one.

We shall thus consider classes of special solutions lying not only on one-
dimensional tori (as is the case with q-breathers), but also on tori of any low
dimension s�N , i.e. solutions with s independent frequencies, representing the
continuation of motions resulting from exciting s modes of the uncoupled case,
where s is allowed to vary proportionally to N . In what follows, we shall
focus on exploring the properties of such q-tori solutions, both analytically and
numerically. In particular, we shall establish energy localization laws analogous
to those for q-breathers, using the Poincaré-Linstedt perturbative method. We will
then demonstrate by numerical experiments that these laws describe accurately the
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properties not only of exact q-tori solutions, but also of FPU trajectories with nearby
initial conditions.

The q-tori approach has been described in detail in a recent publication [94], so
we will only briefly sketch it here. Note that our aim in studying q-tori is to establish
the existence of exact invariant manifolds of lower dimension in the FPU problem.
A similar approach can be found in the work of Giorgilli and Muraro [150], who
also explored FPU trajectories confined in lower-dimensional manifolds of the 2N -
dimensional FPU phase space. They proved that this confinement persists for times
exponentially long in the inverse of ", in the spirit of the famous Nekhoroshev theory
[33,256]. In fact, the theory of Nekhoroshev offers a natural framework for studying
analytically the metastability scenario.

In [94], it was shown that use of the Poincaré-Linstedt method leads to accurate
scaling laws for the energy profile E.q/ of a trajectory lying exactly on a q-torus,
while the consistency of the Poincaré-Linstedt construction on a Cantor set of
perturbed frequencies (or amplitudes) was explicitly demonstrated. Numerically,
one finds that energy localization persists for long times also for trajectories near a
q-torus, even beyond the energy threshold where the q-torus itself becomes unstable.
Of course, the determination of linear stability for an s-dimensional torus (s > 1) is
a subtle question, since no straightforward application of Floquet theory is available,
as in the s D 1 case. Nevertheless, as shown in [94], one can employ the method of
GALI (see Chap. 5) to approximately determine critical parameter values at which
a low-dimensional torus turns unstable, in the sense that orbits in its immediate
vicinity begin to display chaotic behavior.

Thus, in the next sections we briefly describe analytical and numerical results
on the existence, stability and scaling laws of q-tori, using the FPU�ˇ model as an
example. We focus on the subset of q-tori corresponding to zeroth order excitations
of a set of adjacent modes q0;i , i D 1; : : : ; s, whose energy profile E.q/ can be
evaluated analytically and examine the energy localization of FPU trajectories when
the linear stability of a nearby q-torus is lost. Finally, we address the question of the
breakdown of FPU recurrences and the onset of equipartition in connection with the
slow diffusion of orbits starting in the vicinity of unstable q-tori.

6.2 Existence and Stability of q-tori

Let us begin our study of the FPU�ˇ system (6.3) introducing normal mode
canonical variables Qq , Pq through the (linear) set of canonical transformations
(see our discussion in Sects. 4.1 and 4.2)

xk D
r

2

N C 1

NX

qD1
Qq sin

�
qk�

N C 1

�
; yk D

r
2

N C 1

NX

qD1
Pq sin

�
qk�

N C 1

�
:

(6.5)
Direct substitution of (6.5) into (6.3) allows us to write the Hamiltonian in the form
H D H2 C H4, in which the quadratic part represents N uncoupled harmonic
oscillators
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H2 D 1

2

NX

qD1

�
P2
q C˝2

qQ
2
q

�
(6.6)

with (linear) normal mode frequencies

˝q D 2 sin

�
q�

2.N C 1/

�
; 1 � q � N; (6.7)

and the quartic part is as given in (4.9). Note that in this chapter, in contrast with
Chap. 4, we shall denote harmonic frequencies by the symbol ˝ and use ! for the
perturbed frequencies in the context of the Poincaré-Linstedt approach described
below. Thus, we write our equations of motion in the new canonical variables as

RQq C˝2
qQq D � ˇ

2.N C 1/

NX

l;m;nD1
Cq;l;m;n˝q˝l˝m˝nQlQmQn (6.8)

(see (4.11)), using for the non-zero values of the coefficientsCq;l;m;n the expressions
given in (4.10). As we have already explained in Sect. 4.2, the individual harmonic
energies Eq D .P 2

q C ˝2
qQ

2
q/=2, which are constants of the motion for ˇ D 0,

become functions of time for ˇ ¤ 0 and only the total energy E of the system
is conserved. It is, therefore, useful to define a specific energy as " D E=N and
an average harmonic energy of each mode over a time interval 0 � t � T by
NEq.T / D 1

T

R T
0
Eq.t/dt .

In classical FPU experiments, one starts with the total energy shared only by a
small subset of modes. Thus, for short time intervals T , we have Eq.T / 
 0 for all
q corresponding to non-excited modes. Equipartition, therefore, means that (due to
nonlinearity) the energy will eventually be shared equally by all modes, i.e.

lim
T!1

NEq.T / D " ; q D 1; : : : ; N: (6.9)

Classical ergodic theory predicts that (6.9) will be violated only for orbits resulting
from a zero measure set of initial conditions. The FPU “paradox”, on the other hand,
owes its name to the crucial observation that large deviations from the approximate
equality NEq.T / 
 " occur for many other orbits as well. Depending on the initial
conditions, these deviations, termed FPU recurrences, are seen to persist even when
T becomes very large.

6.2.1 Construction of q-tori by Poincaré-Linstedt Series

We now introduce the main elements of the method of q-torus construction
presented in [94], using an explicitly solved example for N D 8, whose solutions
lie on a two-dimensional torus representing the continuation, for ˇ ¤ 0, of the
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quasi-periodic solution of the uncoupled (ˇ D 0) system Q1.t/ D A1 cos˝1t ,
Q2 D A2 cos˝2t , for a suitable choice of A1 and A2.

To this end, we follow the Poincaré-Linstedt method and look for solutions
Qq.t/, q D 1; : : : ; 8, expanded as series of powers of the (small) parameter
� D ˇ=2.N C 1/, namely

Qq.t/ D Q.0/
q .t/C �Q.1/

q .t/C �2Q.2/
q .t/C : : : ; q D 1; : : : ; 8: (6.10)

For the motion to be quasiperiodic on a 2-torus, the functions Q.r/
q .t/ must, at

any order r , be trigonometric polynomials involving only two frequencies (and
their multiples). Furthermore, in a continuation of the unperturbed solutions Q1

and Q2, the new frequencies !1 and !2 of the perturbed system must represent
small corrections of the linear normal mode frequencies ˝1, ˝2. According to the
Poincaré-Linstedt method, these new frequencies are also given by series in powers
of � , as

!q D ˝q C �!.1/q C �2!.2/q C : : : q D 1; 2: (6.11)

As is well-known, the above corrections are determined by the requirement that all
terms in the differential equations of motion, giving rise to secular terms (of the
form t sin!qt etc.) in the solutionsQq.t/, be eliminated.

Let us consider the equation of motion for the first mode, whose first few terms
on the right side are

RQ1 C˝2
1Q1 D ��.3˝4

1Q
3
1 C 6˝2

1˝
2
2Q1Q

2
2 C 3˝3

1˝3Q
2
1Q3 C : : :/: (6.12)

Proceeding with the Poincaré-Linstedt series, the frequency ˝1 is substituted on
the left side of (6.12) by its equivalent expression obtained by squaring (6.11) and
solving for ˝2

1 . Up to first order in � this gives

˝2
1 D !21 � 2�˝1!

.1/
1 C : : : : (6.13)

Substituting the expansions (6.10) into (6.12), as well as the frequency expansion
(6.13) into the left hand side (lhs) of (6.12), and grouping together terms of like
orders, we find at zeroth order RQ.0/

1 C !21Q
.0/
1 D 0, while at first order

RQ.1/
1 C !21Q

.1/
1 D 2˝1!

.1/
1 Q

.0/
1 � 3˝4

1.Q
.0/
1 /

3 � 6˝2
1˝

2
2Q

.0/
1 .Q

.0/
2 /

2 �
�3˝3

1˝3.Q
.0/
1 /

2Q
.0/
3 C : : : : (6.14)

Repeating the above process for modes 2 and 3, we find that their zeroth order
equations also take the harmonic oscillator form

RQ.0/
2 C !22Q

.0/
2 D 0; RQ.0/

3 C˝2
3Q

.0/
3 D 0: (6.15)
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Note that the corrected frequencies !1, !2 appear in the zeroth order equations for
the modes 1 and 2, while the uncorrected frequency˝3 appears in the zeroth order
equation of mode 3 (similarly, ˝4; : : : ;˝8, appear in the zeroth order equations of
modes 4 to 8). Thus to construct a solution which lies on a 2-torus, we start from
particular solutions of (6.15) (with zero velocities at t D 0) which read

Q
.0/
1 .t/ D A1 cos!1t; Q

.0/
2 .t/ D A2 cos!2t; Q

.0/
3 .t/ D A3 cos˝3t;

where the amplitudes A1, A2, A3 are arbitrary. If the solution is to lie on a 2-torus
with frequencies !1, !2, we must set A3 D 0, so that no third frequency is
introduced in the solutions. In the same way, the zeroth order equations RQ.0/

q C
˝2
qQ

.0/
q D 0 for the remaining modes q D 4; : : : ; 8, yield solutions Q.0/

q .t/ D
Aq cos˝qt for which we require A4 D A5 D : : : D A8 D 0. We are, therefore, left
with only two non-zero free amplitudes A1, A2.

Now, consider (6.14) for the first order term Q
.1/
1 .t/. Only zeroth order terms

Q
.0/
q .t/ appear on its right hand side (rhs), allowing for the solution to be found

recursively. The crucial remark here is that the choice A3 D : : : D A8 D 0,
also yields Q.0/

3 .t/ D : : : D Q
.0/
8 .t/ D 0, whence only a small subset of the

terms appearing in the original equations of motion survive on the right side of
(6.14), namely those in which none of the functions Q.0/

3 .t/; : : : ;Q
.0/
8 .t/, appears.

As a result, (6.14) is dramatically simplified and upon substitution of Q.0/
1 .t/ D

A1 cos!1t , Q
.0/
2 .t/ D A2 cos!2t , reduces to

RQ.1/
1 C !21Q

.1/
1 D 2˝1!

.1/
1 A1 cos!1t � 3˝4

1A
3
1 cos3 !1t �

�6˝2
1˝

2
2A1A

2
2 cos!1t cos2 !2t: (6.16)

This can now be used to fix !.1/1 so that no secular terms appear in the solution,
yielding

!
.1/
1 D 9

8
A21˝

3
1 C 3

2
A22˝1˝

2
2 ;

while, after some simple operations, we find

Q
.1/
1 .t/ D 3A31˝

4
1 cos 3!1t

32!21
C 3A1A

2
2˝

2
1˝

2
2 cos.!1 C 2!2/t

2Œ.!1 C 2!2/2 � !21 �
C

C3A1A
2
2˝

2
1˝

2
2 cos.!1 � 2!2/t

2Œ.!1 � 2!2/2 � !21 �
: (6.17)

By the same analysis, we fix the frequency correction of the second mode to be

!
.1/
2 D 9

8
A22˝

3
2 C 3

2
A21˝

2
1˝2;
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and obtain the solution

Q
.1/
2 .t/ D 3A32˝

4
2 cos 3!2t

32!22
C 3A21A2˝

2
1˝

2
2 cos.2!1 C !2/t

2Œ.2!1 C !2/2 � !22 �
C

C3A21A2˝
2
1˝

2
2 cos.2!1 � !2/t

2Œ.2!1 � !2/2 � !22 �
; (6.18)

which has a similar structure as the first order solution of the first mode. For the
third order term there is no frequency correction, and we find

Q
.1/
3 .t/ D A31˝

3
1˝3

4

�
3 cos!1t

!21 �˝2
3

C cos 3!1t

9!21 �˝2
3

�
C (6.19)

C3A1A
2
2˝1˝

2
2˝3

4

�
cos.!1 � 2!2/t

.!1 � 2!2/2 �˝2
3

C cos.!1 C 2!2/t

.!1 C 2!2/2 �˝2
3

C 2 cos!1t

!21 �˝2
3

�
:

We may thus proceed to the sixth mode to find solutions in which all the functions
Q
.0/
3 ; : : : ;Q

.0/
6 , are equal to zero, while the functions Q.1/

3 ; : : : ;Q
.1/
6 , are non zero.

However, a new situation appears when we arrive at the seventh and eighth modes.
A careful inspection of the equation for the term Q

.1/
7 .t/, i.e.

RQ.1/
7 C˝2

7Q
.1/
7 D �

8X

l;m;nD1
C7;l;m;n˝7˝l˝m˝nQ

.0/

l Q
.0/
m Q

.0/
n ; (6.20)

shows that there can be no term on the rhs which does not involve some of
the functions Q.0/

3 ; : : : ;Q
.0/
8 . Again, this follows from the selection rules for the

coefficients in (4.10). Since all these functions are equal to zero, the rhs of (6.20) is
equal to zero. Taking this into account, we set Q.1/

7 .t/ D 0, so as not to introduce
a third frequency˝7 in the solutions, whence the series expansion (6.10) forQ7.t/

necessarily starts with terms of order at least O.�2/. The same holds true for the
equation determiningQ.1/

8 .t/.
Let us now make a number of important remarks regarding the above const-

ruction:

1. Consistency. The solutions (6.17)–(6.19) (and those of subsequent orders)
are meaningful only when the frequencies appearing in the denominators are
incommensurable, so that denominators do not vanish. Note that the spectrum of
uncorrected frequencies ˝q , given by (6.7), is fully incommensurable if: (1) N
is a prime number minus one, or (2) a power of two minus one (see Problem 6.1
and [163]).

In other cases, there are commensurabilities among the unperturbed frequen-
cies, which do not affect the consistency of the construction of the Poincaré-
Linstedt series, because it can be shown that no divisors of the form

PN
qD1 nq˝q ,
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appear in the series at any order and any integer vector n � .n1; n2; : : : ; nq/. The
proof of this statement follows from the fact that differential equations like (6.16)
determining all terms Q.k/

q , q D 1; : : : ; 8, at order k read

RQ.k/
q .t/C!2qQ.k/

q .t/ D B.k/
q !.k/q cos!qtC

k�1X

n1;n22Z
jn1jCjn2j¤0

A.k/q;n1;n2 cosŒ.n1!1Cn2!2/t�;

(6.21)

if q D 1; 2, while for q D 3; : : : ; 8, the same equation holds with !2q on the left

side replaced by ˝2
q . The coefficients B.k/

q and A.k/q;n1;n2 in (6.21) are determined
at previous steps of the construction. It follows, therefore, that all new divisors
appearing at successive orders, belong to one of the following sets

.n1 ˙ 1/!1 C n2!2; n1!1 C .n2 ˙ 1/!2; ˝q ˙ .n1!1 Cn2!2/; q D 3; : : : ; 8:

Thus, we deduce that no commensurabilities between the unperturbed frequen-
cies˝q can ever show up in the above series, as a zero divisor. For a more detailed
analysis of the consistency of the Poincaré-Linstedt method as applied to the
FPU ˇ-model (6.3) we refer the reader to [94]. In fact, the proof of consistency
can be generalized to construct s-dimensional q-tori, according to the nonlinear
continuation of the set of linear modes qi , i D 1; : : : ; s, permitted by Lyapunov’s
theorem [232]. For example, if the first s modes are excited with amplitudes Ak ,
k D 1; : : : ; s, the formula for the perturbed frequencies reads

!q D ˝q C 3�

2
˝q

sX

kD1
A2k˝

2
k � 3

8
A2q˝

3
q C O.�2IA1; : : : ; As/; (6.22)

for q D 1; : : : ; s. Fixing the frequencies !q in advance implies that (6.22)
should be regarded as yielding the (unknown) amplitudes Ak for which the
quasi-periodic solution exhibits the chosen set of frequencies. The case s D 1,
of course, implies that the same property holds for the Poincaré-Linstedt
representation of q-breathers described in [129].

2. Convergence. Even after establishing consistency, one still has to prove conver-
gence of the series. However, as demonstrated in [120, 142, 143], the question
of convergence of the Poincaré-Linstedt series is notoriously difficult even for
simple Hamiltonian systems. This is because the above series for orbits on
invariant tori are convergent, but not absolutely, as explained in [149]. Indeed,
the problem of a suitable Kolmogorov construction of lower-dimensional tori
yielding absolutely convergent series is still open (see e.g. [148]).

Thus, in [94] the construction of q-tori is justified by numerical simulations,
taking initial conditions from the analytical expressions (6.10) at t D 0 and
using the GALI method of Chap. 5 to demonstrate that the computed orbits lie on
two-dimensional tori. The numerical evaluation of the modes Q1.t/, Q3.t/ and
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a b

c d

Fig. 6.3 Comparison of numerical (points) versus analytical (solid grey curve) solutions, using
the Poincaré-Linstedt series up to order O.�2/, for the time evolution of the modes (a) q D 1,
(b) q D 3, (c) q D 7, when A1 D 1, A2 D 0:5, and N D 8, ˇ D 0:1. (d) The indices GALI2
to GALI6 up to a time t D 106 clearly indicate that the motion lies on a two-dimensional torus
(after [94])

Q7.t/ follows remarkably well the analytical solution provided by the Poincaré-
Linstedt series truncated to second order in � , for N D 8, ˇ D 0:1, and A1 D 1,
A2 D 0:5, as shown in Fig. 6.3a–c. The size of the error is as expected by the
truncation order in (6.10), while the GALI method shows, in Fig. 6.3d, that the
numerical orbit lies on a 2-torus.

Let us recall from Chap. 5 that the indicators GALIk, k D 2; 3; : : :, decay
exponentially for chaotic orbits, due to the attraction of all deviation vectors by
the most unstable direction corresponding to the MLE. On the other hand, if an
orbit lies on a stable s-dimensional torus, the indices GALI2; : : : ;GALIs oscillate
about a non-zero value, while the GALIsCj , j D 1; 2; : : : decay asymptotically
by a power law. This is precisely what we observe in Fig. 6.3d. Namely, after an
initial transient interval, the GALI2 index stabilizes at a constant value GALI2 

0:1, while all higher indices, starting with GALI3, decay following power laws
expected by the theory. Thus, we conclude that the motion lies on a 2-torus,
exactly as predicted by the Poincaré-Linstedt construction, despite the fact that
some excitation was provided initially to all modes.

3. Presence and accumulation of small divisors. Even though zero denominators
do not occur, we cannot avoid the notorious problem of small divisors appearing
in terms of all orders beyond the zeroth. Since the low-mode frequencies satisfy
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!q � �q=N , divisors like !21 , or .!1 � 2!2/2 ˙!21 (appearing e.g. in (6.17)) are
small and care must be taken regarding their effect on the growth of terms of the
series at successive orders. For example, one of the most important such nearly
resonant divisors is 9!21�˝2

3 in (6.19). However, since the first order corrections
of the frequencies !1 and !2 are O.ˇA2j =N

4/, for Aj , ˇ sufficiently small, one
may still use for all these frequencies the approximation given by the first two
terms in the sinus expansion of (6.7) namely

!q ' �q

.N C 1/
� �3q3

24.N C 1/3
; (6.23)

the error being O.A2j ˇ=N
4/ for !1; !2, and O..q=N /5/ for all other frequencies.

This implies that a divisor like 9!21 �˝2
3 can be approximated by the relation

jq2!21 �˝2
q j D j.q!1 C˝q/.q!1 �˝q/j ' 2q�

.N C 1/

�3.q3 � q/

24.N C 1/3

' �4q4

12N 4
CO

�
q6

N 6

�
:

Defining the quantity

aq D �4q4

12N 4
; (6.24)

we conclude that a divisor of order a3 appears in (6.19), which is the solution
of an equation of the first order in the recursive scheme. In general, the terms
produced at consecutive orders involve products of the form aq1aq2 	 	 	aqr in the
denominators of the terms produced at the r th order of the recursive scheme.
Consequently, this type of accumulation of small divisors does not lead to a
divergent series, but can be exploited instead to obtain estimates of the profile
of energy localization for the q-tori solutions, as we shall explain in the next
section.

4. Sequence of mode excitations. The profile of energy localization along a q-torus
solution can be determined by the sequence of mode excitations as the recursive
scheme proceeds to higher orders. The term “excitation” here means that the
solutions of the Poincaré-Linstedt method are non-zero for the first time at the
order where it is claimed that the excitation arises. For example, as already
explained in the construction of a 2-torus solution, the modes 1 and 2 are excited
at zeroth order, the modes 3, 4, 5, and 6 at first order, and the modes 7 and 8 at
second order.

Figure 6.4 presents one more example showing the comparison between
analytical and numerical results for the modes Q1.t/, Q5.t/, and Q13.t/, along
a 4-torus solution constructed precisely as described above, with N D 16, ˇ D
0:1, by exciting modes 1–4 at zeroth order, via the amplitudesA1 D 1, A2 D 0:5,
A3 D 1=3, A4 D 0:25. In this case, we find that the modes excited at the first
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a b

c d

Fig. 6.4 Same as in Fig. 6.3, showing the existence of a 4-torus in the system with N D 16,
ˇ D 0:1, when A1 D 1, A2 D 0:5, A3 D 0:333 : : :, A4 D 0:25. The time evolution Qq.t/ is
shown for the modes (a) q D 1, (b) q D 5, (c) q D 13. (d) The GALIk , k D 2; 3; 4 indices are
again seen to stabilize after t 	 104, while for k � 5 they continue to decrease by power laws
(after [94])

order of the recursive scheme are q D 5 to q D 12, while the modes excited at
second order are q D 13 to q D 16. Thus, according to the GALI method the
motion lies on a 4-torus, since GALI5 is the first index to fall asymptotically as
t�1 (see Fig. 6.4d).

The sequence of excitation of different modes, whose amplitudes at the r th
order have a pre-factor �r D .ˇ=2.NC1//r , plays a crucial role in estimating the
profile of energy localization. However, the contribution of small divisors to such
a pre-factor must also be examined. This is the subject of the next subsection, in
which a Proposition is provided for the sequence of mode excitations, in the
generic case of arbitrary N and arbitrary dimension s of the torus (with the
restriction s < N ). The consequences of this proposition are then examined
on the localization profile of q-tori and nearby FPU trajectories.

6.2.2 Profile of the Energy Localization

Let us see what happens in the case of the solutions shown in Figs. 6.3 and 6.4.
Figure 6.5 shows the average harmonic energy of each mode over a time span
T D 106 in the cases of the q-torus of Figs. 6.3 and 6.4, shown in Fig. 6.5a,
b respectively. The numerical result (open circles) compares excellently with the
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a b

Fig. 6.5 The average harmonic energy Eq of the qth mode as a function of q, after a time
t D 106 for (a) the 2-torus and (b) 4-torus solutions (open circles) corresponding to the initial
conditions used in Figs. 6.3 and 6.4 respectively. The stars are Eq values calculated via the
analytical representation of the solutions Qq.t/ by the Poincaré-Linstedt series. The filled circles
show a theoretical estimate based on the average energy of suitably defined groups of modes (see
(6.34) and relevant discussion in the text) (after [94])

analytical result (stars) obtained via the Poincaré-Linstedt method. The filled circles
in each plot represent “piecewise” estimates of the localization profile in groups of
modes excited at consecutive orders of the recursive scheme.

The derivation and exact meaning of these theoretical estimates will be analyzed
in detail below. Here we point out their main feature showing a clear-cut separation
of the modes into groups following essentially the sequence of excitations predicted
by the Poincaré-Linstedt series construction. Namely, in Fig. 6.5a we see clearly that
the decrease of the average energy NEq along the profile occurs by abrupt steps, with
three groups formed by nearby energies, namely the group of modes 1, 2, then 3 to
6, and then 7, 8. The same phenomenon is also seen in Fig. 6.5b, where the grouping
of the different modes follows precisely the sequence of excitations 1 to 4, 5 to 12,
13 to 16 as predicted by the theory.

Let us now extend this approach to a more general consideration of the structure
of solutions lying on low-dimensional tori. In particular, let us consider the case
where only a subset of modes 1 � q1 < q2 < : : : < qs < N are excited at the zeroth
order of the perturbation theory, assuming that Q.0/

q ¤ 0 iff q 2 fq1; q2; : : : ; qsg.
The modes q1; : : : ; qs , need not be consecutive. We wish to see how this type of
zeroth order excitation propagates at subsequent orders. More specifically, we wish

to determine for which values of q one hasQ.k0<k/
q D 0,Q.k/

q ¤ 0, i.e., the modes q
are first excited at the kth order. The answer is provided by the following Proposition
proved in [94]:

Proposition 6.1. Let the starting terms of a Poincaré-Linstedt series solution with
s frequencies be set as
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Q.0/
qi

D Aqi cos.!qi t C �qi /; for i D 1; 2; : : : ; s; 1 � q1 � q2 � : : : � qs � N

Q.0/
q D 0 for all q ¤ qi :

Then, besides the terms Qk
qi
.t/, the Poincaré-Linstedt series terms Q.k/

q .t/ which
are permitted to be non-zero, at the kth order of the series expansion, are given by
the values of q D q.k/ satisfying

q.k/ Dj 2�.N C 1/�mk j; .mk mod .N C 1// ¤ 0; (6.25)

where mk can take any of the values j ˙qi1 ˙ qi2 ˙ : : :˙ qi2kC1
j, with

i1; i2; : : : ; i2kC1 2 f1; : : : ; sg for any possible combination of the ˙ signs, and
� the integer part of the fraction .mk CN/=2.N C 1/.

It is instructive to clarify the use of this Proposition on some simple examples:
q-breathers: If we excite only one mode q1 at zeroth order, new modes are

excited one by one at subsequent orders of perturbation theory and one has mk D
.2k C 1/q1. As long as mk � N , the newly excited modes are q.k/ D mk D
.2k C 1/q1, i.e., exactly as predicted in [128].

two-dimensional q-tori: Assume we excite the modes q1 D 1, q2 D 2 at zeroth
order. At first order (k D 1) we have again q D jqi1 ˙ qi2 ˙ qi3 j with i1; i2; i3 2
f1; 2g. We readily find that the newly excited modes are q D 1 C 1 C 1 D 3,
q D 1C 1C 2 D 4, q D 1C 2C 2 D 5, and q D 2C 2C 2 D 6. At order k D 2,
the first newly excited mode is q D 1 C 1 C 1 C 2 C 2 D 7, while the last newly
excited mode is q D 2C 2C 2C 2C 2 D 10. In general, at order k � 1 the newly
excited modes are 2.2k � 1/C 1 � q � 2.2k C 1/.
s-dimensional q-tori: Now, assume we excite the modes q1 D 1, q2 D 2, : : :,

qs D s at the zeroth order. In the same way as above we find that the newly excited
modes at order k � 1 are s.2k � 1/C 1 � q � s.2k C 1/.

In order to study energy localization phenomena associated with FPU trajecto-
ries, we need to construct estimates for all Qq.t/ terms participating in a particular
q-torus solution in which the s first modes .q1; q2; : : : ; qs/ D .1; 2; : : : ; s/ are
excited at zeroth order of the theory, with amplitudes A1, A2, : : :, As , respectively.
Denoting by q.k/ the indices of all modes that are newly excited at kth order,
according to the above Proposition, we have

q.k/ 2 Ms;k � fmax.1; .2k � 1/s C 1/; : : : ; .2k C 1/sg ; (6.26)

whence the following useful estimates are obtained

8q.k/ 2 Ms;k; k � 1 q.k/ . .2k C 1/s; !q.k/ . .2k C 1/�s

N C 1
: (6.27)

Let us now define, in the space of trigonometric polynomials f containing (for
simplicity) only cosine terms
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f D
X

k

Ak cos.k 	 �/; (6.28)

the “majorant” norm
kf k D

X

k

jAkj: (6.29)

Since the terms of mode Qq.k/ .t/ satisfy Q.n/

q.k/
D 0, 8n < k, Q.k/

q.k/
¤ 0, we deduce

that the equation determiningQ.k/

q.k/
reads

RQ.k/

q.k/
C !2

q.k/
Q
.k/

q.k/
D (6.30)

D �˝q.k/

k�1X

n1;2;3D0
n1Cn2Cn3Dk�1

0

B@
X

.q.n1/;q.n2/;q.n3//2D
q.k/

˝q.n1/˝q.n2/˝q.n3/Q
.n1/

q.n1/
Q
.n2/

q.n2/
Q
.n3/

q.n3/

1

CA;

where
Dq D ˚

.qj1 ; qj2 ; qj3/ W q ˙ qj1 ˙ qj2 ˙ qj3 D 0
�
:

Assuming that the Poincaré-Linstedt series are convergent, we may omit higher
order terms Q.kC1/

q.k/
, Q.kC2/

q.k/
, : : :, as long as we seek an estimate of the size of

the oscillation amplitude of the mode q.k/. The average size of the oscillation
amplitudes of each mode on an s-dimensional q-torus now follows from estimates
on the norms of the various terms appearing in (6.30). If we denote byA.k/ the mean
value of all the norms jjQq.k/ jj, we obtain the following estimate:

A.k/ D .C s/kA2kC1
0

2k C 1
; (6.31)

where A0 � A.0/ is the mean amplitude of the oscillations of all modes excited at
the zeroth order of the perturbation theory, and C is a constant of order O.1/ [94].
In fact, (6.31) is a straightforward generalization of the estimate given in [129] for
q-breathers, while the two estimates become identical (except for the value of C ) if
one sets s D 1 in (6.31), and q0 D 1 in Flach’s q-breathers formulae.

The above analysis suggests that, starting with initial conditions near q-breathers,
a “backbone” is formed in phase space by a hierarchical set of solutions which
are, precisely, the solutions lying on low-dimensional q-tori (of dimension s D
1; 2; : : : ; s � N ). This also means that all FPU trajectories with initial conditions
within this set exhibit a profile of energy localization characterized by a “stepwise”
exponential decay, with step size equal to 2s, as implied by (6.26). Thus, all the
modes q.k/ in this group share a nearly equal mean amplitude of oscillations given
by the estimate of (6.31).
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Using (6.31), it is also possible to derive ‘piecewise’ estimates of the energy of
each group using a formula for the average harmonic energies E.k/ of the modes
q.k/. To achieve this, note that the total energy E given to the system can be
estimated as the sum of the energies of the modes 1; : : : ; s (the remaining modes
yield only small corrections to the total energy), i.e.

E � s!2
q.0/
A20 � �2s3A20

.N C 1/2
:

On the other hand, the energy of each mode q.k/ can be estimated from

E.k/ � 1

2
˝2
q.k/

�
ˇ

2.N C 1/

�2k
.A.k//2 � �2s2.C sˇ/2kA4kC2

0

22kC1.N C 1/2kC2 ;

which, in terms of the total energy E , yields

E.k/ � E

s

�
C2ˇ2.N C 1/2E2

�4s4

�k
: (6.32)

Once again, the similarity of (6.32) with the corresponding equation for q-breathers
[129]

E.2kC1/q0 � Eq0

�
9ˇ2.N C 1/2E2

64�4q40

�k
(6.33)

is evident, where q0 is the unique mode excited at zeroth order of the perturbation
theory. Note, in particular, that the integer s in (6.32) plays a role similar to that of
q0 in (6.33). This means that the energy profile of a q-breather with q0 D s obeys
the same exponential law as the energy profile of the s-dimensional q-torus. But the
most important feature of the latter solutions is that their profile remains unaltered
as N increases, provided that: (1) a constant fraction M D s=N of the spectrum
is initially excited, (i.e. that s increases proportionally to N ), and (2) the specific
energy " D E=N remains constant. Indeed, in terms of the specific energy ", (6.32)
takes the form

E.k/ � "

M

�
C2ˇ2"2

�4M4

�k
; (6.34)

i.e. the profile becomes independent of N . A similar behavior is observed with
q-breather solutions provided that the “seed” mode q0 varies linearly with N , as
was shown explicitly in [130, 179].

The same q-torus construction can be performed for the FPU�˛ model as well.
Here we only discuss the main results regarding the exponential localization of
q-torus solutions, whose profile is quite similar to the one given in (6.34).
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6.3 A Numerical Study of FPU Trajectories

Examples of the “stepwise” profiles predicted by (6.32) in the case of exact q-tori
solutions are shown by filled circles in Fig. 6.5, corresponding to the solutions
shown in Figs. 6.3 and 6.4 (in all fittings we set C D 1 for simplicity). From
these we see that the theoretical “piecewise” profiles yield nearly the same average
exponential slope as the profiles obtained numerically, or analytically by the
construction of the solutions via the Poincaré-Linstedt method . Thus, the estimates
(6.32), or (6.34), appear quite satisfactory for characterizing the localization profiles
of exact q-tori solutions.

The key question now, regarding the relevance of the q-tori solutions for the
interpretation of the FPU paradox, is whether (6.32) or (6.34) retain their predictive
power in the case of generic FPU trajectories which, by definition, are started close
to but not exactly on a q-torus.

To answer this question, let us examine the results plotted in Figs. 6.6 and 6.7.
Figure 6.6 shows the energy localization profile in numerical experiments on the

a b c

d e f

Fig. 6.6 The average harmonic energy Eq of the qth mode over a time span t D 106 as a function
of q in various examples of FPU trajectories, for ˇ D 0:3, in which the s.D N=16/ first modes
are only excited initially via Qq.0/ D Aq , PQq.0/ D 0, q D 1; : : : ; s, with the Aq selected so that
the total energy is equal to the value E D H indicated in each panel. We thus have (a) N D 64,
E D 10�4, (b) N D 128, E D 2� 10�4, (c) N D 256, E D 4� 10�4, (d) N D 64, E D 10�3,
(e) N D 128, E D 2 � 10�3 , (f) N D 256, E D 4 � 10�3. The specific energy is constant
in each of the two rows, i.e. " D 1:5625 � 10�6 in the top row and " D 1:5625 � 10�5 in the
bottom row. The dashed lines represent the average exponential profile Eq obtained theoretically
by the hypothesis that the depicted FPU trajectories lie close to q-tori governed by the profile (6.34)
(after [94])
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a b c

fed

Fig. 6.7 Same as in Fig. 6.6a but for larger energies, namely (a) E D 0:05, (b) E D 0:1, (c)
E D 0:2, (d) E D 0:3, (e) E D 0:4, (f) E D 0:5. Beyond the threshold E 	 0:05, theoretical
profiles of the form (6.32) yield the correct exponential slope if s is gradually increased from s D 4

in (a) and (b) to s D 6 in (c), s D 7 in (d), s D 10 in (e), and s D 12 in (f) (after [94])

FPU�ˇ model in which ˇ is kept fixed (ˇ D 0:3), while N takes the values N D
64, N D 128 and N D 256. Although the derivation of explicit q-tori solutions
is practically feasible by computer algebra only up to a rather small value of N
(N D 16), in the present section we numerically follow trajectories for much larger
values of N .

In all six panels of Fig. 6.6 the FPU trajectories are computed starting with initial
conditions in which only the s D 4 (for N D 64), s D 8 (for N D 128) and
s D 16 (for N D 256) modes are excited at t D 0, with the excitation amplitudes
corresponding to the total energy E indicated in each panel, and constant specific
energy " D 1:5625� 10�6 in the top row and " D 1:5625� 10�5 in the bottom row
of Fig. 6.6.

The resulting trajectories differ from q-tori solutions in the following sense: For
the q-tori all modes have an initial excitation whose size was estimated in (6.31) or
(6.32), while in the case of the FPU trajectories only the s first modes are excited
initially, and one has Qq.0/ D 0 for all modes q > s. Furthermore, since in the
q-tori solutions one also has kQq>s.t/k � kQq�s.t/k for all t , the FPU trajectories
can be considered as lying in the neighborhood of a q-torus, at least initially. The
numerical results suggest that if E is small, FPU trajectories remain close to the
q-tori even after relatively long times, e.g. t D 106.
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This is depicted in Fig. 6.6, in which one sees that the average energy profiles of
the FPU trajectories (at t D 106) exhibit the same behavior as predicted by (6.32),
for an exact q-torus solution with the same total energy as the FPU trajectory in
each panel. For example, based on the values of their average harmonic energy, the
modes in Fig. 6.6a (in which s D 4) are clearly separated in groups, 1 to 4, 5 to 12,
13 to 20, etc., as foreseen by (6.26) for an exact 4-torus solution. The energies of the
modes in each group have a sigmoid variation around a level value characteristic of
the group, which is nearly the value predicted by (6.32). The grouping of the modes
is distinguishable in all panels of Fig. 6.6, a careful inspection of which verifies that
the grouping follows the laws found for q-tori. Also, if we superpose the numerical
data of the three top (or bottom) panels we find that the average exponential slope
is nearly identical in all panels of each row, a fact consistent with (6.34), according
to which, for a given fractionM of initially excited modes, this slope depends only
on the specific energy, i.e. it is independent of N for constant ".

If we now increase the energy, the FPU trajectories resulting from s initially
excited modes start deviating from their associated exact q-tori solutions. As a
consequence, the energy profiles of the FPU trajectories also start to deviate from the
energy profiles of the exact s-tori. This is evidenced by the fact that the profiles of
the FPU trajectories become smoother, and the groups of modes less distinct, while
retaining the average exponential slope as predicted by (6.34). This “smoothing”
of the profiles is discernible in Fig. 6.7a, in which the energy is increased by a
factor of 50 with respect to Fig. 6.6d, for the same values of N and ˇ. Also, in
Fig. 6.7a we observe the formation of the so-called “tail”, i.e. an overall rise of
the localization profile at the high-frequency part of the spectrum, accompanied by
spikes at particular modes. This is a precursor of the breakdown of FPU recurrences
and the evolution of the system towards energy equipartition, which occur earlier in
time as the energy becomes larger.

It is important to note that exponential localization of FPU trajectories persists
and is still characterized by laws like (6.32) even when the energy is substantially
increased. Furthermore, at energies beyond a threshold value, an interesting phe-
nomenon is observed: For fixed N (see e.g. Fig. 6.7, where N D 64), as the energy
increases, a progressively higher value of s needs to be used in (6.32), so that the
theoretical profile yields an exponential slope that agrees with the numerical data.
When ˇ D 0:3, N D 64, this threshold value, E 
 0:1, splits the system in two
distinct regimes: One for E < 0:1, where the numerical data are well fitted by a
constant choice of s D 4 in (6.32) (indicating that the FPU trajectories are indeed
close to a 4-torus), and another forE > 0:1, where “best-fit” models of (6.32) occur
for values of s increasing with the energy, e.g. s D 6 for E D 0:2, rising to s D 12

for E D 0:5. This indicates that the respective FPU trajectories are close to q-tori
with a progressively higher value of s > 4, despite the fact that only the four first
modes are excited by the initial conditions.

This behavior is analogous to the “natural packet” scenario described by
Berchialla et al. [38], who observed that the localization profile of their metastable
states begins to stabilize as the energy increases beyond a certain threshold. Indeed,
according to (6.32), such a stabilization implies that in the second regime the width
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s depends asymptotically on E as s / E1=2, or, from (6.34) M / "1=2. This
agrees well with estimates on the width of natural packets in the FPU�ˇ model
as described in [227].

6.3.1 Long Time Stability near q-tori

It follows from the above results that as the exponential localization of the energy
in the low q-modes relaxes, the FPU recurrences start to breakdown sooner and
equipartition will eventually take place beyond some energy threshold. The question
remains, however: What does all this have to do with the stability of the q-tori? How
is the dynamics in their vicinity related to the properties of the motion more globally
as the energy increases?

The linear stability of q-breathers, of course, just as any other periodic solution,
can be studied by the implementation of Floquet theory (see [129]), which demon-
strates that a q-breather is linearly stable as long as

R D 6ˇEq0.N C 1/

�2
< 1CO.1=N 2/: (6.35)

This result is obtained by analyzing the eigenvalues of the monodromy matrix of
the linearized equations about a q-breather solution constructed by the Poincaré-
Linstedt series.

In the case of q-tori, however, the above techniques are no longer available.
Nevertheless, a reliable numerical criterion for the stability of q-tori is provided
by the GALI method. According to this approach, if a q-torus becomes unstable
beyond a critical energy threshold, the deviation vectors of trajectories started on
(or nearby) the torus follow its unstable manifold, whence all GALIs fall to zero
exponentially fast. Most trajectories in that neighborhood are weakly chaotic and
begin to diffuse slowly away to larger chaotic seas, where no FPU recurrences occur
and equipartition reigns. Since all GALIk in that vicinity decay exponentially after
a transient time, this weak chaos transition at low energies can be directly inferred
from the time evolution of the lowest index, i.e. GALI2.

Using this criterion, one can study the stability of q-tori and determine approx-
imately the value of the critical energy Ec at which a q-torus turns from stable
to unstable. Note first that, due to the obvious scaling of the FPU Hamiltonian by
ˇ, Ec is well fitted by a power law Ec D Aˇ�1 for all N considered, as shown
in Fig. 6.8a for N D 64. Here, the quantity A is obtained by keeping N fixed and
varyingˇ, until a critical energy is determined, beyond which the GALI2 index loses
its (nearly) constant behavior. All calculations in Fig. 6.8 refer to a maximum time
tmax D 107 up to which the exponential fall-of of GALI2 is observed. In general,
Ec decreases as tmax increases, but appears to tend to a limiting value as tmax ! 1.
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a b

Fig. 6.8 (a) The critical energy Ec , at which the GALI2 index shows that a q-torus destabilizes,
is fitted by the solid line Ec D Aˇ�1, with A D 0:164, for fixed N D 64 (the dashed line shows
the �1 slope separately for clarity). (b) Plotting A as a function of N for an FPU trajectory started
by exciting initially the q D 1; 2; 3 modes (squares), or the q D 1; 2 modes (triangles), for fixed
ˇ D 0:3 yields curves that lie well above the threshold (filled circles) at which FPU trajectories
near a q D 1 breather solution destabilize (the dashed line depicts the A 
 N�1 law (6.35)). The
total integration time for both panels is tmax D 107 (after [92])

Thus, the values ofEc found in this way provide an upper estimate for the transition
energy at which the exact q-torus turns unstable [92].

The fitting constant A, however, does depend on N , as seen in Fig. 6.8b, where
FPU trajectories are studied exciting the q D 1; 2; 3modes, the q D 1; 2 modes and
a q D 1 breather. The data marked by squares (3-torus) and triangles (2-torus) in
Fig. 6.8b clearly show that the dependence of A on N is considerably weaker than
the N�1 law, (6.35), derived for FPU trajectories started near the q D 1 breather. In
that case, the data shown by filled circles in Fig. 6.8b have a slope much closer to that
predicted by (6.35), although the numerical curve is shifted upwards with respect to
the dashed line. These results evidently demonstrate that the GALI2 method yields
critical energies Ec which are quite higher than the values at which the q-breather
becomes unstable.

In summary, the upper two curves of Fig. 6.8b strongly suggest that the q-tori
solutions are more robust than the q-breathers, regarding their stability under small
perturbations. Furthermore, they imply that the destabilization of the simple periodic
orbit represented by a q-breather does not imply that the tori surrounding the
q-breather are also unstable.

At any rate, it is important to remark that the exponential localization of
FPU trajectories persists even after the associated q-breathers or q-tori have been
identified as unstable by the GALI criterion. This is exemplified in Fig. 6.9, where
panels (a) and (c) show the time evolution of the GALI2 index for two FPU
trajectories started in the vicinity of 2-tori of the N D 32 and N D 128

systems, when ˇ D 0:1 and tmax D 107. In both cases, the energy satisfies E > Ec ,
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a

c d

b

Fig. 6.9 (a) Time evolution of GALI2 up to tmax D 107 for an FPU trajectory started by exciting
the q D 1 and q D 2 modes in the system N D 32, ˇ D 0:1, with total energy E D 2, i.e. higher
than Ec D 1:6. (b) Instantaneous localization profile of the FPU trajectory of (a) at t D 107 . (c)
Same as in (a) but for N D 64, E D 1:323 (in this case the critical energy is Ec D 1:24). (d)
Same as in (b) but for the trajectory of (c) (after [94])

as the exponential fall-off of the GALI2 index is already observed at t D 107.
Nevertheless, a simple inspection of Figs. 6.9b, d clearly shows that the exponential
localization of the energy persists in the Fourier space of both systems.

6.4 Diffusion and the Breakdown of FPU Recurrences

Let us now study the physically important phenomenon of diffusion in an FPU
chain, when initial conditions are given near the first normal mode of the system. In
particular, we shall consider here the FPU-˛ model and show that the evolution of
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its dynamics breaks down into two stages during which the qualitative behavior of
the motion is considerably different.

In direct analogy with the FPU-ˇ model, the FPU�˛ system describes a one-
dimensional array of N particles governed by the Hamiltonian

H D 1

2

NX

kD1
y2k C 1

2

NX

kD0
.xkC1 � xk/2 C ˛

3

NX

kD0
.xkC1 � xk/3; (6.36)

where we have imposed again fixed boundary conditions x.0/ D x.N C 1/ D 0.
In the harmonic limit (˛ D 0), the Hamiltonian is identical to its quadratic part

H2 (see (6.6)). Thus, (6.36) can be expressed, through the canonical transformation
(6.5), in Pq;Qq variables as

H D 1

2

NX

qD1
.P 2

q C˝2
qQ

2
q/C ˛

3
p
2.N C 1/

NX

q;l;mD1
Bq;l;m˝q˝l˝mQqQlQm;

(6.37)
with ˝q denoting the linear normal mode frequencies (6.7) and Bq;l;m the coupling
coefficient between the modes given by the formula

Bq;l;m D
X

˙
.ıq˙l˙m;0 � ıq˙l˙m;2.NC1//; (6.38)

while the equations of motion of the system are given by

RQq C˝2
qQq D � ˛

p
2.N C 1/

NX

q;l;mD1
Bq;l;m˝q˝l˝mQlQm: (6.39)

6.4.1 Two Stages of the Diffusion Process

The dynamics of the FPU-˛ chain is studied systematically in [276], where two
stages are found to occur: (I) The energy is suddenly transferred to a small number
of modes, (II) a metastable state arises and a slow diffusive process is observed
leading the system finally to equipartition. Let us use as initial condition the first
normal mode q D 1 of the FPU-˛ chain given by

xk D A sin
�k

N C 1
; Pxk D 0; (6.40)

where k D 1; 2; : : : ; N and A is arbitrary. If we denote by eq D Eq=E the
normalized instantaneous energies of the normal modes, one finds for small times
(typically of the order of T D 103) that they are governed by an expression of
the form
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eq � t2.q�1/; 8q 2 f1; 2; : : : ; N g: (6.41)

This formula, in fact, represents Stage I of the diffusion process, as we discuss below
(for more details see [276]).

Stage I:

In Stage I the energy diffuses from the initially excited normal mode to the
remaining ones at a rate that is well described by the power law (6.41), as has also
been verified in [92] at energies E D 0:01, E D 0:1 and E D 1, with N D 31 and
˛ D 0:33. This first type of energy transport occurs over a short time interval,
beyond which (see Stage II below) the linear mode energies settle down to an
exponential profile in q space. When the energy is small enough the spectral energy
profile is quite close to the corresponding q-breather of the FPU-˛ model.

However, when the energy attains higher values, the system forms a packet of
modes that undergoes a type of internal equipartition of its energy. Referring to
(6.41), the authors of [276] explain this behavior through near resonances of the
form !q �q!1, which appear as denominators in the perturbation scheme. For short
times, these denominators are inversely proportional to t and hence the energy e2
is proportional to t2. Recursively, one can thus find that the remaining modes have
normalized energies which increase as eq � t2.q�1/, signifying that the resonance
that develops over that time period is responsible for the sudden transport of energy
from the long wavelength normal modes to those of short wavelength.

Let us denote by TI the time needed for the FPU-˛ chain to pass from Stage I
to Stage II of the dynamics. Computations show that TI 
 4000 for E D 0:01,
TI 
 1000 for E D 0:1 and TI 
 400 for E D 1.

Stage II:

Stage I lasts until the frequencies in the denominators of the solution cease to be
in resonance and the harmonic energies settle down to a definite value. Given that
we have chosen as initial condition the q D 1 normal mode, the first modes to be
successively excited are ˛1=2�1=4N [24, 37] and share within them almost all the
energy of the system, forming a well-defined packet as described in Sect. 6.1.2. The
remaining ones, i.e. the tail modes, have exponentially localized energy spectrum.
This occurs for t � TI and is called Stage II of the process. The FPU-˛ chain
remains in that state until the resonances between the modes in the packet and tail
modes complete the transfer of energy between them and the system moves away
from the exponential profile.

Let us examine this stage of the dynamics for the following values of the total
energy: E D 0:01, E D 0:1 and E D 1, setting N D 31 and ˛ D 0:33. For E D
0:01 and E D 0:1 one observes that the energy spectrum of the FPU-˛ model
exhibits “spikes” at some modes, due to resonances with the tail modes, similar to
those seen in Fig. 6.7 for the FPU�ˇ model. The exponential slope of the profile,
however, is the same, while the linear energy spectrum is invariant for exponentially
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long times. On the contrary, if the total energy of the FPU-˛ system exceeds the
value 0.1, the transfer of energy from the packet to the tail modes occurs at a much
faster rate.

It follows from these results that there is a critical energy value below which FPU
trajectories remain close to the q-breather for exponentially long times. This critical
value can be calculated if we consider that the length of the mode packet is nearly
equal to

q

N
' p

� D ˛1=2"1=4; (6.42)

whence for q D 1 it follows that this critical energy threshold is

Ec D 1

˛2N 3
: (6.43)

We conclude, therefore, that for low energy values the Eq spectrum of the
FPU-˛ chain is localized for exponentially long times, due to the FPU recurrence
phenomenon and the existence of q-tori discussed in the previous section. It is
interesting that the spectrum remains localized for energy values E D 0:1 much
higher than the critical value Ec D 2:8 � 10�4. In fact, for E D 0:1 (˛ D 0:33,
N D 31) we observe through (6.42), that we have a packet of length 4, i.e. the
energy is equally distributed among the 4 modes q D 1; 2; 3; 4. This means that the
FPU trajectory converges to a four-dimensional torus, even though initially only one
mode was excited.

Stage II concludes with the localized energy of the FPU-˛ model diffusing from
the normal modes of the initial packet to the tail modes leading the system to
equipartition. Studying the rate of diffusion from the low to the high frequency
modes, the following has been recently discovered in [276]: (a) The FPU-˛ model
is characterized by sub-diffusion and (b) by measuring the diffusion rate one can
estimate the time it takes for the system to reach equipartition. As is well-known,
this is a delicate issue, which has been studied to date by many authors (see
e.g. [37, 38, 110, 112, 275, 276]).

The main difficulty lies in the fact that the onset of energy equipartition is
practically impossible to observe, based only on the numerical integration of the
equations of motion. Consequently the only tool we have to predict this onset with
some degree of accuracy is to use the theoretical prediction of the diffusion rate of
the motion described below.

6.4.2 Rate of Diffusion of Energy to the Tail Modes

We shall now obtain a law of diffusion using the sum of the last third of the
normalized linear energies eq . The reason for choosing this set with the shortest
wavelengths is because they exhibit the largest variations in their harmonic energies
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Fig. 6.10 Time evolution of the energy of tail modes for the FPU-˛ model, with N D 31 and
˛ D 0:33. The bottom curve corresponds to total energy E D 0:01, the middle one to E D 0:1

and the top curve toE D 1, for the instantaneous normalized harmonic energies eq (after [92,276])

and consequently yield a more efficient criterion for predicting of the time required
for energy equipartition.

The sum of normalized harmonic energies for the mode interval q 2 Œ2N=3;N �

is called tail mode energy in [276] and is defined by

�.t/ D
NX

qD2N=3
eq.t/; (6.44)

for the spectrum of energies eq.
In Fig. 6.10 we plot the function �.t/, for the energy values E D 0:01, E D 0:1

and E D 1, in log-log scale as a function of time and observe a diffusion law of
the form

� / Dt� : (6.45)

Let us now determine the dependence of the parameters D and � on the total
energy of the system E , given that � D ˛1=2"1=4 is the only independent parameter
of the problem. To this end, let us examine the FPU-˛ system with N D 31 and
˛ D 0:33, for 200 values of the total energy, starting with E D 0:01 by 0.01
increments up to the value E D 2. In Fig. 6.11 we estimate the value of � for the
energies of the tail modes � as a function of E , using the method of least squares,
for suitably long time intervals during which the tail mode energies satisfy the law
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Fig. 6.11 Plot of the value of � of the energies of the tail modes � of the FPU-˛ chain, with
N D 31 and ˛ D 0:33 (after [92, 276])

(6.45). Since for every energy value we have a different time interval, during which
the tail mode energies grow linearly (in log-log scale), it is practically impossible to
repeat the calculation for every value of E . For this reason we split the computation
in three energy ranges: (a) E 2 Œ0; 0:51�, where the appropriate time interval is
Œ104; 3 � 106�, (b) E 2 Œ0:52; 0:66�, where this interval is Œ3 � 103; 106� and (c)
E 2 Œ0:67; 2�, for which the time interval is Œ103; 3 � 105�.

Thus, in Fig. 6.11, plotting � in (6.45) as a function ofE , we find that the system
exhibits subdiffusion, since the power of t in (6.45) is generally smaller than unity.

6.4.3 Time Interval for Energy Equipartition

As we deduce from the results shown in Fig. 6.10, the system is characterized by
energy equipartition when � D 1=3. Thus, solving from the expression (6.45) for
t D T eq , with � D 1=3, we can estimate the equipartition time of the FPU-˛ system
to be

T eq 
 .3D/�1=� : (6.46)

Evaluating the parameters D and � from our knowledge of the total energy E of
the FPU-˛ model with N D 31 and ˛ D 0:33, we use (6.46) to calculate the
equipartition time of the system. In Fig. 6.12 we plot the logarithm of this time
as a function of energy of the system, in semi-log plot, for 200 energy values
within the intervals: (a) E 2 Œ0:001; 0:2� where the energy increment is 0:001
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Fig. 6.12 The logarithm of the equipartition time T eq for the FPU-˛ chain, with N D 31 and
˛ D 0:33, as a function of the total energy, in semi-log scale, for: (a) E 2 Œ0:001; 0:2� and (b)
E 2 Œ0:01; 2�. In the insert of (b) we show the logarithm of the equipartition time T eq as a function
of the logarithm of E (after [92, 276])

and (b) E 2 Œ0:01; 2�, where the energy increases by steps of 0:01. In the small
insert of Fig. 6.12b we depict the quantity logT eq vs. logE , and find that in the
energy interval E 2 Œ0:4; 2�, the law for the time required for equipartition may be
expressed as

T eq 
 106:25E�3: (6.47)

This agrees very well with the formula given in [112] for the same energy
interval. Even so, for energy values within 0:1 < E < 0:4 the system takes
exponentially long to reach equilibrium, while for E � 0:1 equipartition has not
yet been observed. The theoretical prediction of the relation (6.46) diverges from
the numerical results for 0:1 < E < 0:4, while for E � 0:1, it is impossible to
check its validity with present day available numerical techniques.

As we see from Fig. 6.10, the slope of the �-curve for E D 0:01 is practically
zero. The problem is that its value is smaller than the errors of the least square
method. Therefore, the conclusion is that the validity of these results is questionable
for E � 0:1. To date there is no theoretical estimate in the literature allowing us to
decide whether the system reaches equipartition when E becomes too small. Thus,
there are two possibilities: Either the equipartition times T eq are exponentially long,
or the system remains trapped in the neighborhood of a q-torus or a q-breather. The
formulas described above cannot answer the question whether the system reaches
equipartition for E � 0:1, but do confirm the validity of the law T eq � E�3 given
in [112], for energies E 2 Œ0:4; 2�.

Exercises

Exercise 6.1. Show that the spectrum of the unperturbed (harmonic) frequencies
˝q , given by (6.7), is fully incommensurable if N is either a prime number minus
one, or a power of two minus one. Hint: See Exercise 4.1.
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Problems

Problem 6.1. (a) Carry out in detail the steps outlined in Sect. 6.2.1 and apply the
Poincaré-Linstedt series method to construct a 2-torus solution with N D 8,
and a 4-torus solution with N D 16 for the FPU�ˇ model (6.3) with ˇ D 0:1.

(b) Choosing initial conditions on these tori, implement numerically the methods
of SALI and GALI described in Chap. 5 to show that these tori are stable for
small enough values of the total energy E .

(c) Increasing the value ofE , determine critical valuesE D Ec.2/ andE D Ec.4/,
at which these tori first become unstable.

Problem 6.2. Repeat the calculations of Problem 6.1 for the FPU-˛ model, with
Hamiltonian (6.36) and ˛ D 0:1. Consult the beginning of Sect. 6.4, where the
appropriate transformations to canonical variables Qq;Pq are described. Compare
the results with the corresponding findings obtained for the FPU-ˇ model in
Problem 6.1.



Chapter 7
Localization and Diffusion in Nonlinear
One-Dimensional Lattices

Abstract In this chapter we focus on localization properties of nonlinear lattices
in the configuration space of their spatial coordinates. In particular, we begin by
discussing the phenomenon of exponentially localized periodic oscillations, called
discrete breathers, in homogeneous one-dimensional lattices. Demonstrating that
they are directly connected with homoclinic orbits of invertible maps, we describe
a precise numerical procedure for constructing them to arbitrarily high accuracy.
Furthermore, the homoclinic approach allows for the symbolic classification of all
multibreathers (having more than one major amplitudes) symmetric and asymmetric
and can be extended to 2D lattices. We also analyze the (linear) stability of breathers
and show how their bifurcations can be monitored using methods of feedback con-
trol. Chapter 7 ends with a description of important recent results on delocalization
and diffusion of wavepackets in lattices with random disorder, pointing out the
complexity of these phenomena and the open questions that still remain.

7.1 Introduction and Historical Remarks

Localization phenomena in systems of many (often infinite) degrees of freedom
have frequently attracted attention in solid state physics, nonlinear optics, super-
conductivity and quantum mechanics. It is well-known, of course, that localization
in lattices can be due to disorder (see e.g. [1]), while, if the disorder is random,
one encounters the famous Anderson localization phenomenon [10]. There is,
however, another very important type of localization, occurring in homogeneous
infinite dimensional Hamiltonian lattices, which is dynamic: It refers to localized
periodic oscillations arising not because of the presence of some defect, but due to
the interaction between nonlinearity and the spectrum of linear normal modes (or
phonons) of the system.

We are talking, in particular, about a remarkable phenomenon called discrete
breathers, representing periodic oscillations of very few sites, in nonlinear lattices
consisting, in principle, of infinitely many particles! It is surprisingly common in
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discrete systems, in contrast to continuum systems (like strings, membranes or fluid
surfaces), where it only appears in certain very special integrable examples. Since
the reader may not be too familiar with these concepts, we shall first present a brief
review of the history of discrete breathers and then describe how one can study
them using homoclinic orbits of multi-dimensional maps. This approach not only
provides a very efficient method for computing discrete breathers, but also leads to a
systematic way of classifying them and allows us to accurately follow their existence
and stability properties as certain physical parameters of the problem are varied.

At the beginning we will deal exclusively with homogeneous lattices (of identical
masses and spring constants) and proceed in subsequent sections to treat the problem
of diffusion in disordered lattices starting with an initial excitation of very few sites,
which has recently received a great deal of attention in the literature.

7.1.1 Localization in Configuration Space

In 1969, while studying a system of coupled nonlinear oscillators modeling
finite-sized molecules, Ovchinnikov [261] showed in a very beautiful way how
discreteness in combination with an intrinsic nonlinearity of the system can cause
energy localization of the type discovered by FPU. He demonstrated, in particular,
that resonances between neighboring oscillators can be avoided when the vibrations
of the system lie outside the so-called phonon band, or spectrum of linear normal
mode frequencies (see Fig. 7.1). Thus, the recurrence phenomena in the FPU
experiments can be explained as the result of limited energy transport between
Fourier modes, caused by discreteness and nonlinearity effects. Today, of course, our
understanding of this phenomenon is considerably enhanced through the analysis of
exponential localization in Fourier space described in detail in Chap. 6.

Twenty years later (1988), the subject of localized oscillations in nonlinear
lattices was revived in a seminal paper by Sievers and Takeno [306], who used
analytical arguments to show that energy localization occurs generically in FPU
systems of infinitely many particles in one dimension, obeying (6.1).

Combining their perturbative analysis with numerical experiments, they demon-
strated that a new class of solutions, known to date as discrete breathers, exist
as oscillations which are both time-periodic and spatially localized. In their
simplest form, these solutions exhibit significant excitations only of the middle and
nearby particles. However, a great many patterns are also possible, the so-called
multibreathers, in which several particles oscillate with large amplitudes, as shown
here in Fig. 7.2. How can one determine all the possible shapes? Which of them are
stable under small perturbations? These are the kind of questions we would like to
address in the next section.

Besides the FPU system, the existence of these localized oscillations was soon
verified numerically by other research groups on a variety of lattices, including the
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Fig. 7.1 Local energies E1 .t/ (solid line) and E2 .t/ (dashed line) of the two coupled nonlinear
oscillators considered in [261], showing how energy transfer is impeded by discreteness and
nonlinearity. (a) Complete energy transfer when the first oscillator has initial amplitude a D 2:0,
for E1 .0/ D 2:4) and (b) Incomplete energy transfer when the first oscillator has initial amplitude
a D 2:5 and E1 .0/ 	 4:1 (after [53])

Klein-Gordon (KG) system of ODEs written in the form

Run D �V 0 .un/C˛ .unC1 � 2un C un�1/ ; V .x/ D 1

2
Kx2 C 1

4
x4; �1 < n < 1

(7.1)
where V.x/ is the on-site potential, ˛ > 0 is a parameter indicating the strength of
coupling between nearest neighbors, and (0) denotes differentiation with respect to
the argument of V.x/.

It was not, however, until 1994, that a mathematical proof of the existence of
discrete breathers was published by MacKay and Aubry [235] in the case of one-
dimensional lattices of the type (7.1). Under the general assumptions of nonlinearity
and non-resonance, such chains of interacting oscillators were rigorously shown
to possess discrete breather solutions for small enough values of the coupling
parameter ˛, as a continuation of their obvious existence at ˛ D 0.

Section 7.2 below is devoted to a study of discrete breathers and multibreathers
based on the concept of homoclinic orbits of invertible maps. As has been pointed
out in a number of papers [41, 42, 61, 62], homoclinic dynamics offers a very
convenient way to construct such solutions and study their stability properties,
away from the ˛ D 0 limit, through the “geometry” of the homoclinic solutions of
nonlinear recurrence relations. The results we shall describe have been presented in
[39, 40], while for the most recent developments in this field the reader is strongly
advised to consult the recent review article [125].

It is also important to remark at this point that, although strictly speaking discrete
breathers are proved to exist in infinite lattices, in practice we construct them as
solutions of a finite number of ODEs of the form (7.1), taking �N < n < N ,
where N is large enough so that particles near the ends of the lattice are practically
motionless.
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Fig. 7.2 Examples of discrete multibreathers of an FPU lattice of the form (6.1) with cubic rather
than quadratic forces (the so-called FPU�ˇmodel), obtained by starting a Newton-Raphson search
using homoclinic orbits of a map of the form (7.6) as an initial guess. The term ‘multibreather’
refers to the fact that more than one site exhibit oscillations of comparably large amplitude (after
[53])

7.2 Discrete Breathers and Homoclinic Dynamics

Focusing on the property of spatial localization, Flach was the first to show that
discrete breathers in simple one-dimensional chains can be accurately represented
by homoclinic orbits in the Fourier amplitude space of time-periodic functions
[123]. Indeed, inserting a Fourier series

un .t/ D
1X

kD1
An .k/ exp .ik!bt/ (7.2)

into the equations of motion of either the FPU or KG (7.1) lattice and setting the
amplitudes of terms with the same frequency equal to zero, leads to the system of
equations

� k2!2bAn .k/ D h�V 0 .un/CW 0 .unC1 � un/�W 0 .un � un�1/ ; exp .Iik!bt/i;
8k; n 2 Z; (7.3)
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where W is the potential function, I an infinite unit matrix and !b the fre-
quency of the breather. This is an infinite-dimensional mapping of the Fourier
coefficients An .k/, with the brackets h:; :i indicating a normalized inner product.
Time-periodicity is ensured by the Fourier basis functions exp .Iik!bt/. Spatial
localization requires that An .k/ ! 0 exponentially as n ! ˙1. Hence a discrete
breather is a homoclinic orbit in the space of Fourier coefficients, i.e. a doubly
infinite sequence of points beginning at 0 for n ! �1 and ending at 0 for
n ! C1.

As a simple example, let us consider an infinite one-dimensional model which
plays an important role in many physical systems [188]: It is described by a special
form of the discrete nonlinear Schrödinger (DNLS) equation

iPun C � junj2un C 	
1C junj2



.un�1 C unC1/ D 0; n 2 Z: (7.4)

Suppose now that we seek periodic solutions of the form un D xn exp.i!t/, with
xn real. Substituting this expression of un in (7.4) and eliminating the exponential
exp.i!t/ leads to the two-dimensional map

xnC1 C xn�1 D ! � �x2n
1C x2n

xn; xn 2 R: (7.5)

This map has three fixed points, in general, in the .xn; xnC1/ plane: One at the origin
and two located symmetrically along the diagonal xn D xnC1. The eigenvalues
of the linearized equations about these equilibria dictate e.g. that for ! D 0:25

and � D �3 the ones on the diagonal are saddles, while .0; 0/ is a center (see
Exercise 7.1).

On the other hand, for ! D 4 and � D 1 the fixed point at the origin is
a saddle, while the other two fixed points are centers. This is the case shown
in Fig. 7.3, where the stable and unstable manifolds of .0; 0/ have been plotted.
Clearly, their intersections form homoclinic orbits, which yield discrete breathers
(and multibreathers) of the DNLS equation with frequency ! D !b as follows:
Since, by definition, homoclinic orbits satisfy xn ! 0 as n ! ˙1, very few of
their xn; xnC1 coordinates have appreciable magnitude, corresponding to sites un
which are oscillating periodically with frequency !.

Now, if a homoclinic orbit is formed by intersections of the first part of the stable
(resp. unstable) manifold with the first “lobes” of the unstable (resp. stable) manifold
of the saddle point at .0; 0/, this yields an orbit that makes one loop around the
elliptic point and leads to oscillations with a single major amplitude belonging to a
simple breather. If, on the other hand, the homoclinic orbit consists of intersections
between “lobes” of both manifolds and makes several loops about an elliptic point,
it leads to oscillations with large amplitudes at several sites and hence corresponds
to a multibreather.

Of course, if the Fourier expansion of a breather consists of a single term, as in
the DNLS case, the associated two-dimensional map represents the exact dynamics.
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Fig. 7.3 The stable (dashed curve) and unstable (solid curve) manifolds of the fixed point at .0; 0/
of a 2D DNLS map of the form (7.5), with yn D xnC1, or xn D an, yn D anC1 as in (7.6).
The manifolds are clearly seen to intersect at infinitely many points, hence a wealth of homoclinic
orbits exists (after [53])

What happens, however, in a case like the KG system (7.1), where the substitution
of (7.2) leads to an infinite dimensional map like (7.3) for the Fourier coefficients?
Not to worry. Owing to the exponential decay of their magnitudes, we can get away
keeping only the largest one (k D 1), reducing (7.3) to a simple 2D map, for an D
An.1/, of the form

anC1 D g .an; an�1/ : (7.6)

The invariant manifolds, emanating out of the saddle point at the origin, could then
be plotted, as in Fig. 7.3 for example, by the method described in Exercise 7.1. It is
easy to apply this approach to the KG chain, where the above reduction yields the
map

anC1 D �an�1 � Can C 1

˛
a3n; C D �2C K � !2

˛
(7.7)

(see Exercise 7.2 and Problem 7.1). As explained in [61], one can use this map to
find approximate analytical expressions for the coefficients an that will allow us
to obtain numerically not only simple breathers but also multibreathers of the KG
chain. Moreover, interesting effects arise when one applies this approach to KG
“soft” potentials with a minus sign before the quartic term (see (7.1), [262]).
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7.2.1 How to Construct Homoclinic Orbits

It is hopefully clear by now from the above discussion (as well as Exercises 7.1
and 7.2), that the accurate computation of invariant manifolds and their intersections
is extremely important for constructing discrete breathers and multibreathers. For
this reason, we shall now describe a particularly useful and efficient method that has
been developed in [42] to locate homoclinic orbits of invertible maps of arbitrary
(but finite) dimension. As it turns out, we need to exploit certain symmetry properties
of the dynamics and understand the “geometry” of the invariant manifolds near the
origin, which we shall henceforth assume to be a saddle point of the maps under
study.

To see how this can be done, let us consider a general first order map (or
recurrence relation) of the form

xnC1 D f .xn/ ; xn; xnC1 2 R
d ; (7.8)

where d � 2 is a positive integer. Recall that homoclinic orbits are solutions which
satisfy xn ! 0 as n ! ˙1 and concentrate on all orbits satisfying a symmetry
condition of the form

xn D Mx�n; (7.9)

where M is a d � d -matrix with constant entries and detM ¤ 0. Furthermore,
observe that if an orbit obeys such a symmetry and xn ! 0 as n ! �1, it is also
true that xn ! 0 as n ! 1. Hence, any orbit which obeys this symmetry and also
satisfies xn ! 0 as n ! �1 is a homoclinic orbit.

To construct such an orbit, we first need to specify numerically its asymptotic
behavior as n ! �1. In other words, it has to be on the unstable manifold
of x D 0. Thus, given that the origin is a saddle fixed point, it is known that
its unstable manifold is well approximated in its vicinity by the corresponding
Euclidean subspace of the linearized equations, which is tangent to the nonlinear
manifold and has the same number of dimensions.

Now, the dimension of the linear unstable subspace equals the number of
coordinates necessary to determine a point x�N , N � 1 uniquely. So, by choosing
this point to be on the linear unstable manifold, very close to the origin, it will also
lie approximately on the corresponding nonlinear manifold. Thus, when mapped
forward N C 1 times, we can test whether it satisfies the above symmetry relation
(7.9). By this reasoning, locating symmetric homoclinic orbits reduces to a search
for solutions of the system

�
x1 �M x�1 D 0

x0 �M x0 D 0
; (7.10)

since, given x�N , the values of x1, x0 and x�1 are uniquely obtained by direct
iteration of the map (7.8).
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Now, given that x1 D F.x0/ and x�1 D F �1.x0/, (7.10) can be solved for x0,
searching for solutions of the equation

Z.x0/ D F.x0/�MF�1.x0/ D 0: (7.11)

The number of unknowns in this equation is 2d , d being the dimension of the
unstable manifold. However, a zero of this function automatically implies x0 D
M x0 (i.e. the second component of x0 is equal to zero, w0 D 0), reducing the
number of unknowns to d .

Suppose now that xeq is a fixed point of the map (7.8) and a state x�N exists, with
N � 1, for which x�N�n ! xeq as n ! 1, i.e. x�N is on the unstable manifold of
xeq . Thus, the point x�N can be uniquely identified by a d -dimensional coordinate,
say � . Since x0 D FN .x�N / this also determines all the unknowns in (7.11), which
can thus be written as an equation Z.� / D 0. Clearly, every coordinate � solving
this equation defines an orbit of (7.8) having the desired asymptotic behavior. The
search for homoclinic and heteroclinic solutions, therefore, reduces to finding a
state x�N on the unstable manifold of the equilibrium point xeq , determined by
the coordinate � , for which Z.� / D 0. This yields a set of d equations with d
unknowns, and hence is, in general, solvable e.g. by Newton iterative methods (see
Problem 7.2 for more details).

In the case of an invertible map, we can use this method to also find all
asymmetric homoclinic orbits, i.e. those which do not obey the symmetry condition
(7.10). This can be done by introducing the new “sum” and “difference” variables

�
vn D xn C x�n
wn D xn � x�n

;

which always possess the symmetry

�
vn D v�n
wn D �w�n

: (7.12)

In this way, we can apply again the above strategy and look for symmetric
homoclinic orbits of a new map (whose dimension is twice that of the original f )
described by the equations

F W
(

vnC1 D f
	 vnCwn

2


C f �1 	 vn�wn
2




wnC1 D f
	 vnCwn

2


 � f �1 	 vn�wn
2


 ; (7.13)

yielding homoclinic orbits xn of the original map f (7.8), that are not themselves
necessarily symmetric. On the other hand, each homoclinic orbit of f is a symmetric
homoclinic orbit of the new map F . Therefore, by determining all symmetric
homoclinic orbits of F , we find all homoclinic orbits of f . In fact, it is possible
by this approach to classify all multibreathers of an N -particle one-dimensional
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Fig. 7.4 Several homoclinic orbits of the map F (7.13), determined by a zero-search of the system
of equations v1 � v

�1 D 0 and w0 D 0, related by vn D xn C x
�n and wn D xn � x

�n. Shown
here are vn (dashed), wn (dotted) and xn (solid). Also indicated is the symbolic name of the orbit
assigned by the procedure outlined in the text and described in detail in [41, 42] (after [53])

lattice by assigning to them symbolic sequences in a systematic way, as follows:
If, at a moment when all velocities are zero, a particle has a large positive (resp.
negative) displacement, it is assigned a C (resp. �) sign, while if its displacement is
small it is assigned the symbol 0. We then introduce nine new symbols: A D �C,
B D 0C, C D CC, D D �0, O D 00, E D C0, F D ��, G D 0� and
H D C� corresponding to nine regions of the associated 2D map where these
points are located. One may thus locate multibreathers of increasing complexity,
whose number, of course, grows with increasingN . The interested reader is referred
for more details to [41, 42] and Fig. 7.4 for an example of the results presented in
these papers.

It is important to mention that, besides the above approach based on homoclinic
orbits, there also exist other methods to compute breathers and multibreathers that
one may find simpler or more straightforward to implement. Perhaps the most
popular of them starts from the so called “anticontinuum limit”, where the particles
are uncoupled and uses Newton iterative schemes to continue the solutions to the
regime of finite coupling [21, 248]. The homoclinic approach, however, also has
important advantages: It uses Fourier decomposition to turn the problem to an
invertible map whose low-dimensional approximations yield very accurate initial
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conditions for the homoclinic orbits, provides a clear geometric and symbolic
description of all breathers and multibeathers and can be used to locate such
solutions in lattices of more than one dimension, as we demonstrate in the section
that follows.

7.3 A Method for Constructing Discrete Breathers

Based on the above results, we now describe a method for computing discrete
breathers that can be efficiently applied to: (1) lattices of more than one spatial
dimension and (2) systems with vector valued variables assigned to each lattice site.
The main idea is to write a breather solution as the product of a space-dependent
and a time-dependent part and reduce the problem to the computation of homoclinic
orbits of a 2D map, under the constraint that the given ODEs possess simple periodic
oscillations of a well-defined type and specified period.

As we have already discovered, it is possible to formulate a map in Fourier
amplitude space linking discrete breathers to homoclinic orbits. This map can
be reduced to a finite-dimensional recurrence relation, by neglecting Fourier
components with a wave number k larger than some cutoff value kmax. Then, one
can use the methods described in [41,42] to approximate discrete breather solutions
by finding all homoclinic solutions of the corresponding recurrence relations.

This problem has also been examined from a different perspective: In 2002,
inspired by the work of Flach [122] and Kivshar [189], Tsironis [334] suggested
a new way to approximately separate amplitude from time-dependence, yielding
in some cases ODEs with known solutions (for example elliptic functions) while
keeping the dimension of the recurrence relation as low as possible. This led to
an improved accuracy of the calculations and provided analytical expressions of
discrete breathers for a special class of FPU and KG systems.

In [39], Bergamin extended Tsironis’ work by developing a numerical procedure
for which the time-dependent functions need not be known analytically. In this way,
a much wider class of nonlinear lattices can be treated involving scalar or vector
valued variables in one or more spatial dimensions. In particular, the approximation
proposed by Tsironis can be formulated as follows

�
unC1 .t/ � un .t/ 
 .anC1 � an/ Tn .t/
un�1 .t/ � un .t/ 
 .an�1 � an/ Tn .t/

; (7.14)

where an denotes the time-independent amplitude of un .t/ and Tn .t/ is its time-
dependence, defined by Tn .0/ D 1 and PTn .0/ D 0.

Note now, that since all FPU and KG systems are described by a Hamiltonian of
the form

H D 1

2

1X

nD�1
Pu2n C

1X

nD�1
fV .un/CW .unC1 � un/g ;
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we may use the approximation (7.14) to transform the equations of motion

Run D �V 0 .un/CW 0 .unC1 � un/ �W 0 .un � un�1/

into

an RTn D �V 0 .anTn/CW 0 ..anC1 � an/ Tn/�W 0 ..an � an�1/ Tn/ : (7.15)

This is an ODE for Tn .t/ which can, in principle, be solved since the initial
conditions are known.

Of course, an analytical solution of (7.15) is in general very difficult to obtain.
However, since we are primarily interested in the amplitudes an, what we ultimately
need to do is develop a numerical procedure to find a recurrence relation linking an,
anC1 and an�1 without having to solve the ODE beforehand.

Let us observe first, that the knowledge of an, anC1 and an�1 permits us to solve
the above ODE numerically. Under mild conditions, solutions Tn .t/ can thus be
obtained, which are time-periodic, while for a discrete breather all functions Tn .t/
have the same period. Choosing a specific value for this period, allows us to invert
this process and determine anC1 as a function of an and an�1, just as we did in
(7.6). In the same way, we also determine an�1 as a function of an and anC1. Thus,
a two-dimensional invertible map has been constructed for the an, ensuring that all
oscillators have the same frequency.

As is explicitly shown in [39,40], on a variety of examples, the homoclinic orbits
of this map provide highly accurate approximations to the discrete breather solutions
with the given period and the initial state un .0/ D an, Pun .0/ D 0. In fact, we can
now apply this approach to more complicated potentials and higher dimensional
lattices, as demonstrated in Fig. 7.5, where we compute a discrete breather solution
of a two-dimensional lattice, with indices n, m in the x, y directions and dependent
variable un;m .t/.

Having thus discovered new and efficient ways of calculating discrete breathers
in a wide class of nonlinear lattices, we may now turn to a study of their stability,
continuation and control properties in parameter space. More specifically, we will
show that it is possible to use the above methods to extend the domain of existence of
breathers to parameter ranges that cannot easily be accessed by other more standard
continuation techniques.

7.3.1 Stabilizing Discrete Breathers by a Control Method

So far, we have seen that transforming nonlinear lattice equations to low-
dimensional maps and using numerical techniques to compute their homoclinic
orbits provides an efficient method for approximating discrete breathers in any
(finite) dimension and classifying them in a systematic way. This clears the path for
an investigation of important properties of large numbers of discrete breathers of



176 7 Localization and Diffusion in Nonlinear One-Dimensional Lattices

−10 −5 0 5 100
10

−1

−0.5

0

0.5

1

1.5

m
n

u
n

,m
(0

)

Fig. 7.5 A breather in a two-dimensional lattice is obtained by the method described in the text,
for equations of motion where the particles at each lattice site .n;m/ are subject to an on-site
potential of the KG type and experience harmonic interactions with their four nearest neighbors
(after [39])

increasing complexity. One such property, which is relevant to many applications
and requires that a solution be known to great accuracy is (linear) stability in time.

In [62], the accurate knowledge of a discrete breather solution was used in a
rather uncommon way to study stability properties: As is well known, a familiar
task in physics and engineering is to try to influence the behavior of a system, by
applying control methods. By control we refer here to the addition of an external
force to the system which allows us to influence its dynamics. In particular, our
objective is to use this force to change the stability type of a discrete breather
solution from what it was in the absence of control.

It is important to emphasize, of course, that during the application of control our
system is altered in such a way that the solution itself does not change. In other
words, the controlled system possesses solutions which are exactly the same as in
the uncontrolled case. Thus, if a solution is unstable in the uncontrolled system, the
extra terms added to the equations by the external forcing can cause the solution to
become stable and vice versa. This approach is often called feedback control and
was first used very successfully to influence the motion of dynamical systems by
Pyragas in [278].

The system that was studied in [62], using the above feedback control method, is
a KG one-dimensional chain, whose equations of motion are written in the form

Run D �V 0 .un/C ˛ .unC1 � 2un C un�1/C L
d

dt
.Oun � un/ ; (7.16)

where Oun D Oun.t/ is the known discrete breather solution of the equations when
L D 0. The parameter L indicates how strongly the control term influences the
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Fig. 7.6 A breather solution of (7.16), un .t/ D Oun .t/, which is unstable for L D 0 (after [62])

KG system. Thus, for any value of L, un.t/ D Oun.t/ is clearly a solution of
both the controlled as well as the uncontrolled equations. Clearly, for L > 0,
L d

dt un is a dissipative-like term, while L d
dt

Oun represents a kind of periodic forcing.
It is therefore reasonable to investigate whether, by increasing L, the dissipative
part of the process will force the system to converge to a stable solution. If this
solution is the Oun.t/ we started with, the latter is stable. If this is not the case, the
original solution is unstable. Indeed, it is not difficult to prove (see Exercise 7.3) the
following proposition:

Proposition 7.1. Let un D Oun.t/ be a periodic discrete breather solution of the
lattice equations

Run D �V 0 .un/C ˛ .unC1 � 2un C un�1/ ; �N < n < N;

whereN is large enough so that the solution Oun.t/ exists. Then there exists anL > 0
such that un D Oun.t/ is an asymptotically stable solution of the modified (controlled)
system

Run D �V 0 .un/C ˛ .unC1 � 2un C un�1/C L
d

dt
.Oun � un/ :

This result clearly implies that, by increasingL, it is possible to stabilize the original
solution, independent of its stability character in the uncontrolled situation. Let us
demonstrate this by taking the breather of Fig. 7.6, which is unstable at L D 0,
substitute its (known) solution form Oun .t/ in the above equations and increase the
value of L. As we see in Fig. 7.7, it is quite easy to stabilize it at L D 1:17, since
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Fig. 7.7 Increasing the control parameter L from L D 0 in the system (7.16), using as initial
shape the one given in Fig. 7.6 moves the eigenvalues of the monodromy matrix of the orbit inside
the unit circle. Initially, some eigenvalues lie outside the unit circle, but eventually, for L > 1:17,
all eigenvalues attain magnitudes less than one, thus achieving stability and control (after [62])

increasing the value of L gradually brings all eigenvalues of the monodromy matrix
of the solution inside the unit circle.

The above Proposition has an additional significant advantage: It gives us the
opportunity to address the question of the existence of discrete breathers in ranges of
the coupling parameter ˛ where other more straightforward continuation techniques
do not apply. In order to do this, it is important to recall how this question was
originally answered in the existence proof of MacKay and Aubry, using the notion
of the so-called anti-continuum limit ˛ D 0 [235].

Let us observe that the KG equations of motion

Rxi D V 0 .x/C ˛ .xiC1 � 2xi C xi�1/ ;

describe a system of uncoupled oscillators for ˛ D 0. Obviously, in that case,
any initial condition, where only a finite number of oscillators have a non-zero
amplitude, produces a discrete breather solution. In their celebrated paper of 1994,
MacKay and Aubry prove that, under the conditions of nonresonance with the
phonon band and nonlinearity of the function V 0 .x/, this solution can be continued
to the regime where ˛ > 0.
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Fig. 7.8 (a) As the uncontrolled system approaches a bifurcation point at some critical value
˛cr D 0:081 when L D 0, the bifurcation can be avoided as follows: (b) Fixing ˛ D 0:08

and increasing the control parameter, for example to L D 0:13, where the breather solution is
asymptotically stable, (c) increasing the coupling strength to ˛ D 0:082 and (d) switching off the
control to return to the breather of the uncontrolled system, which is now unstable (after [62])

According to their approach, however, continuation for ˛ > 0 is possible, only
as long as the eigenvalues of the Floquet matrix of the solution do not cross the
value C1. This means that the typical occurrence of a bifurcation, through which the
breather becomes unstable, prevents such a continuation approach from following
the breather beyond that critical ˛ value. This is where the control method proposed
in [62] comes to the rescue: As we can see in Fig. 7.8, following a path in ˛ > 0

and L > 0 space, a discrete breather solution can be continued to a higher value of
˛, by choosing L in the controlled system such that the solution remains stable!

Therefore, since by the above Proposition one can always find L such that
stability is possible for any coupling ˛, this allows the continuation of any solution
of the ˛ D 0 case to ˛ > 0 values beyond bifurcation, demonstrating the existence
of breather solutions in the corresponding parameter regime. The fact that Oun.t/—
which is a stable solution of the controlled system—is by definition also an unstable
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Fig. 7.9 Relation between the control parameter L and the coupling strength ˛: If ˛ is increased,
L has to be larger to achieve stability and successful control. Shown here are the regions for which
the breather of Fig. 7.6 is a stable or unstable solution un .t/ D Oun .t/ of (7.16) (after [62])

solution of the uncontrolled system, implies that we have succeeded in continuing a
discrete breather solution to higher values of ˛, beyond the bifurcation point.

In Fig. 7.9, we show in .L; ˛/ space the regions of stability of this particular
breather. As is well-known by the work of Segur and Kruskal [300], breathers are
not expected to exist in these systems in the continuum limit of ˛ going to infinity.
At what coupling value though and how do they disappear? Can we use our control
aided continuation methods to follow them at arbitrarily high ˛ to answer such
questions? These are open research problems that offer interesting applications of
the methods we have described in this chapter.

7.4 Disordered Lattices

7.4.1 Anderson Localization in Disordered Linear Media

Let us now turn our attention to the topic of one-dimensional disordered lattices that
have applications to many physical problems.

One fundamental issue of interest to condensed matter physics was (and still
remains) the study of conductivity of electrons in solids. Since in an infinite
perfect crystal electrons can propagate ballistically, a natural question to ask is what
happens in a more realistic situation when disorder is present in the crystal due to
impurities or defects? Will an increase of the degree of disorder lead to a decrease
of conductivity, or not? These questions were first answered in a seminal paper
by Philip Anderson [10], where it was shown that if disorder is large enough the
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diffusive motion of the electron will come to a halt. In particular, Anderson studied
an unperturbed lattice of uncoupled sites, where the perturbation was considered
to be the coupling between them, and randomness was introduced in the on-site
energies. For this model he showed that for a large degree of randomness, the
transmission of a wave decays exponentially with the length of the lattice.

This absence of wave diffusion in disordered media is nowadays called Anderson
localization, and is a general wave phenomenon that applies to the transport
of different types of classical or quantum waves, like electromagnetic, acoustic
and spin waves. Its origin is the wave interference between multiple scattering
paths; i.e. the introduction of randomness can drastically disturb the constructive
interference, leading to the halting of waves. Anderson localization plays an
important role in several physical phenomena. For example, the localization of
electrons has dramatic consequences regarding the conductivity of materials, since
the medium no longer behaves like a metal, but becomes an insulator when the
strength of disorder exceeds a certain threshold. This transition is often referred as
the metal-insulator transition.

Although today the significance of Anderson localization is well recognized as
indicated for example by the large number of theoretical and numerical papers
related to this topic, its physical relevance was not fully realized for many years.
The fact that experimental observation of Anderson localization was (and still is) a
cumbersome task played an important role in this situation. It is worth mentioning
that Anderson himself failed initially to understand the significance of his discovery,
as he admits in his Nobel price winning lecture in 1978, where he stated about
localization that ‘. . . very few believed it at the time, and even fewer saw its
importance, among those who failed to fully understand it at first was certainly
its author. It has yet to receive adequate mathematical treatment, and one has to
resort to the indignity of numerical simulations to settle even the simplest questions
about it.’

Many theoretical and numerical approaches of localization start with the
Anderson model: a standard tight-binding (i.e. nearest-neighbor hopping) system
with on-site potential disorder. This can be represented in one dimension by a
time-dependent Schrödinger equation

i
@ l

@t
D �l l �  lC1 �  l�1; (7.17)

where �l are the random on-site energies, drawn from an uncorrelated uniform
distribution in Œ�W=2;W=2�, where W parameterizes the disorder strength and  l
is the complex wave function associated with lattice site l . Using the substitution
 l D Al exp.�i�t/ yields a time-independent system of difference equations

�Al D �lAl � AlC1 �Al�1; (7.18)

whose solution consists of a set of eigenvectors called the normal mode eigen-
vectors (NMEs), A
l , (normalized as

P
l .A



l /
2 D 1 ), and a set of eigenvalues

called the normal frequencies, �
 . All eigenvectors are exponentially localized,
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meaning that their asymptotic behavior can be described by an exponential decay
jA
l j � e�l=�.�
/, where �.�
/ is a characteristic energy-dependent length, called
the localization length. Naturally, � ! 1 corresponds to an extended eigenstate.
Several approaches have been developed for the evaluation of �, such as the transfer
matrix method, schemes based on the transport properties of the lattice, as well as
perturbative techniques. For more information on such approaches, the reader is
referred to [206] and references therein.

The mathematical description of Anderson localization based on the above
formalism is useful for theoretical approaches, but not so much for experimental
studies. Clearly, unbounded media do not exist and eigenvalues or eigenstates are
rarely measured in real experiments, where mainly measurements of transition and
conductivity are performed. So the need for a connection between conductivity
and the spectrum of the system becomes apparent. The basic approach towards the
fulfilment of this goal was the establishment of a relationship between conductivity
and the sensitivity of the eigenvalues of the Hamiltonian of a finite (but very large)
system to changes in the boundary conditions [118]. This sensitivity turned out to
be conceptually important for the formulation of a scaling theory for localization
[5]. The main hypothesis of this single-parameter scaling theory is that, close to
the transition between localized and extended states, there should only be one
scaling variable which depends on the conductivity for the metallic behavior and
the localization length for the insulating behavior. This single parameter turned out
to be a dimensionless conductance (often called Thouless conductance or Thouless
number) defined as

g.N / D ıE

�E
; (7.19)

where ıE is the average energy shift of eigenvalues of a finite system of size N
due to the change in the boundary conditions, and �E is the average spacing of
the eigenvalues. For localized states and largeN , ıE becomes very small and g.N /
vanishes, while in the metallic regime the boundary conditions always influence the
energy levels, even in the limiting case of infinite systems. The introduction of the
Thouless conductance led to the formulation of a simple criterion for the occurrence
of Anderson localization:g.N / < 1. In one and two-dimensional random media this
criterion can be reached for any degree of disorder by just increasing the size of the
medium, while in higher dimensions a critical threshold exists.

The experimental verification of Anderson localization is not easy, for example
due to the electron–electron interactions in cases of electron localization, and
the difficult discrimination between localization and absorption in experiments of
photon localization. Nevertheless, nowadays the observation of Anderson local-
ization has been reported in several experiments, a few of which we quote here:
(1) light localization in three-dimensional random media [323, 345], (2) transverse
localization of light for two [299] and one [208] dimensional photonic lattices, (3)
localization of a Bose-Einstein condensate in an one-dimensional optical potential
[45, 284], and (4) elastic waves propagating in a three-dimensional disordered
medium [173]. In addition, the observation of the metal-insulator transition in a
three-dimensional model with atomic matter waves has been described in [78].
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7.4.2 Diffusion in Disordered Nonlinear Chains

As was discussed in the previous subsection, the presence of uncorrelated spatial
disorder in one-dimensional linear lattices results in the localization of their
NMEs. An interesting question, therefore, that naturally arises is what happens
if nonlinearity is introduced to the system. Understanding the effect of nonlin-
earity on the localization properties of wave packets in disordered systems is a
challenging task, which, has attracted the attention of many researchers in recent
years [47, 48, 124, 131, 144, 202, 210, 252–255, 271, 311, 317, 338, 339]. Most of
these studies consider the evolution of an initially localized wave packet and show
that wave packets spread subdiffusively for moderate nonlinearities. On the other
hand, for weak enough nonlinearities, wave packets appear to be frozen over the
complete available integration time, thereby resembling Anderson localization, at
least on finite time scales. Recently, it was conjectured in [178] that these states
may be localized for infinite times on Kolmogorov-Arnold-Moser (KAM) torus-like
structures in phase space. Whether this is true or not remains open to the present day.

7.4.2.1 Two Basic Models

In order to present the characteristics of subdiffusive spreading, let us consider
two one-dimensional lattice models. The first one is a variant of system (7.4). It
represents a disordered discrete nonlinear Schrödinger equation (DDNLS) described
by the Hamiltonian function

HD D
X

l

�l j l j2 C ˇ

2
j l j4 � . lC1 �

l C  �
lC1 l /; (7.20)

in which  l are complex variables,  �
l their complex conjugates, l are the lattice

site indices and ˇ � 0 is the nonlinearity strength. The random on-site energies
�l are chosen uniformly from the interval

��W
2
; W
2

�
, with W denoting the disorder

strength. The equations of motion are generated by P l D @HD=@.i 
?
l /:

i P l D �l l C ˇj l j2 l �  lC1 �  l�1: (7.21)

This set of equations conserves both the energy of (7.20), and the norm S

D P
l j l j2.

The second model we consider is the quartic KG lattice (7.1), described by the
Hamiltonian

HK D
X

l

p2l
2

C Q�l
2

u2l C 1

4
u4l C 1

2W
.ulC1 � ul /

2; (7.22)
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where ul and pl respectively are the generalized coordinates and momenta on site l ,
and Q�l are chosen uniformly from the interval

�
1
2
; 3
2

�
. The equations of motion are

Rul D �@HK=@ul and yield

Rul D �Q�lul � u3l C 1

W
.ulC1 C ul�1 � 2ul /: (7.23)

This set of equations only conserves the energyH of (7.22). The scalar valueH � 0

serves as a control parameter of nonlinearity, similar to ˇ for the DDNLS case.
For ˇ D 0 and  l D Al exp.�i�t/, (7.21) reduces to the linear eigenvalue

problem (7.18). The width of the eigenfrequency spectrum �
 in (7.18) is �D D
W C 4 with �
 2 ��2 � W

2
; 2C W

2

�
. In the limit H ! 0 (in practice by neglecting

the nonlinear term u4l =4) the KG model of (7.22) is reduced (with ul D Al exp.i!t/)
to the same linear eigenvalue problem of (7.18), under the substitutions � D W!2�
W � 2 and �l D W.Q�l � 1/. The width of the squared frequency !2
 spectrum is
�K D 1C 4

W
with !2
 2 � 1

2
; 3
2

C 4
W

�
. As in the case of DDNLS, W determines the

disorder strength.
In the case of weak disorder, W ! 0, the localization length of NMEs is

approximated by �.�
/ � �.0/ 
 100=W 2 [206, 207]. On average the NME
localization volume (i.e. spatial extent) V , is of the order of 3:3�.0/ 
 330=W 2

for weak disorder and unity in the limit of strong disorder, W ! 1 [207]. The
average spacing of eigenvalues of NMEs within the range of a localization volume
is given by d 
 �=V , with � being the spectrum width. The two frequency scales
d � � determine the packet evolution details in the presence of nonlinearity.

In order to write the equations of motion of Hamiltonian (7.20) in the normal
mode space of the system, we insert  l D P


 A
;l�
 in (7.21), with j�
 j2
denoting the time-dependent amplitude of the 
th mode. Then, using (7.18) and
the orthogonality of NMEs the equations of motion (7.21) read

i P�
 D �
�
 C ˇ
X


1;
2;
3

I
;
1;
2;
3�
�

1
�
2�
3 (7.24)

with I
;
1;
2;
3 D P
l A
;lA
1;lA
2;lA
3;l being the so-called overlap integral (see

Exercise 7.4).
To study the spreading characteristics of wave packets let us order the NMEs

by increasing value of the center-of-norm coordinate X
 D P
l lA

2

;l [131, 210,

311, 317]. Then, for DDNLS we follow the normalized norm density distributions
z
 � j�
j2=P� j��j2, while for KG we monitor the normalized energy density

distributions z
 � E
=
P

� E� with E
 D PA2
=2 C !2
A
2

=2, where A
 is the

amplitude of the 
th normal mode and !2
 its squared frequency. Usually these
distributions are characterized by means of the second momentm2 D P


.
� N
/2z

(which quantifies the wave packet’s spreading width), with N
 D P


 
z
 , and the
participation number P D 1=

P

 z2
 , (i.e. the number of the strongest excited

modes in z
). Another often used quantity is the compactness index � D P2=m2,
which quantifies the inhomogeneity of a wave packet. Thermalized distributions
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have � 
 3, while � � 3 indicates very inhomogeneous packets, e.g. sparse (with
many holes) or partially selftrapped ones (see [317] for more details).

The frequency shift ı of a single site oscillator induced by the nonlinearity for
the DDNLS model is ıD D ˇj l j2, while for the KG system the squared frequency
shift of a single site oscillator is ıK � El , El being the energy of the oscillator.
Since all NMEs are exponentially localized in space, each effectively couples to a
finite number of neighbor modes. The nonlinear interactions are thus of finite range;
however, the strength of this coupling is proportional to the norm (energy) density
for the DDNLS (KG) model. If the packet spreads far enough, we can generally
define two norm (energy) densities: one in real space, nl D j l j2 (El) and the other
in normal mode space, n
 D j�
 j2 (E
).

Typically, in order to obtain a statistical description of the wave packet dynamics
averaging over hundreds of realizations is performed. As a result, no strong
difference is seen between the norms (energies) in real and normal mode space, and
therefore, we treat them generally as some characteristic norm (n) or energy (E)
density. The frequency shift due to nonlinearity is then ıD � ˇn for the DDNLS
model, while the square frequency shift is ıK � E for the KG lattice.

7.4.2.2 Regimes of Wave Packet Spreading

Let us now discuss in more detail the different wave packet evolutions. For strong
nonlinearities a substantial part of the wave packet is self-trapped. This is due
to nonlinear frequency shifts, which will tune the excited sites immediately out
of resonance with the non-excited neighborhood [125, 127]. The existence of the
selftrapping regime was theoretically predicted for the DDNLS model in [202] (see
also [317] for more details). According to the theorem stated in [202], for large
enough nonlinearities (ıD > �D), single site excitations cannot uniformly spread
over the entire lattice. Consequently, a part of the wave packet will remain localized,
although the theorem does not prove that the location of this inhomogeneity is
constant in time. In fact, partial self-trapping will occur already for ıD � 2

(ıK & 1=W ) since at least some sites in the packet may be tuned out of resonance.
The selftrapping regime has been numerically observed for single-site excitations
[131, 311, 317] and for extended excitations [47, 210], both for the DDNLS and the
KG models, despite the fact that the KG system conserves only the total energyH ,
and the selftrapping theorem can not be applied there.

When selftrapping is avoided for ıD < 2 (ıK . 1=W ), two different spreading
regimes were predicted in [124] having different dynamical characteristics: an
asymptotic weak chaos regime, and a potential intermediate strong chaos one. The
basic assumption for this prediction is that the spreading of the wave packet is due
to the chaoticity inside the packet. This practically means that a normal mode in a
layer of width V in the cold exterior of the wave packet—which borders the packet
but will belong to the core of the spreading packet at later times—is incoherently
heated by the packet. Numerical verifications of the existence of these regimes were
presented in [47, 210, 311].
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Let us take a closer look at these behaviors by considering initial “block” wave
packets, where L central oscillators of the lattice are excited having the same norm
(energy). In the weak chaos regime, for L � V and ı < d most of the NMEs
are weakly interacting with each other. Then the subdiffusive spreading of the wave
packet is characterized by m2 � t1=3. If the nonlinearity is weak enough to avoid
selftrapping, yet strong enough to ensure ı > d , the strong chaos regime is realized.
Wave packets in this regime initially spread faster than in the case of weak chaos,
withm2 � t1=2. Note that a spreading wave packet launched in the regime of strong
chaos will increase in size, drop its norm (energy) density, and therefore a crossover
into the asymptotic regime of weak chaos will occur at later times.

We turn our attention now to the case L < V . In this case the wave packet
initially spreads over the localization volume V during a time interval 	in � 2�=d ,
even in the absence of nonlinearities [124, 210]. The initial average norm (energy)
density nin (Ein) of the wave packet is then lowered to n.	in/ 
 ninL=V (E.	in/ 

EinL=V ). Further spreading of the wave packet in the presence of nonlinearities
is then determined by these reduced densities. Note that for single-site excitations
(L D 1), the strong chaos regime completely disappears and the wave packet
evolves either in the weak chaos or selftrapping regimes [131, 271, 317, 338].

7.4.2.3 Numerical Results

We present now some numerical results obtained in [210] showing the existence and
the main characteristics of weak chaos, strong chaos, the crossover between them
and the selftrapping regime (Fig. 7.10). These results were obtained by considering
compact DDNLS wave packets at t D 0 spanning a width L centered in the
lattice, such that within L there is a constant norm density and a random phase
at each site (outside the volume L the norm density is zero). In the KG case, this
corresponds to exciting each site in the width L with the same energy density,
E D H=L, i.e. setting initial momenta to pl D ˙p

2E with randomly assigned
signs. Ensemble averages over disorder were calculated for 1; 000 realizations with
W D 4, while L D V D 21, and system sizes of 1; 000 � 2; 000 sites were
considered. For the DDNLS, an initial norm density of nin D 1 was taken, so
that ıD D ˇ. The values of ˇ (E for KG) were chosen to give the three expected
spreading regimes, respectively ˇ 2 f0:04; 0:72; 3:6g and E 2 f0:01; 0:2; 0:75g.

Let us describe the results of Fig. 7.10 referring mainly to the DDNLS model. In
the regime of weak chaos we see a subdiffusive growth ofm2 according to m2 � t˛

with ˛ 
 1=3 at large times. In the regime of strong chaos we observe exponents
˛ 
 1=2 for 103 . t . 104 (KG: 104 . t . 105). Time averages in these regions
over the green curves yield ˛ 
 0:49 ˙ 0:01 .KG: 0:51 ˙ 0:02/. With spreading
continuing in the strong chaos regime, the norm density in the packet decreases, and
eventually satisfies ıD � dD .ıK � dK ). This results in a dynamical crossover to the
slower weak chaos subdiffusive spreading. Fits of this decay suggest that ˛ 
 1=3

at 1010 . t . 1011 for both models. In the regimes of weak and strong chaos, the
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Fig. 7.10 Upper row: Average log of second moments (inset: average compactness index) vs. log
time for the DDNLS (KG) on the left (right), for W D 4, L D 21. Colors correspond to the
three different regimes: (1) weak chaos—blue, ˇ D 0:04 .E D 0:01/, (2) strong chaos—green,
ˇ D 0:72 .E D 0:2/, (3) self-trapping—red, ˇ D 3:6 .E D 0:75/. The respective lighter
surrounding areas show one-standard-deviation error. Dashed lines are to guide the eye to 
 t 1=3,
while dot-dashed lines are guides for 
 t 1=2. Lower row: Finite difference derivatives ˛.log t / D
d hlogm2i =d log t for the smoothed m2 data respectively from above curves (after [210])

compactness index at largest computational times is � 
 2:85˙ 0:79 .KG: 2:74˙
0:83/, as seen in the blue and green curves of the insets of Fig. 7.10. This means that
the wave packet spreads, but remains rather compact and thermalized (� 
 3).

Numerical studies of several additional models of disordered nonlinear one-
dimensional lattices demonstrate that in the presence of nonlinearities subdiffusive
spreading is always observed, so that the second moment grows initially asm2 � t˛

with ˛ < 1, showing signs of a crossover to the asymptotic m2 � t1=3 law at
larger times [47, 210]. Remarkably, subdiffusive spreading was also observed for
large disorder strengths, when the localization volume (which defines the number
of interacting partner modes) tends to one [47]. Such results support the conjecture
that the wave packets, once they spread, do so up to infinite times in a subdiffusive
way, bypassing Anderson localization of the linear wave equations. Nevertheless,
the validity of this conjecture is still an open issue.

It is worth-mentioning that when the nonlinearity strength tends to very small val-
ues, waiting times for wave packet spreading of compact initial excitations increase
beyond the detection capabilities of current computational tools. The corresponding
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question of whether a KAM regime can indeed be approached at finite nonlinearity
strength was addressed in [178], but remains still unanswered.

Exercises

Exercise 7.1. (a) Identify all fixed points of the two-dimensional map (7.5) as
functions of the parameters ! and � . Linearize the equations of the map about
them and compute the eigenvalues and eigenvectors of the linearized map in
every case, thus determining the stability of each point.

(b) Choose ! and � values such that the origin is a saddle, place many initial
conditions on the corresponding eigenvectors and trace out numerically the
stable and unstable manifolds emanating out of the point .0; 0/ in that case
(note that to follow the stable manifold you will need to use the equations of the
inverse map).

(c) Computing as accurately as possible one of their primary intersections locate
one homoclinic point, whose (forward and backward) iterations should enable
you to compute one of the simple breathers of the DNLS equation.

Exercise 7.2. (a) Substituting (7.2) in the KG equation of motion (7.1) derive
the infinite dimensional map satisfied by the Fourier coefficients An.k/ for a
periodic solution of the system with frequency !. Using these equations prove
that the origin is of the saddle type provided the following condition is satisfied

C.k/ D 2C K � !2k2

˛
> 2; (7.25)

thus showing that breathers can exist in the KG system with frequency !b D !

if !2k2 >KC4˛ for all kD 1; 2; : : :. It follows, therefore, that if this condition
is satisfied for k D 1 it will also hold for all other k.

(b) Referring to (7.7), with C D C.1/, consult reference [61] and use the method
proposed in Exercise 7.1 to compute homoclinic orbits for the cubic map (7.7)
that approximate simple breathers of the KG system. Consult also Problem 7.1
below to see how to do this in a systematic way.

Exercise 7.3. Prove Proposition 7.1 of Sect. 7.3.1 reasoning as follows: Let x D
Ox.t/ denote a periodic solution of

Rx D f .x/: (7.26)

We wish to show that there exists an Lc such that for L > Lc , x D Ox.t/ is an
asymptotically stable solution of the system

Rx D f .x/C L
d

dt
.Ox � x/: (7.27)
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To this end, linearize (7.26), writing x D Ox.t/ C ".t/ and perform the change of
variables ".t/ D �.t/ exp.�Lt

2
/, transforming the linear system into a Hill’s type

equation for �.t/, involving the Jacobian matrix Df.Ox.t//, whose coefficients are
periodic in time. Now use the fact that the solution of Hill’s equation can be written
as a linear combination of (n-dimensional) vector periodic functions Pk.t/; k D
1; 2; : : : ; n multiplied by exponentials in the Floquet exponents, ˇk . Examining the
nature of these exponents, show that the solution x D Ox.t/ is stable if the control
parameter L > 2jˇmaxj, where ˇmax is the largest in absolute value of all real ˇk ,
since then the function ".t/ will tend to zero as time goes to infinity. Hint: Consult
[240, 250, 344].

Exercise 7.4. Substituting  l D P

 A
;l�
 in (7.21), and using (7.18) and the

orthogonality of NMEs, prove that the equations of motion of the DDNLS system
(7.20) in normal mode space is given by (7.24).

Problems

Problem 7.1. (a) Consider the “soft spring” KG potential

V.x/ D 1

2
Kx2 � 1

4
x4: (7.28)

Use this form of V.x/ in the equations of motion (7.1) to search for periodic
solutions of the form (7.2) with !b D !, equating coefficients of exp.ik!t/.
Thus, derive the following algebraic system for the coefficients An.k/

AnC1.k/CAn�1.k/ D C.k/An.k/� 1

˛

X

k1

X

k2

X

k3

An.k1/An.k2/An.k3/;

k1 C k2 C k3 D k; (7.29)

for every k D 1; 2; : : : ;M , with

C.k/ D 2C K � k2!2

˛
(7.30)

assuming that the Fourier coefficients An.k/ decrease sufficiently rapidly with
n, so that M of them are enough to describe the dynamics. As explained in
Sect. 7.2, a necessary condition for the existence of breathers is that the trivial
solution of (7.29), i.e. An.k/ D 0, for all n; k, be a saddle point of the 2M -
dimensional map (7.29).

(b) Linearize (7.29) near the trivial point and prove that it is a saddle with an
M -dimensional stable and an M -dimensional unstable manifold, if and only
if jC.k/j > 2 for all k D 1; 2; : : : ;M . Show that the smallest value of
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! that makes it possible for a breather with this frequency to exist is ! Dp
K � ˛.C.1/� 2/. Consider now the simple approximation that the breather

is represented by a single mode only, i.e. un.t/ D 2An.1/cos!t , for �M <

n < M , and scale the Fourier coefficients byAn.1/ D p
˛An to obtain the map

AnC1 C An�1 C C.1/An D �3A3n; (7.31)

(see also (7.7)).
(c) Analyzing (7.31), show that the only possibility for breathers is C.1/ > 2,

with frequency ! <
p
K below the phonon band. Explain why the parameter

range for breathers of (7.28) is considerably more limited than the “hard
spring” case (see (7.1)), where ! >

p
K C 4˛. Write the above map in

the two-variable form AnC1 D �Bn � C.1/An � 3A3n; BnC1 D An and
determine the eigenvectors of its linearized equations about the origin .0; 0/.
Now use the method described in Exercise 7.1 to trace out numerically the
invariant manifolds of the origin, locate their intersections and compute some
of the breathers and multibreathers. Start with accurate representations of their
un.0/ D 2An.1/ and Pun.0/ D 0 initial conditions and integrate the equations of
motion (see (7.1)) for long times to determine numerically the stability of these
solutions, under small changes of their initial conditions.

Problem 7.2. (a) Use the approach outlined in Sect. 7.2.1 to compute homoclinic
orbits of the map (7.5), corresponding to symmetric breathers and multi-
breathers of the DNLS (7.4), as follows: Solve (7.10), noting that, once x�N is
known as an initial condition, the values of x1, x0 and x�1 are uniquely obtained
by direct iteration of the map (7.8). Observe next that setting x1 D F.x0/ and
x�1 D F�1.x0/, (7.10) can be solved for x0, by looking for solutions of the
(7.11), whose number of unknowns is d , since Z.x0/ D 0 implies x0 D M x0
(i.e. the second component of x0 is zero, w0 D 0).

(b) Express now the desired solution x�N , lying on the d -dimensional unstable
manifold, by a coordinate � satisfying Z.� / D 0. Since x0 D FN .x�N / this
also completely determines all the unknowns in (7.11) and hence every solution
of this equation defines an orbit of (7.8) having the desired asymptotic behavior.
One convenient way to define the unknown � D .�1; : : : ; �d / is to approximate
the state x�N by a point lying on the Euclidean unstable manifold of the
linearized equations and express it as a linear combination of the eigenvectors
Eu
i , writing x�N D "

Pd
iD1 �iEu

i C xeq , where j�i j > 1 are the corresponding
eigenvalues and j�j � 1 a scalar parameter denoting the accuracy of the
computation. Thus, you may now substitute this expression in Z.� / D 0 and
solve for the resulting d equations with d unknowns, using an appropriate
Newton iterative method.



Chapter 8
The Statistical Mechanics of Quasi-stationary
States

Abstract This chapter adopts an altogether different approach to the study of
chaos in Hamiltonian systems. We consider, in particular, probability distribution
functions (pdfs) of sums of chaotic orbit variables in different regions of phase
space, aiming to reveal the statistical properties of the motion in these regions. If
the orbits are strongly chaotic, these pdfs tend to a Gaussian and the system quickly
reaches an equilibrium state described by Boltzmann-Gibbs statistical mechanics.
There exist, however, many interesting regimes of weak chaos characterized by
long-lived quasi-stationary states (QSS), whose pdfs are well-approximated by
q-Gaussian functions, associated with nonextensive statistical mechanics. In this
chapter, we study such QSS for a number ofN dof FPU models, as well as 2D area-
preserving maps, to locate weakly chaotic QSS, investigate the complexity of their
dynamics and discover their implications regarding the occurrence of dynamical
phase transitions and the approach to thermodynamic equilibrium, where energy is
equally shared by all degrees of freedom of the system.

8.1 From Deterministic Dynamics to Statistical Mechanics

As the reader has undoubtedly noticed, we have regarded so far in this book the
solutions of Hamiltonian systems as individual trajectories (or orbits), evolving in
a deterministic way, according to Newton’s equations of motion. In other words,
we have systematically chosen initial conditions locally in various areas of phase
space and have sought to characterize the resulting orbits as “ordered” or “chaotic”,
aiming to understand the dynamics more globally in phase space. By order, we mean
that the corresponding domain is predominantly occupied by invariant tori, while
chaos implies that extremely sensitive dependence on initial conditions prevails in
the region under study.

Clearly, however, if we seriously wish to shift our attention from local to global
dynamics, such characterizations are too simplistic. As we have already seen in
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earlier chapters, order and chaos are globally much more complex than what their
local manifestations might entail. In Chap. 6, for example, we realized that s-
dimensional invariant tori of N dof Hamiltonians, with s � N , owing to their
localization properties in Fourier space, turn out to be very important in our attempt
to understand the (global) phenomenon of FPU recurrences. Indeed, quasiperiodic
orbits of as few as sD 2; 3; : : : (rationally independent) frequencies were found
to dominate the dynamics at low energies to the extent that, even when these
orbits become unstable and the corresponding tori break down, they still represent
quasi-stationary states, which preclude the onset of energy equipartition for very
long times.

A different kind of localized solutions (this time in configuration space), known
as discrete breathers, was discussed in Chap. 7. They were also found to hinder
energy equipartition, through the persistence of stable periodic oscillations, in
which very few particles participate with appreciable amplitudes! Indeed, discrete
breathers are observed in many cases to be surrounded by low-dimensional tori and
clearly constitute one more example where local order influences global dynamics
in multi-dimensional Hamiltonian systems.

One may, therefore, well wonder: since there do exist hierarchical levels of order,
could there also exist hierarchies of disorder, where chaotic orbits are confined,
for very long times, in limited domains of phase space? Such regimes may be
characterized, for example, by small LCEs and weakly chaotic dynamics, compared
with regimes of strong chaos, which are larger and possess higher LCEs. As we will
show in the present chapter, such distinction can indeed be made, but we must be
prepared to combine our deterministic methods with the probabilistic approach of
statistical mechanics.

As is well-known, the statistical analysis of dynamical systems has a long history.
Probability density functions (pdfs) of chaotic orbits have been studied for many
decades and by many authors, aiming to understand the transition from deterministic
to stochastic (or ergodic) behavior [11, 20, 117, 184, 185, 266, 268, 289–291, 308].
In this context, the fundamental question that arises concerns the existence of an
appropriate invariant probability density (or ergodic measure), characterizing phase
space regions where solutions generically exhibit chaotic dynamics. If such an
invariant measure can be established for almost all initial conditions (i.e. except
for a set of measure zero), one has a firm basis for studying the system at hand from
a statistical mechanics point of view.

If, additionally, this invariant measure turns out to be a continuous and suf-
ficiently smooth function of the phase space coordinates, one can invoke the
Boltzmann-Gibbs (BG) microcanonical ensemble and attempt to evaluate all rel-
evant quantities at thermal equilibrium, like partition function, free energy, entropy,
etc. On the other hand, if the measure is absolutely continuous (as e.g. in the
case of the so-called Axiom A dynamical systems), one might still be able to use
the formalism of ergodic theory and Sinai-Ruelle-Bowen measures to study the
statistical properties of the model [117].

In all these cases, viewing the values of one, or a linear combination of compo-
nents of a chaotic trajectory at discrete times tn, n D 1; : : : ; N as realizations of
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several independent and identically distributed random variablesXn and calculating
the distribution of their sums in the context of the Central Limit Theorem (CLT)
[282] one expects to find a Gaussian, whose mean and variance are those of theXn’s.
This is indeed what happens in many chaotic dynamical systems studied to date
which are ergodic, i.e. almost all their orbits (except for a set of measure zero) pass
arbitrarily close to any point of the constant energy manifold, after sufficiently long
times. What is also true is that, in these cases, at least one LCE is positive, stable
periodic orbits are absent and the constant energy manifold is covered uniformly by
chaotic orbits, for all but a (Lebesgue) measure zero set of initial conditions.

But then, what about chaotic regions of limited extent, at energies where the
MLE is “small” and stable periodic orbits are present, whose islands of invariant
tori and sets of cantori around them occupy a positive measure subset of the energy
manifold? In such regimes of weak chaos, it is known that many orbits “stick” for
long times to the boundaries of these islands and chaotic trajectories diffuse slowly
through multiply connected regions in a highly non-uniform way [8, 89, 249]. Such
examples occur in many physically realistic systems studied in the current literature
(see e.g. [131, 177, 316, 317]).

These are cases where exponential separation of nearby solutions is not uniform,
exponential decay of correlations is not generic and chaotic orbits can no longer be
viewed as independent and/or identically distributed random variables. What kind
of pdfs would we expect from a computation of their sums, if not Gaussians? This
type of Hamiltonian dynamics is strongly reminiscent of many examples of physical
systems governed by long range interactions, like self-gravitating systems of finitely
many mass points, interacting black holes and ferromagnetic spin models, in which
power laws are dominant over exponential decay [332].

8.1.1 Nonextensive Statistical Mechanics and q-Gaussian pdfs

As we also discussed in Sect. 1.4, multi-particle systems belong to different
universality classes, according to their statistical properties at equilibrium. In the
most widely studied class, if the system can be at any one of i D 1; 2; : : : ;W states
with probability pi , its entropy is given by the BG formula

SBG D �k
WX

iD1
pi lnpi ; (8.1)

where k is Boltzmann’s constant, under the constraint

WX

iD1
pi D 1: (8.2)
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As is well-known, the BG entropy is additive in the sense that, for any two
independent systems A and B , the entropy of their sum is the sum of the individual
entropies, i.e. SBG.A C B/ D SBG.A/ C SBG.B/. It is also extensive, as it grows
linearly with the number of dof N , as N ! 1. These properties are associated
with the fact that different parts of BG systems are highly uncorrelated and their
dynamics is statistically uniform in phase space.

There is, however, an abundance of physical systems characterized by strong
correlations, for which the assumptions of extensivity and additivity are not
generally valid [332]. In fact, as we explain in this chapter, Hamiltonian systems
provide a wealth of examples governed by such complex statistics, especially near
the boundaries of islands of ordered motion, where orbits “stick” for very long times
and the dynamics becomes very weakly chaotic. It is for this kind of situations that
Tsallis proposed the entropy formula

Sq D k
1 �PW

iD1 p
q
i

q � 1 with
WX

iD1
pi D 1; (8.3)

that depends on an index q, for a set ofW states with probabilitiespi i D 1; : : : ;W ,
obeying the constraint (8.2). The Sq entropy is not additive, since Sq.A C B/ D
Sq.A/CSq.B/Ck.1�q/Sq.A/Sq.B/ and generally not extensive. The pdf replacing
the Gaussian in this type of nonextensive statistical mechanics is the q-Gaussian
distribution

P.s/ D a expq.�ˇs2/ � a

�
1 � .1 � q/ˇs2


 1
1�q

(8.4)

obtained as an extremum (maximum for q > 0 and minimum for q < 0) of the
Tsallis entropy (8.3), under appropriate constraints [332]. The q index satisfies 1 <
q < 3 to make (8.4) normalizable, ˇ is an arbitrary parameter and a a normalization
constant. Note that in the limit q ! 1 (8.4) tends to the Gaussian distribution, i.e.
expq.�ˇx2/ ! exp.�ˇx2/.

The above approach does not constitute, of course, the only possible choice for
analyzing the statistics of strongly correlated systems at thermal equilibrium. As
Tsallis points out in his book [332], various entropic forms have been proposed by
different authors as alternatives to the BG entropy. Sq , however, turns out to enjoy a
number of important properties, also shared by SBG , that appear to render it superior
to other choices. For example, it satisfies uniqueness theorems analogous to those of
Shannon and Khinchin obeyed by SBG and is Lesche stable (i.e. robust under small
variations of the state probabilities pi ) and concave for all q > 0. By contrast, the
Rényi entropy, for example, defined by [281]

SRq D k
ln
PW

iD1 p
q
i

1 � q
; (8.5)
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although additive, fails to satisfy many other important requirements of entropic
forms like concavity and Lesche stability [332].

What we wish to do in this chapter is study the complex statistics of several multi-
dimensional Hamiltonian systems involving either nearest neighbor interactions or
long range forces. We focus on weakly chaotic regimes and demonstrate by means
of numerical experiments, in the spirit of the CLT, that pdfs of sums of orbit
components do not rapidly converge to a Gaussian, but are well approximated,
for long integration times, by the q-Gaussian distribution (8.4). At longer times,
of course, chaotic orbits generally leak out of smaller regions to larger chaotic seas,
where obstruction by islands and cantori is less dominant and the dynamics is more
uniformly ergodic. This transition is signaled by the q-index of the distribution (8.4)
decreasing towards q D 1, which represents the limit at which the pdf becomes a
Gaussian.

Thus, in our models, q-Gaussian distributions represent quasi-stationary states
(QSS) that are often very long-lived, especially inside “thin” chaotic layers near
periodic orbits that have just turned unstable. This suggests that it might be useful
to study these pdfs (as well as their associated q values) for sufficiently long times
and try to derive useful information regarding these QSS directly from the chaotic
orbits, at least for time intervals accessible by numerical integration. QSS have also
been studied in coupled standard maps and the so-called Hamiltonian Mean Field
(HMF) model in [22, 23], but not from the viewpoint of sum distributions.

One must be very careful, however, with regard to the kind of functions one
uses to approximate these pdfs. While it is true that q-Gaussians offer, in general,
a quite accurate representation of QSS sum distributions, they are not the only
possible choice. In fact, it has already been shown in certain systems that another
so-called “crossover” function [77, 332, 333] can describe the same data with better
accuracy. As pointed out in many references [108, 166, 167], there are cases where
other functions can be used to approximate better sum distributions of weakly
chaotic QSS.

8.2 Statistical Distributions of Chaotic QSS and Their
Computation

Let us start again with an autonomousN dof Hamiltonian function of the form

H � H.q.t/;p.t// D H.q1.t/; : : : ; qN .t/; p1.t/; : : : ; pN .t// D E (8.6)

where .qk.t/, pk.t// are the positions and momenta respectively representing the
solutions in phase space at time t . What we wish to study here is the statistical
properties of these solutions in regimes of weakly chaotic motion, where the
Lyapunov exponents [31, 32, 117, 310] are positive but very small. Such situations
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arise often when one considers orbits which diffuse into thin chaotic layers and
wander through a complicated network of “islands”, sticking for very long times to
the boundaries of these islands on a surface of constant energy.

There are several interesting questions one would like to ask here: How long
do these weakly chaotic states last? Assuming they are quasi-stationary, can we
describe them statistically by observing some of their chaotic orbits? What type of
distributions characterize these QSS and how could one connect them to the actual
dynamics of the corresponding Hamiltonian system? Can we use these statistical
considerations to understand important physical properties of system (8.6) like
energy equipartition? Is there any connection between the statistics of these QSS
and the breakdown of certain localization phenomena discussed in earlier chapters?

The approach we shall follow is in the spirit of the well-known Central Limit
Theorem [282] and is described in detail in [18]. In particular, Hamilton’s equations
of motion will be solved numerically for a large set of initial conditions to construct
distributions of suitably rescaled sums of M values of a generic observable �i D
�.ti /, i D 1; : : : ;M , which depends linearly on the components of the solution.
If these are viewed as different random variables (in the limit M ! 1), we may
evaluate their sum

S
.j /
M D

MX

iD1
�
.j /
i (8.7)

for j D 1; : : : ; Nic initial conditions. Thus, we can analyze the statistics of these
sums, centered about their mean value and rescaled by their standard deviation �M ,
writing them as

s
.j /
M � 1

�M

�
S
.j /
M � hS.j /M i

�
D 1

�M

 
MX

iD1
�
.j /
i � 1

Nic

NicX

jD1

MX

iD1
�
.j /
i

!
(8.8)

over the Nic initial conditions.

Plotting now the normalized histogram of the probabilities P.s.j /M / as a function

of s.j /M , we compare our pdfs with various functional forms found in the literature.
If the variables are independent and identically distributed, as explained in the
previous section, we expect a Gaussian. What we find, however, in many cases,
is that the data is much better approximated by a q-Gaussian function of the form

P.s
.j /
M / D a expq.�ˇs.j /2M / � a

�
1 � .1 � q/ˇs.j /2M


 1
1�q

(8.9)

(see (8.4)). The normalization of this pdf is achieved by setting

ˇ D a
p
�

�
�

3�q
2.q�1/

�

.q � 1/ 12 �
�

1
q�1

� ; (8.10)
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where � is the Euler � function, showing that the allowed values of q are
1 < q < 3.

Let us now describe the numerical procedure one may use to calculate these pdfs.
First, we specify an observable denoted by �.t/ as one (or a linear combination)
of the components of the position vector q.t/ of a chaotic solution of Hamilton’s
equations of motion, located initially at .q.0/;p.0//. Assuming that the orbit visits
all parts of a QSS during the integration interval 0 � t � tf, we divide this interval
into Nic equally spaced, consecutive time windows, which are long enough to
contain a significant part of the orbit. Next, we subdivide each such window into
a numberM of equally spaced subintervals and calculate the sum S

.j /
M of the values

of the observable �.t/ at the right edges of these subintervals (see (8.7)). In this way,
we treat the point at the beginning of every time window as a new initial condition
and repeat this processNic times to obtain as many sums as required to have reliable
statistics. Consequently, at the end of the integration, we compute the average and
standard deviation of the sums (8.7), evaluate the Nic rescaled quantities s.j /M and

plot the histogram P.s
.j /
M / of their distribution.

As we shall see in the next sections, in regions of weak chaos these distributions
are well-fitted by a q-Gaussian of the form (8.9) for fairly long time intervals.
However, for longer times, the orbits often diffuse to wider domains of strong chaos
and the well-known form of a Gaussian pdf is recovered.

8.3 FPU �-Mode Under Periodic Boundary Conditions

One very popular Hamiltonian to which we can apply our approach is the one-
dimensional lattice of N particles with nearest neighbor interactions governed by
the FPU-ˇ Hamiltonian [121]

H.q;p/ D 1

2

NX

jD1
p2j C

NX

jD1

�
1

2
.qjC1 � qj /

2 C 1

4
ˇ.qjC1 � qj /4



D E (8.11)

under periodic boundary conditions qNCj .t/ D qj .t/, j D 1; : : : ; N , which we
have studied extensively in this book. More specifically, we shall first concentrate
on orbits starting near a well-known NNM of this system called the �-mode, which
has been studied in detail in several publications [16, 66, 67, 105, 218, 272]. This
simple periodic solution is defined by (3.22)

qj .t/ D �qjC1.t/ � q.t/; j D 1; : : : ; N (8.12)

with N even.



198 8 The Statistical Mechanics of Quasi-stationary States

10-4

10-3

10-2

10-1

100

-30 -20 -10 0 10 20 30

P
(s

M
(j)

)
P

(s
M

(j)
)

P
’(

s M
(j)

)
P

(s
M

(j)
)

sM
(j) sM

(j)

sM
(j) sM

(j)

10-4

10-3

10-2

10-1

100

-30 -20 -10 0 10 20 30

10-4

10-3

10-2

10-1

100

-30 -20 -10 0  10  20  30
10-4

10-3

10-2

10-1

100

-30 -20 -10 0 10 20 30

a

c

b

d

Fig. 8.1 Plot in linear-log scale of numerical (solid curve), q-Gaussian (dashed curve) and
Gaussian (dotted curve) distributions for the FPU �-mode with periodic boundary conditions, with
N D 128, ˇ D 1 and E D 0:768 > Eu 	 0:0256. Panel (a) corresponds to final integration
time tf D 105 using Nic D 104 time windows and M D 10 terms in the computation of the
sums. Here, the numerical fitting with a q-Gaussian gives q 	 1:818 with �2 	 0:0007. Panel (b)
corresponds to tf D 106 ,Nic D 104 andM D 100 and the numerical fitting gives q 	 1:531 with
�2 	 0:0004. Panel (c) corresponds to tf D 108 ,Nic D 105 andM D 1; 000. It is evident that the
numerical distribution (solid curve) has almost converged to a Gaussian (dotted curve). Panel (d)
compares the same pdf as in panel (a) with the QP function of (8.14) for a1 	 0:009, aq 	 2:849

and q 	 2:179 with �2 	 0:00008 (dashed curve) (after [18])

Our aim here is to investigate chaotic states near this orbit at energies where it
has just become unstable. To this end, let us choose as our observable the quantity

�.t/ D qN
2
.t/C qN

2 �1.t/ (8.13)

which satisfies �.t/ D 0 at the �-mode. Thus, starting close to (8.12), �.t/ remains
near zero at energies where the mode is stable and grows in magnitude at energies
where the �-mode has destabilized, i.e.E > Eu. To compare with results published
in the recent literature (see e.g. [218]), we first consider the case N D 128 and
ˇ D 1, for which Eu 
 0:0257 [16] and take as our total energy E D 0:768

(i.e. " D E=N D 0:006), at which the �-mode is certainly unstable. The accuracy
of the integration performed in [18] is determined at each time step by requiring that
H.q.t/;p.t// is within 10�5 from the energy value set initially at time t D 0.

As we see in Fig. 8.1, when the total integration time tf is increased, the pdfs
(solid curves) approach closer and closer to a Gaussian with q tending to 1.
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Moreover, this seems to be independent of the values of Nic and/or M , at least
up to the final integration time tf D 108. For example, when the parameters Nic
and M in Fig. 8.1b are varied, one obtains q-Gaussians of very similar shape with
q between 1.51 and 1.67. It is important to note, however, that the same data may
be better fitted by other similar looking functions: For example, in Fig. 8.1d the
numerical distribution (solid curve) is more accurately approximated by the so-
called “crossover” function [77, 332, 333]

QP.s.j /M / D 1
n
1� aq

a1
C aq

a1
expŒ.q � 1/a1s.j /2M �

o 1
q�1

; a1; aq � 0 and q > 1; (8.14)

where a1 
 0:009, aq 
 2:849 and q 
 2:179 with �2 
 0:00008, in contrast
to the �2 
 0:0007 obtained by fitting the same distribution by a q-Gaussian with
q 
 1:818 (see Fig. 8.1a). We note that �2 denotes the well known chi-square test of
reliability of a given statistical hypothesis, see e.g. [157]. Equation 8.14 represents
a “crossover” between q-Gaussians and Gaussians and takes into account finite
size (and time) effects reflected in the lowering of the tails of the corresponding
distributions.

Regarding this QSS, it is interesting to note that when the final integration time is
increased beyond tf 
 4 � 107, one observes that the LCEs monotonically increase
and attain bigger values than those computed up to tf ' 4�107 (see Fig. 8.2b). This
may signify that the trajectories drift away from the neighborhood of the �-mode
and enter a larger chaotic subspace of the energy manifold.
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Fig. 8.2 (a) Plot of C0, (8.15), as a function of time for the unstable (E D 0:768 > Eu 	 0:0257)
�-mode with ˇ D 1 and N D 128. The grey curve corresponds to the time average of the solid
curve. (b) Log-log plot of the four biggest LCEs as a function of time for the same parameters as
in panel (a) (after [18])
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Similar results for this system have also been obtained by other authors using an
analogous methodology [218]. They too find that if one takes tf D 106 as the longest
integration time, one obtains pdfs that are well approximated by q-Gaussians. Their
transitory character, however, is revealed when one integrates up to tf D 107 or
longer, when the pdfs are clearly seen to approach a Gaussian.

8.3.1 Chaotic Breathers and the FPU �-Mode

As we discovered in Chap. 6, physical properties like energy equipartition among all
degrees of freedom have been at the center of many investigations of FPU systems.
In one such study, focusing on the �-mode under periodic boundary conditions
[105], the authors studied the time evolution of an FPU-ˇ chain towards equipar-
tition using initial conditions close to that mode. They observed that at energies
well above its threshold of destabilization, a remarkable localization phenomenon
occurs: A large amplitude excitation spontaneously occurs (strongly resembling a
discrete breather), which has a finite lifetime and moves chaotically along the chain,
keeping all the energy restricted among very few particles. Moreover, numerical
results suggest that these “chaotic” breathers break down just before the system
reaches energy equipartition.

As pointed out in [105], this phenomenon can be monitored by evaluating the
function

C0.t/ D N

PN
nD1 E2

n

.
PN

nD1 En/2
; (8.15)

where En denotes the energy per site

En D 1

2
p2n C 1

2
V.qnC1 � qn/C 1

2
V.qn � qn�1/ (8.16)

with 1 � n � N and V.x/ D 1
2
x2 C ˇ

4
x4. Since C0.t/ D 1, if En D E=N at each

site n and C0.t/ D N if the energy is localized at only one site, it can serve as an
efficient indicator of energy localization in the chain.

In their experiments, these authors used N D 128, ˇ D 0:1, E 
 42:2707 well
above the lowest destabilization energy of the �-mode Eu 
 0:25725 and plotted
C0 versus t . Distributing evenly the energy among all sites of the �-mode at t D 0,
they observed that C0 initially grows to relatively high values, indicating that the
energy localizes at a few sites. After a certain time, however,C0 reaches a maximum
and decreases towards an analytically derived asymptotic value NC0 
 1:795 [105],
which is associated with the breakdown of the chaotic breather and the onset of
energy equipartition in the chain.
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In [18], the same study of the �-mode was performed at a lower energy, E D
0:768 > Eu 
 0:0257 (keeping ˇ D 1, N D 128) and QSS were approximated
by q-Gaussian distributions, which are related to the lifetime of chaotic breathers
as follows: In Fig. 8.2a, C0 is plotted as a function of time, verifying indeed that
it grows over a long interval (t 
 1:8 � 108) after which it starts to decrease
and eventually tends to the asymptotic value NC0 ' 1:795 associated with energy
equipartition. In Fig. 8.2b it is shown that the four biggest LCEs decrease towards
zero until about t 
 4 � 107, but then start to increase towards positive values
indicating the unstable character of the �-mode.

In Fig. 8.3 we present the instantaneous energies En of all N D 128 sites
at different times, together with their associated sum distributions. As shown in
Fig. 8.3a, the energy becomes localized at only a few sites, demonstrating the
occurrence of a chaotic breather at times of order 104 . t . 108. Next, Fig. 8.3b
shows that when the time is further increased (e.g. to t D 6 � 108), the chaotic
breather is destroyed and the system reaches equipartition.

Comparing Figs. 8.1, 8.2a and 8.3, we deduce that while the chaotic breather still
exists, a QSS is observed fitted by q-Gaussians with q well above unity, as seen
in Fig. 8.3c. However, as the chaotic breather breaks down for t > 108 and energy
equipartition is reached (see Fig. 8.3b), q ! 1 and q-Gaussian distributions rapidly
converge to Gaussians (see Fig. 8.1c) in full agreement with what is expected from
BG statistical mechanics.

In Fig. 8.3d we plot estimates of the q values obtained, when one computes
chaotic orbits near the �-mode at this energy density � D E=N D 0:006.
Remarkably enough, even though these values have an error bar of about ˙10%
due to the different statistical parameters M;Nic, used in the computation, they
exhibit a clear tendency to fall closer to 1 for t > 107, where energy equipartition is
expected to occur.

It is indeed a hard and open problem to determine exactly how equipartition times
Teq scale with the energy density � D E=N and other parameters (like ˇ), partic-
ularly in the thermodynamic limit, even in one-dimensional FPU lattices. Although
it is a question that has long been studied in the literature [25, 35, 37, 105, 111], the
precise scaling exponents by which Teq depends on �; ˇ, etc. are not yet precisely
known for general mode excitations.

It would be very interesting if our q values could help in this direction. In fact,
carrying out more careful calculations, as in Fig. 8.3d, at other values of the specific
energy, e.g. � D 0:04 (see Fig. 8.4) and � D 0:2, one finds q plots that exhibit
a clear decrease to values close to 1, at Teq 
 7:5 � 105 and Teq 
 7:5 � 104

respectively, approximately where the corresponding chaotic breathers collapse.
Still, even though these results are consistent with what is known in the literature,
the limited accuracy of the above approach does not allow one to say something
meaningful about scaling laws, as the system tends to equilibrium.
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Fig. 8.3 In panel (a) at t D 107 , near the maximum of C0.t/ (see Fig. 8.2a), we see a chaotic
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whose distribution is very close to a Gaussian, as implied already by the pdf shown in Fig. 8.1c at
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q 	 2:6. Panel (d) presents an estimate of the q index at different times, which shows that its
values on the average fall significantly closer to 1 for t > 107 (after [18])
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Fig. 8.5 The “figure eight” chaotic region (blue color) is observed for an initial condition at a
distance close to the unstable SPO1 mode (depicted as the saddle point at q3 D 0 and p3 > 0).
A slightly more extended “figure eight” region (green points) occurs for an initial condition a little
further away and a large scale chaotic region (red points) arises for an initial condition even more
distant on the surface of section (q1; p1) computed at times when q3 D 0. Orbits are integrated up
to tf D 105 using E D 7:4, N D 5 and ˇ D 1:04 (after [18])

8.4 FPU SPO1 and SPO2 Modes Under Fixed Boundary
Conditions

Let us now examine the chaotic dynamics near NNMs of the FPU system under
fixed boundary conditions, i.e. q0.t/ D qNC1.t/ D 0. In particular, we first evaluate
pdfs of sums of chaotic orbit components near the SPO1 mode (see (3.26)), which
keeps one particle fixed for every two adjacent particles oscillating with opposite
phase. This mode is defined for N odd by

q2j .t/ D 0; q2j�1.t/ D �q2jC1.t/; j D 1; : : : ;
N � 1

2
: (8.17)

As shown in Fig. 8.5, the chaotic region close to this solution (when it has just
become unstable) appears for a long time isolated in phase space from other chaotic
domains. In fact, one finds several such domains, embedded one into each other.
For example, in the case N D 5 and ˇ D 1:04, a “figure eight” chaotic region
appears on the surface of section (q1; p1) of Fig. 8.5 computed at times when q3 D 0

(and p3 > 0) at the energy E D 7:4. Even though the SPO1 mode is unstable
(depicted as the saddle point at the middle of this surface of section) orbits starting
sufficiently nearby remain in its vicinity for very long times, forming eventually the
thin blue “figure eight” at the center of the figure. Starting, however, at points a little
further away a more extended chaotic region is observed, plotted by green points,
which still resembles a “figure eight”. Choosing even more distant initial conditions,
a large scale chaotic region plotted by red points becomes evident in Fig. 8.5.
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It is, therefore, reasonable to regard these different dynamical behaviors near the
SPO1 mode as QSS and characterize them by pdfs of sum distributions, as explained
in Sect. 8.2. The idea behind this is that orbits starting initially at the immediate
vicinity of the unstable SPO1 mode behave differently than those lying further away,
since the latter orbits have the ability to explore more uniformly parts of the constant
energy surface. Thus, q-Gaussian-like distributions with 1 < q < 3 are expected
near SPO1, while for orbits starting sufficiently far the distributions we expect to
find are Gaussians with q ! 1.

To test the validity of these ideas, let us choose the quantity

�.t/ D q1.t/C q3.t/ (8.18)

as our observable, which is exactly equal to zero at the SPO1 orbit. Following what
was presented in Sect. 8.2, we now study the motion related to three different initial
conditions as a result of integration over longer and longer times, during which an
orbit passes through all the different stages depicted in Fig. 8.5. In particular, in
Fig. 8.6a, we see the surface of section created by the trajectory starting close to
the NNM and integrated up to tf D 105 while in the following two panels we see
the same surface of section computed for final integration times of tf D 107 and
tf D 108 respectively. The parameters are the same as in Fig. 8.5.
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Fig. 8.6 (a) The .q1; p1/ surface of section of anf orbit integrated up to tf D 105 and starting
close to the unstable SPO1 orbit for N D 5 and ˇ D 1:04 at energy E D 7:4. (b) and (c) are same
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Nic D 105 and M D 1; 000 terms, and (f) for tf D 108 , Nic D 105 and M D 1; 000 (after [18])
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Clearly, as the integration time increases, orbits starting close to the unstable
SPO1 mode, eventually wander over a more extended part of phase space, covering
gradually all of the energy surface when the integration time is sufficiently large
(e.g. tf D 108).

An important question arises here: Are these behaviors reflected in the statistics
associated with these trajectories? The answer to this question is presented in
Fig. 8.6d–f. In particular, Fig. 8.6d shows in linear-log scale the numerical (solid
curve), q-Gaussian (dashed curve) and Gaussian (dotted curve) distributions for the
initial condition located closest to SPO1, using tf D 105, Nic D 104 time windows
andM D 10 terms in the computations of the sums. In this case, a q-Gaussian fitting
of the data gives q 
 2:785 with �2 
 0:000 31. This distribution corresponds to
the surface of section shown in Fig. 8.6a. If one now increases tf by two orders of
magnitude (see panel (f)) using Nic D 105, M D 1; 000 and performs the same
kind of fit one gets q 
 2:483 with �2 
 0:000 47.

It is important to emphasize, however, that the lower parts (tails) of the solid
curve distribution of Fig. 8.6e are not fitted well by a q-Gaussian. This suggests
that by increasing the integration time, the initial pdf takes a form that may well
be approximated by other types of functions, like e.g. (8.14). This distribution
corresponds to the surface of section of Fig. 8.6b. By increasing the time further
to tf D 108 and using Nic D 105 and M D 1; 000 terms, we observe that the solid
curve of panel (g) is indeed very close to a Gaussian (q 
 1:05), characterizing the
chaotic regime plotted in the surface of section of Fig. 8.6c.

Next, the authors of [18] turned to another nonlinear mode of the FPU Hamilto-
nian with fixed boundary conditions called the SPO2 mode (see (3.27)). This is a
NNM which keeps every third particle fixed, while the two in between move in exact
out-of-phase motion. What is important about this NNM is that it becomes unstable
at much lower energies (i.e. Eu=N / N�2) compared to SPO1 (Eu=N / N�1)
[13], much like the low k D 1; 2; 3; : : : mode periodic orbits connected with the
breakdown of FPU recurrences [64, 94]. Thus, it is expected that near SPO2, orbits
will be more weakly chaotic than SPO1 and hence QSS should persist for longer
times. This is exactly what happens. As Fig. 8.7 clearly shows, the dynamics in a
close vicinity of SPO2 has the features of what we might call “edge of chaos”:
Orbits wander in a regime of very small (positive) LCEs, tracing a kind of “banana”-
shaped region much different than the “figure eight” we had observed near SPO1.
Remarkably, the pdfs in this case (at least up to tf D 1010), actually converge to a
smooth function, never deviating towards a Gaussian, as in the QSS of other FPU
systems.

More specifically, let us set N D 5, ˇ D 1, E D 0:5 and choose an orbit
located initially close to the SPO2 solution, which has just turned unstable (atEu 

0:4776). As we can see in Fig. 8.7a, the dynamics here yields banana-like orbits at
least up to tf D 1010. The weakly chaotic nature of the motion is plainly depicted
in Fig. 8.7b, where the four positive LCEs are plotted. Note that, although they do
decrease towards zero for a very long time, at about tf 
 109, the largest one of
them tends to converge to a very small value (about 10�8), indicating that the orbit
is chaotic, sticking perhaps to an “edge of chaos” region around SPO2.
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Fig. 8.7 (a) The .q1; p1/ surface of section of an orbit integrated up to tf D 1010 starting in
the vicinity of the unstable SPO2 mode. (b) The corresponding four biggest LCEs. (c) Linear-log
scale plot of the numerical (solid curve), q-Gaussian (dashed curve) and Gaussian (dotted curve)
distributions. (d) The solid curve distribution of panel (c) is better fitted by the dashed curve of the
QP function of (8.14) (after [18])

In Fig. 8.7c, the corresponding pdf is plotted at time tf D 1010 (whose shape
does not change after tf D 107). An extremely long-lasting QSS is formed, whose
distribution is well-fitted by a q-Gaussian with q 
 2:769 and �2 
 4:44 � 10�5.
The “legs” of this distribution away from the center deviate from the q-Gaussian
shape, but remain far from the Gaussian plotted as a dotted curve in the figure.
Performing a similar fitting of our data with the function (8.14), in Fig. 8.7d, as in the
case of Fig. 8.1d, one finds that the numerical distribution (solid curve) of Fig. 8.7c
is better approximated by (8.14) where a1 
 0:006, aq 
 170 and q 
 2:82 with
�2 
 2:06 � 10�6, compared with the �2 
 4:44 � 10�5 obtained by fitting the
same distribution by a q-Gaussian with q 
 2:769 in Fig. 8.7c.

Thus, in “thin” chaotic layers of multi-dimensional Hamiltonian systems with
small positive LCEs it is possible to find non-Gaussian QSS that persist for very
long times as in the SPO2 case. Numerical evidence suggests that in these regimes
chaotic orbits stick for long time intervals to a complex network of islands, where
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Fig. 8.8 (a) Plot of C0 (8.15) (solid curve) as a function of time for a perturbation of the unstable
(E D 1:5 > Eu 	 1:05226) SPO1 mode with ˇ D 1:04 and N D 129. The grey curve
corresponds to the time average of the solid curve. (b) Log-log plot of the four biggest LCEs as
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and Gaussian (dotted curve) distributions: (c) for final integration time tf D 4 � 105 , Nic D 104

time windows and M D 20 terms in the sums, (d) for tf D 2� 106, Nic D 5 � 104 and M D 20

(after [18])

their statistics is well approximated by q-Gaussian distributions connected with
nonextensive statistical mechanics.

It is interesting to study the dynamics near the unstable SPO1 and SPO2 modes
using an analysis similar to the one carried out for the �-mode, in Sect. 8.3.1,
following [105]. In particular, focusing on small perturbations of both modes,
one may wish to investigate how C0 (8.15) depicts the evolution towards energy
equipartition and whether this transition will again be preceded by the appearance
of chaotic breathers.

To find out, consider the SPO1 mode and follow neighboring orbits starting at a
small distance from the mode when it has just turned unstable. As explained in detail
in [18], C0 is found to grow on the average without a clear maximum, settling down
to a value near 1:75 (see Fig. 8.8), indicating that the system reaches equipartition
at about t 
 106, where the four biggest LCEs begin to converge to their final
values, as shown in Fig. 8.8b. Interestingly, during this period, the corresponding
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distribution in Fig. 8.8c (using the observable � D q.64/C q.65/C q.66/) is well
fitted by a q-Gaussian with q 
 2:843 at t D 4�105. For longer times, distributions
quickly tend to Gaussians as shown in Fig. 8.8d for t D 2 � 106. Thus, even though
(unlike the �-mode) no chaotic breather is observed in the time C0 takes to relax to
its limiting value, sum distributions are well approximated by q-Gaussians and only
converge to Gaussians when energy equipartition has occurred.

Repeating this process now for an orbit starting close to the SPO2 mode, when
it has just destabilized, one finds that C0 also does not exhibit a distinct high
maximum, but grows on the average more slowly than in the SPO1 case (see
[18]). Thus, it takes longer to approach its limit, indicating that the system reaches
equipartition at t 
 4 � 108, where the four biggest Lyapunov exponents cease to
decrease towards zero and tend to small positive values. The corresponding sum
distribution is well fitted by a q-Gaussian with a high q D 1:943 value, while we
need to increase the time to 5 � 108 to see pdfs that are much closer to a Gaussian
(q 
 1:0), indicating that this is a lower bound for energy equipartition.

8.5 q-Gaussian Distributions for a Small Microplasma
System

We now turn our attention to a Hamiltonian system very different than the FPU
systems of the previous sections and discuss a number of results presented in
[18], concerning a system of few degrees of freedom characterized by long range
interactions of the Coulomb type. As we will see, the approach described in this
chapter will allow us to study statistically the dynamics of its transition from a
crystal-like to a liquid-like phase (the so-called “melting transition”) [17, 168] at
small energies, as well as identify a transition from the liquid-like to a gas-like
phase, as the total energy increases further [145].

We shall focus, in particular, on a microplasma system consisting of N ions of
equal mass m D 1 and electric charge Q moving in a Penning trap in the presence
of an electrostatic potential [17, 145]

˚.x; y; z/ D V0
2z2 � x2 � y2

r20 C 2z20
(8.19)

(r0; z0 are physical parameters of the trap), and a constant magnetic field in the z
direction, whose vector potential is

A.x; y; z/ D 1

2
.�By;Bx; 0/: (8.20)
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The system is described by the Hamiltonian

H D
NX

iD1

(
1

2m
Œpi � qA.ri /�2 CQ˚.ri /

)
C

X

1�i<j�N

Q2

4�"0rij
; (8.21)

where ri is the position of the i th ion, rij is the Euclidean distance between i th
and j th ions and "0 is the vacuum permittivity. In the Penning trap, the ions are
subjected to a harmonic confinement in the z direction with frequency

!z D
"

4QV0

m.r20 C 2z20/

# 1
2

(8.22)

while, in the perpendicular direction they rotate (due to the cyclotron motion)
with frequency !c D QB=m. Thus, in a frame rotating about the z axis with
Larmor frequency !L D !c=2, the ions are subjected to an overall harmonic
potential with frequency !x D !y D .!2c=4 � !2z =2/

1=2 in the direction
perpendicular to the magnetic field. In the rescaled time 	 D !ct , position R D r=a
and energy H D H =.m!2ca

2/ with a D ŒQ2=.4�"0m!
2
c/�

1=3, our Hamiltonian
(8.21) reads

H D 1

2

NX

iD1
P2i C

NX

iD1

h�1
8

� �2

4

�
.X2

i C Y 2i /C �2

2
Z2
i

i
C
X

i<j

1

Rij
D E (8.23)

where E is the total constant energy, Ri D .Xi ; Yi ; Zi / and Pi D .PXi ; PYi ; PZi /

are the positions and momenta in R
3 respectively of theN ions,Rij is the Euclidean

distance between different ions i; j given by

Rij D Œ.Xi � Xj /
2 C .Yi � Yj /

2 C .Zi �Zj /
2�

1
2 (8.24)

and � D !z=!c.
Due to the form of the potential in (8.23), the ions perform bounded motion

provided j� j < 1=
p
2. The Penning trap is called prolate if j� j < 1=

p
6, isotropic

if j� j D 1=
p
6 and oblate if 1=

p
6 < j� j < 1=

p
2. Thus, the motion is quasi one-

dimensional in the limit � ! 0 and quasi two-dimensional in the limit � ! 1=
p
2.

The Z direction is a symmetry axis and hence, the Z component of the angular
momentum, LZ D PN

iD1 XiPYi � YiPXi , is conserved, being a second integral of
the motion. We may, therefore, set from here on the angular momentum equal to
zero (i.e. LZ D 0) and study the motion in the Larmor rotating frame.

In [17], the authors demonstrate the occurrence of a dynamical regime change
in a microplasma system composed of N D 5 ions and confined in a prolate quasi
one-dimensional configuration of � D 0:07. More specifically, in the lower energy
regime, a transition from crystal-like to liquid-like behavior was observed, called the
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“melting” phase transition. First, it was shown that this transition is not associated
with a sharp increase of the temperature at some critical energy, as might have been
expected at first sight. Furthermore, the positive LCEs achieve their maximum at
energies much higher than the “melting” regime. Thus, it appears that no clear
macroscopic reasoning is available for identifying and analyzing this process.

For this reason, the SALI method [309, 313, 314] described in Chap. 5 was
invoked to study the local microscopic dynamics in detail [17]. It was discovered
that there exists indeed an energy range of weakly chaotic behavior, i.e. E 2
�Emt D .2; 2:5/, where the positive LCEs are very small and the SALI exhibits
a stair-like decay to zero with varying decay rates. This suggests the presence of
long-lived “sticky” components executing a multi-stage diffusion process near the
boundaries of resonance islands [316]. Thus, it was concluded that it is in this energy
interval that the above “melting” transition occurs.

Motivated by these results, the investigation was pursued further in [18], for
the same � and N , in the regime where the minimum energy at which ions start
moving appreciably about their equilibria positions is E0 
 1:8922. The aim was
to study the melting transition as the energy E of the system increases above E0,
using pdfs associated with chaotic trajectories to relate microscopic to macroscopic
observables. Based on the results described earlier in this chapter, one might expect
to find q-Gaussian approximations with 1 < q < 3 in the vicinity of �Emt, where
the positive LCEs Li , i D 1; : : : ; 3N are quite small compared to their maximum
value of L1 
 0:0558 attained at E 
 5:95.

Figure 8.9 shows the results of this study for the interval .E0; 10�. Choosing as
an observable the quantity �.t/ D X1.t/ and setting Nic D 2 � 104, M D 1; 000

the equations of motion were integrated for a total time tf D 2 � 107. Remarkably,
in the energy range �Emt of the “melting” transition, the values of the entropic
index of the q-Gaussian pdfs approximating the data, were found to be well above
q D 1, indicating that the statistics is certainly not Gaussian. In fact, the detected
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q-Gaussian shape persists up to E 
 4, implying that the energy interval of the
transition may be slightly bigger than was originally estimated.

Next, in [18] the second transition of system (8.23) was studied, from a liquid-
like to a gas-like phase. Here, the system is studied over an energy range where
the largest positive LCEs decrease towards zero following (8.25), as shown in
Fig. 8.10a. Thus, as one moves to higher energies, the system passes from a strongly
chaotic regime at energies where the LCEs are maximal (i.e. for E & 6) to energies
where the motion is much less chaotic.

As demonstrated in [145], if all N2 inter-particle interaction terms of the
Coulomb part of Hamiltonian (8.23) at distances Rij contribute to the MLE L1,
it is possible to derive, for sufficiently large values of T ! 1 (and therefore of
E ! 1), that

L1 �
*
N2

R3ij

+
� N

.ln T /
1
2

T
3
4

(8.25)

where T is related to the temperature of the system. This formula explains the
asymptotic power law decay of the biggest LCE observed in Fig. 8.10a. It can also
be shown that the second largest LCE L2 (dashed curve) obeys a similar formula as
a function of E .

The important result obtained in [18] is that, in this case also, the q indices of
the corresponding pdfs remain well above unity for E 2 .30; 200/, as shown in
Fig. 8.10b. This suggests that in this range also a dynamical change to a weaker
form of chaos occurs, associated with small positive LCEs. Most probably, the N2

inter-particle terms do not contribute significantly to the transition between the fully
developed chaotic regime of a liquid-like state and the more ordered dynamics of a
gas-like regime.
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It is indeed interesting to compare the plots of the index q as a function of energy
shown in Figs. 8.9 and 8.10b, with the behavior of q as a function of time shown in
Figs. 8.3d and 8.4 for the chaotic regime near the �-mode of the FPU system. These
results demonstrate that, in very different situations, studying the statistics of chaotic
QSS and monitoring the values of the entropic index of q-Gaussian approximations
can prove very useful in revealing important physical phenomena like the onset of
energy equipartition, or the occurrence of dynamical phase transitions.

8.6 Chaotic Quasi-stationary States in Area-Preserving Maps

Two-dimensional area-preserving maps are excellent models for studying the qual-
itative dynamics of Hamiltonian systems of two degrees of freedom. The Poincaré
maps that we extensively analyzed in Chaps. 2 and 3 are all area-preserving maps.
As such, they generically possess families of invariant closed curves (representing
quasiperiodic orbits), which form complete barriers to all motion evolving inside
“islands” centered around stable periodic orbits in the two-dimensional phase
space. At the boundaries of these islands, a complex network of smaller islands
and invariant Cantor sets (often called cantori) exists, to which chaotic orbits are
observed to “stick” for very long times. It is here that trajectories often get trapped
into QSS that can be very long-lived. Such phenomena have so far been thoroughly
studied in terms of a number of dynamical mechanisms responsible for chaotic
transport (see e.g. [236, 238, 347]).

It would, therefore, be very natural to wonder: Could we also study the dynam-
ics in these “sticky” regions using the probabilistic techniques of nonextensive
statistical mechanics? What would pdfs of sums of iterates reveal that would
help us understand the complexity of motion in these domains? Will we uncover
interesting connections between the “geometry” of phase space dynamics and the
time-evolving statistics of chaotic orbits, as we did in earlier sections through a
similar analysis of multi-dimensional Hamiltonian systems? As we describe in what
follows, it is indeed possible to find in such “weakly chaotic” domains of area-
preserving maps long-lived QSS, whose pdfs do not rapidly converge to a Gaussian,
but pass through several stages, some of which are very well approximated by
q-Gaussian distributions.

Let us start by recalling a number of studies of such pdfs in 1D maps [7, 292,
327, 328], as well as higher-dimensional conservative maps [115], in similar “edge
of chaos” domains, where the MLE either vanishes or is very close to zero. These
studies have already provided ample evidence of the usefulness of q-Gaussian
distributions, in the context of the CLT. Despite the controversy that some of these
findings have generated [68, 158], it is worth pointing out that for one-dimensional
maps, the situation is a lot clearer. Indeed, as shown convincingly in [328, 333],
when one approaches the critical point of the period-doubling route to chaos taking
into account a proper scaling relation that involves the Feigenbaum constant ı and
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the location of the critical point, the pdfs of sums of iterates of the logistic map
are approximated by a q-Gaussian far better than the Lévy distribution proposed in
[158]. This suggests the need for a more thorough investigation of low-dimensional
maps, within a nonextensive statistical mechanics approach, in which q-Gaussian
distributions represent metastable states, or QSS of the dynamics [22,23,251,285].

Since we are going to work in the context of the CLT, it is important to note that
such a theorem has been verified for deterministic systems [29,44,237]. Attempts to
generalize the CLT have also been published demonstrating that, for certain classes
of strongly correlated random variables, their rescaled sums approach a q-Gaussian
limit distribution [161, 335, 336]. As stated earlier, however, objections have also
been raised by some authors [108, 166, 167], questioning whether q-Gaussians can
indeed constitute attractors, as in some mathematical models where this was thought
to be the case, other functions were shown to describe the sum distributions in the
CLT limit.

To understand the situation better, therefore, it is instructive to probe deeper
into the complex dynamics of conservative maps in weakly chaotic domains and
investigate pdfs of rescaled sum of M iterates, in the large M limit, and for many
different initial conditions. We will thus be able to shed more light on possible
connections between “geometric” properties of chaotic regions and their statistics
expressed by pdfs of long-lived QSS in these domains. As shown recently in [293],
we will discover that, in general, as M grows, these pdfs pass from a q-Gaussian
to an exponential form (having a triangular shape in semi-log plots), ultimately
tending to become true Gaussians, as “stickiness” to an ‘edge of chaos’ subsides
in favor of more uniformly chaotic motion. Still, we will also demonstrate that there
are cases where the orbits evolve in such convoluted pathways that q-Gaussian
approximations persist for as long as it was possible to iterate the equations of
motion.

8.6.1 Time-Evolving Statistics of pdfs in Area-Preserving Maps

Let us, therefore, consider in what follows 2D maps of the form

xnC1 D f .xn; yn/; ynC1 D g.xn; yn/ (8.26)

and treat their chaotic orbits as generators of random variables, as we did for
Hamiltonian systems earlier in this chapter. We will thus compute long sequences
produced by many initial conditions and examine whether these can be considered
as independent and identically distributed quantities as required by the classical
CLT. In this regard, it is important to recall that the well known CLT assumption
about the independence of identically distributed random variables can be replaced
by the weaker property of asymptotic statistical independence, as shown in [237].
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Thus, we may proceed to compute the generalized rescaled sums of one of the
iterates, say xn of the map (8.26) in the sense of the CLT [29, 44, 237]:

ZM D M��
MX

nD1
.xn � hxi/ (8.27)

where h	i implies averaging over a large number of iterationsM and a large number
of randomly chosen initial conditions Nic. For fully chaotic systems � D 1=2 and
the distribution of (8.27) in the limit (M ! 1) is expected to be a Gaussian [237].
Alternatively, however, we may define the non-rescaled variable

zM D
MX

nD1
Œxn � hxi� (8.28)

(absorbing the factorM�� ) and analyze its pdf normalized by its variance as follows
(see [293] and Sect. 8.2 of this chapter): First, we construct the sums S.j /M obtained
by adding iterates xn .nD 0; : : : ;M / of the map (8.26), where .j / represents the
dependence on the randomly chosen initial conditions x.j /0 , with j D 1; 2; : : : ; Nic.
Next, we focus on the sjm variables, which are the Sjms centered about their mean and
rescaled by their standard deviation � , and follow the procedure outlined in Sect. 8.2
(see (8.8)).

More specifically, we compute the pdfs of s.j /M and plot, in the sections that

follow, the corresponding histograms of P.s.j /M / for sufficiently small increments

(e.g. �s.j /M D 0:05) to smoothen out fine details and analyze their functional form.

Following [293], we express in our plots the independent variable as z=� � s
.j /
M .

Before proceeding, however, to investigate in detail these phenomena in a family
of area-preserving maps, we refer the reader to Problem 8.1 below, where he (or she)
is asked to apply the above methodology to a 2D map, which possesses a strange
attractor when it is dissipative and an annular region with complex chaotic dynamics
when it is area-preserving. It is indeed remarkable how the Gaussian that dominates
the statistics in the presence of a strange attractor, yields its place to a different
function, which is well-approximated by a q-Gaussian in the conservative case.

8.6.2 The Perturbed MacMillan Map

Let us consider the so-called perturbed MacMillan map, introduced in [151] to study
the onset of chaos via Mel’nikov theory, in the form:

8
<

:
xnC1 D yn

ynC1 D �xn C 2�
yn

1C y2n
C " .yn C ˇxn/

(8.29)
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where ", ˇ, � are physically important parameters. For " D 0, (8.29) is known
to be integrable possessing a simple polynomial invariant that allows it to have a
saddle point at the origin, for � > 1 (see Exercise 8.1). The Jacobian determinant is
J D 1� "ˇ, so that (8.29) is area-preserving for ˇ D 0, and dissipative for "ˇ > 0.
Here, we only consider the area-preserving case ˇ D 0, so that the only relevant
parameters are .", �/.

As discussed in Exercise 8.1, for � > 1 the unperturbed map possesses a “figure
eight” invariant curve with a self-intersection at the origin that is a fixed point of
saddle type. For " > 0, the invariant manifolds of this saddle split and a thin chaotic
layer appears surrounding two large islands in the .xn; yn/ plane. The MLE L1
for � D 1:6 and 0:2 � � � 1:8 is found to vary between 0:0875 and 0:03446.
By analyzing the histogram of the normalized sums of (8.28) within this chaotic
layer for a wide range of parameters " and �, we find that, in many cases, the pdfs
begin by being well approximated by q-Gaussians and then turn to exponentials
� e�kjzj, whose triangular shape on semi-log plots eventually starts to approach
an inverted parabola representing the Gaussian function. Thus, monitoring chaotic
orbits in this region for increasingly large numbers of iterations M , we observe
the occurrence of different QSS described by these distributions. One thus obtains
some very interesting results, which are described in detail in [293] and are briefly
discussed in the sections that follow.

Let us focus, in particular, on the time-evolving statistics of two examples of the
MacMillan map, which represent respectively: (1) One set of cases with a “figure
eight” chaotic domain whose distributions pass through a succession of pfds before
converging to an ordinary Gaussian, and (2) a set with more complicated domains
extending around many islands, where q-Gaussian pdfs dominate the statistics for
very long times and no tendency to a Gaussian is observed.

8.6.2.1 The " D 0:9, � D 1:6 Class of Examples

The case " D 0:9, � D 1:6 is a typical example characterized by time-evolving
pdfs. As shown in Fig. 8.11b, the corresponding phase space plot yield a seemingly
simple chaotic region in the form of a “figure eight”, while the corresponding pdfs
do not converge to a single distribution, passing from a q-Gaussian-looking function
to an exponential distribution.

Analyzing carefully the time evolution of chaotic orbits in this example, we
observe that there exist at least three long-lived QSS. In particular, for i D
1; : : : ;M D 216, a QSS is produced whose pdf is close to a pure q D 1:6-
Gaussian. Figure 8.12 shows some pdfs for different numbers of iterates M . Note
that these pdfs correspond to a “figure eight” chaotic region that evolves essentially
around two large islands (Fig. 8.11(a)). However, for M > 216, a more complex
structure emerges: Iterates stick around new islands, and a transition is evident from
q-Gaussian to exponentially decaying pdfs [293].
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Fig. 8.11 (a) pdfs of the renormalized sums of M iterates of the MacMillan map (8.29), for " D
0:9, � D 1:6, M � 216 and Nic initial conditions randomly chosen within a square .0; 10�6/ �
.0; 10�6/ about the origin. (b) Phase space plot for M D 216 (after [293])
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M

Fig. 8.12 Detailed evolution of the pdfs of the MacMillan map for " D 0:9, � D 1:6, as M
increases from 212 to 226, respectively (after [293])

Clearly, therefore, for " D 0:9 (and other cases with " D 0:2, 1.8) more than one
QSS coexist whose pdfs are well-approximated by a sequence of q-Gaussians. In
fact, for 1018 � M � 221, the central part of the distribution is still well-fitted by
a q-Gaussian with q D 1:6. However, as we continue to iterate the map to M D
223, intermediate states are observed, which are better described by an exponential
distribution. From here on, as M > 223, the central part of the pdfs is close to a
Gaussian (see Fig. 8.12) and a true Gaussian is expected in the limit (M ! 1).
The evolution of this sequence of successive QSS asM increases is shown in detail
in Fig. 8.12.
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Fig. 8.13 Structure of phase space plots of the MacMillan map (8.29) for parameter values " D
1:2 and � D 1:6, starting from a random set of initial conditions chosen randomly within a square
.0; 10�6/� .0; 10�6/ about the origin and iterating the map M times (after [293])

8.6.2.2 The � D 1:2, � D 1:6 Class of Examples

Let us now turn to the behavior of the " D 1:2, � D 1:6 class, whose MLE is
L1 
 0:05, hence smaller than that of the " D 0:9 case (where L1 
 0:08). As
clearly seen in Fig. 8.13, a diffusive behavior sets in here that extends outward in
phase space, enveloping a chain of eight large islands to which the orbits “stick” as
the number of iterations grows to M D 219.

Some representative pdfs of this evolution are seen in Fig. 8.14. In this class
of MacMillan maps, the chaotic domain under study extends around several large
islands and is apparently richer in “stickiness” phenomena. This higher complexity
of the dynamics may very well be the reason why the corresponding chaotic states
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Fig. 8.14 Pdfs of the
renormalized sums of M
iterates of the MacMillan
map (8.29), for " D 1:2,
� D 1:6, M D 218, 219 and
220. Note the apparent
convergence to a q-Gaussian,
due to the complicated
chaotic dynamics around the
large islands of Fig. 8.13
(after [293])

possess pdfs that are well approximated by q-Gaussians with q > 1 and persist for
extremely large numbers of iterations of the MacMillan map [293].

Exercises

Exercise 8.1. Consider the perturbed MacMillan map (8.29) of Sect. 8.6.1.

(a) Prove that it is integrable for " D 0, by demonstrating that it possesses the
polynomial invariant I.xn; yn/ D x2ny

2
n C x2n C y2n � 2�xnyn. Investigate the

form of the invariant curves foliating the plane for different values of � and
show that when j�j > 1 the origin is a saddle point. In what way is the dynamics
for � > 1 different from � < �1?

(b) Locate the stable and unstable manifolds of the linearized equations about the
origin, for � D 1:6 and " D 0:001. Now follow them numerically in the full 2-
dimensional plane starting with many initial conditions placed densely on these
manifolds, very close to (0,0). Begin with ˇ D 0 and plot the intersections of the
manifolds, delineating the “figure eight” region that you observe numerically at
the central part of the plane. Increasing by small steps the value of ˇ, can you
locate numerically the critical value ˇc beyond which the manifolds cease to
intersect? Hint: This phenomenon of homoclinic tangency in two-dimensional
mappings is discussed in [151].
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Problems

Problem 8.1. Consider the example of the Ikeda map [141]

�
xnC1 D RC u.xn cos 	 � yn sin 	/
ynC1 D u.xn sin 	 C yn cos 	/

(8.30)

where 	 D C1 � C2=.1C x2n C y2n/, R, u, C1, C2 are free parameters. Its Jacobian
determinant is J.R; u; 	/ D u2, hence (8.30) is dissipative for juj < 1 and area-
preserving for juj D 1.

(a) Fix the values of C1 D 0:4, C2 D 6 andR D 1 and show by plotting the iterates
of (8.30) in the .xn; yn/ plane that, for u D 0:9, all orbits converge on a strange
attractor. Now set u D 1 and demonstrate numerically the existence of a chaotic
annular region surrounding a central domain about the origin, inside which the
motion is predominantly quasiperiodic.

(b) Write a code implementing the procedure outlined in Sect. 8.6.1 and evaluate
pdfs of the normalized variables s.j /M for the parameter values u D 0:9, 1, for a
high number of iterationsM and a large number of initial conditionsNic. Thus,
show that the pdf of the strange attractor of the Ikeda map can be well fitted by
a Gaussian.

(c) Consider now the area-preserving case u D 1, and select initial conditions in
the outer chaotic annulus surrounding the origin. Show that in this case the pdfs
do not converge to a Gaussian, but to a very different function, whose central
part is well-fitted by a q-Gaussian with q D 5:3, even for very large M . Can
you detect any dynamical features on the boundary of this annular region that
might justify its characterization as an “edge of chaos” regime?

Problem 8.2. It is possible to extend the study of Sect. 8.6 to higher dimensional
conservative maps and obtain results on their chaotic QSS and complex statistics.
One such example is a 4D symplectic mapping model of accelerator dynamics [54,
59] (see (5.21)). After some appropriate scaling, the equations of this map can be
written as follows

�
xnC1 D 2cxxn � xn�1 � 
x2n C y2n
ynC1 D 2cyyn � yn�1 C 2xnyn

(8.31)

where 
 D ˇxsx=ˇysy , cx;y � cos .2�qx;y/ and sx;y � sin .2�qx;y/, qx;y are the
so-called betatron frequencies and ˇx;y are the betatron functions of the accelerator.
Following [54], set qx D 0:21, qy D 0:24 and assume that ˇx;y are proportional
to q�1

x;y .

(a) Investigate weak diffusive phenomena in the y-direction of the four-
dimensional phase space, as follows: Start by verifying first that for y1 D y0 D
0 the point .x0; x1/ D .�0:0049;�0:5329/ is located within a thin chaotic layer
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surrounding five large islands in the .xn; xn�1/ plane. Then, keeping the same
.x0; x1/, choose .y1; y0/ very close to zero and observe the evolution of the
yns, indicating the growth of the beam in the vertical direction as the number
of iterations M increases. Plot the projections of the iterates separately on the
.xn; xnC1/ and .yn; ynC1/ planes.

(b) Write a code to evaluate the pdfs associated with these orbits, following the
procedure outlined in Sect. 8.6.1. Starting always with the same .x0; x1/, use
different initial values for y0 (y1 D 0) to compute pdfs of the normalized sums
of iterates of the yn-variable. Show that, just as in the case of two-dimensional
maps, these distributions are initially of the q-Gaussian type, evolving into
exponential distributions and finally turning into Gaussians. Note, for example,
that one such QSS with a maximum amplitude of about 0:00001 is apparent up
to N D 219, when its amplitude is suddenly tripled in the y-direction.

(c) Demonstrate that the closer one starts to y0 D y1 D 0 the more the resulting
pdf resembles a q-Gaussian, while the larger the y0; y1 values the faster the pdfs
tend towards a Gaussian-like shape.



Chapter 9
Conclusions, Open Problems and
Future Outlook

Abstract The final chapter first summarizes and discusses the main conclusions
described in the book. We then list a number of open problems, which we feel should
be further pursued in continuation of what we have presented in earlier chapters. We
start with some recent results that extend the mathematical theory of integrability
from the viewpoint of singularity analysis and continue with some directions that
further develop the topics of nonlinear normal modes, localization, diffusion and
the complex statistical properties of nonlinear lattices. Finally, regarding the future
outlook of research in Hamiltonian dynamics, we briefly review three topics of great
current interest that were not treated in the book, but are extremely important in
view of their far-reaching experimental applications: (1) anomalous heat conduction
and the discovery of mechanisms that control heat flow based on the dynamics of
Hamiltonian lattices, (2) soliton dynamics in nonlinear photonic structures and (3)
kinetic theory of Hamiltonian systems with applications to plasma physics.

9.1 Conclusions

We hope that the preceding eight chapters have given the reader a fairly complete
picture of what we believe are some of the most exciting and physically relevant
results of recent research in the field of Hamiltonian dynamics. Our purpose was
clearly not to dwell on the rigorous mathematical aspects of this research. What we
wanted to do is present a number of fascinating developments, which demonstrate
that multi-dimensional Hamiltonian systems still hold many secrets in their behavior
that cannot be explained by some celebrated theorem and are not tractable by
one of the classical approaches of local analysis or straightforward application of
perturbation theory.

Hamiltonian systems are not complex in the sense that one speaks of complexity
in present day scientific literature. They are not described by complex networks,
adaptive systems or agent based models and do not display self-organization, pattern
formation, or emergence of collective behavior. They are characterized, however, by
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varying degrees of order and chaos at different scales and exhibit fascinating out-of-
equilibrium phenomena, long lived metastable states, emergence and breakdown of
localized motion and surprising diffusion and transport properties. It is in this sense
that we have called Hamiltonian dynamics complex.

One important feature that characterizes the Hamiltonian systems treated in this
book is their relevance to specific physical applications. The state of complete
order, expressed mathematically by the property of integrability (see Chap. 2) has
puzzled researchers since the times of Poincaré and Kowalevskaya at the turn of
the twentieth century. Despite the great activity inspired by the work of Painlevé,
from the early 1900s until today [98], very few examples have been found that
are completely ordered, possessing a full set of integrals. On the other hand, the
celebrated KAM theorem of the 1960s and Nekhoroshev’s work on the stability
of near-integrable Hamiltonian systems [256] demonstrated that close to complete
order there is a vast number of physically important examples (the solar system
being the most famous), whose behavior is globally ordered for “most” initial
conditions in phase space and exponentially long intervals in time.

What happens then as one departs from integrability by varying the system’s
parameters, or waits patiently to find out whether certain weakly chaotic orbits will
reach an equilibrium state, where all fundamental modes share the same energy?
The fundamental modes we speak of here are none other than the NNMs of Chaps. 3
and 4, formed by the continuation of the linear normal modes of harmonic oscillator
systems with nearest-neighbor interactions. NNMs play a very important role in
the study of local and global stability of Hamiltonian dynamics. They have been
especially helpful in the investigation of the approach to “thermal” equilibrium in
Hamiltonian lattices ever since the discovery of FPU recurrences by Fermi, Pasta
and Ulam in the mid 1950s [71], which remains to this day a topic of great research
interest, as discussed in Chap. 6 of the book.

Chapter 5 discusses local dynamic indicators widely used in distinguishing
ordered from chaotic dynamics. More specifically, it reviews the topic of variational
equations and tangent dynamics of a reference orbit and focuses on a set of
particularly efficient indices called SALI and GALI, which utilize more than one
variational vector to identify the nature of the orbit. Analytical results regarding the
long time asymptotic behavior of these indices were presented and a great number
of numerical experiments were described, verifying the validity of the asymptotic
formulas and demonstrating their usefulness in multi-dimensional Hamiltonian
systems. Our main conclusion here is that the GALI method is indeed superior to
most other similar tools used in the literature for several reasons: First, it detects
chaotic behavior faster than other methods, due to the exponential decay of the
GALIks observed more rapidly in the plots of the higher k indices. It is also perhaps
the only method that can determine the dimensionality of a torus of quasiperiodic
motion and accurately predict its destabilization threshold.

One of the most important issues treated in this book to which the GALI method
applies is the breakdown of FPU recurrences that constitutes the main theme of
the results described in Chap. 6. In that chapter, we approach the problem of
FPU recurrences for the viewpoint of localization in Fourier (or modal q) space.
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Using techniques of Poincaré-Linstedt perturbation theory combined with ample
numerical evidence, we demonstrate that FPU recurrences can be understood in
terms of q-tori which reconcile the approach of q-breathers [128, 129] with of the
“natural packet” scenario proposed in [37, 38]. Since these recurrences are related
to the presence of stable q tori, the GALI method can be invoked to determine
conditions under which q tori become unstable. This leads to a weakly diffusive
motion of nearby orbits and eventually to the collapse of recurrences and the onset
of energy equipartition in the FPU lattice.

These topics are closely related to the phenomena of localization and diffu-
sion discussed in Chap. 7, this time in configuration (rather than Fourier) space.
Indeed, the surprising occurrence of localized oscillations in nonlinear Hamiltonian
lattices, pointed out as early as 1988 [306] and studied profusely in the literature
ever since, has severe consequences for energy transport and diffusive processes
arising in a multitude of applications, like Josephson junction networks, nonlinear
optical waveguide arrays, Bose-Einstein condensates and antiferromagnetic layered
structures [125]. Furthermore, the breakdown of localization due to disorder and
the associated diffusive spread of wavepackets is at present a subject of intense
investigation [131, 317], in view of their many applications to light propagation
in spatially random nonlinear optical media and related Bose-Einstein condensate
phenomena.

Finally, we come to the remarkable complex statistical distributions of weakly
chaotic motion in Hamiltonian systems discussed at length in Chap. 8. As with
complete order, it turns out that complete disorder is also an exception in Hamil-
tonian dynamics. Widespread global chaos, giving rise to Gaussian pdfs according
to BG statistics, is known to prevail in the so-called Anosov or Sinai systems
[11, 12, 307, 308] characterized by completely chaotic motion, such as elastic
particles in a box or a periodic array of scatterers, motion on surfaces of everywhere
negative curvature, etc. To be sure, Gaussian pdfs and BG statistics were also
discovered by many researchers in large scale chaotic regions featured in mixed
systems, where domains of order and chaos coexist.

Complexity, however, in the sense discussed in the present book, is manifested
in domains of weak chaos, near the boundaries of ordered motion or in cases
where stable periodic motion first destabilizes as the total energy is increased. It
is there that we find “thin layers” of chaotic orbits, whose pdfs in the sense of
the Central Limit Theorem do not converge to Gaussians, even after very long
times. It is in these cases where complex statistics arises associated with what we
have called metastable or quasistationary states in Chap. 8. Remarkably enough, our
investigations of these QSS share many common features with analogous studies of
dynamical systems characterized by long range interactions and strongly correlated
motion [332].

The pdfs of sums of variables associated with this type of QSS are found to
be very well described by a class of functions called q-Gaussians related to the
notions of Tsallis’ entropy and nonextensive statistical mechanics, where the index
q satisfies 1 < q < 3 and q D 1 corresponds to the Gaussian distribution. A detailed
numerical analysis of these pdfs demonstrates that their occurrence is far from
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rare. Indeed, in many of the physically important Hamiltonian systems explored
in this way, we have discovered that these QSS are closely connected to energy
equipartition in one-dimensional lattices, dynamical transitions in a microplasma
Hamiltonian and other related phenomena [18]. Particularly with regard to the
characterization of energy transport and diffusion in Hamiltonian lattices, it would
be of crucial importance to use the index q as a measure of how far our pdfs lie from
the Gaussian equilibrium state of BG statistical mechanics.

9.2 Open Problems

As we all know, a book devoted to issues of active scientific interest cannot provide
the final word on any of the topics treated in its chapters. Instead, what we have tried
to do is communicate to the reader our strong conviction that a subject so classical,
so thoroughly studied analytically, numerically and experimentally as Hamiltonian
dynamics, still has many surprises to offer. The main reason for this, in our view,
lies in the remarkable capacity of Hamiltonian dynamics to arise in many novel
and exciting physical applications, where it continues to generate new directions of
research.

We would like to close this volume, therefore, by mentioning a number of open
problems, which we feel should be pursued, firstly because this will advance our
knowledge and expertise in the field of Hamiltonian systems. More importantly,
however, progress in these issues will most likely provide answers to present day
questions of great physical concern. Naturally, our point of departure will be the
topics we have presented in this book and hence the list of problems outlined below
is far from being comprehensive. Nevertheless, even in this limited context, we
believe that the reader will find our problems interesting enough to try them based
on the methods and information contained in the present volume.

9.2.1 Singularity Analysis: Where Mathematics Meets Physics

As we have seen in Chap. 2, the topic of integrability has been of great interest in
the study of Hamiltonian systems for centuries. One of the reasons, of course, is that
in this way one could study models, where the dynamics is perfectly ordered and
understood. As the integrable examples, however, turned out to be a precious few,
many physicists were discouraged and integrability gradually became a favourite
playground for mathematicians. This situation was drastically changed in the late
1960s, when soliton equations were discovered, which were not only physically
interesting [352] but could also be solved analytically by the method of Inverse
Scattering Transforms (see e.g. [2, 3]). In this way, the abundance of applications
of soliton equations in water waves, nonlinear optics, Josephson junctions and even
field theory has kept the subject of integrable PDEs alive for the past 40 years.
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Such was not the case, however, with integrable systems of ODEs describing
Hamiltonian dynamics. After the celebrated discovery of the Toda lattice [329]
and the Ablowitz-Ladik model [4], the search for integrable Hamiltonian systems
did not produce many physically interesting examples [60]. Despite a thorough
exploration using the tools of Painlevé analysis [98, 279] the harvest of new
integrable Hamiltonians has not been particularly satisfying.

Nevertheless, an interesting conclusion did arise concerning the case of near-
integrable Hamiltonians, where the Painlevé requirement allowing only poles as
movable singularities was lifted and multi-valued solutions emerged in the complex
domain. Ziglin’s theory of non-integrability [152] showed that small perturbations
of a Painlevé integrable system produced infinitely branched solutions, typically
containing logarithmic singularities. More importantly, however, the coefficients of
the logarithmic terms in the singular expansions were shown to be related to the
Mel’nikov integral [160], which is known to provide an estimate of the width of the
chaotic layer in nearly-integrable systems [152, 287, 288].

The next question, of course, is what happens when the solutions of a Hamil-
tonian system are locally finitely branched. As was demonstrated in a number of
papers [51, 113, 132], local finite branching is not sufficient to ensure integrability.
It is important that the global Riemann surface be finitely sheeted. What often
happens in non-integrable systems is that, as one repeatedly integrates along a closed
loop in the complex time plane, new singularities appear, which preclude the return
to the initial values and produce an infinitely sheeted solution surface, even though
each singularity is by itself finitely branched. Every time a system of ODEs with
finitely branched singularities turned out to also possess a finitely sheeted Riemann
surface, a known integrable system was recovered which can be transformed to one
that has the full Painlevé property after appropriate variable transformations [152].

Thus, an open problem is to discover a new integrable ODE (or systems
of ODEs), whose solutions are locally finitely branched with a finitely sheeted
Riemann surface, but which has not yet been identified by the Painlevé analysis.
An attempt in that direction was made in [132] in the framework of perturbation
theory. Unfortunately, in all the cases tried, the finitely sheeted property established
at first order was not preserved at higher orders.

A related problem is to connect the structure of the finitely sheeted Riemann
surface of the solutions of a problem with finetely branched singularities to the
dynamical properties of the orbits. An interesting start in this direction was made in
[69,70], where an integrable model of this type was analysed and certain remarkable
properties of its solutions (such as the isochrony of its periodic orbits) were found to
be related quantitatively to the structure of its Riemann surface. A next step might
be to vary slightly the parameters of the model and investigate the onset of chaotic
motions in connection with changes in the geometry of the Riemann surface.

Another important problem is to use the analysis described in Chap. 7 of [152]
and compute the Mel’nikov vector of a nearly integrable Hamiltonian system
using information about the singularities of its solutions on the invariant manifolds
associated with its saddle points. The usefulness of this approach lies in the fact that
one does not need to know explicitly the corresponding homoclinic (or heteroclinic)
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solutions of the integrable system to perform this computation. Estimating the
magnitude of the components of the Mel’nikov vector, the challenging question is
to extract some information about the width of the chaotic layer of the system under
different projections of its dynamics in the multi-dimensional phase space.

9.2.2 Nonlinear Normal Modes, Quasiperiodicity
and Localization

Let us recall that in Chap. 3 the problem of stability of motion was approached
starting from certain very simple periodic solutions of N dof Hamiltonians like
the FPU�ˇ one-dimensional lattice, under periodic and fixed boundary conditions.
One reason for proceeding in this way is the fact that these periodic solutions are
expressed in terms of known functions and the study of their (linear) stability leads
to the analysis of a single second order ODE of the Lamé type.

Concerning in particular the solutions called SPO1 (3.26) and SPO2 (3.27) of the
FPU-ˇ model under fixed boundary conditions, we observed in Sect. 3.2 that SPO1
destabilizes at much higher energies than SPO2. In fact, the destabilization threshold
of SPO2 as a function of the number of particlesN was seen to follow the law (3.39),
Ec _ N�2, derived in [128] for the low qD 1; 2; 3; :: modes, where q numbers the
NNM continuations of the linear modes of the system. And yet our SPO2 solution
corresponds to a much higher mode with q D 2.N C 1/=3! Why is that so? How
can the instability threshold of such a high mode—even in its asymptotic form—
coincide with the one satisfied by the low q modes? We do not know.

The SPO1 solution on the other hand, is identified with the q D .N C1/=2mode
and satisfies a very different asymptotic destabilization law of the form Ec _ N�1.
The open question, therefore, is: What is the theory that governs the stability of the
higher q NNMs asN ! 1? We do not speak here of course of the highest q modes
at the right end of the spectrum (q D : : : N � 2;N � 1;N ), for which the analysis
is very similar to that of the lowest ones, at least for the FPU-ˇ chain under fixed
boundary conditions.

It is well-known, after all, that most studies carried out to date on the stability
of NNMs in these FPU lattices concern the low q modes, since they are the ones
that play the main role in the phenomenon of FPU recurrences (see Chap. 6).
What then is the significance of the higher modes? Are they responsible for some
other physically important phenomenon? Does their instability threshold obey an
asymptotic law different than those we have mentioned so far and what is the deeper
meaning of these laws? Again we don’t know.

One way to approach this problem, at least for the case of periodic boundary
conditions is provided by the theory and results of Chap. 4 (see e.g. Sect. 4.4.2). In
that theory, symmetry properties of the equations of motion are exploited to form
bushes of orbits consisting of linear combinations of fundamental NNMs. Studying
then the interactions among the modes belonging to each bush, it is possible to
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study analytically the linear stability of the bush itself, which generally represents
a quasiperiodic solution of the system whose frequencies are those of the modes
participating in the bush. Thus, it becomes possible to explore stability properties of
these Hamiltonians more globally, as has been done e.g. in [82, 87] (see a review of
this approach in [64]).

An open problem, therefore, is to combine the results of the bush theory with
the study of stability of low-dimensional tori (called q-tori) discussed in Chap. 6 to
investigate more deeply the phenomenon of FPU recurrences. This effort may meet
with limited success for lattices with fixed boundaries, due to the small number
of symmetries present in that case. Our suggestion, therefore, is to study the FPU
recurrence problem for periodic boundary conditions from the point of view of bush
theory and compare the results with the q-tori approach of Chap. 6. Note that care
must be taken to deal with the twofold degeneracy of the linear spectrum in periodic
models, which modifies somewhat the analysis of the recurrence problem [272].

Let us now come to the question of stability of tori of quasiperiodic motion and its
connection with the phenomenon of localization in nonlinear lattices. As the reader
recalls, in Chap. 6 we interpreted the phenomenon of FPU recurrences as a result
of localization in the Fourier modal space and studied in Sect. 6.3.1 the stability of
the associated q-tori using the GALI methods of Chap. 5. What about localization
in configuration space as exemplified e.g. by the occurrence of discrete breathers,
like those investigated in Chap. 7? Do we also find low-dimensional tori in their
neighborhood?

In [63] this question was answered affirmatively in the case of a lattice model
described by the Hamiltonian

H.t/ D
NX

nD1

�
1

2
Px2n C 1

2
Œ1 � � cos.!d t/�x2n � 1

4
x4n C K

4
.xnC1 � xn/

4

�
; (9.1)

in which harmonic nearest-neighbor interactions are absent and a periodic forcing
term has been added with amplitude � and frequency !d . This Hamiltonian was
studied in detail in [241], where among other phenomena chaotic breathers were
also observed that remain localized on a small number of sites for very long times.
As was explicitly shown in [63] via the GALI criterion, in the neighborhood of
certain fundamental discrete breathers of (9.1), low-dimensional tori are seen to
exist, which become unstable as the parameters of the problem are varied.

The following question arises therefore: Do these localization phenomena
depend on the fact that (9.1) is free from linear modes that can destroy localized
oscillations through resonances with the phonon spectrum? It would be very
interesting to investigate this question by adding to the above Hamiltonian a
harmonic part of the form

PN
nD1fL2 .xnC1 � xn/

2g, and slowly vary L � 0 to
determine how these terms affect the behavior of the dynamics.

As we also found out in Chaps. 5 and 8, another class of models that one can
study in connection with Hamiltonian dynamics are symplectic maps, which are
numerically far easier to explore and arise in many physical applications [42,50,58,
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180, 244, 269]. Thus, it might be quite illuminating to represent each oscillator by a
two-dimensional symplectic map (e.g. of the standard map type [136,214,246]) and
consider a one-dimensional “lattice” formed by N such maps coupled by nearest
neighbor interactions as follows

x
j
nC1 D xjn C y

j
nC1;

y
j
nC1 D yjn C Kj

2�
sin.2�xjn / � ˇ

2�
fsinŒ2�.xjC1

n � xjn /�C sinŒ2�.xj�1
n � xjn /�g

(9.2)

where j D 1; : : : ; N , ˇ is the coupling parameter between the maps and fixed
boundary conditions x0 D xNC1 D 0 are assumed.

This model was investigated in [63], where it was demonstrated numerically that
it does possess discrete breather solutions, around which low-dimensional tori can
be identified, as long as the discrete breather is stable. Furthermore, changing to
linear normal mode coordinates, in which the linear parts of the maps are uncoupled,
it is easy to show that when the energy is placed initially in s D 1; 2; 3; : : : ; of
these modes, and the parameter ˇ is small enough, FPU-like recurrences arise,
accompanied by the presence of s-dimensional tori, just as we found in the FPU
Hamiltonian models. Furthermore, the stability of these tori and the breakdown
of recurrences as ˇ increases can also be accurately monitored using the GALI
method [63].

It would, therefore, be very interesting to extend these studies and investigate in
greater detail dynamical phenomena in coupled standard maps, rather than pursuing
them on Hamiltonian lattices, which is computationally far more time-consuming.
For example, it would be very interesting to impose periodic boundary conditions
to the coupled map system (9.2) and try to understand its bushes of orbits, FPU type
recurrences and their effect on the onset of energy equipartition in such models.

Finally, it is important to mention certain open questions related with the stability
of discrete breathers in Hamiltonian lattices. For instance, why is it that simple
breathers (exhibiting only one exponentially localized central maximum) are so
frequently found to be stable under small perturbations? More specifically, let us
consider multibreathers, which represent localized oscillations with more than one
major maximum (or minimum) and compute all of them for a one-dimensional
lattice of N particles with harmonic nearest neighbor interactions and quartic on-
site potential, using homoclinic orbit methods [39, 42]. Let us also associate them
symbolically with sequences of 0;C;�, corresponding to sites of small (or no
oscillation), large positive and large negative amplitude respectively [41]. Why
is it that most of them are found to be unstable under small changes of their
initial conditions [40]? More remarkably, how can one explain the observation that
this instability characterizes all multibreathers which contain one (or more) of the
combinations C�, C0C, or C00C in their symbolic representation?
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9.2.3 Diffusion, Quasi-stationary States and Complex Statistics

And now we come to one of the most engaging aspects of complex Hamiltonian
dynamics, which concerns the phenomenon of diffusion, by which we mean slow
and gradual transport of energy in weakly chaotic domains. This transport concerns
either modes in Fourier space, as we found out while studying the breakdown of
FPU recurrences in Chap. 6 (see Sect. 6.4), or particle motion in configuration space,
resulting from the breakdown of localized disturbances in disordered lattices, as we
discovered in Sect. 7.4.2.

Let us start with diffusion in modal space and recall the results presented in
Sect. 6.4.1 on what we called stage II of the dynamics of the FPU-˛ lattice. We had
shown first that the model exhibits a slow transport of its total energy E from an
initial “packet” of low modes to the tail modes, on its way to energy equipartition as
E is increased. Studying the rate of this process, we observed that it is sub-diffusive
(_ t� , with � < 1) and had attempted to estimate the time it takes for the system
to reach equipartition, using the theoretical prediction of the diffusion rate of the
motion described in Sect. 6.4.2.

More specifically, we defined a quantity �.t/ (6.44) as the sum of normalized
harmonic energies of the upper third of the mode spectrum and plotted in Fig. 6.10
�.t/ as a function of t , for ED 0:01, ED 0:1 and ED 1. We thus observed a
diffusion law of the form � / Dt� , demonstrating first that the process indeed
is one of subdiffusion. Attempting then to estimate the time interval T eq required
for energy equipartition in Sect. 6.4.3, we found T eq � E�3, in agreement with
an analogous formula given in [112], for energies E 2 Œ0:4; 2�. This prediction,
however, disagrees with the results of numerical integration for 0:1 < E < 0:4,
while for E � 0:1, it is impossible to check its validity by direct computation.
Indeed, for E D 0:01 the value of the exponent � is practically zero.

The open problem, therefore, is to extend the studies we have described for the
FPU-˛ model to energy regimes where all attempts of the kind mentioned above
have failed. To date we do not know of a theoretical estimate that allows us to
reliably predict, even for one-dimensional lattices of the FPU type, the time T eq

required for equipartition when E becomes too small. Thus, we can only guess:
Either equipartition times become exponentially long, or the system remains trapped
on the neighborhood of a q-torus for all time and equipartition never occurs below
a certain energy threshold.

This brings us to a similar question regarding diffusion in one-dimensional
Hamiltonian lattices in the presence of disorder, discussed in Sect. 7.4 of Chap. 7:
What happens if nonlinearity is introduced to the system? How can we understand
its effect on the localization properties of wave packets in disordered systems? This
challenging problem has been investigated in recent years by many researchers
[47, 48, 124, 131, 144, 202, 210, 252–255, 271, 311, 317, 338, 339]. Most of these
papers consider the evolution of an initially localized wave packet and show that
wave packets spread subdiffusively for sufficiently strong nonlinearities.
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On the other hand, if the nonlinearities are weak enough, wave packets appear
to be frozen, in the sense of Anderson localization, at least for finite integration
times. In fact, an alternative interpretation regarding wave packet evolution has been
conjectured in [178] claiming that these states may be localized on some KAM
torus for infinite times! Which of these interpretations is correct? Do wave packets
continue to spread subdiffusively in some weakly chaotic domain for all time, or do
they eventually settle down on a finite (or infinite) dimensional torus?

We suggest here that this question may also be studied by a statistical approach,
similar to the one we have described in Chap. 8 of this book. As we have explained
in that chapter, chaotic orbits in weakly chaotic domains of multi-dimensional
Hamiltonian systems are often seen to form QSS that are extremely long lived. This
is exemplified by pdfs of sums of their variables, which, in the sense of the CLT, do
not converge to Gaussians, but are well-described by a class of so-called q-Gaussian
functions, whose index lies in the interval 1 < q < 3 and tends to q D 1 when the
QSS reaches the Gaussian state of strong chaos.

An interesting open problem, therefore, may be formulated as follows: Consider
the QSS formed by the spreading of a wave packet resulting from the delocalization
of a central excitation in a disordered KG or DNLS one-dimensional lattice.
Evaluate the sum of the position coordinates of all particles and study the time
evolution of its normalized pdf as it evolves in a presumably weakly chaotic region
of phase space. In the event that this pdf is well approximated by a q-Gaussian,
estimate the index q and plot its behavior as a function of time. If its values show a
tendency to approach q D 1 as time progresses then the process can be characterized
as chaotically diffusing, while if the q values remain far from unity for all time, this
would constitute evidence that the dynamics eventually “sticks” to the boundary of
some high-dimensional torus of the system.

Finally, we mention some additional open problems that concern the complex
statistics of weakly chaotic motion in Hamiltonian systems. In Chap. 8, we saw that
it was possible to find QSS that can be fitted well by q-Gaussian pdfs for a number of
Hamiltonian systems mainly of the FPU type [18]. This has been primarily achieved
in the neighborhood of certain NNMs of the FPU-ˇ model, at energies where these
modes first turn unstable as the total energyE is increased. Examples of such NNMs
were the �-mode in the case of periodic boundary conditions and the SPO1 and
SPO2 modes for fixed boundary conditions [18].

The obvious question then is: Where else in the multi-dimensional phase space
can one find weakly chaotic regimes, where similar QSS phenomena are observed?
Are these important enough physically to justify the use of nonextensive statistical
mechanics to characterize the dynamics in the corresponding regimes? One such
possibility already mentioned above concerns the spreading of wave packets in
disordered nonlinear lattices. Another one refers to the role of q-Gaussian approx-
imations of pdfs for chaotic orbits associated with the breakdown of recurrences in
the FPU-˛ model, which was recently studied in [15]. Are there any other examples
of Hamiltonian dynamics, where this type of complex statistics might be relevant?
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9.3 Future Outlook

9.3.1 Anomalous Heat Conduction and Control of Heat Flow

The problem of heat conduction in dielectric crystals has been an important issue in
mathematical physics for many years. The first celebrated approach to this problem
is due to none other than Rudolf Peierls (1907–1905), who proposed in the 1930s an
explanation based on the fundamental assumption that the nonlinearity of phonon
interactions can lead to a state of thermal equilibrium, at which normal diffusion
can occur with constant heat conductivity [264].

Ever since the famous FPU experiments of the 1950s, however, there has been an
impressive amount of analytical and numerical work by many authors, who showed
on a wide variety of lattice models that nonlinearity is not sufficient to ensure energy
equipartition between the phonon modes and normal thermal conduction. Indeed,
even in cases where normal heat conductivity was observed, the heat conduction
coefficient often depends strongly on the model and differs significantly from what
is measured in actual physical experiments [219].

As noted by Casati and Li in [74], one-dimensional FPU lattices exhibit
anomalous heat conduction, whose thermal conductivity coefficient � is found to
diverge with the system size L as � � L2=5, while when transverse motions are
included in the model one finds � � L1=3 [343]. In fact, a simple formula has been
proposed relating heat conductivity with anomalous diffusion in a one dimensional
system [221], as follows: Let us recall that Fourier’s law of heat conduction states
that the heat flux j is proportional to the temperature gradient rT as

j D ��rT; (9.3)

this implies that j is independent of the size of the system. Denoting energy
diffusion by < �2 >D 2Dt˛; .0 < ˛ 5 2/, it has been demonstrated in [221]
that � / Lˇ , with ˇ D 2 � 2=˛!

This latter relation, corresponding to subdiffusion for ˛ < 1 and superdiffusion
for ˛ > 1, was found to be in good agreement with many results available from one-
dimensional lattices, as well as existing data from many physical systems [74]. On
the other hand, the situation regarding the divergence of the conductivity coefficient
with system size in two and three spatial dimensional FPU models is still a topic of
ongoing investigation [220, 302].

Another major development in this field has been the realization that exponential
dynamical instability is a sufficient but not necessary condition for the validity of
Fourier’s law (9.3) [9, 76, 222–224]. Indeed, in a model of a Lorentz gas “channel”,
represented by two parallel lines and a series of semicircles of radius R placed along
the channel in a “triangular” way so that no particle can move in the horizontal
direction without colliding with the disks, accurate numerical evidence has shown
[9] that heat conduction does obey Fourier’s law. As the dynamics of the Lorentz
gas is rigorously known to be mixing with positive Kolmogorov-Sinai entropy,
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this result clearly suggests that mixing with positive Lyapunov exponents is a
“sufficient” condition for the validity of Fourier’s law of heat conduction.

On the other hand, when the semi-circles in the above model are replaced by
triangles, with all angles irrational multiples of � , it has been shown [75] that the
Lyapunov exponent is zero and yet the model exhibits unbounded Gaussian diffusive
behavior. This strongly suggests that normal heat conduction can take place even
without the strong requirement of exponential instability.

In another series of studies, researchers considered the possibility of actually
being able to control the heat flow, in a variety of one-dimensional nonlinear lattices.
Based on a model proposed in [326], in which heat was numerically shown to flow
in one preferential direction, Li, Wang and Casati [225] considered an improved
version described by the Hamiltonian

H D
NX

iD1

�
p2i
2m

C 1

2
k.xi � xiC1 � a/2 � V

.2�/2
cos.2�xi /

�
; (9.4)

and divided the corresponding lattice in three parts: On the left part (L) the particles
are assigned a spring constant k D kL and on site parameter V D VL, while on
the right part (R) k D kR D�kL and V DVR D �VL. The two ends of the lattice
are connected to heat reservoirs at temperatures T D TL D T0.1 C �/, T D
TR DT0.1 � �/ and in the middle part of the lattice the spring constant was set
to k D kint . Fixing now the values of a D m D 1, VL D 5, kL D 1, one may
adjust the parameters �;�; kint ; T0 and plot the heat current as a function of � for
different values of T0.

As is well-known, (9.4) is the Hamiltonian of the Frenkel-Kontorova model,
which has been shown to exhibit normal heat conduction [172] in the homogeneous
case kL D kint D kR D k; VL D VR D V . However, setting kint D 0:05; � D 0:2

and N D 100 a remarkable phenomenon was observed: For � > 0 the heat current
jC was found to increase with �, while in the region � < 0 the heat current j�
is almost zero, implying that the system behaves as a thermal insulator! In fact, by
increasing the value of T0 D 0:05; 0:07; 0:09 the rectifying efficiency, defined as
jjC=j�j can increase by as much as a few hundred times [225]!

Thus the study of these models has opened up the way for a multitude of
applications of great importance such the designing of novel thermal materials
and devices like thermal rectifiers [225, 326] and thermal transistors [230]. Indeed,
the possibility of building such devices has been demonstrated in many laboratory
experiments [79,192,270,348], whose discoveries may eventually lead to practically
useful products.

9.3.2 Complex Soliton Dynamics in Nonlinear
Photonic Structures

The behavior of light in media with nonlinear optical response is one more topic of
intense research interest, where Hamiltonian dynamics is involved. The main reason
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for this is the fact that nonlinear effects in light propagation such as self-localization
and nonlinear interactions have far-reaching technological applications in optical
telecommunications, medicine and biotechnology. The invention of the laser along
with recent developments in material science and the advent of novel nonlinear
optical materials have led to an explosion of experimental and theoretical studies
in nonlinear optics. More specifically, nonlinear effects in optical devices and the
complexity of the associated wave dynamics have been recognized as effective
potential mechanisms for light control.

One of the most fundamental phenomena in nonlinear optical wave propagation
is the self-trapping of spatially localized beams, resulting from the balance between
diffraction and nonlinearity. The concept of the soliton, as a solitary wave which
remains intact under mutual interactions (see Sect. 6.1.1), has played a crucial role in
the development of nonlinear optics [190,330]. Solitons are obtained as solutions of
PDEs corresponding to infinite-dimensional integrable Hamiltonian systems and are
remarkably robust under small perturbations [2,3]. In the context of nonlinear optics,
wave propagation is accurately modeled by the Nonlinear Schrödinger Equation
(NLS) under the so-called paraxial approximation [215].

Integrability, however, as we have so often said, is the exception. Once spa-
tial inhomogeneities are allowed in the system the equations describing wave
propagation become non-integrable due to symmetry breaking. This excludes the
existence of pure solitons in the strict mathematical sense, but gives rise to the
occurrence of a plethora of solitary waves, which do not have a counterpart in
the homogeneous case [91, 182, 183, 216]. More importantly, it results in complex
and interesting wave dynamics, allowing for the control and routing of light
beams. For example, an unstable stationary solution could evolve into a stable
one under certain circumstances, providing a transition phenomenon with many
potential applications. Furthermore, many studies have shown that different types of
inhomogeneity can be very useful for designing photonic structures having desirable
features and properties. The latter are expected to provide optical devices with
an all-optical circuitry capable of switching, routing, information processing and
computing beyond the limitations of electronics-based systems. It is also important
to emphasize that all the above concepts and effects are relevant to many other
domains of nonlinear physics such as the formation of spin waves in magnetic films
and the rapidly developing field of coherent matter waves and nonlinear atom optics
[65, 260].

Now, wave propagation of the electric field variable u D u.z; x/ in an inhomoge-
neous medium with Kerr-type nonlinearity is described by the perturbed NLS

i
@u

@z
C @2u

@x2
C 2juj2u C "

�
�n0.x; z/C�n2.x; z/juj2� u D 0 (9.5)

where z and x are the normalized propagation distance and transverse coordinate
respectively and the potential functions �ni.x; z/; i D 0; 2 model the spatial
variation of the linear and nonlinear refractive indices. The dimensionless parameter
" indicates the strength of the potential and is “small” for relatively weakly
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inhomogeneous media, which is the case of interest in technological applications.
The functions�ni .x; z/; i D 0; 2 can be either periodic or nonperiodic in x and z.

As is well-known, the unperturbed NLS ((9.5) with " D 0), has a fundamental
soliton solution of the form

u.x; z/ D AsechŒA.x � x0/�e
i. v
2 xC2�/ (9.6)

where x0 D x0.z/ D vz, � D �.z/ D �zv2=8 C zA2=2, A is the amplitude or
the inverse width of the soliton solution, x0 is its center (called “center of mass”
due to an analogy between solitons and particles), v the constant velocity, and � the
nonlinear phase shift.

The longitudinal evolution of the center x0 under the lattice perturbation is
obtained by applying the effective-particle method [191]. According to this method
one assumes that the functional form as well as other properties of the soliton (width,
power) are conserved in the case of the weakly perturbed NLS. This assumption
has to be verified, however, through numerical integration of (9.5) at least to a
good approximation. The motion of the center x0 is equivalent to the motion of
a particle with mass m � R juj2dx D 2A under the influence of an effective
potential Veff .x0; z/ D 2 �

R �
�n0.x; z/C�n2.x; z/ju.xI x0/j2

� ju.xI x0/j2dx and
is described by the nonautonomous Hamiltonian

H D mv2

2
C Veff .x0; z/ (9.7)

where z is considered as “time” and v D Px0 (the dot denotes differentiation with
respect to z) is the velocity of the soliton’s “center of mass”.

In the case of zero longitudinal modulation (@Veff =@z D 0) the system is
integrable and soliton dynamics is completely determined by the form of the
z-independent effective potential. Stable and unstable solitons can be formed at
the minima and maxima of the effective potential, while solitons can also be
either trapped between two maxima of the effective potential or reflected by
potential barriers. Soliton dynamics in several photonic structures can be described
under this approach. For the simpler case of harmonic (sinusoidal) transverse
modulation of the linear refractive index, the positions of the stable and unstable
solitons are independent of the soliton “mass” (power) [119]. For more complex
modulations of the linear and nonlinear refractive indices, as well as modulations
with incommensurate wavelengths, soliton positions and stability depend strongly
on the specific soliton power [196]. The latter results in additional functionality
providing power-controlled discrimination of such structures. In addition, semi-
periodic photonic structures can also be described such as interfaces between two
periodic lattices with different characteristics as well as interfaces between periodic
lattices and homogeneous media. Thus, it is shown that power-dependent soliton
reflection, transmission, and trapping can be achieved by the formation of effective
potential barriers and wells [197].

The presence of an explicit z dependence in the effective potential (@Veff =@z ¤ 0)
results in the nonintegrability of the Hamiltonian system which describes the
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soliton motion and allows for a plethora of qualitatively different soliton evolution
scenarios. The corresponding richness and complexity of soliton dynamics opens
a large range of possibilities for interesting applications where the underlying
inhomogeneity results in advanced functionality of the medium. Nonintegrability
results in the destruction of the heteroclinic orbit (separating trapped from travelling
solitons), allowing for dynamical trapping and detrapping of solitons. Therefore,
we can have conditions for enhanced soliton mobility: Solitons with small initial
energy can travel through the lattice as well as hop between adjacent potential wells
and dynamically be trapped in a much wider area. Moreover, resonances between
the frequencies of the internal unperturbed soliton motion and the z-modulation
frequencies result in quasiperiodic trapping and symmetry breaking with respect to
the velocity sign. It is worth mentioning that all these properties depend strongly on
soliton characteristics, such as its amplitude A (see (9.6)), so that different solitons
undergo qualitatively and quantitatively distinct dynamical evolution in the same
inhomogeneous medium [263].

For strong modulations of the optical medium properties the effective particle
approach is no longer valid. However, there are several cases where analytical
solutions can still be found such as the case of a nonlinear Kronig-Penney model
consisting of interlaced linear and nonlinear regions. The underlying systems are
within a large class of piecewise linear systems for which analytical solutions can
be constructed by utilizing the phase space of the system [194, 200]. Following
this approach, solitary wave solutions have been obtained for periodic [193, 195]
and nonperiodic [198] structures, which can be further utilized in perturbative
techniques for the exploration of new classes of solutions.

Thus, the study of soliton dynamics in complex photonic structures is a chal-
lenging research direction, as it promises to provide light control functionality in
appropriately designed media with numerous technological applications. It is a
typical case of a field where complexity opens new possibilities with significant
technological advantage, and where the concepts and methods of Hamiltonian
dynamics provide excellent tools for understanding and designing practical systems
with desirable properties.

9.3.3 Kinetic Theory of Hamiltonian Systems and Applications
to Plasma Physics

The phase space evolution of particle distribution functions of non-integrable
Hamiltonian systems is usually described by a quasilinear theory leading to an
action diffusion equation, in which the perturbation terms are taken into account
through a diffusion operator D that generally depends on both space and time
[114, 337]. This diffusion equation may be derived starting with the Fokker Planck
equation

@F

@t
D � @

@J
.VF /C 1

2

@2

@2J
.DF /; (9.8)
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where J is the action variable in x; y; z space. Noting now that [201, 226]

V D 1

2

@D
@J
; (9.9)

the desired diffusion equation is directly obtained as

@F

@t
D @

@J

�
D
@F

@J

�
: (9.10)

In the standard derivations of the above equations it is assumed that motion is
randomized, with respect to the phase of the perturbation, after one period. This
is related to the Markovian assumption, used for example in studying Brownian
motion, according to which the dynamics is characterized by completely uncorre-
lated particle orbits, phase-mixing, loss of memory and ergodicity. These statistical
properties naturally lead to the important simplification that the long time behavior
of particle dynamics remains the same after one interaction time with the wave. The
significant drawback is that the diffusion coefficient is singular, with a Dirac delta
function singularity so that further considerations are necessary in order to utilize
such operator in theoretical and numerical studies [114, 337].

Unfortunately, the Markovian assumption runs contrary to the dynamical behav-
ior of particles interacting with coherent perturbations, since phase space is often
a mixture of chaos and order with islands of coherent motion embedded within
chaotic regimes [226]. Furthermore, near the boundaries of such islands particles
are observed to “stick” and undergo coherent motion for times much longer than
the interaction time. Even when the amplitude of the perturbations is assumed to be
impractically large so that the entire phase is chaotic, the quasilinear theory fails to
give an appropriate description of the evolution of the distribution function [280].
The persistence of long time correlations invalidates the Markovian assumption
[36, 73, 301, 353].

Therefore, we need to develop a kinetic theory, based on first principles, in order
to study a large variety of realistic systems for which the Markovian assumptions
are simply not valid. Recently, such a theory was proposed using Hamiltonian
perturbation theory and Lie transform techniques to derive a hierarchy of kinetic
evolution equations that does not rely on any simplifying statistical assumptions
[201]. The final kinetic equation in the hierarchy is obtained by averaging over all
angles and represents an evolution equation for the distribution function in action
space with an operator that is nonsingular and time-dependent. Moreover, this
equation is time-reversible and is capable of describing the transient time evolution
of the action distribution function as well as a range of dynamical phenomena much
richer and wider than simple diffusion.

Let us consider the Hamiltonian corresponding to a generic system

H.J;�; t/ D H0.J/C �H1.J;�; t/: (9.11)
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The Hamiltonian consists of two parts: the integrable partH0.J/ that is a function of
the constants of the motion J of a particle moving in a prescribed equilibrium field,
and

H1.J;�; t/ D
X

m¤0
Am.J/ei.m���!0

mt / (9.12)

which includes perturbations to the equilibrium field. � are the angles canonically
conjugate to the actions J and t is time. The complex frequency !0

m D !m C i	m

allows for steady state (	m D 0), growing (	m > 0), or damped (	m < 0) waves.
Note that for the case of a charged particle in a toroidal plasma, in the guiding center
approximation for an axisymmetric equilibrium [186], the three actions are the
magnetic moment, the canonical angular momentum, and the toroidal flux enclosed
by a drift surface. The respective conjugate angles are the gyrophase, azimuthal
angle, and poloidal angle. The perturbation terms correspond to electromagnetic
waves and � is an ordering parameter indicating that the effect ofH1 is perturbative.

According to the proposed kinetic theory [201], the operator D in (9.10) is
given by

D.J; t/ D
X

m¤0

mm jAm.J/j2 e2�mt

˝m.J/2 C �2m

n
�m
�
1 � e��mt cos .˝m.J/t/

�C

C˝m.J/e��mt sin .˝m.J/t/
o

(9.13)

where˝m.J/ D m 	 !0.J/� !m and mm is a dyadic.
In the limit t ! 1 and �mt ! 0, (9.13) leads to the standard time-independent

quasilinear diffusion tensor

Dql.J/ D
X

m¤0

mm jAm.J/j2 ı .˝m.J// ; (9.14)

where ı is Dirac’s delta function. The long time limit is justified only for statistically
random, or Markovian processes [226], while the delta function excludes short
time transient effects and is difficult to implement numerically. More importantly,
the asymptotic time limit results in a time-irreversible Fokker Planck equation,
while the time-dependent D in (9.13), being an odd function of time, leads to a
time-reversible evolution equation. In contrast to the traditional quasilinear theory
[114, 337], the kinetic evolution equation (9.10) with the time-dependent operator
(9.13) does not distinguish between resonant and nonresonant particles and includes
both growing and damped waves. In the vicinity of resonances given by˝m D 0, D
is continuous and non-singular even when �m D 0 and the width of the resonance
decreases with time.

This kinetic theory is expected to provide an accurate description of many
complex realistic systems of technological interest. Among the most important
ones are fusion plasmas, where charged particles are confined by a static magnetic
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field and interact with either static magnetic perturbations or perturbations by
radio frequency waves injected to heat the plasma, drive the current, and suppress
local instabilities [186, 199]. In addition, the theory is directly applicable to space
plasmas, particle acceleration studies and, in general, any Hamiltonian system
where chaotic motion coexists with regular motion in a strongly inhomogeneous
phase space.
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Paris, 1967 / Benjamin, New York, 1968)
21. S. Aubry, Breathers in nonlinear lattices: existence, linear stability and quantization. Phys. D

103, 201–250 (1997)
22. F. Baldovin, E. Brigatti, C. Tsallis, Quasi-stationary states in low-dimensional Hamiltonian

systems. Phys. Lett. A 320, 254–260 (2004)
23. F. Baldovin, L.G. Moyano, A.P. Majtey, A. Robledo, C. Tsallis, Ubiquity of metastable-to-

stable crossover in weakly chaotic dynamical systems. Phys. A 340, 205–218 (2004)
24. D. Bambusi, A. Ponno, On metastability in FPU. Commun. Math. Phys. 264, 539–561 (2006)
25. D. Bambusi, A. Ponno, Resonance, Metastability and Blow Up in FPU. Lecture Notes in

Physics, vol. 728 (Springer, New York/Berlin, 2008), pp. 191–205
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214. J. Laskar, C. Froeschlé, A. Celletti, The measure of chaos by the numerical analysis of the
fundamental frequencies. Application to the standard map. Phys. D 56, 253–269 (1992)

215. M. Lax, W.H. Louisell, W.B. McKnight, From Maxwell to paraxial wave optics. Phys. Rev.
A 11, 1365–1370 (1975)

216. F. Lederer, G.I. Stegeman, D.N. Christodoulides, G. Assanto, M. Segev, Y. Silberberg,
Discrete solitons in optics. Phys. Rep. 463, 1–126 (2008)
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325. A. Széll, B. Érdi, Z. Sándor, B. Steves, Chaotic and stable behaviour in the Caledonian

symmetric four-body problem. Mon. Not. R. Astron. Soc. 347, 380–388 (2004)
326. M. Terraneo, M. Peyrard, G. Casati, Controlling the energy flow in nonlinear lattices: a model

for a thermal rectifier. Phys. Rev. Lett. 88, 094302 (2002)



252 References

327. U. Tirnakli, C. Beck, C. Tsallis, Central limit behavior of deterministic dynamical systems.
Phys. Rev. E 75, 040106 (2007)

328. U. Tirnakli, C. Tsallis, C. Beck, Closer look at time averages of the logistic map at the edge
of chaos. Phys. Rev. E 79, 056209 (2009)

329. M. Toda, Theory of Nonlinear Lattices, (2nd edn.) (Springer, Berlin, 1989)
330. S. Trillo, W. Torruellas (eds.), Spatial Solitons (Springer, Berlin, 2001)
331. A. Trombettoni, A. Smerzi, Discrete solitons and breathers with dilute Bose-Einstein

condensates. Phys. Rev. Lett. 86, 2353–2356 (2001)
332. C. Tsallis, Introduction to Nonextensive Statistical Mechanics: Approaching a Complex World

(Springer, New York, 2009)
333. C. Tsallis, U. Tirnakli, Nonadditive entropy and nonextensive statistical mechanics – Some

central concepts and recent applications. J. Phys. Conf. Ser. 201, 012001 (2010)
334. G.P. Tsironis, An algebraic approach to discrete breather construction. J. Phys.

A-Math. Theor. 35, 951–957 (2002)
335. S. Umarov, C. Tsallis, S. Steinberg, On a q-central limit theorem consistent with nonextensive

statistical mechanics . Milan J. Math. 76, 307–328 (2008)
336. S. Umarov, C. Tsallis, M. Gell-Mann, S. Steinberg, Generalization of symmetric ˛-stable
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