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Foreword

As a Chair of the IRMMW-THz Society and as a Chair of the THz-Bio Center
Advisory Committee it is with great pleasure that I support the publication and
dissemination of the book ‘‘Convergence of Terahertz Sciences in Biomedical
Systems’’ edited by Prof. Gun-Sik Park together with other five members of the
THz-Bio Center recently established in Korea.

The book is the outcome of the Summer School on ‘‘Convergence of terahertz
sciences in biomedical systems’’ which took place in the month of June of 2011 in
Korea. The book consists of 26 chapters grouped in three parts addressing the topics
of THz instrumentations, THz-Bio interaction and THz imaging respectively. The
final focus of the book on THz imaging is of great importance since ‘imaging’ is
certainly the most promising and widespread application of THz technology cov-
ering a variety offields from medical imaging to non-invasive diagnostics to security.

I am sure the book will provide a useful reference to researchers in the field.
With its joint interdisciplinary approach to Terahertz science and technology and
its tutorial character it will reach specialized readers as well as those readers, like
undergraduate students, who may approach the field for the first time.

Interestingly, the publication of this book coincides with the tenth anniversary
of the THz-BRIDGE International Workshop, which took place in Capri, Italy in
2002 in the frame of a research project funded by the European Union to inves-
tigate the interaction of electromagnetic radiation with biological systems at fre-
quencies between 100 GHz and 10 THz.

The Proceedings of the THz-BRIDGE Workshop were published as a special
issue of the Journal of Biological Physics (JBP-29) in 2003.

The past ten years have seen a tremendous advance in the field, which is now
presented in the book ‘Convergence of Terahertz Sciences in Biomedical Systems’.

Enjoy the book!

Gian Piero Gallerano
Research Director, Radiation Sources Laboratory

ENEA-Centro Ricerche Frascati, Italy
Chair, IRMMW-THz Society
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Foreword

For those researchers who have been interested in applications of Terahertz
instruments in the biomedical sciences, this compendium represents the first
comprehensive look at a wide variety of imaging and spectroscopy techniques as
demonstrated through careful, systematic experiments, and comprehensive mod-
eling. Significant milestones in the application of THz techniques to animal and
human tissue imaging are described for the first time. Several novel and high
efficacy modalities are presented, and new tools for the biomedical researcher are
introduced. The compendium provides a direct linkage between medical
researchers, RF and optical engineers, physicists, chemists, and biologists in cross
disciplinary investigations that both draw upon, and benefit from, critical assess-
ment, and knowledge that can only be realized through a unified approach to
research of this type. Like the THz field in general, this book brings together these
often very disjoint fields of study and begins to define the framework that will
undoubtedly be necessary to realize a new field of THz science. It is with great
expectation, and sincere regard, that I join with other members of the THz com-
munity in endorsing the publication and dissemination of this text, as a first step
toward the establishment of the new field of THz Medical Science.

Peter H. Siegel
Senior Scientist

California Institute of Technology and
NASA Jet Propulsion Laboratory

Founding Editor-in-Chief
IEEE Transactions on Terahertz Science and Technology
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Preface

Recent technological breakthrough in the field of terahertz (THz) radiation have
triggered new biology and biomedicine applications. In particular, the new
biological applications are based on the specific spectroscopic fingerprints of
biological matter in the spectral region. Historically with the discovery of new
electromagnetic wave spectra, we have always discovered new medical imaging
systems. The use of terahertz wave was not fully realized due to the absence of
practical terahertz sources. Now, after the successful generation of THz waves,
there is a great potential regarding the use of THz waves in biomedical systems
due to the resonance of these waves with biomolecules. Some examples of
important results can be found from such reports as the label-free probing of the
binding state of DNA and the identification of the vibrational modes of DNA
components by THz time-domain spectroscopy. THz vibrations of biomolecules
involve a substantial fraction of the atoms forming the molecule and motion
associated with intermolecular hydrogen bond vibrations. They provide a unique
fingerprint of the conformational state of the molecule and the effects of its
environment. The uniqueness of THz spectroscopy in biology and biomedicine is
now well proven. However, there are challenges to realizing this great potential.
One immediate issue is the intensive absorption lines of water and other sur-
rounding molecules. The bound water which influences the biological function
attenuates the THz wave significantly. To exhibit the function of the cell, bio-
molecules, and biological tissues, the entire specimen should be in a wet condition.
It is always a great feeling for scientists and engineers to foresee a great contri-
bution to human well-being through all of our efforts to overcome the many
hurdles and reach the end product. History has already shown how to realize real
biomedical imaging systems, such as MRI, CT, and PET using every spectrum of
electromagnetic waves. The first team effort to study THz waves in biomedicine
was initiated in the EU through the THz-Bridge program in 2002. The recom-
mendations from this program were implemented in the Center for THz-Bio
Application Systems as initiated by the Ministry of Education, Science and
Technology and the National Research Foundation of the Republic of Korea in
2009 (Grant No. 2009-0083512). This is a truly interdisciplinary field involving
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the creation of convergence technology in which where the communication
between different disciplines is the most challenging issue for success and the
realizations of great work. The summer school organized by the Center for THz-
Bio Application Systems at Seoul National University in 2011 aimed to accom-
plish such a goal. This book on the ‘‘Convergence of Terahertz Sciences in
Biomedical Systems’’ stems from this summer school. The book has three parts.
The first part focuses on terahertz instrumentation and describes all types of ter-
ahertz generators, including vacuum electronic sources, solid-state electronic
sources, and photonic sources. Also discussed are the topics of beam generation
using carbon nanotubes, device fabrication using nanotechnologies, THz antennas,
THz propagation, THz focusing, THz meta-materials and ultra-wideband tech-
niques of THz generation. The second part is entitled ‘‘THz-Bio interactions’’ and
introduces the THz near-field microscope and several examples of interesting
discoveries pertaining to neurons, genome-wide analyses, skin, and emotions. In
this part nanowater and molecular modeling are introduced. The last part is called
‘‘THz clinical imaging.’’ It includes sections on imaging biomarkers, medical
imaging, tomography imaging, quantum sensors, and intravital microscopy for
THz-Bio analyses. The contents of this book is arranged to be taught to upper-
classmen at the university level or to first-year graduate students. Therefore, this
book will hopefully be read by any researcher who is interested in this field.
Through the effort of this book, we can communicate better and reach our goal of a
better understanding of the biomedical systems which use THz waves.

Gun-Sik Park
Director and Professor

Center for THz-Bio Application Systems and
Department of Physics and Astronomy

Seoul National University
Seoul, Korea

Vice-Chair, IRMMW-THz Society
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Part I
Terahertz Instrumentations



Principle of Terahertz Radiation Using
Electron Beams

Young-Min Shin, Eun-Mi Choi and Gun-Sik Park

Abstract This part introduces high power THz coherent radiation sources that take
advantage of free electron beams. Following a description of characteristics on
vacuum electron devices (VEDs), fundamental radiation principle of beam-wave
interaction is explained with specifying their types and applications. Conventional
high power microwave VEDs such as klystrons, TWTs, gyrotrons, and FELs are
described in their technical perspectives with brief overview of device characteris-
tics. Addressing technical challenges on up-conversion-to-THz of conventional
approach, this part explores the state-of-the-art micro-VEDs considered for modern
THz applications such as communication, imaging, sensing, spectroscopy, and so on,
which are combined with modern microfabrication technologies. Novel MEMS
techniques to microminiaturize RF components such as electron gun and RF inter-
action circuits are also presented.

Y.-M. Shin (&)
Department of Physics, Northern Illinois University, Dekalb, IL 60115, USA
e-mail: alcolpeter@gmail.com

Y.-M. Shin
Accelerator Physics Center (APC), Fermi National Accelerator Laboratory (FNAL),
Batavia, IL 60510, USA

E.-M. Choi
School of Electrical and Computer Engineering, Ulsan National Institute
of Science and Technology (UNIST), Ulsan, Korea

G.-S. Park
Center for THz-Bio Application Systems and Department of Physics and Astronomy,
Seoul National University, Seoul, Korea

G.-S. Park et al. (eds.), Convergence of Terahertz Sciences in Biomedical Systems,
DOI: 10.1007/978-94-007-3965-9_1, � Springer Science+Business Media Dordrecht 2012
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1 Introduction

1.1 Background: Light—Backbone of Future Science
and Technology

Light is one of the most intriguing objects in science because it made the most
critical impact on people’s lives in various ways. Electromagnetic waves can be
easily converted to any type of usable energy and can carry informative data. Also,
they visualize micro/macroscopic features, see through opaque substances, and
analyze chemical and biological elements. They have unlimited potential for future
science and technology. Creating and controlling light has been an attractive
subject because it opens a new paradigm to advance science and technology to the
next level. Light is electromagnetic wave and electromagnetic wave is light. EM
wave is comprised of sinusoidally varying electric and magnetic fields with an
oscillating frequency, which is the inverse wavelength. Long wavelength lights
such as radio frequency waves are normally used for antenna communications
and TV, radio broadcasting, whereas short wavelengths are normally used for
bio-medical imaging applications. Note that as wavelengths become shorter, light
behaves more like a particle than a wave in real life and has been accommodated
to various applications with respect to those characteristics. Among EM spec-
trums, THz wave is very interesting and unexplored frontier, which has been not
properly investigated. As for THz waves, the spectral regime ranges from 0.1 to
10 THz and the frequency of 1 THz is equal to a trillion cycles of electric and
magnetic fields in one second. What makes this unique? It is the bridge spectral
regime where electronics and photonics encounter, so THz waves have either
characteristics, but on the other hand they are not easily generated by either
electronic or photonic methodology since it exist between upper and lower limits
of electronics and photonics.

1.2 Terahertz (THz) Wave

Terahertz (THz) gaps (waves), often termed ‘‘submillimeter waves’’ or ‘‘far-infrared
(FIR)’’, occupy a portion, 0.1–10 THz, of the electromagnetic (EM) wave spectrum
between microwave and infrared. The ‘‘submillimeter’’ wave term, the most com-
monly used for the spectral region in question, restricts the discussion to frequencies
above 300 GHz, corresponding to a free-space wavelength of 1 mm, while the
‘‘far-infrared’’ term is not entirely appropriate because its high-frequency limit is
ambiguous. According to the physical unit conversion, 1 THz corresponds to a time
scale of 1 ps, a wavelength of 300 lm, an electron energy of 4.1 meV, and a tem-
perature of 47.6 K. In addition, the THz frequency range of 0.3–3 THz corresponds
to 0.3–3 ps, 0.1–1 mm, 1.2–12.1 meV, and 14–140 K. Until recently, THz
waves have remained relatively unexplored and basic research, new initiatives and

4 Y.-M. Shin et al.



advanced technological developments in this spectral region have been very
limited compared to the well-developed science and technology of microwave,
optical and X-ray frequencies because they exit between the upper and lower
physical limits of electronics and optics, as shown in Fig. 1. Typical methodolo-
gies of EM wave generation below the centimeter wave region (hm/kT « 1) and
above the infrared region (hm/kT » 1) are respectively electronics, based on elec-
tron-transport, and optics (photonics), based on the quantum mechanical transition
of electron. Both areas encounter physical limitations in the millimeter and sub-
millimeter wave region (hm/kT * 1). In the absence of a compact powerful
radiation source to generate controllable THz signals and efficient detectors to
collect them and record information, most of the THz spectrum has not been
properly developed. Therefore, developments of THz technologies related to
spectroscopy, imaging and sensing are taking the world into a new scientific
frontier, and, as a result, THz waves now have potential applications in physics,
chemistry, medicine, biology, astronomy, meteorology, agriculture, and many
other fields.

Like visible light creating a photograph, radio waves transmitting sound and
X-rays allowing us to observe inside of the human body, THz waves can create
images and transmit information. However, THz-rays (T-rays) have a number of
advantages over other EM waves. The photon energies of T-rays are very low, so
that they are not harmful to living organisms [1]. In case of X-rays, the photon
energy is typically a few keV, a few million times higher T-ray photon energy. By
mapping the transient of the electric field in amplitude and phase, absorption
and dispersion spectroscopy to detect coherent THz waves in a time domain is
possible. In the same way that microwave and X-ray techniques produce density
images, T-rays likewise provide spectroscopic imaging within the submillimeter
wave region. THz waves with rotational, vibrational, and translational response-
modes to molecules, radicals, and ions can provide a range of unique information,
which is difficult to obtain from optical, X-ray and NMR images. The peculiarity
of THz reactivity is very effective for fingerprinting specific materials in the THz
range. It provides conformational information closely related to the biological
functions of molecules in tissues and cells and inaccessible by other technical
means. While dielectrics are opaque to visible light and provide only low contrast

Fig. 1 Millimeter/
submillimeter wave region
in the electromagnetic wave
spectrum
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to X-rays, T-rays can easily penetrate and image inside most dielectric materials.
Furthermore, T-ray imaging can provide strongly enhanced contrast because of
low scattering (Rayleigh scattering) due to their longer wavelengths, whereas large
amounts of scattering in conventional optical transillumination, using near-infra-
red pulses, tends to blur images of objects.

As previously mentioned, the T-ray system for spectroscopy, imaging, and
sensing has very promising potential aspects in applications in academic, indus-
trial, and military fields. Due to its property of appropriate penetration into
dielectric materials, a THz emission microscope can be used not only for non-
destructive inspection of delicate 3D-structures like semiconductor circuits (LSI,
VLSI, ULSI) [2–4], but also for security inspection to detect plastic gun or bomb
[5, 6]. It is also used for real-time detection of micro-leak defects in flexible plastic
packing seals [7]. Likewise, a THz spectroscopic imaging system can be applied to
noninvasive detection of illicit drugs by use of spectral fingerprints [5]. In
pathology, it can distinctly diagnose malfunctioning cells and organs (tumors,
cancers, diabetes, caries, epilepsies, etc.) [8–10]. In biology, a THz-tomography
system could be utilized to investigate the structure and metabolism of cells,
tissues and organisms, e.g., and water content measurement in plants and seeds
[11–13]. Besides this, it can be used to verify the freezing level of foodstuffs [14].
In the scientific research area, a THz-TDS (time-domain spectroscopy) sys-
tem based on a femto-second laser can also provide a stable platform to investi-
gate various physical phenomena occurring within an infinitesimal time scale
[15, 16]. Related to astronomy and meteorology, a small and light THz system
can be loaded on space-satellites to study cosmic rays and atmospheric elements
[17–21].

With respect to the practical aspects, THz science has encountered many
challenges and the development of a convenient THz system has suffered from
physical and technological limitations [22]. In modern THz technology, the most
critical issues can be categorized as radiation power, signal-to-noise ratio (SNR),
acquisition speed, size, target reconstruction, limited frequency bandwidth, spec-
troscopic data, water-absorption, scattering, and cost. In particular, power, SNR,
bandwidth, and size in development of a compact powerful CW THz source have
significantly affected its imaging application.

1.2.1 Radiation Power

The average power of the THz radiation source is typically of the order of the lW
range (from 0.1 to 100 lW) in the case of a pulsed laser oscillator with 1 W output
power. The peak power of a THz wave ranges from 100 lW to 0.1 W depending
on the duty cycle of the oscillator. This power corresponds to an SNR of 104 or
higher for sensing applications with single pixel detection. However, an average of
mW or higher (or a peak power of kW) is preferred for a detection array system
used for real-time 2D-imaging.

6 Y.-M. Shin et al.



1.2.2 Signal-to-Noise Ratio (SNR)

THz-TDS systems can produce very high signal-to-noise ratios (SNRs) of over
100,000. Nevertheless, in practical imaging processes, a variety of factors play a
synergistic role in lowering the SNR remarkably, to an acceptable limit. Some of
these factors are associated with the demand to increase the imaging acquisition
speed and the high absorption of biological tissue. Microwave-up-conversion of
conventional electronic systems may be one of the most efficient ways of
improving the SNR although these alternatives have some drawbacks.

1.2.3 Limited Frequency Bandwidth

Frequencies of conventional photoconductive dipole antenna (PDA) THz sources
are below 3–4 THz [23, 24]. It has been reported that optical rectification has a
wider bandwidth in excess of 30 THz. However, it is bought at the expense of THz
power. An ideal THz imaging system would make it possible to measure tissue
responses up into the infrared. It might broaden an observable range as well as
reduce water attenuation steeply falling with an increase of the frequency over
100 GHz. Optical parametric generation of a CW THz wave provides a tunable,
narrow bandwidth radiation source. The THz wavelength can be tuned from
0.7 to 2.4 THz, and the bandwidth is less than 2 MHz (instrument limitation).
Other CW THz sources, using an optical down conversion, include the beating
frequency from two semiconductor diode lasers on a photomixer; this provides a
low cost, tunable THz source with very narrow bandwidth [25].

1.2.4 Size

Generally, typical T-ray imaging systems need areas of a few square meters
excluding subsystems. However, it may be essential to cut the volume and weight
of the entire system down to the scale of a tabletop or even laptop for various
purposes, e.g., portable diagnosis/inspection apparatus, satellite-loading, and so
on. For instance, in medical endoscopic applications a T-ray transceiver and probe
would need to operate in a very tiny area as small as 1 mm2.

1.3 THz Radiation Sources

In accordance with the generation of its signal waveforms, THz radiation sources
are classified by pulse and CW types, as shown in Fig. 2. In the case of pulse
sources, pulse with a femto-second width corresponds to the THz spectral region.
Based on optical approaches, two conventional methods, photoconduction and
optical rectification [26, 27], are typically utilized to create ultra-fast laser pulses.

Principle of Terahertz Radiation Using Electron Beams 7



An ultra-fast Ti:sapphire laser [28] using the energy-level transition of bound
electrons has a pulse duration of 100 fs and a center wavelength at 800 nm. The
photoconductive and optical rectification approaches take advantage respectively
of high-speed photoconductors as transient current sources for radiating antennas
and electro-optic crystals as rectification media. Because of the wide bandwidth
characteristic of the pulse lasers, these radiation sources are mostly addressed to
spectroscopic applications in spite of their relatively low radiation power, lW–
mW. The typical conversion efficiency of optical power to T-ray power ranges
from 10-3 to 10-6. The CW sources, directly generating electromagnetic waves
oscillating with THz frequencies, are mostly applied to imaging/sensing systems
due to their high radiation power and narrow bandwidth. They are categorized by
tunable and non-tunable devices depending on whether to tune frequencies. While
a tunable source can be often used for spectroscopic applications by phase-locking,
the non-tunable sources are only applicable to imaging systems. Optics approa-
ches, such as optical-down-conversion, are quantum cascade laser (QCL) [29],
using inter-subband transitions of electrons with THz photon emission excited by
resonant tunneling through the multiple wells of the periodic super lattice, and
optically pumped terahertz laser (OPTL), using the rotational and vibrational
excitations of gaseous molecules [30, 31]. Basically, the former requires a very
low operating temperature and a high magnetic field, and the latter has a discrete
molecular absorption band. In electronics approaches, solid-state devices, diode
oscillators [32] and frequency-multipliers [33], based on conduction of free elec-
trons in medium have fundamental limits for microwave-up-conversion to the THz
region, i.e., as the frequency and power of the radiation signal are respectively
restricted by the low response time of slow carriers and the high temperature
gradient in the tiny medium. Recently, vacuum electronic devices (VEDs), using
the convection of free electrons in a vacuum, have been newly reinvigorated as a
promising breakthrough for overcoming some critical issues of other methods of
THz wave generation.

Fig. 2 a Signal wave forms of pulsed and CW THz sources. b Output power of various sources
in the millimeter and submillimeter wave region
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1.4 Electronic Devices Using Free Electron Beams

Vacuum electron devices were widely used as a high power radiation source for
communications, plasma heatings and diagnostics, radar applications, etc., after
the Second World War. However, vacuum electronics tended to fall behind solid-
state electronics in the competition for the development of an efficient radiation
source due to the rapid advance of semiconductor technologies after the 1970s.
The merits of the solid-state devices, e.g. low voltage and high current operation
capability, surpassed the bulky VEDs for the applied purposes of moderate power
in the lower frequency region. Nonetheless, with demand for a powerful radiation
source in the millimeter and submillimeter wave region, the classical technologies
have once again been paid attention to together with advances in microfabrica-
tions. Unlike the collisional conduction transport of electrons in media, a large
portion of electron energies can transit to the EM energies through collisionless
convection transport in vacuum, so that VEDs can provide very high radiation
efficiency. Furthermore, the lower ohmic loss and the higher breakdown threshold
compared to the solid-state devices make it possible to handle extremely high
energy–density in the high frequency regime at room temperature. After all,
these advantages might point to the applicability of THz technology as long as
some problems of miniaturizing VEDs down to millimeter and submillimeter wave
scales are solved.

The VEDs are basically assorted Fundamental principles [34]. Electrons peri-
odically circling and wiggling give rise to synchronous coherent radiation, the so-
called ‘‘Bremsstrahlung radiation [35]’’, when their cyclotron frequency is below
the Doppler shift-frequency of EM waves interacting with the electrons. As
depicted in the dispersion relation of Fig. 3, it is termed fast-wave interaction
because the circuit and the electron beam modes synchronously encounter each
other above the light-line. Because of their bulky size and a huge scale acceler-
ator, electron cyclotron masers (gyrotron) [36, 37] and free electron lasers (FEL)
[38–40] are not suitable for the development of a compact THz source.

Electrons passing through periodic dielectric media or waveguides retarding
EM waves bring about synchronous coherent radiation, the so-called ‘‘Cherenkov
radiation [35]’’, which is phenomenologically similar to the shock waves from
accelerating relativistic electrons. In Fig. 3, it is termed slow-wave interaction
because the circuit and the electron beam modes synchronously encounter each
other below the light-line. In general, Cherenkov radiation VEDs, e.g., traveling
wave tube (TWT) [41, 42] and klystron [43, 44], produce relatively lower power
compared to Bremsstrahlung radiation VEDs. However, these devices are suitable
for high frequency applications because the linear motion of electrons is com-
patible with their micro-structures [45]. Microfabricated VEDs for the high-
frequency applications are termed ‘‘micro-vacuum electron devices (lVEDs)
[46–48]’’. For the development of a compact powerful CW source, this dissertation
focuses on the lVEDs using a Cherenkov radiation mechanism in the millimeter
and the submillimeter wave region.
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2 Fundamental Principle of Vacuum Electron Devices (VEDs)

2.1 Analysis Using Inhomogeneous Maxwell Wave Equations

~r �~E ¼ 0 ~r�~E ¼ � o~B

ot

~r �~B ¼ 0 ~r�~B ¼ l0e0
o~E

ot
ð1Þ

In EM waves, magnetic and electric fields are perpendicular to each other and
also they are polarized perpendicular to propagating wave vectors, which can be
well described by homogeneous Maxwell equations shown in Eq. (1). Including a
timely varying charge in a unit volume changes these equations to an inhomo-
geneous form. In the ballistic analysis, there is no need to consider propagating
electric and magnetic fields. However, when space charge effects are considered,
these fields must be included in the analysis. These fields are described by inho-
mogeneous Maxwell’s equations, which may be written as follows, if electron
charge and current are present:

~r �~E ¼ � q
e0

~r�~E ¼ �l
o~H

ot

~r �~B ¼ 0 ~r�~B ¼ �~J þ e
o~E

ot
ð2Þ

Fig. 3 Radiation concepts
of vacuum electron
devices (VEDs)
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In addition,

~r � ~r� ~H ¼ � ~r �~J þ e
o

ot
~r �~E ¼ 0 ð3Þ

So

~r �~J ¼ � oq
ot

ð4Þ

Now, to examine the effect of space charge on bunching, an infinitely wide
electron beam will be considered first. It will be assumed that the dc space charge
in the beam is neutralized by stationary ions so that potential depression problems
do not exist. This simplifies the analysis a great deal because no transverse vari-
ations of quantities need to be considered. Simple mathematical operations of
Maxwell’s equations lead to inhomogeneous wave equation, which is

r2~E1 � l0e0
o2

ot2
~E1 ¼ �l0

o

ot
~J1 �

1
e0

~rq1 ð5Þ

This inhomogeneous wave equation shows how charged particles emit EM waves.
In Eq. (5), spatial–temporal variation of charges in unit volume gives rise to spatial
temporal variation of electric (and magnetic) fields. It should be noted that the
second order differential term of a charge in time leads to the second order terms of
electric fields in time and space, which indicates that an accelerated (or a decel-
erated) charge induces spatial propagation of timely varying electric and magnetic
fields or vice versa. The equation gives conceptual understanding of radiation
dynamics of charged particles. More in-depth analyses would be available else-
where [49] (Figs. 4 and 5).

2.2 Coherent Radiation from Electron Beam

Assuming more than two charged particles participate in accelerating motion and
they are charged with energies, they will emit various photons with different
characteristics. Coherence is about how the emitted photons are phased in time

Fig. 4 Inhomogeneous EM wave model of accelerating charge
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and space. There are four types of coherence in terms of spatial and temporal
phase since the phase-term of electromagnetic wave is function of time
and space. Photons randomly propagating with all different frequencies are
incoherent. If they move with different frequencies, the light is temporally
incoherent. If photons have the same frequency, but move differently, it would
be spatially incoherent. When the photons move all together in phase of time and
space, it is called coherent radiation. Two accelerated electrons with different
energies emit photons in two different time frames, these two photons have
different frequencies and they independently propagate in space. There is thus no
connection between the photons and individual photon intensities separately add
up to total intensity. Two identical electrons with the same kinetic energy move
together: they emit the exactly same photons at the same time in space. Total
intensity of the coherent radiation includes crossover terms between two photon
electric fields. In the electron beam, a stellar amount of electrons with the same
energy simultaneously emit the same photons, so the coherent radiation has
much higher intensity due to the crossover terms. Light sources using electron
beam devices normally take advantage of this energy conversion from electrons
to coherent photons.

Fig. 5 Coherency of
radiation from electron
beam
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2.3 Types of Electron Beam Radiation Sources

Basically, any type of abrupt change of electron movement induces photon
emission. Depending on how electrons move, the electron beam devices are
categorized into three different categories. Cererenkov radiation result from linear
motion, Bremsstrahlung comes from either gyrating or rotating motion, and
scattering radiation from head-to-head or fender bender crossing collision. There
are two big families of vacuum electron devices depending on how electrons and
EM wave interact to each other. Most well known linear beam devices are klystron
and traveling wave tubes and most famous cross-field devices are gyrotron and
free electron lasers. Their basic operation principles and device characteristics will
be briefly introduced in the next section (Fig. 6).

3 Conventional VEDs

3.1 Klystrons

Klystrons amplify RF signals by converting the kinetic energy in a DC electron beam
into radio frequency power. A beam of electrons is produced by a thermionic cathode
(a heated pellet of low work function material), and accelerated by high-voltage
electrodes (typically in the tens of kilovolts). This beam is then passed through an
input cavity. RF energy is fed into the input cavity at, or near, its natural frequency to
produce a voltage which acts on the electron beam. The electric field causes the

Fig. 6 Types of VEDs
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electrons to bunch: electrons that pass through during an opposing electric field are
accelerated and later electrons are slowed, causing the previously continuous electron
beam to form bunches at the input frequency. To reinforce the bunching, a klystron
may contain additional ‘‘buncher’’ cavities. The RF current carried by the beam will
produce an RF magnetic field, and this will in turn excite a voltage across the gap of
subsequent resonant cavities. In the output cavity, the developed RF energy is cou-
pled out. The spent electron beam, with reduced energy, is captured in a collector.

In Fig. 7, the small signal power gain is

ap ¼
4

Qeð Þm Qeð Þn
aVj j2

R
Q

� �
L

� �
m

R
Q

� �
L

� �
n

ð6Þ

where (Qe)m and (Qe)n and ((R/Q)L)m and ((R/Q)L)n are respectively the external
Q-values and loaded R/Q of mth and nth cavities and the voltage-gain is

aV ¼
~Vn

~Vm

����
���� ¼

~InZn

~Vm

����
���� ¼ ~gmnj j Znj j ð7Þ

Here, gmn is the transconductance between the mth and nth cavities and Zn is the
cavity impedance of the nth cavity.

3.1.1 Transconductance

In Fig. 8a, the electric field restored by excessive charges at z0 ¼ z01 considered
potential depression in the beam tunnel

Ez ¼ �R2 q0

e0
z0 � z00
� �

ð8Þ

Equation of restoring space charge force is

m€z0 ¼ �eEz ¼ R2 eq0

e0
z0 � z00
� �

ð9Þ

Fig. 7 Conceptual drawing of multi-cavity klystron amplifier
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Therefore,

€z0 þ x2
qz0 ¼ x2

qz00 ð10Þ

where xq = Rxp and xp =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
eq0=me0

p
is the plasma frequency. R is the reduced

plasma wavelength factor, which is from potential depression in the beam tunnel.
The solution of Eq. (10) is

_z0 � _z00 ¼ F cos xqt þ s
� �

ð11Þ
From initial conditions, xqt0 ? s = 0 and u(d) = u0 ? (eMA/mu0) sin xt0, at

z = d, as shown in Fig. 9, F is given as

F ¼ eMA

mu0
sin xt0 ð12Þ

The velocity modulation on the dc electron beam with velocity u0 is thus

utot ¼ u0 þ u ¼ u0 �
eMA

mu0
sin bez� xtð Þ cos xq t � t0ð Þ ð13Þ

Substituting z = u0(t - t0), xq(t - t0) = bqz, and (1/2) mu0 = eV0 for Eq. (13),
one has the current modulation

J ¼ � 1
2

J0
x
xq

M
A

V0

� 	
sin bqz cos bez� xtð Þ ð14Þ

I ¼ � 1
2

I0

V0

� 	
x
xq

MA sin bqz cos bez� xtð Þ ð15Þ

After all, as shown in Fig. 9, at z = lmn the current modulation by mth cavity
becomes

Fig. 8 a Electron beam bunching in the klystron amplifier b klystron buncher gap (d) with
RF-voltage applied. Velocity modulation is produced on the electron beam
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Imð Þz¼lmn
¼ � 1

2
I0

V0

� 	
x
xq

MmVm sin bqlmn ð16Þ

The induced current at the nth cavity is thus

In ¼ MnIm ¼ � 1
2

I0

V0

� 	
x
xq

Mm Mn sin bqlmn

� 	
Vm ¼ gmnVm ð17Þ

where gmn is the transconductance,

gmn ¼
1
2

x
xq

I0

V0

� 	
Mm Mn sin hmn ð18Þ

In the case of multi-cavity klystron, it is

~In ¼

I1

..

.

Ip

..

.

In

0
BBBBBB@

1
CCCCCCA
¼

g11 � � � gp1 � � � gm1

� � � � � � � � � � � � � � �
g1q � � � gpq � � � gmq

� � � � � � � � � � � � � � �
g1n � � � gpn � � � gmn

0
BBBB@

1
CCCCA

V1

..

.

Vq

..

.

Vm

0
BBBBBB@

1
CCCCCCA
¼ ~gmn ~Vm ð19Þ

3.1.2 Cavity Impedance

The loaded nth cavity can be converted to the lumped RLC circuit model. Here, the
cavity impedance is defined as

Fig. 9 Signal-amplification algorithm in the klystron amplifier
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Zn ¼
1

RL
þ 1

jxL
þ jxC

� 	�1

ð20Þ

where RL is 1/RL = 1/R0 ? 1/Re ? 1/Rb and R0, Re and Rb is respectively the
ohmic, the external, and the beam-loaded resistance. In the vicinity of resonance,

x = x0 ? Dx and x0 ¼
ffiffiffiffiffiffiffiffiffiffiffi
1=LC

p
,

1
x0 þ Dxð Þ �

1� Dx=x0ð Þ
x0

ð21Þ

and thus Eq. (20) becomes

Zn ¼
1
2

R

Q

� 	

L

1
1=2QL þ jd

� 	
ð22Þ

where the loaded Q-value, QL, is

QL ¼ xRLC ¼ RL

xL
and

1
QL
¼ 1

Q0
þ 1

Qe
þ 1

Qb
ð23Þ

and d = Dx/x0. Here, Q0, Qe, and Qb is respectively the unloaded, the external,
and the beam-loaded Q. The beam-loaded Q is

Qb ¼
1

R=Qð Þ Gb=G0ð Þ ð24Þ

Here the normalized beam conductance, Gb/G0, is expressed by Wessel-Berg as

Gb

G0
¼ 1

8

be M2
� �M2

þ
� �

bq
ð25Þ

where M- and M+ are the coupling coefficients for the slow, (be ? bq), and the
fast, (be - bq), space charge waves, respectively.

Two-Cavity Klystrons

In the two-chamber klystron, the electron beam is injected into a resonant cavity.
The electron beam, accelerated by a positive potential, is constrained to travel
through a cylindrical drift tube in a straight path by an axial magnetic field. While
passing through the first cavity, the electron beam is velocity modulated by the
weak RF signal. In the moving frame of the electron beam, the velocity modu-
lation is equivalent to a plasma oscillation. Plasma oscillations are rapid oscilla-
tions of the electron density in conducting media such as plasmas or metals (The
frequency only depends weakly on the wavelength). So in a quarter of one period
of the plasma frequency, the velocity modulation is converted to density modu-
lation, i.e. bunches of electrons. As the bunched electrons enter the second
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chamber they induce standing waves at the same frequency as the input signal.
The signal induced in the second chamber is much stronger than that in the first
(Fig. 10).

Reflex Klystrons

In the reflex klystron, the electron beam passes through a single resonant cavity.
The electrons are fired into one end of the tube by an electron gun. After passing
through the resonant cavity they are reflected by a negatively charged reflector
electrode for another pass through the cavity, where they are then collected. The
electron beam is velocity modulated when it first passes through the cavity.
The formation of electron bunches takes place in the drift space between the
reflector and the cavity. The voltage on the reflector must be adjusted so that the
bunching is at a maximum as the electron beam re-enters the resonant cavity, thus
ensuring a maximum of energy is transferred from the electron beam to the RF
oscillations in the cavity. The voltage should always be switched on before pro-
viding the input to the reflex klystron as the whole function of the reflex klystron
would be destroyed if the supply is provided after the input. The reflector voltage
may be varied slightly from the optimum value, which results in some loss of
output power, but also in a variation in frequency. This effect is used to good
advantage for automatic frequency control in receivers, and in frequency modu-
lation for transmitters. The level of modulation applied for transmission is small
enough that the power output essentially remains constant. At regions far from the
optimum voltage, no oscillations are obtained at all. This tube is called a
reflex klystron because it repels the input supply or performs the opposite func-
tion of a klystron. There are often several regions of reflector voltage where the
reflex klystron will oscillate; these are referred to as modes. The electronic tuning
range of the reflex klystron is usually referred to as the variation in frequency
between half power points—the points in the oscillating mode where the power

Fig. 10 Loaded output
resonator (a) conceptual
model (b) equivalent
RLC circuit model
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output is half the maximum output in the mode. The frequency of oscillation is
dependent on the reflector voltage, and varying this provides a crude method of
frequency modulating the oscillation frequency, albeit with accompanying
amplitude modulation as well. Modern semiconductor technology has effectively
replaced the reflex klystron in most applications (Fig. 11).

Multi-Cavity Klystrons

The simple, two-cavity power klystron amplifier is not capable of high-gain or
high-power output, or suitable efficiency. However, with the addition of inter-
mediate cavities and other physical modifications, the basic two-cavity klystron
may be converted into a multicavity power klystron, capable of both high-gain and
high-power output. In addition to the intermediate cavities, there are several
physical differences between the basic two-cavity klystron and the multicavity
klystron. Klystron amplifies have as many as seven cavities, including five
intermediate cavities. The intermediate cavities improve the bunching process,
resulting in increased efficiency. Adding more intermediate cavities is roughly
analogous to adding more stages to an IF amplifier; that is, the overall amplifier
gain is increased and the overall bandwidth is reduced if all the stages are tuned to
the same frequency (Fig. 12).

Applications

Klystrons produce microwave power far in excess of that developed by solid state.
In modern systems, they are used from UHF (hundreds of MHz) up through
hundreds of gigahertz (as in the Extended Interaction Klystrons in the CloudSat
satellite). Klystrons can be found at work in radar, satellite and wideband

Fig. 11 Reflex klystron
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high-power communication (very common in television broadcasting and EHF
satellite terminals), medicine (radiation oncology), and high-energy physics
(particle accelerators and experimental reactors). At SLAC, for example, routinely
employed klystrons have outputs in the range of 50 megawatts (pulse) and 50
kilowatts (time-averaged) at frequencies nearing 3 GHz. Popular Science’s ‘‘Best
of What’s New 2007’’ [50] described a company, Global Resource Corporation,
using a klystron to convert the hydrocarbons in everyday materials, automotive
waste, coal, oil shale, and oil sands into natural gas and diesel fuel [51].

3.2 Traveling Wave Tubes (TWTs)

A traveling-wave tube (TWT) is an electronic device used to amplify radio
frequency (RF) signals to high power, usually in an electronic assembly known as
a traveling-wave tube amplifier (TWTA). The bandwidth of a broadband TWT can
be as high as one octave, although tuned (narrowband) versions exist, and oper-
ating frequencies range from 300 MHz to 50 GHz. The voltage gain of the tube
can be of the order of 70 decibels. The device is an elongated vacuum tube with an
electron gun (a heated cathode that emits electrons) at one end. A magnetic
containment field around the tube focuses the electrons into a beam, which then
passes down the middle of an RF circuit (wire helix or coupled cavity) that
stretches from the RF input to the RF output, the electron beam finally striking a
collector at the other end. A directional coupler, which can be either a waveguide
or an electromagnetic coil, fed with the low-powered radio signal that is to be
amplified, is positioned near the emitter, and induces a current into the helix. The
RF circuit acts as a delay line, in which the RF signal travels at near the same
speed along the tube as the electron beam. The electromagnetic field due to the RF

Fig. 12 Multi-cavity klystron
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signal in the RF circuit interacts with the electron beam, causing bunching of
the electrons (an effect called velocity modulation), and the electromagnetic field
due to the beam current then induces more current back into the RF circuit (i.e. the
current builds up and thus is amplified as it passes down). A second directional
coupler, positioned near the collector, receives an amplified version of the input
signal from the far end of the RF circuit. Attenuator(s) placed along the RF circuit
prevents reflected wave from traveling back to the cathode. Higher powered Helix
TWT’s usually contain beryllium oxide ceramic as both a helix support rod and in
some cases, as an electron collector for the TWT because of its special electrical,
mechanical, and thermal properties [52, 53]. Helix TWTs are limited in peak RF
power by the current handling (and therefore thickness) of the helix wire.
As power level increases, the wire can overheat and cause the helix geometry to
warp. Wire thickness can be increased to improve matters, but if the wire is too
thick it becomes impossible to obtain the required helix pitch for proper operation.
Typically, helix TWTs achieve less than 2.5 kW output power. The coupled-cavity
TWT overcomes this limit by replacing the helix with a series of coupled cavities
arranged axially along the beam. Conceptually, this structure provides a helical
waveguide and hence amplification can occur via velocity modulation. Helical
waveguides have very nonlinear dispersion and thus are only narrowband (but
wider than klystron). A coupled-cavity TWT can achieve 60 kW output power.
Operation is similar to that of a klystron, except that coupled-cavity TWTs are
designed with attenuation between the slow-wave structure instead of a drift tube.
The slow-wave structure gives the TWT its wide bandwidth. A free electron laser
allows higher frequencies (Fig. 13).

Fig. 13 Operational
schematics of traveling wave
tubes (TWTs)
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3.3 Gyrotrons

The gyrotron is a type of free electron maser (microwave amplification by stimulated
emission of radiation). It has high power at millimeter wavelengths because its
dimensions can be much larger than the wavelength, unlike conventional vacuum
tubes, and it is not dependent on material properties, as are conventional masers. The
bunching depends on a relativistic effect called the Cyclotron Resonance Maser
instability. The electron speed in a gyrotron is slightly relativistic (comparable to but
not close to the speed of light). This contrasts to the free electron laser (and xaser) that
work on different principles and in which electrons are highly relativistic. Electrons
start to rotate when they enter perpendicularly aligned magnetic fields, so they are
gyrating while propagating. Gyrating electrons have a bunching motion from con-
tinuously repeated acceleration and deceleration and strongly bunched electron
beams emit EM waves at the tangential direction of gyrating motion. In-depth
operation principle is pretty complicated, but briefly speaking, a relativistic effect
coming from gyrating motion up-shifts the beam line and it allows electrons to be
synchronized with cavity resonance modes, so the electron beam can be bunched
with cavity eigenfrequency. Therefore, in order to make high frequency radiation,
the resonance cavity and related magnet should be small. A gyrotron consists of an
electron gun, a cavity resonator, a mode converter, an output window and a collector,
and requires a solenoid magnet to give a gyrating motion to the electron beam.
Electrons emitted from a cathode under the action of the electric field, move in a
gradually increasing magnetic field towards the cavity. In this motion, part of the
energy of the electron motion along the lines of magnetic field is transformed into
energy of gyration. Electrons that have a cyclotron frequency slightly below the
resonant frequency of the microwave excited in the cavity are bunched and decel-
erated by its transverse electric field. As a result, the microwave is given the gyration
energy by the bunched electrons and induces oscillation. The microwave generated
within the cavity mode is converted to a wave beam by the mode converter, shaped by
some mirrors, and output through the output window (Figs. 14 and 15).

3.4 Free Electron Lasers (FELs)

A free electron laser, or FEL, is a laser that shares the same optical properties as
conventional lasers such as emitting a beam consisting of coherent electromagnetic
radiation which can reach high power, but which uses some very different oper-
ating principles to form the beam. Unlike gas, liquid, or solid-state lasers such as
diode lasers, in which electrons are excited in bound atomic or molecular states,
FELs use a relativistic electron beam as the lasing medium which moves freely
through a magnetic structure, hence the term free electron [54].The free-electron
laser has the widest frequency range of any laser type, and can be widely tunable
[55], currently ranging in wavelength from microwaves, through terahertz radia-
tion and infrared, to the visible spectrum, to ultraviolet, to X-rays [56].
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4 Current Status of THz-VEDs

The absence of an appropriate watt-level radiation source with broad spectral
coverage has been an obstacle to the practical application of THz systems.
Recently, micro vacuum electron devices (lVEDs) [57–59] have received

Fig. 14 Operational schematics of gyrotrons

Fig. 15 Free electron laser
(FEL)
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considerable attention as a possible breakthrough for high power THz source
development owing to their high energy conversion efficiency and large thermal
power capacity. This approach requires linear scale-down of bulky VED elements,
which necessitates the microfabrication of the associated electronic circuits
resulting from the fact that as the frequency increases conventional mechanical
machining becomes problematic in achieving microfeatures owing to technical
limitations of tolerance, accuracy, tool-size, and surface roughness. Promising
solutions will come up with a new radiation concept, more delicate MEMS fab-
rication, high current density sheet beam, and more accurate device assembly. The
advantages of employing vacuum electron devices (VEDs) for generating coherent
radiation with higher frequency are generally well accepted considering their
merits in capabilities of higher power, stability, robustness, broader tunability, etc.
Recently, keeping pace with the renaissance of THz science, ceaseless demand for
compact submillimeter wave sources with higher powers and broader spectra, has
led to the involvement of major research groups. Nevertheless, the VEDs with
higher frequency which are currently available or under development [60–64] have
critical shortcomings, such as bulky size, higher oscillation thresholds, lower
power generation, a narrow range of tunability, stringent machining tolerances,
rather complex subsystems, and so on. To cope with these problems, many
research groups have been challenged to integrate VEDs with micro-electro-
mechanical systems (MEMS) technologies [65–69]. Considering compact sources
that employ an electron beam with relatively low voltage (i.e., in the kilovolt
range), fabrication tolerances and surface roughness become more critical issues.

4.1 Issues of THz Application of lVEDs

There are three critical factors in scale-down of electron beam devices. In the
low frequency, electrons are strongly bunched and modulated. But, in the high
frequency, thermal motion of the electrons disturbs the electron bunching. The
electron beam thus needs very high current density for beam modulation in the
THz regime. Also, the THz device should be very accurately fabricated with tight
tolerance. Otherwise, it will cause huge frequency deviation. Also, their surface
should be very smooth. The rough metal surface increases ohmic loss and lots of
radiation power will be lost to thermal energy. The promising solutions can come
up with new radiation concept, more delicate MEMS fabrication, high current
density sheet beam, and more accurate device assembly (Fig. 16).

4.2 High Current Density Electron Beam Emitters

Electrons are created from cathode, and an electron gun is the device component to
provide electron beams to interaction RF circuit from the cathode, as you can see
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in this figure. This equation, which comes from matching Debye thermal
wavelength and bunching wavelength, indicates minimum electron beam current
density for coherent radiation. As you can see, this current density scales as square
of frequency, so in principle ten times higher frequency needs hundred times
higher current density. In practice, this criteria can be somewhat mitigated by
increasing beam voltage, but still very high current density would be needed for
THz coherent radiation. This table shows minimum current density and operation
current density for most typical THz electron beam devices. There are two most
typical ways to create a high current density electron beam.

In principle, the minimum current density 10 for coherent radiation of a VED at
a given frequency is given by

Jmin ¼ 1:27� 10�25s2x2 Tffiffiffiffiffi
V0
p ðA=cm2Þ ð26Þ

where x is the angular frequency (rad/s), T is the temperature (K) of the electron
beam, V0 is the voltage (V), and s is a scale factor. For conventional vacuum
electron devices, the scale factor is about 10. The current threshold of Eq. (26)
increases steeply with frequency (�x2), so that an extremely high current density
would be required for normal device operation in the terahertz and subterahertz
regimes. We have thus developed a nanocomposite thermionic cathode with high
emission current density, which can provide the requisite current density in the
interaction circuit region via electric compression.

Fig. 16 Issues on VED technology of THz application
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4.2.1 Thermionic Cathode: Nano-Composite Dispenser Cathodes

In thermionic cathodes, filament in the electron gun heats up cathodes and thermal
electrons are emitted when high voltage above the energy threshold is applied to
cathode surface. As you can see in this equation, current density increase has
saturation in terms of temperature and voltage. Recently, people have looked into
structuring the cathode surface to increase current density. Nano-composite
cathodes have achieved more than 150 A/cm2 current density most recently
(Fig. 17).

4.2.2 Cold Cathode: Field Emission Arrays

Cold-cathodes are very a promising electron beam source for THz application
because cold electrons have very, very small thermal perturbation. Applying high
electric field to cathode tips lowers the vacuum potential barrier, which allows
electrons in Fermi level to easily tunnel through the barrier and to emit to the
vacuum. There are many types of cold-cathodes like moly-tips, carbon nano-tubes,
and nano-wire tips, but just the most challenging issue is to improve emission
uniformity and beam emittance. The nano-wires with diameters between 5 nm to
200 nm, grown via vapor–liquid-solid (VLS) method, can be used to combine
photo and field emission mechanisms to achieve high brightness and modulated
electron beams with integrated gates and RF transmission lines. In addition, we
will grow highly oriented nanowires on a crystalline substrate and subsequently
transfer them to a secondary substrate (such as a processed IC, metal surfaces etc.)
while simultaneously preserving the orientation, integrity, order, shape, and
fidelity of the transferred nano-wire arrays [70]. We will then coat them with a
metal film such as tungsten or molybdenum for efficient field emission. This will
allow us to have an array of vertically oriented ultra-sharp metal tips precisely
positioned on driving circuits for controlled X-ray generation. Interplay between
the two techniques (nano-composite and nano-wire) for emitters can offer risk

Fig. 17 Electron gun with thermionic cathode and emission characteristic graph
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mitigation and smooth transition between more mature and higher performance
techniques (Fig. 18).

4.2.3 Photo-Cathode (RF gun)

A photocathode is a negatively charged electrode in a light detection device such
as a photomultiplier or phototube that is coated with a photosensitive compound.
When this is struck by a quantum of light (photon), the absorbed energy causes
electron emission due to the photoelectric effect. Although a plain metallic cathode
will exhibit photoelectric properties, the specialized coating greatly increases the
effect. A photocathode usually consists of alkali metals with very low work
functions. The coating releases electrons much more readily than the underlying
metal, allowing it to detect the low-energy photons in infrared radiation. The lens
transmits the radiation from the object being viewed to a layer of coated glass. The
photons strike the metal surface and transfer electrons to its rear side. The freed
electrons are then collected to produce the final image (Fig. 19).

4.3 Micro-Fabrication Technology

In principle, the radiation wavelength of a modulated electron beam is proportional
to the structural size of the electronic circuit. Thus, terahertz vacuum electronic
circuits require submillimeter features of a few microns to a few hundred microns,
which pose significant challenges for conventional machining techniques due to
tool size and fabrication tolerance requirements. In addition, conventional thermal
and mechanical machining approaches have difficulty in achieving nanoscale
smoothness on the circuit surface, which is critical for terahertz device operation.
Recently, the MEMS techniques of lithography, etching, and deposition developed
by the semiconductor chip industry have been applied to microfabrication and
integration of vacuum electronic devices.

Fig. 18 Energy diagram of cold-cathode and schematic figure of FEA. SEM images of CNT
arrayed emitter
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4.3.1 LIGA (X-ray and UV)

The most challenging topic of THz electron beam device development is how to
build micro-scale features. Conventional machining, which has been used to make
meter-size tube, cannot be applied any more. So, people have been attempting to
combine semi-conductor fabrication technology with tube fabrication. Most well
known microfabrication technology is LIGA, a German acronym for lithography,
electroplating, and molding, and DRIE, deep reactive ion etching. In LIGA, plastic
film is patterned by light exposure and development and the plastic mold is washed
away by chemical cleaning after metal deposition. Synchrotron light sources
provide monochromatic X-ray beam for X-ray LIGA and also you can also even
do LIGA process in a small clean with UV light (Fig. 20).
LIGA has almost exclusively utilized X-rays for light exposure of polymethyl-
methacrylate as X-rays have a large penetration depth and are thus dimensionally
compatible with millimeter wave devices. However, X-ray illumination requires
a large synchrotron facility, and the beam-line is not readily accessible at all
times thereby reducing its attractiveness for microwave electron beam based
device fabrication. However, as the operating wavelength of vacuum electronic
devices has gradually shifted down to the submillimeter wave regime, high
aspect ratio lithography is no longer required for device fabrication. There have
thus been widespread investigations on the application of UV light to the LIGA
process. However, the insoluble crosslinked polymer (SU8) mold has always
been a troublesome obstacle. As a possible solution, we have replaced SU8 with
KMPR [71] in the UV LIGA process; KMPR is a chemically dissoluble,
negative tone photoresist intended for MEMS applications of up to 120 lm
thickness. We have succeeded in forming a 400 lm thick metal structure and in
completely removing the crosslinked KMPR mold without a residue or damage
to the metal deposition by a single spin coat lithography molding process.
The electroformed structure is lapped and polished down to a circuit height.
Figure 21 display scanning electron microscope (SEM) images of the lithogra-
phy-patterned KMPR mold and the LIGA-fabricated circuit on the oxygen-free
high-conductivity copper substrate. Note that the fins are gradually wider down
to the substrate due to insufficient dose to the bottom layer of the mold, which
requires further optimization.

Fig. 19 Schematic figures of photocathode RF gun
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4.3.2 Deep reactive Ion Etching (DRIE)

The metalized silicon structure is formed using well known MEMS and
semiconductor fabrication processes. Photoresist is spun onto the silicon substrate
at a thickness. Using contact photolithography, the circuit structure is exposed and
developed in the photoresist. This pattern is then etched through the full thickness
of the silicon wafer. This through wafer etch is accomplished using a deep reactive
ion etcher with a repeating etch (SF6) and passivation (C4F8) cycle, commonly
referred to as the Bosch process, shown in Fig. 22. SEM measurements show
the circuit pattern on the top of the fin has a dimensional tolerance of less than
1 lm tapering down to the bottom with 5–7 lm deviation, which corresponds to a
sidewall slope of *89.6�. SEM images of the circuit sample fabricated in the
DRIE process are shown in Fig. 22. This repeated etch-passivation process leaves
an approximately 2 lm wide scalloping pattern on the sidewall of the etched
silicon structure. In order to reduce the scallop size, the silicon structure is
oxidized in a high temperature O2 furnace until approximately 1.3 lm of silicon
dioxide has formed. The silicon dioxide is then stripped completely using
hydrofluoric acid. The oxidation and stripping process consumes silicon on the
scallop, preferentially smoothing the sharp ridges on the sidewall, which signifi-
cantly improves surface roughness to submicron scale. The silicon wafer is
then furnace oxidized again to a thickness of 0.1 lm. This oxidation is to prevent
direct contact of the Au conducting and bonding layer to the Si wafer during the
high temperature thermocompression bond process. Gold is then sputtered at 1 lm
thickness on both sides of the wafer.

4.3.3 Ultra-Precision Nano-Machining

Normally, ultra-precision machines feature air-bearing guide ways, vibration
isolation technology, and laser scale position sensors. The laser scales have a
resolution of 34 pico-meter, and work in concert with linear drive motors to allow
position control resolution of 1 nm. Cartesian travel limits allow for work pieces
of up to *1 M mm2. The machine can use either an air turbine spindle capable of

Fig. 20 X-ray LIGA (a) flow-chart (b) schematics (c) X-ray LIGA facilities
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Fig. 21 SEM images of X-ray LIGA and UV LIGA fabricated THz circuits

Fig. 22 DRIE process
and SEM images
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a few ten thousands RPM or a fixed mandrel for scribing process [72]. The
NN1000 is a smooth and steady platform designed for ultra-precision work with
exceptionally fine surface finishes. The capabilities of the machine depend on the
details of the work, such as materials, techniques, and tooling. Using single-crystal
diamond milling and scribing tools, mirror surfaces can be machined without
polishing (\10 nm Ra). Careful selection of materials, tools, and cutting strategy
are critical for success. Standard tungsten-carbide tools with heavy duty coating
are used with various diameters ranging from 100 to 1,300 m and cutting length to
diameter ratios of 3:1 to machine THz TWT circuits. We were able to achieve
tolerances finer than 1 lm and surface finishes of 40 nm Ra. Minimum surface
finish requirements are related to the EM skin depth of the material for the fre-
quencies of interest [73]. For THz in copper, the skin depth is approximately
140 nm. Our tests have shown significant improvements in signal transmission as
surface finishes improve to *100 nm Ra, and diminishing returns thereafter.
Problems with burr formation are a serious issue because even small burrs mea-
suring 5 or 10 lm are large compared to circuit dimensions. Since circuit features
are small and fragile, we are very limited in what types of post processing can be
done to reduce burrs and improve surface finish. We use a mild acid bath to clean
and treat the parts after machining. Careful consideration must be given to acid
washing, since excessive etching will reduce the surface quality (Figs. 23 and 24).

4.3.4 THz Characterization of Microfabricated Circuits

Micro-fabricated circuits are characterized by measuring THz signal transmission
through the circuits. Scalar network systems can measure amplitude ratio between
input and output signals, but if you are interested in measuring phase variation
too, there would be not many choices, you have to use vector network analyzer.
A perfectly machined circuit should have the identical RF response with computer
simulation predictions. However, in practice it is very hard to make THz circuits
matched with computer models. RF ohmic losses are rapidly increased if surface
roughness of the fabricated circuit is larger than the RF skin depth since surface
current paths on the conductor wall starts to be severely broken and damaged. It is
very important to manage surface roughness below RF skin depth to minimize
attenuation. MEMS fabrication provides excellent surface profile, which is much
smaller than THz skin depth.

4.4 State-of-the-Art THz VEDs

Recently, various types of lVEDs have received considerable attention as possible
high power coherent THz sources owing to their high energy conversion efficiency
and large thermal power capacity. For THz/sub-THz applications of lVEDs,
planar circuit structures using a sheet electron beam have advantages over the
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Fig. 23 DRIE process and SEM images

Fig. 24 Surface roughness
vs. RF skin depth
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typical round ones as their efficiency is proportional to the beam wave interaction
area. Also, the beam current density for coherent beam-wave interaction is reduced
with an increase of the sheet beam aspect ratio, which thereby allows compact
magnetic focusing structures. Furthermore, the two-dimensional geometries of the
planar sheet beam structures are more compatible with micro-fabrication tech-
nologies. This section will present the latest results and the research efforts on THz
sheet beam lVEDs for broadband and higher power applications.

4.4.1 Traveling Wave Tubes (TWTs)/Backward Wave Oscillators (BWOs)

Straight-Edge Connected Planar Helix TWTs

The most common slow-wave structure for application in TWTs is the circular
helix. Nevertheless, the size of the helix scales inversely with frequency. More-
over, the circular helix is not amenable to fabrication using printed-circuit or
microfabrication techniques, since for these techniques, a planar geometry is
preferable [74, 75]. In this context, a planar helix SWS with straight-edge con-
nections (PH-SEC) has been reported recently [74, 76]. The PH-SEC can be
considered to be derived from a pair of parallel unidirectionally conducting (UC)
screens [77], or from the rectangular helix [78]. The PH-SEC retains the broad
bandwidth feature of the conventional circular helix. Besides that, the straight-
edge connections can be realized easily using printed circuit fabrication or
microfabrication techniques. In addition, its planar geometry is suitable for
interaction with a sheet electron beam which can offer many advantages for high
frequency TWTs [75]. To extend the operating frequency range of the PH-SEC
above Ku-Band or so, microfabrication is the only solution to produce the required
small size and three-dimensional structure. Microfabrication processes for sole-
noid inductors, an RF/microwave passive component that has a shape similar to
that of the PH-SEC, have been reported extensively [79–81]. But the conventional
multiexposure single development method adopted in these processes limits the
aspect-ratio of the solenoid structure. Further, fabrication of the complete solenoid
structure floating in air is also possible [75]. However such a configuration would
not be preferable for TWT application due to the absence of a heat removal
mechanism along the structure (Fig. 25).

Folded Waveguide and Coupled Cavity TWTs/BWOs

Among the available sources, folded waveguide traveling-wave tube (FWTWT)
has advantages over other millimeter wave sources due to its moderate bandwidth
(*10%) with power-handling capacity at higher frequencies. Also, its compati-
bility with planar fabrication by MEMS technologies draws an attention in sub-
millimeter wave generation in folded waveguide structure to develop a
miniaturized radiation sources [82–88]. In many cases, relatively high voltage
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(*20 kV) is used to maintain synchronism with fundamental space harmonic
where the interaction impedance is the largest. However, many FWTWTs have
recently been developed to operate at a relatively low voltage (\12 kV) aiming at
developing a compact millimeter-wave source with a moderate output power. In
the millimeter-wave regime, the fabrication of a stacked cylindrical structure for
coupled-cavity TWTs becomes difficult due to its smaller and complicated
structure for brazing and welding. Therefore, it is desirable that the entire cavity
structure be included in a single manufacturing process with the structure of the
circuit simplified so that the number of manufacturing steps is minimized, while
higher accuracy and tighter tolerance issues can be circumvented. For this purpose,
there are several fabricating methods such as LIGA, micro-electro discharge
machining (micro-EDM) [89], DRIE [90], wire electro-discharge grinding
(WEDG) [91], etc. Here, LIGA fabrication is employed to design a ladder-core
structure TWT in the millimeter-wave regime. LIGA can yield the metal features
with very large aspect ratio (100 : 1) and suitable depths (3 mm). These dimen-
sions are ideal for fabrication of RF resonant cavities with frequencies from
30 GHz to 1 THz. Details on MEMS fabrications were presented in the previous
section (Fig. 26).

Staggered Double Vane Arrayed TWTs

The half-period staggering of a pair of 1-D vane arrays allows the fundamental
mode to have a strong symmetric axial electric field distribution (in-phase field
variation) along the electron beam propagation direction. In a conventional
aligned-vane circuit, the first mode has an antisymmetric electric field along the
TE direction. The resultant longitudinal field in the electron beam tunnel averages
to zero, resulting in no net energy transfer from the beam to the RF wave. The
input signal, thus, decays rather than undergoes the desired power amplification. In
contrast, the first mode of the staggered vane structure has a symmetric field
distribution, which has a sinusoidal phase variation along the axial direction. The
full 3D PIC simulations predicted that an ultra-wideband TWT circuit, comprised
of half-period-staggered double vane arrays (TE-mode) (Fig. 27) [92–94] produces
150 * 250 W output power, corresponding to *3–5.5% intrinsic electronic
efficiency, overall efficiencies of *30% (100% beam transmission) with depressed

Fig. 25 THz helix TWT structure
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collector (4-stage) operation, and[1000 W GHz power- bandwidth product, over
25% bandwidth at the center frequency of 0.22 THz.

Meanderline TWTs

One potential slow wave structure design for a Si-based THz or mm-wave regime
TWT is the meander line. In its simplest form, the meander line consists of a

Fig. 26 THz folded waveguide TWT structure

Fig. 27 Staggered double vane (Barnett-Shin) TWT circuit structure
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serpentine metallization on top of a planar substrate. However, in order to maxi-
mize the coupling between the electromagnetic signal and the electron beam, it is
necessary to place the metallization on top of a raised meander ridge of silicon.

4.4.2 Klystrons

THz Nano-Reflex Klystron

New micromachining techniques now provide the technology to fabricate nano-
scale reflex klystron oscillators with dimensions suitable for operation in the THz
region of the electromagnetic spectrum. Nano-klystrons are to be used as local
oscillator elements for high-resolution heterodyne spectroscopy instruments and as
THz sources for bio-imagers and contraband detectors, high bandwidth commu-
nications and atmospheric chemical and biohazard probes. Initial estimates indi-
cate power output in the range of milliwatts at 1.2 THz, which is significantly
higher than that possible with other oscillators or multiplier based sources. The
device requires an electron gun capable of providing up to a kA/cm2. Both cold
and hot cathodes are being developed, with cold cathodes being the preferred
choice for the eventual stand-alone device. Through a systematic study, ‘‘ropes’’ of
multi-walled carbon nanotubes (MWNTs) have been identified as the most suitable
candidate for the electron source. Using MWNTs synthesized on e-beam patterned
catalyst arrays with varying parameters (bundle diameter and inter-bundle spac-
ing), a suitable arrangement for high emission currents at low fields has been
determined. We can repeatedly generate[1.4 A/cm2 at fields as low as\3 V/lm,
prior to focusing. The raw emission density can be further increased and this, in
combination with beam focusing optics, is expected to achieve the required target
current densities. For initial testing, a very high-resolution crossover type hot
electron gun has been developed. The gun was designed to deliver *0.5 kA/cm2 at
the repeller of the nano-klystron. The source current density was designed for 16.2
A/cm2. The gun includes three grids, one electrostatic lens and a magnetic lens and
is mounted with a 0.6 THz copper constructed nano-klystron with a phosphor
screen at the back end. The electron beam was successfully focused onto the
phosphor screen behind the device (through the empty repeller hole) in a tunnel of
*40 lm diameter. A current of 3.4 mA was recorded at the phosphor screen
amounting to a current density of *270 A/cm2. This gun will be used for device
testing after a shaped repeller electrode has been installed (Fig. 28).

Multi-Cavity Sheet Beam Klystron

A cluster-type sheet beam klystron composed of a multicavity and multigap
structure is often used in high-frequency vacuum tubes to increase cavity
impedance and beam-wave coupling. A sheet beam has strong advantages over a
round one in THz/sub-THz applications in klystrons and TWTs, as it can increase
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radiation efficiency proportional to the beam wave interaction area and signifi-
cantly lower current density for coherent radiation, thereby reducing the B-field
requirements for beam focusing. Moreover, the resultant geometrical configuration
is more compatible with microfabrication [95–102]. However, the cavity imped-
ance (R/Q) and coupling coefficient (M) are lower in the sheet-beam cavities than
in the equivalent round beam ones. A multigap structure has thus been used to
compensate for insufficient R/Q and M in the intermediate and output cavities,
which are designed to have uniform electric field distribution over the sheet
electron beam. Such considerations led to an effort [103–107] to develop a 50 kW
peak-power 2.5 kW-average-power W-band SBK (WSBK) comprised of eight
cavities with a 12 : 1 aspect ratio sheet beam. The prototype WSBK was designed
to have multigap cavities, and in particular, the output cavity is comprised of a
seven-gap velocity-tapered structure to maximize circuit efficiency. The interac-
tion circuit design employs eight staggertuned cavities (multigap structure) and a
12 : 1-aspect-ratio sheet electron beam (74 kV and 3.6 A) to produce 50 kW peak
power (2.5 kW average) and 40 dB gain with 200 MHz instantaneous bandwidth.
The output cavity is designed to have a quasi-optical (QO) external coupler uti-
lizing optical wave superposition. The circuit design has been optimized by using a
1-D disk-model code and a 3-D particle-in-cell (PIC) solver. The iterative simu-
lation analysis predicts that a five-gap configuration is the optimum structure for a
QO-output cavity because it provides sufficient output power and stable single
frequency operation without mode competition. The 3-D PIC simulation predicts
that the designed circuit produces stable 50 kW output power from a 4 W input

Fig. 28 THz reflex klystron using CNT FEA beam emitter (courtesy JPL)
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driving signal, with 40 dB gain, at 94.5 GHz. This might be the only THz device
demonstrating real kilowatt level radiation power (Fig. 29).

4.4.3 Smith-Purcell Radiation (SPR) FELs

Smith-Purcell (SP) radiation is emitted when an electron passes close to the sur-
face of a metallic grating. The radiation becomes coherent (fluence proportional to
the square of the number of electrons) when the electrons are in bunches whose
dimensions are smaller than the wavelength of the radiation. This has been
observed in experiments in which the electrons are prebunched by an rf linac. The
enhancement of the spectral intensity is accompanied by large changes in the
angular and spectral distribution of the radiation when the electrons appear in
periodic bunches. This is called superradiance. Recently, superradiant SP radiation
has been observed from a so-called Smith-Purcell free-electron laser (SP-FEL) in
which the electrons are bunched by the lasing process. As in other slow-wave
structures, the electron beam in a SP-FEL interacts with an evanescent wave for
which the phase velocity matches the electron velocity and amplifies it. The fre-
quency of this wave lies below the range of SP radiation and the wave is not
radiated except from the ends of the grating. However, the bunching of the
electrons by the interaction with the evanescent wave enhances the ordinary

Fig. 29 Multi-cavity sheet beam klystron for W-band application
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Smith-Purcell radiation and changes the angular and spectral distribution due to
superradiant effects. The coherent superradiant SPR [108] is a few orders of
magnitude larger than a spontaneous one, but its high current density transition
threshold, increasing steeply with frequency, has prevented practical investigation
leading to advances in THz SPR. Besides, various THz application fields con-
stantly demand the raising of the radiation intensity. In superradiant SPR, the
fundamental emission mechanism includes surface plasmon excitation [109].
There are many ways to excite superradiant SPR like using resonance cavity over
the grating, replacing the metal grating with photonic crystals, using relativistic
electrons, pre-bunched electron beam, multi-beam interaction, and so on. They all
effectively increase radiation intensity and energy conversion efficiency of
coherent SPR (Fig. 30).

4.4.4 Gyrotrons

DNP-NMR Gyrotrons

NMR spectroscopy has increased in importance as it is an element specific probe
that can distinguish very small changes in the surroundings of different sites (e.g.,
the number of corners by which an SiO4 unit is connected into a structure) which

Fig. 30 Smith-Purcell radiations (SPR)—incoherent and coherent (superradiant) radiations
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has become important throughout the sciences. Its major drawback is the intrin-
sically relatively weak signal due to the small thermally derived population dif-
ferences between nuclear energy levels. NMR of solids was revolutionized with
the implementation of cross-polarization (CP) that transferred magnetization from
nuclei with high magnetic moments (e.g. 1H) to more dilute nuclei with smaller
magnetic moments (e.g. 13C) that yielded a factor of *4 increase in the 13C NMR
signal strength [110, 111]. MIT group has been continuously putting efforts on
developing series of DNP-NMR gyrotrons operating at THz regimes. *4 W of
output power at 460 GHz had been used for DNP experiments which have been
demonstrated successfully. 330 GHz gyrotron for a DNP application with higher
power level has been recently developed. The CW output power of 18 W at a
10.1 keV, 190 mA electron beam. A second harmonic operation has been utilized
for these THz gyrotrons which allows lower magnetic field for satisfying resonant
condition to be possible [112, 113]. A gyrotron in FIR FU with a 21 T pulse
magnet achieved the breakthrough of 1 THz. For convenience of the applications,
CW gyrotrons (Gyrotron FU CW Series) is being developed. Gyrotron FU CW I
has been developed and succeeded in the CW operation at 300 GHz under high
power of 1.8 kW. The next gyrotron, Gyrotron FU CW 11 (395 GHz, 100 W) for
application in NMR spectroscopy is being developed [114, 115] (Fig. 31).

THz Gyrotrons

Not only CW (a few Watt output power) THz gyrotrons, but also pulsed high
power (more than kW output power) gyrotrons are being developed for specific

Fig. 31 DNP-NMR gyrotron
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applications. Univ. Maryland group has recently suggested a possible application
using a high power pulsed THz gyrotron to detect a concealed radioactive material
remotely. Focused radiated beam from a gyrotron gives rise to a plasma break-
down at atmospheric environment if a radioactive material is present nearby
although it is concealed. The difference of onset time of plasma breakdown pro-
duction tells an existence of radioactive material nearby [116].

Technical development of several gyrotrons has been undertaken for achieving
high power THz pulsed sources. As for a fundamental harmonic operation which
directly requires to produce very strong magnetic field (*28 T for 1 THz), a
pulsed solenoid technique has been used for achieving 1.5 kW at 1 THz recently
[117]. 174 turns of a 40% Nb-40% Ti alloy wire in an outer copper shell are wired
to the stainless steel pipe, which results in the solenoid inductance of 0.336 mH.
The nominal voltage of *3.1 kV and the current of 8 kA are applied from a pulsed
solenoid power supply, and the solenoid was successfully tested up to 28 T.

Besides this pulsed solenoid technique, most efforts are to mitigate required
magnetic fields for interacting circuits in gyrotrons. Typical higher order harmonic
operation of gyrotrons are being considered for kW output power at THz range.

4.5 Next Generation Optoelectronic THz VEDs

4.5.1 Dielectric Cerenkov Radiation Sources

The use of a dielectric-lined waveguide structure is a means of producing narrow-
band terahertz radiation in the form of electron-beam-driven coherent Cherenkov
radiation wakefields. This concept builds on previously studied scenarios such as
the Cherenkov maser and the Cherenkov free-electron laser. It is distinct in that it
relies solely on coherent wakefield excitation instead of a microbunching insta-
bility gain process, analogous to the superradiant regime of FEL operation. The
narrow bandwidth is due to the single-mode nature of the excitation, enabled by
the exclusion (due to coherence) of discrete waveguide modes with wavelengths
shorter than the driving electron bunch length. This allows an inherently broad-
band beam current profile to radiate power into a single frequency, which is
selectable by appropriate choice of design parameters. Narrow-band THz coherent
Cherenkov radiation driven by a sub-picosecond electron beam in a dielectric
wakefield structure can be successfully adapted in the previously proven Cher-
enkov FEL concept to the realm of ultra-short electron beams such as are available
in state-of-the-art user facilities around the world. This method has the potential to
produce tunable, narrow-band, pulse-length-variable, multi-megawatt peak-power
radiation at f [ 1 THz in existing modern electron accelerators.
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4.5.2 Multi-Beam Devices Using Photonic Crystal Resonators

A conventional reflex klystron is usually a low-power device, more so in the THz
range of frequencies, where the available input electron beam power is restricted
by the scaled-down size of the beam hole as well as by the power handling
capability of the cavity resonator, the dimensions of which become smaller than
several hundreds of microns. This makes enhancing the power capability of reflex
klystrons in the terahertz range of frequencies a challenging task. Furthermore, it
would be necessary to overcome two significant limiting factors that inhibit the use
of higher order modes in a reflex klystron in a conventional rectangular cavity,
namely, the mode distortion caused by output coupling and the mode competition
of the desired modes with the lower order modes. The hybrid photonic-band-gap
(PBG) cavity alleviates the limitations of a THz reflex klystron. In a hybrid PBG
cavity, one of the metallic walls of a conventional metal cavity is replaced with a
dielectric photonic crystal (PC) lattice by adjusting the band-gap property of which
some of the lower order cavity modes could be made to lie outside the band gap of
the lattice thereby excluding these modes from mode competition in a reflex
klystron. A multibeam reflex klystron oscillator, employing, typically, nine elec-
tron beams, and a hybrid PBG cavity resonator, in a higher order transverse
magnetic (TM) mode, typically, TM330, for higher device powers, is developed to
operate at 300 GHz (Fig. 32).

4.5.3 Metamaterial-Embedded THz VEDs

During the past few years, scientists have thus paid a great deal of attention to
artificially engineered EM materials, Metamaterials [118–120], first hypothesized
in 1967 by Victor Veselago, as they have explored physical properties which can
be the breakthrough to jump over the insurmountable obstacles conventional
electromagnetic theories confront. In particular, electron beam devices such as RF
radiation sources and advanced accelerators have been considered to be well fit to

Fig. 32 Multi-beam reflex klystron using photonic crystal higher-order mode (HOM) filter
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the novel optoelectronic structures since negative permittivity and/or permeability
distort dispersion relations of RF structures, so as to bring about extraordinary
optical natures such as artificial magnetism, diffraction-free superlens, artificial
plasma, localized magnetic dipole, super optical collimation, band-pass filtering,
reverse Cherenkov radiation, and so on, which are widely advantageous for sheet
beam devices. Considerable solution on the device stability and mode purity could
be attained by architectural manipulation of optical waves. Metamaterials will
provide large energy conversion efficiency, high gradients, high interaction
impedance, and higher order mode (HOM) damping capacity in dynamic electron
beam devices as novel beam-interactive electromagnetic structures. Extensive
research on the beam-metamaterial interaction is underway to develop new
physics, which will contribute to the advancement of various modern technologies.
The novel optoelectronic structures appear to provide various advantages to
lVEDs in developing superluminescent THz source available for deep lithogra-
phy, sub-wavelength microscopy/spectroscopy, nano-structure analysis, ultra-fast
phenomena study, bio-medical imaging, radiology, oncology, and so on. Suc-
cessful progress and realization of a compact THz sources will open the door to
future bio-medical imaging and material science technologies (Fig. 33).

5 Summary and Conclusion

Various potential applications have been considered for compact sources of high
power THz frequency electromagnetic radiation, including high resolution radar,
high data rate communications, concealed weapon or threat detection, remote high
resolution imaging, chemical spectroscopy, deep space research and communi-
cations, and biomedical diagnostics. VEDs have intrinsic advantages for compact
high power sources at high frequencies from 100 GHz to *1 THz, while there are
still unsolved challenges associated with high power density and emission beam
current density. To advance the coherent VED sources of Cherenkov radiation

Fig. 33 Metamaterial slow wave structure (SWS) for TWT applications
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type will require structures and strategies to handle higher power densities and
high current electron beam generation and confinement. Recent research break-
throughs include novel methods to precisely fabricate miniature electromagnetic
circuits, understanding rf breakdown, new high current density cathodes and
improved understanding of cathode emission physics. Remaining challenges
include delaying rf breakdown, innovating compact mmw-to-THz circuit config-
urations that are precisely dimensioned yet able to handle high average power,
improving the lifetime of long-lived, low-emittance, uniformly emitting, high
current density cathodes, and advances in the confinement and impact manage-
ment of compact, high power electron beams. Prospects for solutions to these and
other challenges are positive, owing to the emergence of powerful three-dimen-
sional computational models for electromagnetics, beam optics, beam-wave
interactions and particle kinetics, and surface physics. The radiation method using
near-field interaction utilizing electron beam is considered very attractive
approach to pave the way to develop high power sources for practical THz
applications.
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Principle of Terahertz Free
Electron Laser

Young Uk Jeong, Seong Hee Park and Kitae Lee

Abstract This part introduces free-electron lasers (FELs) as high-power terahertz
(THz) sources. The main features of the FELs are wavelength tunability and high-
power capability. Brief principle of the FEL is described by explaining the electron
dynamics in a undulator and the stimulated amplification of the radiation due to the
interaction between wiggling electron beam and undulator radiation. The status of
the operating THz FELs and recent developments of table-top THz FELs are
summarized.

1 Introduction

Laser, invented in early 1960s [1], has played a marvelous role in the advance of
science and technology for human being during such a short period. Laser was
already permeated not only into areas of the advanced science and technology, but
also into our daily life unawarely. Such a surprise can be explained by the simple
causal relation: the laser, new light source, enables us to recognize the reality, just
as we see a great part of things through the light. How can we put too cheap a
valuation on or have our apathy to the worth of new tools, in spite that we are
confronted with the fierce battle of science technology near future?

A laser in the range of terahertz is a useful tool to study and research properties
of living life or molecular compounds, existing with us [2, 3]. It can be used as a
precise tool in the area of competitive semiconductor industries to explore the fine
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structure of semiconductors. It is, ultimately, expected that it links to develop new
structure or materials. Besides, there are immense applications in many areas, such
as, medical science, environmental science, isotope separation, nuclear physics and
engineering, and other basic material science. The range of terahertz is
wide compared to that of visible wavelengths, of which lasers has been developed
since 1960s. Possibilities of development of advanced technology and new
knowledge due to the advent of this new light source may be higher than we expect.

A laser light is monochromatic and not divergent. It has also the power stronger
than other light sources. However, in general, conventional lasers cannot produce
all colors or a certain color that we need. Each and every conventional laser has its
own property, such as, wavelength and bandwidth. Up to now, a variety of lasers,
which can be hardly memorized one by one, has developed and being developed.

A free electron laser (FEL) has new characteristic unlike the conventional
quantum lasers [4, 5]. One is that it can generate any color as you wish. FELs,
especially, fit for light sources in the ranges, terahertz or X-ray, in which it is quite
difficult to produce with the conventional quantum lasers so far.

The FEL is a classical device which amplifies electromagnetic wave by stim-
ulated emission, using relativistic electrons. Actually electrons in the FEL are not
really free. They are just moving in the free space but governed by electric or
magnetic forces. But the term of free electrons has been used to discriminate the
bound electrons in atoms and molecules. To generate the FEL radiation, we need
an accelerator and a periodic magnetic structure which is called ‘undulator’ or
‘wiggler’. The relativistic electrons from the accelerator passing through the
undulator are subject to transverse acceleration, which results in emission of
undulator radiation. In certain condition the undulator radiation can be amplified to
be the FEL radiation. Usually FELs in the terahertz range operate in the oscillator
configuration [6], but those in X-ray range operate in the amplifier configuration
due to the absence of high-reflectivity materials for mirrors [7]. A schematic view
of the FEL in oscillator configuration is shown in Fig. 1.

There are many kinds of electron accelerators. They can be classified into
electrostatic, radio frequency, induction, and plasma accelerators according to
the acceleration mechanism. More simply we can divide them as linear
and circular accelerators depending on their shapes. In any case, almost all

Fig. 1 Schematic view of an oscillator-type free electron laser (FEL)
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accelerators use electric field to propel electrons to high speeds. And the
high-speed electrons are usually controlled by magnetic field in the accelerators.
Therefore, if you can recall the most famous two scientists, Charles-Augustin de
Coulomb (14 June 1736–23 Aug 1806) and Hendrik Antoon Lorentz (18 July
1853–4 Feb 1928), and their outstanding contributions to the electromagnetism,
Coulomb’s law and Lorentz force, respectively, the basic physics of the electron
accelerators can be understood easily. An electron in the electric field, ~E, feels a
force proportional to the magnitude of the electric field and its charge, e (Fig. 2).
We can simply write the equation of motion for the electron acceleration in the
electric field as follows.

~F ¼ e~E ¼ d~P

dt
¼ me

d~v

dt
ðfor non�relativistic case; v� cÞ

¼ me
dðc~vÞ

dt
ðfor relativistic case; v � cÞ

where ~P is the momentum of the electron, me is the electron mass,~v is the velocity
of the electron, c is the light velocity in vacuum, and c is the Lorentz factor which

is expressed as ð1� b2Þ�1=2 with b ¼ v=c.
When an electron is accelerated by the electric potential of V, then its kinetic

energy is expressed by 1 eV (electron volt), which is an energy of *1.6 9 10-19 J.
Usually we use the unit of eV for the energy of electrons in the accelerator. Then the
electron energy and Lorentz factor has the simple relation of

c ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� b2

p ¼ 1þ KE

mec2
ffi 1þ KE½MeV�

0:511½MeV� ;

where KE is the kinetic energy of the electron and mec2 is its rest-mass energy.
Recently radio-frequency (RF) linear accelerators are the most commonly used

type of the electron accelerators (Fig. 3). Usual RF linear accelerators consist of
electron guns, accelerating RF cavities and magnets for bending and focusing/
defocusing. In the RF accelerators, the electrons are accelerated by high-power

Fig. 2 Electrons
accelerating in the
electrostatic field
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radio-frequency waves in high quality-factor cavities. The RF accelerators gen-
erate short-length and periodic-bunched electron beams as shown in Fig. 4.

When the speed of electrons is close to the light velocity, magnetic fields are
more effective to change the motion of the high-energy electrons than electric
fields. Therefore almost all undulators and devices for electron optics in the
accelerators use magnetic fields. One can choose permanent magnets or electro-
magnets for generating undulator fields. There are planar or helical undulators
depending on the configurations of the magnetic periodic structure. The planar
undulators generate simple alternating magnetic fields through the electron pass as
shown in Fig. 5. The radiation generated from the planar undulator is linearly
polarized.

In the case of the helical undulator, as shown in Fig. 6, magnetic structure has
helical configuration through the axis of electron pass. For both cases, important
parameters to determine the radiation wavelength are undulator period, kw, and
magnetic induction on the center axis of the undulator, Bw. The number of
undulator periods, Nw, is a crucial parameter for the power of the undulator
radiation and FEL gain. The key components of FELs, accelerators and undulators,
are simply introduced for rough understanding. I will summarize this section by

Fig. 3 Schematics of a radio-frequency linear accelerator

Fig. 4 Acceleration of bunched electron beams by using a radio-frequency linear accelerator
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noting main characteristics of the FELs, for example wavelength tunability and
potential to high average and peak power.

The most important feature of the FEL is wavelength tunability. FELs can
generate any wavelength of electromagnetic waves in principle. There are FELs
operating in the wavelengths from millimeters to angstroms. The wavelength of
the undulator radiation, k, is expressed with the electron energy and undulator
parameters.

k ¼ kw

2c2
1þ K2

2

� �
ð1Þ

where K ffi 0:934Bwkw with the dimensions of tesla and centimeters. We can
generate any wavelength of radiation just by choosing proper electron energy and
undulator parameters. As you can see from Fig. 7, FELs can cover wide range of
the wavelengths by changing the electron energy. Precise tuning of the wavelength
can be done by changing undulator magnetic field strengths.

Unlike solid-state, liquid, or gas lasers, the active medium of the FEL is just
relativistic electron beam in a vacuum. There is no damage on the FEL medium,
which means no power limit in the FEL output. During the cold war between USA
and USSR, plans for destroying adversary’s ICBMs were considered with
mega-watt class FELs. Still there is an on-going project of US Navy on the laser
weapon with a high-power FEL to protect ships. The most powerful THz source is
a FEL in the Budker Institute of Nuclear Physics, Russia, which has the average

Fig. 5 Magnetic
configuration of a planar
undulator

Fig. 6 Magnetic
configuration of single period
of a helical undulator
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and peak power of 400 W and 0.6 MW, respectively. If we consider the other THz
sources having average powers much less than 1 W, the FEL has superior
capability in power.

2 Fundamental Principle of FEL

2.1 Dynamics of Relativistic Charged Particles in Undulator

To understand the dynamics of electrons in undulator field, we need to recall the
famous Lorentz force and the equation of motion for relativistic particles.

~F ¼ e E
*

þ 1
c
~v�~B

� �
¼ d~P

dt
¼ dðcme~vÞ

dt
ð2Þ

The simplest expression of the undulator magnetic field is as follows.

~B ¼ Bw sinðkwzÞ~y; for an ideal planar undulator, ð3Þ

and

~B ¼ Bw sinðkwzÞ~xþ cosðkwzÞ~y½ �; for an ideal helical undulator; ð4Þ

where~x,~y and~z are the unit vectors of Cartesian coordinate, as shown in Fig. 8,
and kw 	 2p

kw
is the wavenumber of the undulator. The magnetic field of the planar

undulator has only y-axis component and electrons are moving to the z-axis in both
cases.

Let’s calculate the electron motion in an ideal planar undulator, which is the
simplest example. The equation of motion of the electron in the ideal planar
undulator field expressed by Eq. (3) can be written as follows, when we neglect the
radiation loss during the motion, which means that c is constant.

Fig. 7 Calculated FEL
wavelength depending on
electron energy and undulator
magnetic field strength
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d~P

dt
¼ d

dt
ðcme~vÞ ¼

e

c
ð~v�~BÞ

cme
d

dt
ð~vÞ ¼ e

c
ð~v�~BÞ

In this case the, only x and z components of the acceleration can exist.

_vx ¼ �
vzX
c

sinðkwzÞ

where X 	 eBw
mec.

_vz ¼
vxX
c

sinðkwzÞ

Then we can calculate x and z components of the electron velocities as follows.

vx ¼
v0X
cx0

cosðkwzÞ ¼ v0X
cx0

cosðx0tÞ ð5Þ

vz ¼ v0 �
v0X

2

4c2x2
0

cosð2x0tÞ ð6Þ

where we used the assumptions and the relations of vx � vz, z � vzt 	 v0t and
x0 	 kwvz. The electron orbit in z–x plane can be expressed as follows.

x ¼ v0X

cx2
0

sinðx0tÞ

z ¼ v0t � v0X
2

4c2x3
0

cosð2x0tÞ

From the above relations, we can see the electron shows sinusoidal motion in
the perpendicular plane to the undulator field with a phase difference of p/2. From
the relation between the transverse component of the velocity and the initial
electron velocity, we can understand that the unduator K-value, which is shown in
Eq. (1), shows deflecting ability of the undulator.

Fig. 8 Cartesian coordinates for describing magnetic field of ideal planar undulator
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vx

v0
¼ X

cx0
¼ eBw

mec2kw

� �
1
c
	 K

c

where K 	 eBw
mec2kw

ffi 0:934kw½T �Bw½cm�. The trajectory of an electron passing

through the ideal planar undulator shows sinusoidal motion along the z–x plane, as
illustrated in Fig. 9. The real transverse amplitude of the electron trajectory is
much smaller than the period of the undulator field, when the electron energy
is close to the light velocity. Also the x-component of the electron velocity, vx, is
much smaller than the z-component of the electron velocity, vz.

2.2 Coherent and Stimulated Radiation in FEL

When charged particles are accelerated or decelerated, there should be the emitting
of radiation. Especially, for the case of the radial acceleration of the charged
particles,~a?~v, it is called ‘synchrotron radiation’. We can generate the synchrotron
radiations by using bending magnets, undulators, and/or wigglers. The synchrotron
radiation is generated to the forward tangential direction of the orbit of the
relativistic particle, as shown in Fig. 10. The divergence angle of the radiation is
inversely proportional to the Lorentz factor of the particle. Therefore we can
generate more directional radiation with a higher energy of charged particles.
Usually synchrotron radiations generated by bending magnets show wide spectrum
over X-rays to millimeters. A typical relation between photon energy and brightness
of the synchrotron radiation generated by a bending magnet is shown in Fig. 11.

When we use undulators instead of bending magnets for generating radiation,
the spectral width of the radiation decreases as the number of undulator periods
increases as shown in Fig. 12. The spectral power of the undulator radiation
increases as the number of undulator periods increases. These are easily

Fig. 9 Trajectory of an electron passing through an ideal planar undulator (upper part). The real
deviation of the electron motion in the transverse direction is estimated to be less than 1 mm for a
case of Bw = 6 kG, kw = 25 mm, and E = 7 MeV (lower part)
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understood by comparison with the case of multi-slit interference. Each periodic
orbits of the electron motion are the sources of the radiation, and those multi
sources have analogy to the multi-slits. Let’s derive the wavelength of the undu-
lator radiation. The energy exchange between the electron and the electromagnetic
wave can be caused by the transverse component of the electron velocity. The rate
of the electron energy change is

de
dt
¼ mec2 dc

dt
¼ �e~v �~E;

where ~E is the electric field of the wave. And if we recall the motion of the
undulating electrons in Eq. (5), the electromagnetic wave has electric field of x
component.

~E ¼ E cos½xðz=c� tÞ�~x

Note that dz ¼ vzdt: Then we can rewrite the above equation as follows.

de
dz
¼ � e

vz
~v �~E

ffi � eK

2c
E cos½kwzþ xðz=c� tÞ�

ð7Þ

Fig. 10 Synchrotron
radiation generated from a
relativistic electron moving in
a bending magnet

Fig. 11 Typical synchrotron
radiation spectrum for the
case of 1-GeV electron
energy and 1.2-T bending
magnet
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The condition for maximum energy transfer from the electron to the electro-
magnetic wave through the whole undulator is simply obtained at the phase term
of Eq. (7) is equal to constant. That is

d½kwzþ xðz=c� tÞ� ¼ o:

This is so-called synchronism condition in the FEL. We can write the relation as
follows with the relation of dz ¼ vzdt.

kw þ
x
c
� x

vz
¼ o

If we rewrite the above relation, we can simply understand the synchronism
condition takes place when the wave advances the electron by one wavelength at
one undulator period as shown in Fig. 13.

c� vz

vz
¼ k

kw
; ð8Þ

where k ¼ 2pc=x, which is the wavelength of the undulator radiation in Eq. (1).
From the Eq. (8), we can get the Eq. (1).

The above relation is simply obtained by the synchronism condition of the
undulator radiation by one electron to satisfy the maximum energy transfer. When
N electrons generate such waves through the undulator, the total power of the
radiation, P, can be expressed by the following summation of each wave like
Fig. 14.

P ¼ E1e�i/1 þ E2e�i/2 þ � � � þ ENe�i/N
�� ��2¼ P0

XN

j¼1

e�i/j

�����

�����
2

;

Fig. 12 Spontaneous emission from undulating electrons
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where Ei and /i is the electric field amplitude and phase of the wave by ith

electron. And radiation power by single electron, P0 ¼ E1j j2¼ E2j j2¼ Eij j2. Then
we can get the following relation.

P ¼ NP0 þ P0

X
k;q

cosð/k � /qÞ

¼ NP0 þ NðN þ 1ÞP0F;

where F is called form factor of the electron beam, F ffi
R

cosðkzÞSðzÞdz
� �2

; and
S(z) is the electron-beam’s spatial distribution.

Usually the number of electrons, N, in the electron beam is much bigger than 1.
So, we can simply write as follows.

P � NP0 þ N2P0F ð9Þ

The first term of the above relation, NP0, denotes the incoherent contribution of
the waves. Usual case as described in Fig. 14, the form factor, F, is zero due to the
random-phase relations between the all electrons. In the special case of short-
bunched electron beams having the bunch length, Le, is less than the radiation
wavelength, k, as shown in Fig. 15, there can be the contribution of the second-
term of the Eq. (9). The contribution of the coherent term to the total power is
proportion to N2, and the power enhancement is significant compared with inco-
herent power. Usually the number of the electrons in a bunch is 106–109 depending

Fig. 13 Illustrating
synchronism condition of the
undulator radiation and its
wavelength

Fig. 14 Total radiation
power by N electrons

Fig. 15 Coherent radiation
by a short-bunch electron
beam, when the bunch length
is smaller than the radiation
wavelength
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on its bunch charges. In the THz range, the electron beam having a bunch length
less than *0.3 mm can generate much more intense radiation than that by a long-
bunched electron beam.

The principle of the FEL lasing is based on the coherent process by the
interaction between electrons and waves in undulator. In the FEL, the electron
beam is usually longer than the generating wavelength. In a proper condition of
electron beam and undulator, the electrons can be re-distributed as periodic micro
bunches, as shown in Fig. 16. The periodically distributed micro-bunched electron
beam generates coherent, directional, and powerful laser output, which is the FEL
lasing.

The bunching process of the FEL is illustrated in Fig. 17. Due to the interaction
between electric field of the wave and undulating electrons, there should be energy
modulation of the electron beam with the period of the radiation wavelength,
which results in the density modulation of the electron beam. The density mod-
ulated electron beam means micro-bunched structure of the electron beam to
generate the FEL output.

The single-pass incremental gain is the power ratio between the output and
input waves by single-passing electron beam through the FEL. If we consider the
case of the early-stage of the lasing process with small-amplitude signals, the gain,
G, can be expressed as following relation.

G ¼ 32
ffiffiffi
2
p

p2k3=2k1=2
w

Smode

K2

ð1þ K2=2Þ3=2

Ip

IA
N3

wf ðsÞ; ð10Þ

Fig. 16 FEL lasing process
by bunching of the randomly
distributed electron beam

Fig. 17 Illustrating FEL
bunching process with the
interaction between wave’s
electric field and undulating
electrons
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where Smode is the cross-sectional size of the radiation mode in the FEL, Ip is the
peak current of the electron beam, IA is the Alfven current having a value of
17000 A, and f(s) is the lineshape function of the radiation

f ðsÞ ¼ d

ds0
sin s0

s0

� �2

and s0 ¼ 1
2

s:

From the gain equation in Eq. (10), we can see that the gain of the FEL depends
on undulator parameters, electron beam parameters, radiation mode size, and line
broadening of the radiation. In general, the requirements for accelerators and
undulators are less severe for long-wavelength FELs than short-wavelength FELs.
The FELs in hard X-ray range should have extreme conditions of electron beam
and undulators. And they need more than hundred meters in length. In the case of
THz FELs, the size and the cost are much smaller and cheaper than those of short-
wavelength FELs. Korea Atomic Energy Research Institute (KAERI) is under
developing a table-top THz FEL for the practical applications of security
inspection, which will be discussed on Sect. 4 of this chapter.

3 Status of THz FELs

The FEL is considered to be an ideal radiation source due to its high power,
monochromatic spectral characteristics, and tunability. Among various radiation
sources, only the FEL is considered to reach 1 MV/cm electric field in the THz
range with a compact size, which is needed for contemplated nonlinear and non-
equilibrium studies of the radiation-matter interaction such as electronic transition
in solid, collective modes in large molecules, cell damage, and optical response of
meta-materials.

Irrespective of the superior properties of the FEL over other radiation sources in
the THz range, constructions have begun in the late 1980s due to less-interest in the
THz range over difficulties in technology and budget. It is very recently that many
groups begin to construct the THz-FEL. There are several FELs operating in the
THz range. Among them, some noticeable facilities are summarized in Table 1.

The first FEL in THz range has been constructed at UCBS (Center for Terahertz
Science and Technology) as a user facility [9], which provides tunable THz
radiation in the range of 120 GHz to 4.8 THz with peak output power of 500 W to
5 kW and operates in a quasi-CW mode. The FEL is based on Van de Graaff
accelerator with a hot-cathode electron gun and the e-beam energy is changed by
varying the voltage on the terminal of the accelerator. Unlike other FELs, the
output consists of a pulse with duration of a few microseconds without micropulse.
It has been utilized in semiconductor fabrication and processing, which led to great
synergy among radiation researchers and material scientists (Fig. 18).

The FELIX [10] at Rinjhuisen in Netherlands covers the spectral range from 1.2
to 100 THz. The peak power exceeds 100 MW at micropulse repetition rate of 25,
50, or 1000 MHz. For experiments susceptible to sample heating, a single
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micropulse can be sliced out of the pulse train using a fast optical switch. The
maximum micorpulse duration is about 100 cycles, which results in a minimum
bandwidth of 0.4% in FWHM. The primary application of the facility is in the
studies of the vibrational dynamics of molecules, liquids, and solids, but appli-
cations requiring an intense source such as photo-ablation of tissue, near-field
microscopy or linear spectroscopy of small-sized samples are equally applicable
(Fig. 19).

The Stanford picosecond FEL [11] Center covers the spectral range from
3.75–20 THz. The output consists of bursts of micropulses. The duration of
macropulse is 5 ls with micropulses in duration from 700 fs to 10 ps. The repe-
tition rate of the macropulse is 20 Hz. The FEL is driven by a superconducting
radio-frequency accelerator. FELs with superconducting linacs, with lower RF
losses, are capable of higher macropulse duration and average power (Fig. 20).

Recently, Russia has developed a high power FEL in the spectral range of
1–3 THz, named NovoFEL [12]. Its average power can reach up to 400 W, which
makes it possible to investigate highly nonlinear interaction of THz radiation with

Fig. 18 FEL at UCSB

Fig. 19 European FEL
center at FELIX
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matters. The system is based on Energy Recovery Linac (ERL) with normal
conducting RF conductor. It consists of two phases, one is for high power radiation
at THz range, the other for Infrared radiation by boosting up the electron beam
energy. The peak power reaching up to 1 MW enables ablation with burning,
which makes it possible to perform nondestructive transfer of complex molecular
systems into aerosol phase, such as crystal minerals (marble), fullerenes, DNA.
This provides new opportunities investigating many fundamental phenomena in
plasma physics, aerodynamics, chemistry, material processing and modification,
and biology (Fig. 21).

KAERI has developed compact FEL operating in the spectral range of 1–3 THz
[6], which is the first compact FEL in THz range. The system is fitted in 3 9 5 m2

area. For an electron accelerator, a microtron with a thermionic electron gun has
been used, which enables FEL to be compact. The macropulse with duration of
4 ls consists of micropulse trains which have 25–40 ps in duration at 2.8 GHz
repetition rate. The peak power reaches up to 3 kW. The high average power
makes it possible to take an image on a large, wet biological specimen. It is also
great interest to investigate the effect of the high power THz radiation on bio-
logical cell and nonlinear response of meta-materials (Fig. 22).

Fig. 21 NovoFEL at the
Budker Institute of Nuclear
Physics

Fig. 20 Layout of the Stanford picosecond FEL center
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4 Prospect of Table-Top THz FELs

A Free electron laser is coherent light with high-peak power and/or high-average
power and is easy to tune its wavelength in broadband range. There is no such a
tool which can span wide spectral ranges with high power. Main obstacle to utilize
it to real life or to spread out it to many sites for applications is the size and cost.
Several groups [13, 14] put many efforts on reducing the size to a table top and on
looking up ideas to specify for particular applications.

For a table-top FEL, all components, such as, accelerator, undulator, resonator,
RF system, cooling and vacuum system, and so on, should be fitted on an optical
table of 2 9 4 m2 or less while keeping the desired output. In THz range, an
electron beam of several MeV in energy is suitable for an undulator of a few cm
period. The longer the undulator period, the higher the electron beam energy, vice
versa. In general, higher energy electrons correspond to longer in linacs or bigger in
circular accelerator. At lower energy, the beam quality is mostly poor compared to
that at higher energy, which is closely related to the gain of FEL. High peak current
with low emittance can be generated by using the photocathode gun, but the average
power may be limited by their reputation rate. The average power may be increased
by producing high average current from the gun using other scheme. The specifi-
cation of the system should be optimized as the requirements for the end-users.

4.1 Acceleration System

A microtron is small in size and selectable in energy. In addition, it provides good
quality of electron beams with low emittance and high peak current, but, low
average current. The electron emission from the cathode and the capture efficiency
of electrons for acceleration is closely related with the synchronism condition in a
microtron as well as the temperature of the cathode. The emission current is
increased due to the temperature growth of cathode and the secondary emission

Fig. 22 FEL at KAERI
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due to the back bombardment of electrons. Non-captured electrons hit the RF
cavity wall followed by heating up the cathode. To accelerate all captured elec-
trons to the desired energy, the applied RF power should be increased as the
current is increased.

As a RF source, a magnetron is the cheapest and the smallest RF source. But its
frequency jittering and drift degrades the FEL performance. In KAERI THz FEL
driven by magnetron [15, 16], the frequency jittering was suppressed by devel-
oping the RF frequency feedback system combined with the temperature control of
cathode. Another issue is high voltage/current modulator, which has to provide
*10% increase of the RF power during each macropulse, as shown in Fig. 23. The
vacuum device is somewhat easier to adjust the pulse shape, but it is bulky!
Recently the pulse shaping was demonstrated using a solid state modulator of the
size of 0.64 9 0.53 9 1.09 m3 in ScandiNova (Sweden, www.sc-nova.com, pri-
vate communication). The microtron is a dispersive system and the dispersion
becomes large when electron beams are extracted from 180� of circular orbit from
the RF cavity. Therefore, a beam transfer line should be necessary to inject the
dispersion-free beam into the undulator. Its length can be shorter with better
electron beam with lower emittance and narrower energy spread. The operating
microtron-based THz FEL at KAERI has the size of 2.7 9 5 m2 and many efforts
to reduce the size further are underway. New design may fit on a table of
1.6 9 2.6 m2 as shown in Fig. 24 and the major components for the size reduction
are the beam transfer line and the undulator, compared to the existing one [17].
The designed beam optics consists of two 45� bending magnets and six quadru-
poles [18].

A RF injector itself can now produce good quality of electron beams. The
accelerating structure may be combined with a RF gun or a DC gun. Main concern
is how to keep the emittance low while the current remains high. The photocathode
gun can generate electron beams with low emittance and high peak current, in
expense of low average current and low duty factor. It can generate electron beams
of 200 pC with a normalized emittance below 0.4 mm mrad [19].

Spring-8 and KEK in Japan has developed a compact C-band RF linac with
high quality diode-type DC gun using crystal cathodes. C-band accelerator

Fig. 23 Measured pulse
shapes of THz FEL and
Electron beam currents,
Emission current, Magnetron
pulse current.1 Emission
current [A], 2 Accelerated
current [mA] at the 12th
orbit, 3 Beam current [mA] at
the entrance of the undulator,
4 FEL lasing power signal
(macropulse) (in rel. units), 5
Magnetron pulse current [A]

68 Y. U. Jeong et al.



technology immediately adapted to medical applications and the length of a
6 MeV C-band RF linac for medical therapy [20] is about 30 cm. However, we
should consider the size of the RF klystron and modulator, which is 2.5 m length,
2 m in height, and *60 cm in width. To use as an accelerator for THz FELs, some
modification is needed to improve the emittance and the energy spread, including
lens system. There are several groups to operate THz FELs driven by RF linacs,
but most of them are about or greater than 10 m in length. KU-FEL team in Kyoto
University has developed a THz FEL of 2 9 4 m2 using a RF injector with
thermionic RF gun in S-band [21]. They proposed THz FEL amplifier seeded by
tunable THz light. After successful developments of superconducting RF linacs
and energy-recovery linacs, many efforts to reduce the size of accelerators as well
as the shielding size are made world-widely. Colson et al. [22] suggested
1.4 9 4 m2 sized energy-recovery THz FEL using 5 MeV Superconducting cavity
injector. However, it becomes bigger when considering the size of liquid helium
refrigerator even though it doesn’t need the shielding with such a high power THz
light (Figs. 25, 26).

Scale: 20 : 1

THz FEL

Variable-period 
Helical undulator

Mirror control
& Beam Dump

Microtron (dia. 65 cm)

45 Dipole

THz FEL

45 Dipole

Table-top THz FEL
2.6 x 1.6 m2

Magnetron
Faraday
Rotator

Existing KAERI 
THz FEL System

5.0 x 2.7 m2

Fig. 24 Comparison between the existing KAERI THz FEL and Newly designed Table-top
THz FEL

Fig. 25 Schematic of the
THz FEL amplifier at Kyoto
University [21]
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4.2 Insertion Device

According to the resonant condition for FEL lasing, THz light can be generated
when an electron beam of several MeV in energy is traveling through the undulator
of a few-cm period. Since the FEL gain increases as the number of periods in
undulator, the shorter period can reduce the size. Permanent magnet can realize
cm-scale period, but it requires complicate gap adjustment system. Instead,
KAERI had developed hybrid planar undulator of 2 m long, which can adjust the
magnetic strength by the current by the coils winding around each modules con-
sisting of several periods with closed loop [23]. Recently, they have developed a
variable-period undulator proposed by Vinokurov et al. [24]. By using the property
of magnet, i.e., repulsive forces at the mid-plane of the iron poles equally bisected,
the undulator period can be varied by changing the position of one end horizon-
tally. The designed helical undulator can adjust its period from 23 to 26 mm and
total length is less than 1 m with the number of periods of 30 [18]. In case of FEL
amplifier, the minimum length of undulator is determined by seed laser power.

4.3 Optical Resonator

The size of optical resonator is limited by the diffraction limit of THz light if it
propagates and evolves in free space. In case of permanent-magnet or hybrid-type
undulators, the gap is too small for THz light to propagate through a few meter-
long. It is natural to use the waveguide to increase the transmission. The size of
waveguide should be properly designed to reduce the waveguide loss depending
on the type of undulators: a parallel plate for planar undulators, a cylindrical for
helical undulators. Typically, the waveguide loss is increased as the frequency
increases, for a given size of waveguide. Reduction of waveguide loss is critical
for the compactness of overall system while keeping the desired output power. The
dielectric coated metallic waveguide may be reduced significantly depending on
the ratio of the radius to wavelength. However, it is hard to use the waveguide for
high average power FEL due to heat problem. It may need to design special
cooling system.

The second issue is the resonator mirrors. Most of FEL oscillators put their
resonator mirrors at the tangential line of the bending magnets located in both

Fig. 26 Schematic of a
energy-recovery THz FEL
[22]
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sides. Actually, the trajectory of electron beam is detoured to give the space for
mirrors, which means more length of the beamline. The electron beam has to pass
through the side hole in the waveguide extended to the resonator mirrors. Newly
designed THz FEL at KAERI will use a mesh mirror as an outcoupling mirror and
a full mirror in downstream combined with the beam dump. The interval and
thickness of mesh determines the efficiency of outcoupling depending on the
wavelength. For 8% outcoupling efficiency, 10 lm meshes with interval of
100 lm is enough. For most of metallic meshes, the estimated saturation tem-
perature due to electron beams passing through is far less than half of melting
point. A 45� thin foil mirror with hole for electron beam will be located in
upstream of the mesh mirror to extract THz FEL.

The FEL amplifier, proposed at Kyoto University, does not need the resonator
mirror, but tunable seed laser system. For high average power FEL using energy-
recovery SC RF linacs, the optical cavity length may be much longer than und-
ulator length with large resonator mirrors.

5 Summary and Conclusion

Since a 1 THz photon has the energy of 4 meV corresponding to temperature of
48 K, (cf. For an optical laser at k = 800 nm, 18,000 K), a THz pulse is non-
ionizing and can be thought of as transient magnetic and electric fields, which can
be used for a non-destructive pump source. A table-top THz FEL will be a tool to
discover new phenomena in protein or DNA, and magnetic materials.
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Principle of Linear Accelerator Based
fs-THz Generation and Its Application

Jaehun Park

The generation, detection, and application of intense THz radiation have drawn a
great attention recently. The dramatically enhanced energy and peak electric field
of the coherent THz radiation can be generated by coherent superposition of
radiated fields emitted by ultrafast electron bunches or by optical rectification of
intense near-IR laser pulses in a LiNbO3 crystal with the pulse front tilted by a
diffraction grating. THz field strengths on the order of *1 MeV/cm has great
potential for applications in nonlinear optical phenomena and in the study of high
E-field effects on the materials in the condensed phase with ultrafast temporal
resolution.

1 Introduction and Background

Terahertz radiation is a part of the electromagnetic spectrum located between the
microwaves and the infrared (Fig. 1). The word ‘‘tera’’ indicates the 1012 hertz for
the frequency. The Terahertz (THz) spectral range typically covers frequencies
between 0.1 and 10 THz. THz electromagnetic (EM) radiation has potential
applications in many fields including biology, medicine, physics, chemistry and
material sciences. Researchers in different disciplines use different units to
describe the THz ranges. As seen in Fig. 1, THz corresponds to 33 cm-1, 300 lm,
4.1 meV, or 1 ps. However, actual applications have been limited by the lack of
suitable THz light sources and its detection methods. Recent developments of THz
technology based on table-top femtosecond lasers may have solved these problems
[1–8]. Coherent THz radiation with dramatically enhanced energy, peak power,
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and peak electric field is generated by coherent superposition of radiated fields
emitted by ultrafast electron bunches [9–11]. This intense THz light source offers
the opportunity to investigate nonlinear optical phenomena in the THz EM region
[1, 4, 11, 12].

This part presents THz generation, Transport, detection methods based on the
LINAC, the design of the fs-THz beamline, and some results from electro-optic
sampling [13, 14] for THz detection.

2 THz Generation

In the fs-THz beamline (Fig. 2) at Pohang Accelerator Laboratory (PAL), a laser-
driven cathode RF-gun is used to generate electron bunches. An RF-gun cavity
consists of a half-cell and a full-cell. The coupling between the waveguide and the
full cell is accomplished using a coupling slot on the full cell cavity. The full cell
also includes tuners and a pumping port. RF power from the full cell couples to the
half cell through an iris by electric coupling. The coupling coefficient is 1.26 and
the quality factor of the gun is 9,000. The gun is operated in p-mode at 2,856 MHz
RF frequency; multipole suppression is achieved by means of cavity symmetri-
zation. The electron beam from the photocathode RF-gun passes through a sole-
noid containing eight disc-shaped coils for transverse emittance compensation.
Two S-band accelerating structures are used to accelerate the electrons up to
75 MeV, and two chicane-type bunch compressors reduce the temporal width of
the electron bunch. Titanium foil or a copper mirror is used to achieve coherent
transition radiation at THz frequencies.

Fig. 1 The terahertz region of the electromagnetic spectrum
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2.1 Laser Basics

A continuous wave (CW), as seen in He:Ne laser, is an electromagnetic wave of
constant amplitude and frequency of infinite duration (Fig. 3a). Electric field can
be defined as

Fig. 2 The layout of the fs-THz beamline at PAL. AC accelerating column, QM quadruple
magnet, QD quadrant detector, C chicane; OTR optical transition radiation, CTR coherent
transition radiation, AF aluminum foil, EOS electro optic sampling, OPA optical parametric
amplifier, PC pulse compressor, APC analog PID controller [15]

Fig. 3 a Time evolution of the electric field. b Gaussian envelope function. c Time evolution of
the electric field in a Gaussian envelope function
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E ¼ Re E0 exp ix0tð Þð Þ:
The time evolution of the continuous electric field is an unlimited cosine

function (Fig. 3a), however, when it is multiplied by an envelope function like a
Gaussian envelope function ((Fig. 3b), the electric field exists only within the
envelope (Fig. 3c), which is called light pulse. Then a Gaussian light pulse can be
defined as

E ¼ Re E0 exp ix0tð Þ exp �Ct2
� �� �

and its time evolution is shown in (Fig. 3c). C is the shape function of the Gaussian
envelope function. The full width half max (FWHM) of the envelope is called
pulse duration or pulse width. Picosecond (ps) or femtosecond (fs) pulse means the
FWHM of the pulse envelope is picosecond or femtosecond, not the time between
the two pulses. Repetition rate is defined as the number of pulses within 1 s. The
characteristic frequency of 80 MHz represents the repetition rate of the Ti:sapphire
oscillator laser. Periodic ultrashort light pulses are called the pulse train (Fig. 4).

Figure 5 shows the comparison of the electric fields in different frequency
ranges. Although the duration of all the pulse envelopes are same (500 fs), one can
see the big difference of the electric fields. Figure 5a shows a 500 nm
(20,000 cm-1) visible pulse and Fig. 5b shows a 5 lm (2,000 cm-1) mid-infrared
(IR) pulse. Since the periodic time of the electric field is much shorter than the
time window, it is hard to see the field clearly. In the far-IR range (50 lm,
200 cm-1), due to the comparatively large period of the electric field (more than
100 femtosecond), one can see around ten cycles of the electric filed (Fig. 5c).
However, Fig. 5d shows only less than a single cycle of the electric field in the
THz range due to the long wavelength of 500 lm (20 cm-1), which corresponds
to *1.7 ps.

Fig. 4 Pulse train of the
ultrashort pulses of the
Ti:sapphire oscillator
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2.2 Laser Systems

A Ti:Sapphire laser amplifier system is used for a photocathode RF-gun and the
pump/probe experiments. The laser system consists of an oscillator, a regenerative
amplifier, a third-harmonic generator, and a UV pulse stretcher. The Ti:Sapphire
oscillator typically provides a 80 MHz train of pulses with its spectrum centered
around 800 nm and a bandwidth of several tens of nm. *nJs of pulse energy out
of the oscillator is amplified up to several mJ at the repetition rate of 1 kHz in the
regenerative amplifier (Fig. 6). Before going to the amplifier, these pulses are first
stretched to *200 ps in the pulse stretcher to increase the pulse duration *4,000
times, which reduces the peak intensity, so that they may be amplified without
damaging the amplifier optics. Then, the stretched pulses are sent to a Ti:sapphire
regenerative amplifier, which is pumped by a Nd:YLF laser firing at 1 kHz. The
amplified pulses are sent to a pulse compressor to restore the pulses to the pulse
duration of *100 fs with the final energy of several mJ.

As shown in Fig. 2, the intensity of the 800 nm pulses is to be divided by a
beam splitter; the more intense (60%) pulse is used to generate UV pulses at
266 nm by third harmonic generation and the less intense (40%) pulse is directed

Fig. 5 The comparison of the electric fields in different frequency ranges. FWHM of each
envelope is 500 fs. a Visible pulse, 20,000 cm-1, b mid-IR, 2,000 cm-1, c far-IR, 200 cm-1,
d THz, 20 cm-1

Principle of Linear Accelerator 77



to an experiment room for pump-probe experiments and THz detection by electro-
optic sampling. Third harmonic generation or frequency tripling is a process of
nonlinear frequency conversion where the resulting optical frequency is three
times that of the input laser beam. Frequency tripling is usually realized with
frequency doubling (v(2)) of the input beam in the nonlinear crystal such as a BBO
crystal and subsequent sum frequency generation of the fundamental and fre-
quency doubled waves in the second nonlinear crystal. (Fig. 7)

2.3 RF-gun and Accelerator

UV pulses are required to overcome the work function (the electron binding
energy) of a metal (eg. Cu or Mg) cathode in a Radio- Frequency (RF) gun (Fig. 8)
and to generate electron bunches. The work function is the minimum energy
needed to liberate an electron from the surface of a matter. Photoelectron is
emitted from the material if the photon energy greater than the work function is
absorbed by the material. (photoelectric effect) The kinetic energy of the emitted

Fig. 6 Schematic of the Ti:sapphire chirped pulse amplifier system

Fig. 7 A typical
configuration for frequency
tripling
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photoelectrons depends only on the energy or frequency of the photons absorbed.
The intensity of the photons should be increased to generate more number of
electrons emitted.

If emitted electrons from the photocathode are accumulated within a short
bunch length, each electron will experience the repulsive forces from the other
electrons since they have the same electrical charge. (space charge effect) These
repulsive forces may affect the longitudinal and tranverse dymamics in the
accelerator. Two pairs of fused silica prisms arranged in a pulse compressor
geometry may be used to reduce the space charge effect in the electron bunches;
these prisms provide negative group velocity dispersion to stretch the pulses up to
several ps. Pulse duration of the UV pulses can be varied by changing the distance
between the two prism pairs to find an optimum value for a low-emittance electron
beam. Since the laser beams travel rather long distances to the RF-gun, an active
beam pointing stabilization system that consists of a quadrant detector, a pro-
portional-integral-derivative (PID) controller and a piezo-electric mirror may be
employed to minimize the spatial movement at the photocathode.

To synchronize the laser with the RF systems, two frequency dividers are used
[15]. First, a master RF at 2856-MHz is divided by 36 to obtain 79.33 MHz, where
the Ti:sapphire oscillator is locked by using a cavity length stabilization system
(Synchrolock-AP). A second frequency divider is used to get *1 kHz, which
triggers the pump laser of the regenerative amplifier. The photodiode signal of the
oscillator is used as a reference clock to control the delay and timing of the high
voltages at the Pockel’s cell in the regenerative amplifier cavity.

*5 ps (FWHM) electron bunches are produced from the photocathode RF-gun
with the charges up to 0.5 nC and 2.5 Hz repetition rate at the Source Develop-
ment Lab of Brookhaven National Laboratory (BNL). [11] The electrons are
accelerated to 120 MeV and the electron bunches are compressed to below 1 ps in

Fig. 8 Photcathode RF-gun and the accelerating column
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combination with the chicane. THz pulse energies as high as 100 lJ have been
measured when the charge approaches *1 nC. However, with the high charges of
the electron bunches, bunch length cannot be reduced down to hundreds of fs.
fs-THz program at PAL pursuits generating intense THz pulses with femtosecond
pulse duration to study ultrafast dynamics of materials in THz ranges. The LINAC
of the fs-THz beamline at PAL runs at 50 MeV energy and produces electron
bunches with total charges of 0.2–0.5 nC. The relation between the bunch charge
and bunch length is summarized in Table 1 [15]. The frequency bandwidth and the
pulse duration of the THz output will be optimized when the electron bunch length
is minimized. Therefore, the bunch charge should be reduced to obtain short bunch
length considering the space-charge effect.

2.4 Transition Radiation

Transition radiation occurs when an electron crosses a boundary between two
different media [16–18]. The transition radiation is coherent at wavelengths that
exceed the longitudinal length of the electron bunch. Accordingly, fs-THz pulses
with an intensity that scales with N2, where N is the number of electrons in the
bunch, can be generated by coherent transition radiation (CTR) with THz pulse
duration comparable to the electron bunch length.

For relativistic electrons b � v=c � 1ð Þ passing through the boundary between
vacuum and a perfect conductor, the angular distribution of the spectral energy per
unit frequency interval is [16, 17]

Eðx; hÞ ¼ e2

p2c

b2 sin2 h

1� b2 cos2 h
� �2

where h is the angle between the electron trajectory and the emitted radiation, x
the angular frequency of the radiation, v the velocity of the electron, c the speed of
light. Since the emitted radiation has the radial polarization, a characteristic feature
of the transition radiation is that the intensity at h = 0 is 0 due to the destructive
interference. The angular distribution shows a maximum at the angle hmax *1/c,
where c is the Lorentz factor (Fig. 9).

The CTR target is a metal foil such as Ti with a thickness of 1 lm or Cu mirror,
and the diameter of the electron beam is *500 lm at the target. The radiated THz
pulses are extracted from the LINAC vacuum pipe through a wedged CVD dia-
mond window or crystalline quartz window.

Table 1 Relationship between electron bunch charge and bunch length

Bunch charge (nC) Bunch length after RF-Gun (ps) Bunch length after chicane (fs)

0.2 0.5 75
0.5 2 150
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3 THz Transport

Propagation of the THz CTR from the metal target to the sample in the experiment
room should be investigated carefully when the source and the end points are
separated by long distance. A successful Transport of the THz radiation with
minimal intensity loss requires careful examination while accounting for the large
diffraction effect originating from the long wavelength of THz radiation. THz-
Transport code developed by Bernhard Schmidt at Deutsches Electronen-Syn-
chrotron (DESY) [19] is a useful tool to optimize the parameters of each optical
component so that maximal transmittance is achieved at the sample position over
the THz spectral range. A layout of the beam line optics and characteristics of the
THz radiation propagating along the THz transfer line at PAL is shown in Fig. 10
[15]. As a radiation source, CTR generated from an electron beam with the
Lorentz factor c of 100, longitudinal length 100 fs, and transverse radius of 1 mm
impinged onto the 1 in. diameter target is assumed. Intensity distributions of the
0.5 THz at five focusing mirrors are shown in the top row, where the size of each
square panel corresponds to the actual dimension of the optical element, and the

Fig. 9 Transition radiation
and its angular intensity
distribution
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layout of the optics is shown in the middle panel. The details of the optics are
summarized in Table 2. The wedged diamond window next to the metal target is
approximated as a clear aperture of the same size. This window has a transmittance
of about 70% in the THz region; Five focusing mirrors (F1–F5), which are 90� off-
axis elliptic or parabolic mirrors, are positioned to collimate or focus the beam
properly, while F5 was chosen arbitrarily to demonstrate the tight focus at the
experiment position located 200 mm from F4.

Size of the optics, focal lengths, and surface types are optimized with the
positions of the optics fixed. Great care should be taken to ensure high transmit-
tance at low THz frequencies, where the diffraction effect is significant (Fig. 11).
Besides the source and the objective focal points, the beam is loosely focused at
two points, one between F2 and F3 and the other between F3 and F4. In the bottom
row of Fig. 10, the effective beam radii estimated at several representative posi-
tions along the beam propagation are shown. The THz radiation strongly diverges
at the source point and its divergence is reduced by F1, and then focused by F2.
With the parabolic mirror (F2) of focal length 2,000 mm, the beam radius is only
reduced to *25 mm at the focal point. The radiation becomes almost collimated

Fig. 10 A layout of the beam line optics and characteristics of the THz radiation propagating
along the THz transfer line. Top Intensity distributions (0.5 THz) at the positions of focusing
mirrors. Middle Optics arranged from the source point through diamond window (D) and five
focusing mirrors (F1–F5), represented by lenses, to the experimental spot. Bottom Effective beam
radii estimated at several representative positions along the beam propagation
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with a radius of 25 mm after F4. THz radiation after the F4 mirror can be tightly
focused when using a parabolic mirror with appropriate focal length.

The transmittance of the THz Transport system changes with frequency.
Although the transmittance at [1 THz is greater than 80%, but the finite sizes of
the optical elements limit the transmittance at lower frequencies (Fig. 12a).
Nevertheless, transmittance to the experimental point can be maintained at an
acceptable value even at 0.2 THz. Figure 12b shows the intensity spectra which
peak at *0.5 THz, and decrease sharply at lower frequencies; this is a charac-
teristic of the electron beam used for the THz generation and the diffraction by the
finite sized metal screen used. In spite of the great loss of the intensity between F2
and F3, the spectral shape is nearly the same throughout the Transport system.

4 THz Detection

4.1 Detectors

Pyroelectric detector, golay cell, and cryogenic bolometer are the typical detectors
to measure the power of the THz radiation. Pyroelectric detectors are thermal
detectors working with a thermally isolated chip which is covered by a black
absorption coating. This coating converts the THz radiation falling on the chip to
heat. The change in temperature modifies the polarization of the material and this
polarization change gives rise to a voltage across the material. The Golay cell is an
opto-acoustic detector and consists of a gas-filled enclosure with an IR and THz
absorbing material and a flexible membrane. When THz radiation is absorbed, the
heated gas expands and results in the deformation of the membrane. A light

Table 2 Parameters of optical elements installed in the THz transfer line

Position (mm) Focal length (mm) Radius (mm)

Diamond window 85 10
F1 (Parabolic) 450 550 50
F2 (Parabolic) 1,750 2,000 75
AP1 2,950 50
AP2 3,950 50
F3 (Elliptical) 7,080 1,700 75
F4 (Parabolic) 10,280 2,000 50
F5 (Parabolic) 11,080 200 50

Fig. 11 The two-
dimensional intensity
distributions at the diamond
window at different
frequencies
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emitting diode (LED) emits through re-focussing optics and onto the mirrored
back surface of the chamber containing the absorbing membrane. This radiation is
reflected back through the lower half of the optics via a grating and re-focussed
onto a photodiode, and motion of the membrane produces a change in the signal on
the photodiode [20]. The Golay cell has high sensitivity and a flat response over a
very broad range of frequencies (0.2–20 THz). A bolometer consists of an
absorptive element, such as a thin layer of metal or semiconductor, connected to a
body of constant temperature (reservoir) through a thermal link. THz radiation
falling on the absorptive element raises its temperature above that of the reservoir.
The temperature change can be measured directly with an attached resistive
thermometer. Most bolometers use semiconductor or superconductor as absorptive
elements and these devices can be operated at liquid He temperatures enabling
significant sensitivity improvement.

Figure 13 shows the transverse profile of the electron bunch at the YAG screen
(Yttrium Aluminum Garnet, Y3Al5O12), which is located 30 cm upstream of the
CTR target, and the beam profile of the generated THz pulses at the CTR target.
The THz beam profile is taken with a LiTaO3 based pyroelectric array detector
(Pyrocam III, Spiricon, inc.). The measured image matches well with a simulated
data discussed above. Since the intense THz output easily saturates the bolometer,
the THz pulse energy generated from the CTR target can be measured with a
Golay cell or pyroelectric detector and a lock-in amplifier. With the beam charge
of *1 nC, 100 lJ single-cycle THz radiation with electric field strength of
approaching 1 MeV/cm has been measured at BNL [11].

Fig. 12 Spectral characteristics of the coherent transition radiations during the beam propaga-
tion. a Beam line transmittance for representative frequencies as a function of the distance from
the source point. b Intensity spectra estimated at the positions of the focusing mirrors [15]
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4.2 Electro-Optic Sampling

The THz radiation can be detected by electro-optic (EO) sampling method [3, 13,
14] in 1 (or 0.5) mm thick \110[ ZnTe nonlinear crystal (Fig. 14). EO sampling
is based on the Pockels effect in which an applied voltage causes the crystal to
become birefringent [3]. If the 800 nm gate pulse travels through the nonlinear
crystal at the same time as one point in the THz pulse, the THz field induces
birefringence in the crystal to rotate the polarization of the gate pulse in proportion
to the THz field amplitude, and the direction of rotation is proportional to the sign
of the field. By scanning a delay line, the entire pulse amplitude can be mapped
out. The signal is collected with a quarter-wave plate, a Wollaston polarizer, a pair
of balanced photodiodes, and a lock-in amplifier phase locked to an optical
chopper. The THz beam path needs to be enclosed and purged with dry air or
nitrogen to minimize THz absorption by water vapor. Figure 14b shows the time
domain THz transients and their power spectra.

4.3 Single Shot EO Sampling

Single shot EO sampling is adopted to solve the problem of intrinsic time jittering
of THz pulse and of slow data acquisition rate due to the low repetition rate of the
THz beam generated from LINAC. Time jittering of THz pulse makes the con-
ventional EO sampling with good time resolution impossible. The THz temporal
E field of these intense pulses can be measured by single shot EO sampling with
chirped laser pulses [11, 21, 22]. A small fraction of the linearly chirped Ti:sap-
phire laser output is used as a gate or probe. The THz pulse and the linearly
polarized probe pulse are copropagated through a [110] ZnTe crystal, and the
probe pulse goes through a quarter wave plate and a polarizer analyzer (Fig. 15).
The time evolution of the THz E field is transformed into an intensity modulation
on the probe spectrum. By measuring the spectrum difference of the probe beam
with and without the THz pulse, the time evolution of the THz E field is obtained
without moving the time delay (Fig. 16).

Fig. 13 Image of the electron bunch at the YAG screen (a) and Image of the THz output out of
the CTR target (b), (c) measured at PAL
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5 Application

5.1 Time Domain Spectroscopy (TDS)

Figure 14a shows a schematic diagram of THz time-domain spectroscopy (THz-
TDS) [3, 8, 23, 24]. Although the measurements are made in the time domain, this
technique is not time resolved measurements. By Fourier transformation into the
frequency domain, Fig. 14b, the THz frequency dependent absorption coefficient
a(x), refractive index n(x), permittivity e(x), and susceptibility v(t) of materials

Fig. 14 a EO sampling detection scheme (upper). b Comparison of time domain THz transients
of blank and crystalline quartz window and power spectra of THz pulses (red blank, blue
crystalline quartz window) (lower)
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can be measured directly without resorting to the Kramers–Kronig relation since
phase and amplitude of the THz field can be measured simultaneously using THz
time domain spectroscopy [3] (Fig. 17).

5.2 Time Resolved Terahertz Spectroscopy (TRTS)

Time-resolved terahertz spectroscopy [2, 5, 7, 26] is a specific case of optical
pump-probe methods (Fig 18). For a typical pump-probe measurement, ultrafast
optical pulses excite a sample, and subsequent photo induced changes of sample
properties are examined by short probe pulses as a function of delay time.
Figure 19 shows the experimental setup of time resolved THz spectroscopy. After
ultrafast optical pulses excite the sample, the transient change of the sample is
probed by THz pulses by EO sampling or by single shot EO sampling method [3].
Since the energy of the probing photons is low, this method is mainly sensitive to
intraband absorptions of solid or to the collective low-frequency solvent response
in a liquid.

Recently, the development of high-energy tabletop THz pulse sources and the
accelerator based THz source has enabled nonlinear transmission studies on
semiconductors as well as measurements with THz pump and near-IR or mid-IR
probe pulses [27]. Under an intense THz pulse irradiation, the interband excitation
that results in the generation of excitons occurs, although the THz photon energy

Fig. 15 Schematic of experimental setup of single shot EO measurement with a chirped probe
beam
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Fig. 16 a Raw data, single-shot probe pulse spectra with (red) and without (black) a
copropagating THz pulse. b Measured single-shot THz waveform. c Fourier transform of the
waveform of a [11]

Fig. 17 a Real and
b imaginary parts of the
complex dielectric constants
of liquid H2O, D2O, and H2
18O at 296 K. The absolute
values of the dielectric
constants of liquid D2O and
H2

18O are shifted by 2 and 4,
respectively. [25]
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Fig. 18 Schematic of experimental setup of time resolved measurement

Fig. 19 a Experimental setup of time resolved THz spectroscopy. b The ultrafast relaxation and
recombination dynamics of photogenerated electrons and holes in epitaxial graphene. The
measured change in the real part of the complex amplitude transmission (gray) and the theoretical
fit (black) for pump pulse energy of 14.8 nJ [5]
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(*4 meV) is much smaller than the gap energy of SWNTs (*1 eV) (Fig. 20).
THz field strengths on the order of up to 1 MeV/cm can open up the field of
nonlinear optics with single-cycle THz pulses and will be a powerful tool to study
high E-field effects in condensed phase with ultrafast temporal resolution.

6 Summary

The design of the fs-THz beamline including a fs-regenerative laser amplifier
system, Generation, Transport, detection of the THz, and the experimental
methods such as TDS and TRTS are described. Recent development of high-
energy tabletop THz pulse sources and the accelerator based coherent THz source
has enabled nonlinear transmission studies as well as THz pump and near-IR or
mid-IR probe pulses. This intense THz source can open up the new field of
nonlinear science with single-cycle THz pulses and provide a wonderful oppor-
tunity to understand nonperturbative light-matter interactions in condensed phase
in a time-resolved manner.

Acknowledgments This work was supported by National Research Foundation of Korea (NRF)
Grant funded by the Korean Government (grant code: 2011-0001291). The work at the PLS were
supported in part by the Ministry of Education, Science and Technology (MEST) and POSTECH.

Fig. 20 Intense terahertz pulse induced exciton generation in carbon nanotubes. Results for the
near-IR-pump (�hxpump = 1.55 eV) (a)–(c) and THz-pump experiments (�hxpump *4 meV)
(d)–(f) [28]
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Electron Beam Sources Based on Carbon
Nanotube for THz Applications

Yong Hyup Kim, Tae June Kang, Wal Jun Kim, Eui Yun Jang
and Jeong Seok Lee

1 Introduction

Performance of electron emitter plays an essential role in the detection and gen-
eration of electromagnetic wave signals. It becomes technologically challenging
from spanning terahertz (THz) applications, due to the lack of sufficient power
sources. The vacuum THz amplifier, such as a travelling wave tube (TWT) or a
klystron is practically used to increase the output power. The characteristic of
these amplifiers is mainly represented by the performance of electron beam source
which has to deliver a sufficient current in order to allow an amplification of the
THz signal.

The electron sources mostly have used thermionic emission in which electrons
are emitted from heated filament (hot cathode). However, the thermionic emission
requires high thermal energy for heating the emitter to an operating temperature,
resulting in additional power dissipation (most of which is lost as conduction heat
or radiation) and distinct time delays in starting operation. Field emission (FE) is
an alternative method to generate an electron beam. FE mechanism is basically a
quantum effect with a sufficiently high external electric field, electrons near the
Fermi level can tunnel through the energy barrier and escape to the vacuum level.
Compared to thermionic emission, the FE could be preferable for the THz electron
source because no heating is required and high emission current is readily gen-
erated by applying an external electric field. Thus the cathode used in field
emission is often called ‘‘cold cathode’’ and has considered as a strong candidate
of high current electron source.
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Carbon nanotube (CNT) has emerged as a promising class of electron field
emitters in terms of a low threshold electric field for emission and a high emission
current density. In this part, we will briefly introduce the fundamentals of field
emission theory, CNTs and their physical properties. Discussion on CNT cold
cathode in THz devices will also be described. The emphasis is on the fabrication
methods for various type of planar and point emitters, the cutting-edge emission
performances of the CNT cathodes, and their relations with the underlying
materials properties.

2 Fundamentals of Field Emission

Field emission is defined as emission of electrons from surface of a condensed
phase into another (usually vacuum) by an external electric field. Wood first
observed this phenomenon in 1897. The field emission basically consists of tun-
neling of electrons through deformed potential barrier at the surface as shown in
Fig. 1. In this sense, it is different from thermionic emission or photoemission in
which electrons are given sufficient energy to overcome the potential barrier.
Potential barrier in field emission deforms strongly so that unexcited electrons can
be emitted through the deformed thin potential barrier.

Tunneling is a purely quantum mechanical phenomenon, thus field emission is
not explained by classical physics. Fowler and Nordheim firstly calculated tun-
neling probability on metal surface using quantum mechanics in 1928. The field
emission current density (J) from the Fowler–Nordheim equation is given by
equation [1].

J ¼ 1:4� 10�6 E2
loc

/
exp

9:87

/0:5

� �
exp �6:53� 107 /1:5

Eloc

� �
ð1Þ

Fig. 1 Schematic draw of
field emission mechanism
based on quantum tunneling
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As shown in the equation, the field emission current density depends on local
electric field Eloc and work function ð;Þ Local electric field can be expressed as
Eloc ¼ bE ¼ bV=d0 where V is an applied voltage, d0 is an inter-electrode distance,
and E represents applied electric field. The field emission enhancement factor bð Þ is
determined solely by geometrical shape, such as aspect ratio, curvature of tip.
Therefore, there are two possible approaches to enhance the current density;
(1) increasing field emission enhancement factor and (2) reducing work function of
emitter material. Many researches using CNT materials have focused on the first
approach to build up high performance field emitter due to geometrical advantage of
CNTs (i.e., high aspect ratio), based on extraordinary field emission properties.

3 Carbon Nanotubes

Carbon nanotubes (CNTs) are allotropes of carbon with a cylindrical nanostruc-
ture, discovered in 1991 by Iijima [2]. The name is derived from their long, hollow
structure with the walls formed by one-atom-thick sheets of sp2-bonded carbon,
called graphene. These carbon sheets are rolled at specific and discrete chiral
angles, and the combination of the rolling angle and radius decides the nanotube
electrical properties, such as metallic or semiconducting. Nanotubes are catego-
rized as single-walled nanotube (SWNT) and multi-walled nanotube (MWNT)
depending on the number of walls composing the tube. MWNT is constructed with
a set of concentric SWNTs with different diameters while having an inter-tube
distance of 3.4 Å. The MWNT is usually considered as a zero-gap metal.

3.1 Material Properties

Large amount of effort has been devoted to evaluate the physical properties of
CNTs, but a lot of work should be done because CNTs exhibit diverse physical
properties depending on the diameter, length, and chirality. The following sub-
sections briefly summarize the electric, thermal, and mechanical properties of
nanotubes known up to now.

(1) Electrical property

Electrical property of CNT depends on its diameter and chiral vector. Band gap
of CNT is inversely proportional to the diameter. The way how the graphene sheet
is wrapped is represented by a pair of indices (n, m) as shown in Fig. 2. The
integers n and m denote the number of unit vectors along two directions in the
honeycomb crystal lattice of graphene. When m = 0, the nanotubes are called
zigzag nanotubes, and when n = m, the nanotubes are called armchair nanotubes.
Otherwise, they are called chiral. For chiral vector, if n = m or n - m = 3q where
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q is a nonzero integer, the CNTs are metallic with a small band gap, otherwise the
CNTs are semiconductors. Metallic CNT is theoretically able to carry an electric
current density of 4 9 109 A cm-2 [3], which is 1,000 times greater than those of
metals such as copper. In 1998, Frank et al. [4] observed that the CNTs have
significantly high ballistic conductance, which enabling them to carry massive
current without essential heating. It was experimentally confirmed that the current
density could exceed 107 A cm-2.

(2) Thermal property

Outstanding thermal conductivity of CNTs has been widely used to demonstrate
novel thermal dissipation and interfacial material. Hone et al. [6] reported that the
thermal conductivity of a SWNT rope at room temperature is in the range of
1,800–6,000 W m-1 K-1. Che et al. [7] numerically showed that the thermal
conductivity of a (10, 10) nanotube approaches 2,980 W m-1 K-1. Berber et al.
[8] reported a relationship between thermal conductivity and temperature, and
theoretically confirmed that the mean free path of the phonon is dominant factor on
significantly high thermal conductivity value of 6,600 W m-1 K-1.

(3) Mechanical property

CNTs have exceptional mechanical properties, such as tensile strength and
elastic modulus, which results from the covalent sp2-bonds between the individual
carbon atoms. MWNT was tested to have a tensile strength of 63 GPa [9].
Peng et al. [10] revealed that individual CNT shells have strengths of up to
*100 GPa, which is in good agreement with quantum/atomistic models. Since
carbon nanotubes have a low density of 1.3–1.4 g cm-3, its specific strength of
48,000 kN m kg-1 is the highest among known materials, compared to high-
carbon steel of 154 kN m kg-1 [11].

Fig. 2 The chiral vector
defined on the hexagonal
lattice of carbon atoms [5]
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3.2 Synthesis

Carbon nanotubes are generally produced by three main techniques, arc discharge,
laser ablation and chemical vapor deposition (CVD). In this section, different
techniques for nanotube synthesis and their current status are briefly explained.

(1) Arc-discharge

When arc-discharging between two graphite rods of electrodes in an enclosure
that is usually filled with inert gas (helium, argon), the carbon is vaporized from
the anode rod and then condensed on the relatively cold cathode rod. Such con-
densed carbons are composed of multi-walled carbon nanotubes and carbon par-
ticles. SWNTs can be synthesized by mixing different metals into the anode. The
yield for this method is up to 30% by weight and it produces both single- and
multi-walled nanotubes with lengths of up to 50 lm with few structural defects.

(2) Laser ablation

Smalley’s group in Rice University, USA, used the laser ablation method to
synthesize CNTs. A pulse laser vaporizes a graphite target in a reactive chamber
that is maintained at 1,200�C. The vaporized carbons are condensed on a cold
collector. The resulting material is composed of MWNTs and carbon particles.
Also, by mixing various catalytic metals such as cobalt and nickel on to the
graphite target, SWNTs can be synthesized with a controllable diameter deter-
mined by the reaction temperature. However, it is a more expensive method than
either arc discharge or chemical vapor deposition.

(3) Chemical vapor deposition

CVD synthesis refers that reactive carbon atoms diffuse to catalytic nanopar-
ticles and then crystallizing into tubes. The synthesis of CNTs through CVD
method is essentially a two-step process consisting of a catalyst preparation step
followed by the actual synthesis of the nanotube. The catalyst is generally prepared
by depositing a transition metal such as iron, cobalt, nickel onto a substrate and
then using thermal annealing to induce catalyst particle nucleation. Thermal
annealing results in cluster formation on the substrate, from which CNTs will
generally grow at a specific temperature in the range of 650–900�C. The diameters
of CNTs are related to the size of the metal nanoparticles. This can be controlled
by annealing condition. Moreover, the CVD method is capable of selective growth
of either SWNTs or MWNTs by tuning processing parameters such as tempera-
ture, size of catalytic nanoparticles, and species of carbon sources. The CVD
method is an economically efficient method on the industrial scale to synthesize
SWNTs and MWNTs.
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3.3 Dispersion

CNTs have poor solubility in many kinds of solvents which limits their processability
for diverse applications. There are two strategies for dispersing CNTs: physical
modification (non-covalent treatment) or chemical modification (covalent treat-
ment). The well-dispersed CNTs in solution allow us to manipulate and extend CNTs
into a desired structure with various wet-based assembly methods. In this section,
physical and chemical modification for the dispersion of CNTs will be summarized.

(1) Physical modification

The non-covalent surface treatment by polymer wrapping or surfactant coating
has been widely used in the preparation of both aqueous and organic solvents to
obtain highly concentrated solution with individually dispersed CNTs [12]. It is
basically van der Waals, hydrophobic or p� p interactions, and this modification
is particularly interesting because it does not perturb the electronic structure of
CNTs. In practice, CNTs are dispersed by adding them into an aqueous solvent
with a surfactant such as sodium dodecyl sulphate (SDS), lithium dodecyl sulfate
(LDS). By encasing CNTs with functional polymers, such as cross-linked
copolymer polystyrene-blockpolyacrylic acid (PS-b-PAA) is also used for non-
covalent treatment [13]. This encapsulation may enhance CNT dispersions in
various organic solvents. After the non-covalent surface treatment, sonication may
help to debundle nanotubes by steric or electrostatic repulsions.

(2) Chemical modification

Covalent functionalization on CNT surface with chemical functional groups
effectively improves their dispersion properties in various solvents by enhancing
wetting and adhesion properties. CNTs are functionalized by irreversible attach-
ment of appendage on the sidewalls and/or on the tips. Strong acid treatments with
sulfuric acid (H2SO4) or nitric acid (HNO3), or mixture of acids, are usually used
to improve the wettability so that CNTs can be well-dispersed even in water [14].
Though useful chemical properties can be additionally embedded by means of
functional groups, aggressive chemical functionalization might introduce struc-
tural defects so it degrades the intrinsic CNT properties. For instance, electrical
properties of SWNT are perturbed by covalent functionalization because double
bonds between carbon atoms are irreversibly lost.

3.4 Applications

The special nature of carbon combines with the molecular perfection of SWNTs to
endow them with exceptional electrical, mechanical and chemical properties.
These superior characteristics of CNTs have been stood in the spotlight of various
applications.
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CNTs have high potential for improving the mechanical, thermal, and electrical
properties of composite materials, which has inspired researchers to use them as
reinforcements for metal and ceramic matrices, as well as polymer matrices
[15, 16]. Excellent electrical properties, such as ballistic transport behavior can be
useful for developing single electron transistor [17]. High conductivity and
capability of high current density are excellent for an electrical wire, anti-static
electricity, magnetic shield, field emission source, etc. [15, 18]. Thermal con-
ductivity of CNTs has inspired many researchers to demonstrate outstanding
thermal dissipation and interfacial materials [19]. Furthermore the interesting
combination of electrical, mechanical and chemical properties of CNTs has led to
wide-range investigations of their potential in future applications, such as highly
sensitive detectors, flexible electronics, and energy storage/harvesting devices
[15, 20, 21].

Of these applications, CNTs and their assembled structures has attracted
considerable attentions for the use of electron emitter in field emission. Since de
Heer et al. [22] had attempted to apply CNTs for field emitter, the diverse efforts
for developing field emission display (FED), X-ray tube and electron amplifier
have been carried out [23]. Recently these superior field emission properties of
CNTs are spanning to THz applications. The following section covers on the
fabrication methods of various types of CNT emitter, and their field emission
performances.

4 CNT Array and Its Assembled Structures for Field Emission

CNTs have been investigated as a promising cold-cathode due to their excellent field
emission properties. However, since individual CNTs are able to only emit up to
1 lA [24–26], CNT array and its assembled structures have been required for
high-power field emitters. There exist various CNT structures in macroscopic scale,
including fiber, yarn, sheet, film, vertical-aligned (VA) array, and sponge-like form.
Among them, fiber, yarn, and VA-array can be useful for field emission due to their
geometric aspect ratio, as discussed in Sect. 2. These structures are categorized into
planar (VA-array) and point (fiber and yarn) CNT emitter. This section covers an
overview offield emission of planar and point CNT emitters, the state-of-art emission
performances, and their relations with the underlying material properties.

4.1 CNT Planar Emitter

Large-scale synthesis of VA-CNT structure, for the first time, was achieved by
using a method based on CVD catalyzed by iron nanoparticles embedded in
mesoporous silica [27]. Afterward many researchers have fabricated VA-CNT
structures by different methods [22, 28–31]. Figure 3 provides typical images of
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VA-CNT structures. These VA-CNT structures have been directly used for a
cathode of field emission. In 1996, a high-intensity electron gun from VA-CNT
structures was demonstrated by de Heer and co-workers [22]. The VA-CNT
structures were fabricated by template-assisted filtration method. The current
densities greater than 100 mA/cm2 have been realized.

Fig. 3 Secondary electron microscopy (SEM) images of VA-CNT structures synthesized on
porous silicon substrates [31]. a–f SEM images according to different pattern size, magnification,
and angle view. g Transmission electron microscopy (TEM) image of MWNTs in a VA-CNT
structure. The inset is a high-resolution TEM image

Fig. 4 VA-CNT structures
as electron field emitter
arrays [31]. a Experimental
setup: the cathode consists
of a porous silicon substrate
with VA-CNT structures.
An aluminum-coated silicon
substrate serves as the anode
and is kept 200 lm away
from the VA-CNT structure.
b Current density (j) versus
voltage (V) characteristics of
the sample. The inset shows the
emission current stability [32]
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Fan et al. [31] used patterned VA-CNT structures for an electron field emission
array. The current densities from the array reached 10 mA/cm2 at *5 V/lm as
shown in Fig. 4. The emission current is found to be linearly proportional to the
number of nanotube blocks on the samples. In addition, the CNT arrays emit
electrons stably over a test period of 20 h at a current density of *0.5 mA/cm2.

Choi et al. [23] demonstrated high-brightness field emission display using
SWNTs by screen-printing method (see Fig. 5a).The SWNTs are vertically
aligned using paste squeeze and surface rubbing techniques as shown in Fig. 5b.
The turn-on fields of 1 V/lm and field emission current of 1.5 mA at 3 V/lm
(90 lA/cm2) were achieved. Li et al. [33] also fabricated planar field emitters by
screen-printing MWNTs paste on glass substrates with indium-tin-oxide (ITO)
film. The turn-on filed is less than 3 V/lm and the emission current density can
approach 1 mA/cm2 at 6.5 V/lm. The screen-printing method is easy to fabricate
and scale-up planar CNT emitters, but there is a fatal problem regarding to
degassing of organic vapor.

Meanwhile, Zhou group reported a novel method for fabrication of VA-CNT
structure as field emitter using electrophoresis and activation process (see Fig. 6a)
[34]. The cathodes have significantly enhanced field emission current density
(1,500 mA/cm2) and long-term stability under high operating voltages. The
application of this CNT electron source is demonstrated for high-resolution X-ray
imaging as shown in Fig. 6b.

4.2 CNT Point Emitter

CNT point emitter using CNT assembled structure is a highly effective field
emission source because the screening effect is negligible in the configuration of
point geometry [35]. The fabrication method of CNT point emitter can be divided
into two types: solid-state and liquid-state spinning. Solid-state spinning is of
assembling as-synthesized CNTs, without wet process, into a yarn or fiber through
twisting or drawing process, whereas liquid-state spinning is fabricating CNT fiber

Fig. 5 a Emitting image of fully sealed SWNT-FED at color mode with red, green, and blue
phosphor columns. b Cross-sectional SEM image of CNT cathode [23]
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from dispersive solution based on various phenomena, such as coagulation,
capillary condensation, gelation, and so forth.

(1) Solid-state spinning

Jiang et al. [36] reported, for the first time, spinning of the continuous CNT
yarns through directly drawing CNTs from VA-CNT structure, which is similar
process of silk production. Figure 7b shows a 100-lm-high, freestanding CNT
array held by adhesive tape. The indentation at the top of the array marks the
region that is being turned into a yarn 30 cm long and 200 lm wide. Continuous
yarns can be drawn out from super-aligned CNT arrays in which the CNTs are
aligned parallel to one another and are held together by van der Waals interactions
to form bundles (Fig. 7c). The yarns usually appeared as thin ribbons composed of
parallel threads that have diameters in the range of several hundreds of nanometers
(Fig. 7d).

Zhang et al. [37] improved this technique by fabricating MWNT yarns by
twisting nanotube sheet, which is also of highly aligned and interconnected CNT
networks. SEM image of Fig. 8 shows the MWNT yarn assembly during spinning
process, in which MWNTs *10 nm in diameter were simultaneously drawn from
the MWNT forest and twisted. The direction of drawing was orthogonal to the
original nanotube direction and parallel to the substrate. The twisting process
improves mechanical strength due to mechanical coupling between CNTs.

Using these CNT assembled structures, highly effective field emitters have been
demonstrated. Wei et al. reported an efficient method to fabricate field emitter by
cutting a continuous MWNT yarn into segments [38–40]. The cross section of each
segment was composed of open-ended MWNTs which serve as field emitters. The
emission current can reach several milli-amperes, and the emitters can work stably
for a long time. Chen et al. fabricated point emitters using a MWNT yarn which
was treated by ethylene glycol. The point emitter showed a very high emission
current of 3.01 mA and good emission stability of over 20 h. Large field

Fig. 6 a Cross-sectional SEM image of the CNT cathode after the activation process. b Micro-
computed tomography (micro-CT) image of anesthetized mouse using the CNT based micro-
focused X-ray source [34]
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enhancement factor caused by the large aspect ratio of sharp tip, and tight bonding
of neighboring MWCNTs via the ethylene glycol treatment are attributed to these
excellent field emission properties [38].

Despite of these achievements, solid-state spinning CNT fibers have limited
applicability due to its cumbersome processes to construct a field emission device.
The spun fibers should be manually attached to the substrate that is usually coated
with adhesive material by trial and error to fabricate point emitter. Moreover it is
quite difficult to attach a CNT yarn perpendicular to a substrate. These processes
might also lead to CNT point emitter that is poor in electrical contact and weak in
the mechanical strength between substrate and CNT yarn.

Fig. 7 Carbon nanotube yarns. a A carbon nanotube yarn being continuously pulled out from a
free-standing carbon nanotube array, which is shown enlarged in (b) (roughly 9 8 magnifica-
tion). c SEM images of a carbon nanotube array grown on a silicon substrate, showing the super-
alignment of carbon nanotubes (scale bars: 100 lm; inset, 200 nm). d SEM image of the yarn and
the inset show TEM image of a single thread of the yarn (scale bars: 500 nm; inset, 100 nm) [36]

Fig. 8 SEM images of a
carbon nanotube yarn in the
process of being
simultaneously drawn and
twisted during spinning from
a nanotube forest outside the
SEM [37]
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(2) Liquid-state spinning

Liquid-state spinning has an advantage to produce CNT fibers with high purity
because it allows selection and purification process of CNTs. Liquid-state spun
CNT point emitter have high alignment as well as high packing density due to
capillary flow and condensation effects. In addition, liquid-state spinning can
employ electroplating technique to tightly bond between CNTs and substrate.

Vigolo et al. [41] reported, for the first time, macroscopic SWNT fibers through
a coagulation spinning process. A surfactant-stabilized SWNT solution is injected
into a rotating polyvinyl alcohol (PVA)/water, as a coagulant, bath. The PVA
displaces the surfactant and induces flocculation of the SWNTs into a long ribbon
structure where SWNTs are aligned along the flow direction of the coagulant. The
prepared ribbon structures are rinsed with water in order to remove the PVA
polymer, and then dried. The ribbon is transformed into fibrous structure due to
capillary condensation during dry process. Kozlov et al. [42] fabricated polymer-
free SWNT fiber through either acid- or base-coagulation spinning. When
surfactant-stabilized aqueous SWNT dispersion is injected through a syringe tube
into a rotating acid or base-filled bath, the SWNTs flocculate spontaneously into a
fibrous structure. Although the resulting fibers have electrically conductive rather
than PVA-coagulated fibers, their mechanical properties such as tensile strength,
modulus and toughness) are weak. Fuming sulfuric acid enables to form liquid-
crystalline phase of SWNTs at a high concentration [43]. The anions of the sulfuric
acid surround individual SWNTs, which promotes their ordering into a well-
aligned phase. The prepared SWNT dispersion is extruded by conventional liquid-
state spinning technique into continuous SWNT fibers. The ordered SWNT
dispersion renders high alignment of SWNT fiber during the extrusion process.

Jang et al. [44] fabricated pure macroscopic SWNT fibers by using dip-coating
method without any additive or additional electrical equipment or complex
apparatuses.A sharp tip is immersed into the SWNT colloidal solution (upper inset
in Fig. 9), and then withdrawn out of the solution at a constant velocity. After the
tip of the wire is raised above the surface of the solution, the SWNT fibers with the
diameter of about 10–20 lm (lower inset in Fig. 9) are continuously formed. This
method only utilizes micro-fluidics including capillary condensation, capillary
flow and surface tension, which result in self-assembly and self-alignment of
SWNT colloids. Since the prepared fiber is made of pure SWNT only, it is flexible
to modify the properties of the fiber by using a post-treatment for various
applications.

Liquid-state spinning process can make CNT ceramic composite fiber.
Kim et al. [45] reported macroscopic one-dimensional WO3/CNT composite fibers
made by liquid-state spinning and electroplating technique. A sharpened tungsten
tip is immersed into the electrolyte solution (Fig. 10a), which is prepared by
dissolving CNTs and sodium tungstate dihydrate (STD) in dimethylformamide
(DMF) solvent. Upon applying bias to the tungsten anode with the container
bottom grounded, negatively charged CNTs that are acid-treated gather around the
anode along with the WO4

-2 ions. After electroplating process, the tip is pulled up
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Fig. 9 Optical image showing the tungsten wire immersed into the SWNT colloidal solution
forming a dome shape (upper inset; scale bar = 5 mm) and the SWNT fiber being formed
continuously from the solution during the withdrawal process (main panel; scale bar = 10 mm).
Scanning electron micrograph of lower inset showing the magnified SWNT fiber in the dotted
circle (scale bar = 10 lm) [44]

Fig. 10 Schematic of the procedure for fabricating one-dimensional WO3/CNT composite
structure by crystal-like growth. a Immersing tungsten W-tip into stable CNT suspension and
electrolyte in DMF and beginning electroplating with bias applied between W-tip and counter
electrode. b Pulling up WO3/CNT composite from the solution at a faster rate to finish the
growth. c Contacting WO3/CNT composite on Teflon substrate to avoid curling effect. d Drying
of solvent for condensed WO3/CNT composite, resulting in a vertically aligned composite
emitter. The bottom row frames show the digital snapshots of each step of the procedure [45]
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at a constant speed with a column of the solution of CNTs and WO4
-2 clinging to

the tungsten tip. After the desired length of the macroscopic one-dimensional
WO3/CNT composite is reached, the electrode is quickly pulled up to complete the
electroplating, as shown in Fig. 10b. The tip of the withdrawn WO3/CNT column
is carefully placed on a Teflon plate and is made to touch its surface (Fig. 10c).
As shown in Fig. 10d, the solvent in the exposed column of solution evaporates,
leading eventually to the formation of a condensed macroscopic one-dimensional
CNT structure having a diameter of about 20 lm. In this process, the contact that
mechanically constrains free end of the column is a key to obtain vertically aligned
composite emitter along the axis of the tungsten tip.

However, undesirable nail head shape at the apex of the composite emitter is
formed after drying process. The nail head is not desirable for high current field
emission. The nail head was removed by an electrical discharge machining (EDM)
as shown in Fig. 11. Moreover, the EDM treatment could dramatically reduce the
series resistance between W-tip and the emitter via high level of Joule heating
caused by the arc discharge.

The field emission current of the composite emitter reached the maximum level
of 10 mA (Fig. 12a) and showed high stability of field emission at high current as
shown in Fig. 12b. The emission current density of 5 mA corresponds to
approximately 1,590 A/cm2 since the emitter diameter is about 20 lm. The
incredibly high current level of better than 10 mA of the emitter could be attrib-
uted to uniform geometric length of individual CNTs in the composite, large
aspect ratio, high conductivity of the composite and low contact resistance
between substrate and CNTs emitter.

5 Summary and Outlooks

In spite of planar CNT emitters fabricated by screen printing and chemical vapor
deposition have attracted considerable attentions for field emission display in
earlier research, the point emitters are generally preferred for applications in THz
devices. Because focusing spot size for electron emission and field emission

1mm

Fig. 11 SEM image of
vertically aligned WO3/CNT
composite emitter on
substrate (tungsten tip) [45]
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properties are better than those of planar emitters, based on geometrically high
aspect ratio of the point emitter. Moreover, the point emitter could be a highly
effective field emission source because the screen effect does not significantly
appear in the point emitter configuration. The macroscopic CNT point emitter was
demonstrated by solid-state spinning technique using MWNTs; however this
method requires an adhesive and manual manipulation. These cumbersome pro-
cesses may lead to CNT point emitter that is poor in electrical contact and weak in
the mechanical strength between substrate and CNT fiber so that result in a low
emitter performance and emitter stability with time. The liquid-state spun point
emitter has various advantages, such as securing high purity, packing density and
length directional alignment of CNTs at the emitter. The CNT composite point
emitter fabricated by this liquid-state approach shows the best field emission
properties in terms of current density and total current up to now.

Most of the published CNT field emission research so far has focused on field
emission display. The performance of the CNT cathodes under high emission
current and high voltage has not been adequately exploited except a few published
studies. Even though the recent outstanding researches provide possible routes to
develop a high power electron source, they are still less satisfactory for the use of
cathode utilized in THz applications. The cutting-edge field emission performance
based on CNT materials are summarized in Table 1. Future researches on field
emitter will focus on developing novel field emission cathode that are capable of
high current density as well as high total current. Both field emission character-
istics are prerequisites for THz devices. Visible goal of these researches will be a
current density of 100 A/cm2 with a total current of several tens of milli-ampere.
To accomplish this work, it might be necessary to overcome non-uniform field
emission on a single point emitter tip, and bunching of these emitters could be
considered to achieve such a high total current.

Fig. 12 a I–V plots and (b) field emission stability of the composite emitter. Boldface numbers
and the numbers in the round bracket indicate applied electric field during stability test and the
electric field which is required to obtain initial current level after the stability test [45]
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THz Generation and Propagation
Using Femtosecond Laser

Tae-In Jeon

There are several methods to generate and detect THz electromagnetic radiation
whose frequency lies between the microwave and infrared regions of the spectrum.
For example photoconductive switching, optical rectification, photomixing,
quantum cascade lasers, and free electron laser are widely used methods that can
generate THz beams. Meanwhile, photoconductive switching (antenna), electro-
optics sampling, and bolometers are widely used detection meters. Recently air-
breakdown-coherent THz generation and detection have been developed [1, 2]. In
this section, I will explain commonly used generation methods, such as photo-
conductive switching and optical rectification. Also, the photoconductive switch-
ing (antenna) and electro-optics sampling methods will be explained because they
are commonly used to detect THz beams.

1 THz Generation

1.1 Photoconductive Antenna

When a femtosecond laser pulse illuminates semiconductors, such as Si or GaAs,
and its energy (E = hf or = hc/k) is bigger than that of the band-gap of the
semiconductors, photo induced carriers, such as like electrons and holes, are
generated. For example, if the Ti:sapphire laser beam, whose wavelength is
800 nm with 100 femtoseconds pulse width, the energy of a photon of the laser
beam can be calculated by E = (6.626 9 10-34 Js) 9 (3 9 108 m/s)/(800 9 10-9

m) = 2.48 9 10-19 J. The unit of [J] can be converted to the unit of [eV] by
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dividing the electronic charge by 1.6 9 10-19 [C]. The energy of a photon of the
laser beam is 1.55 [eV], whereas the band gaps of Si and GaAs are 1.12 and 1.42
[eV], respectively. Therefore, the semiconductor materials absorb the photo energy
and create carriers, as shown in Fig. 1.

The generated carriers are randomly distributed on the semiconductor surface.
If an electric field, which comes from the DC bias connected to two metal
transmission lines (or metal dipole antenna), is applied to the carriers, the electrons
move to a positive transmission line and the holes move to a negative transmission
line. When the carriers move in one direction, the photocurrent, J(t), is generated.
The photocurrent can be expressed as

JðtÞ ¼ NðtÞelE; ð1Þ

where N denotes the density of the photocarriers, which depends on the laser pulse
shape and the carrier lifetime, e is the fundamental charge, l is the mobility of
electron, and E is the bias electric field. Figure 2 shows the schematic view of
generated photocarriers by femtosecond laser pulse and the radiated THz pulse by
photocurrent.

The THz radiation amplitude is proportional to the time derivative of the

transient photocurrent as ETHz(t) � oJðtÞ
oðtÞ . Since only the N parameter depends on

time for Eq. (1), the THz radiation amplitude can be expressed as ETHz(t) � oNðtÞ
oðtÞ .

Fig. 1 The absorption of a laser energy results in the generation of an electron-hole pair

Fig. 2 a Generated photocarriers by femtosecond laser pulse. b Radiated THz pulse by the
photocurrent. The electrons and holes are moved to positive and negative charged transmission
lines respectively
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Figure 3 shows the amplitude of the laser pulse, photocurrent, and radiated THz
pulse [3].

Although the width of the Ti:sapphire laser pulse is very short (approximately
less than 100 fs), the induced photocurrent can be extended by a few picoseconds.
In order to generate a very short THz pulse, an ultra-short laser pulse and very
short carrier lifetime are required. Also, in order to generate a strong THz pulse
(big THz amplitude), a high laser beam power, high mobility, and high bias are
needed. Because the two metal transmission lines are very closely located (usually
5 microns for the dipole antenna and few tens micron for the transmission line),
they can be easily shortened for the high laser beam power and high bias.
Therefore, a high mobility of semiconductors is an important parameter to make
the THz transmitter chip avoid short circuits. Table 1 shows the characteristics of
commonly used semiconductors for the THz transmitter or receiver chips [4].

1.2 Optical Rectification

When ultra-short laser pulses are focused on second-order nonlinear materials,
such as ZnTe, GaAs, and InP, a frequency dependent polarization P(x) is created
by using the interaction of two optical photons at different frequencies (x1 and x2)
of the ultra-short laser pulse. Therefore, the polarization P(t) can be written as a
power series of the electric field (ultra-short laser beam).

Fig. 3 Temporal intensity of the laser pulse, photocurrent, and radiated THz pulse

Table 1 Characteristics of commonly used semiconductors for the THz transmitter or receiver chips

Photoconductive
materials

Carrier lifetime [ps] Electron mobility
½cm2=ðV � SÞ�

Band gap [eV]

LT-GaAs 0.3 150–200 1.42
GaAs 100 8,500 1.42
Si 0.8–20.0 1 1.12
Ion-implanted SOS 0.6 30 1.12
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P tð Þ ¼ v 1ð Þ tð ÞE tð Þ þ v 2ð Þ tð ÞE tð ÞE tð Þ þ v 3ð Þ tð ÞE tð ÞE tð ÞE tð Þ þ . . .:: ð2Þ

The frequency dependent polarization P(x) is converted from P(t) by Fourier
transformation. Finally, the THz radiation amplitude is proportional to the second
order time derivative of the P(t) as

ETHzðtÞ ¼
o2PðtÞ
ot2

: ð3Þ

The spectrum of the short pulse has a very broad bandwidth, whereas the
spectrum of the broad pulse has a very narrow bandwidth. Therefore, a femto-
second laser pulse has many frequency components (very broad spectrum band-
width). Any different frequency components make a new THz frequency
component of the THz pulse. For example, the frequencies of the laser pulse, such
as x1, x2, and x3, make the frequencies of the THz pulse become x2-x1, x3-x2,

Fig. 4 The relationship between laser pulse and THz pulse by optical rectification (modified
Ref. [5])
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and x1-x3 as shown in Fig. 4. Because of the very broad spectrum bandwidth of
the ultrafast laser pulse, the THz spectrum bandwidth generated is mathematically
enough to convert the THz pulse in the time domain to an inverse Fourier
transformation.

Meanwhile, similar to optical rectification, the photo-Dember effect is another
way to generate the THz pulse without bias on the semiconductor surface. The
generated photocarriers due to the absorption of laser beam can be diffused toward
the semiconductor. The diffusion of the electrons and holes depends on the
mobility of the carriers. Since electrons have higher mobility than the holes, the
electrons go farther than the holes. The brief separation between the electrons and
holes in semiconductors induces a transient photo-Dember field that generates
electromagnetic radiation that has a THz frequency component.

2 THz Detection

2.1 Photoconductive Switching (Antenna)

As explained by the energy relationships between the femtosecond laser pulse and
the band gap of the semiconductor material, if the energy of the Ti:sapphire laser
pulses are bigger than that of Si or GaAs, the photocarriers are generated on the
semiconductor surface. Whenever the laser pulses are exposed at the gap of the
dipole antenna, which exists on the semiconductor surface, the generated photo-
carriers connect the dipole antenna (the photo conductive switch transitions to on
state). The ammeter can detect the induced current when the incoming THz
electric field from the back side of the receiver chip is applied. However, the
carrier lifetime is very short because of the recombination between the electrons
and holes or the trapping of the carriers in the semiconductor surface. If the carrier
lifetime is much shorter than the THz pulse, the photo conductive dipole antenna
detects only a point of the THz electric field. Therefore, the short carrier lifetime is
a very important parameter to have a good THz detector. Table 1 also shows the
carrier lifetime for several semiconductor materials.

Ion-implantation is a very useful technique to reduce the carrier lifetime by the
carrier trapping in the defected surface. After the carrier disappears by the
recombination or the trapping, the photo conductive switch transitions to an off
state. Whenever the laser pulses arrive at the dipole antenna gap, the photo-
conductive switch is repeated on and off. Figure 5 shows the working principle of
the dipole antenna both with and without laser pulse when the THz pulse enters the
antenna. The right side of Fig. 5 shows the equivalence circuit. The generated
current by the dipole antenna denotes a current source.

Because one laser pulse can detect the DC current at a moment of the THz electric
field (THz pulse), the laser pulses (or THz pulses) have to shift in order to detect
another DC current at another moment of the THz electric field. In order to make the
time shift, the laser beam path is controlled by a motor controlled delay line.
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Figures 6 and 7 show the mechanism of the THz pulse detection. The first bunch of
laser pulses detects a DC current at the ‘‘A’’ point of the first bunch of THz pulses.
After the time shift, the second bunch of laser pulses detects another DC current at
the ‘‘B’’ point of the second bunch of THz pulses. Using this sampling method,
various points, such as ‘‘C’’ and ‘‘D’’, can be detected. This detection mechanism is
called the sampling method.

For example, if a laser beam bath shifts (extends) 10 micron (5 micron round
trip), the time shift (delay) is 33.33 fs (10 9 10-6(m)/3 9 108(m/s)). When 1000
data are taken, the measured time duration is 33.33 ps which is enough time to
measure the THz pulse (1 THz corresponds 1 ps).

2.2 Electro-Optics Sampling

An electro-optical (EO) crystal such as ZnTe, is good birefringent material for
THz frequency. When the THz pulse (electric field) enters the EO crystal, the
refractive indexes of the EO crystal change according to the applied THz electric
field. Therefore, if the THz pulse and the laser pulse enter at the same time, the
incident THz beam make a birefringence of the EO crystal, which leads to a
change in the optical polarization of the laser pulse. Figure 8 shows a schematic
diagram of a typical setup of EO sampling and the THz pulse detection by sam-
pling method. The THz pulse and laser pulse are propagated in the same direction
along the same axis. Usually, an undoped and polished Si plate is used to co-

Fig. 5 Working principle of dipole antenna both with and without laser pulse. The right side
shows the equivalence circuit. The generated current by the dipole antenna denotes a current
source
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Fig. 6 The principle of THz pulse detection with photo conductive antenna by sampling method

Fig. 7 The measured THz pulse by sampling method and its spectrum
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Fig. 8 The principle of THz pulse detection with electro-optics sampling rectification (modified
Ref. [5])
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propagate the two THz and laser pulses (beams) because the THz beam can be
propagated without any propagation loss and the laser beam can be reflected with a
very small reflection loss. After the EO crystal, the laser beam changes its
polarization, and the polarization of the laser beam depends on the polarity of the
THz pulse. The k/4 plate makes the linearly polarized laser beam go through
circular or ellipsoid polarization. A Wollaston prism separates the laser beam into
two x and y components, which are sent to a balanced photodiode. The intensities
of Ix and Iy depend on the polarization of the laser beam. Finally, each of the
photodiodes measure the voltage signal proportional to the laser beam intensities
of the Ix and Iy polarized components. Therefore, the intensity of the THz pulse
(ITHz) depends on the difference between Ix and Iy. As explained in the sampling
method, the entire data of the THz pulse can be measured by the time shifted THz
pulse or laser pulse, as shown in Fig. 8.

3 THz System

There are many ways to build a transmitter and receiver for the THz system. A
wildly used THz system for the THz time-domain spectroscopy (THz-TDS) is the
photo conductive antenna type transmitter and receiver because they have more
power and greater sensitivity than any other transmitter and receiver combinations.
Figure 9 shows the THz-TDS system setup with the photo conductive antenna type
transmitter and receiver. Silicon lens are used to collimate the outgoing THz beam
at the transmitter and recollimate the beam incident upon the receiver. Because the
optoelectronic receiver is gated synchronously with the excitation of the trans-
mitter, the two beam paths between the beamsplitter and the receiver chip should
be the same length. The THz pulse is obtained by scanning the relative time delay
between the laser excitation pulse and the laser detection pulse. The measurement
delay line is controlled through a programmable motor controller and computer.

The laser generated burst of THz radiation is emitted from the transmitter chip
in a cone normal to the interface between the laser exposed semiconductor surface
and air. This burst is then collected and collimated by a crystalline silicon lens
attached to the back side of the chip. The low-frequency components are more
spread out than the high-frequency components, as indicated in Fig. 10. After
collimation by the silicon lens, the THz beam propagates and diffracts to a par-
abolic mirror where the THz beam is recollimated into a highly directional beam.
The polarization of the THz beam depends on the direction of the photocarrier, as
shown in Fig. 5. Therefore, the dipole antenna of the receiver chip should be a line
to the polarization of the THz beam, as shown in Fig. 10.

Many rotational and vibrational frequencies of water vapor lie in the THz
spectra regions. With free space propagation of the THz beam, interaction with
ambient water vapors in the air becomes a significant factor on the signal quality,
as shown in Fig. 11. In order to eliminate the effects of vapor on the THz beam
path, the THz system is located in an airtight dry box.
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Fig. 9 THz time-domain spectroscopy system setup with the photo conductive antenna type
transmitter and receiver chips

Fig. 10 The polarization (vertical arrows) relationship between laser beam and THz beam

Fig. 11 Comparison of THz pulse and spectrum with and without water vapor in the THz beam
path
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Since one of the advantages of THz-TDS is a very high signal-to-noise ratio
(S/N), the THz-TDS characterizations are performed by measuring THz pulses
transmitted (output) through a high conductive sample. These transmitted THz
pulses are then compared to the measured THz pulses (reference) with no sample
in place, as shown in Fig. 12, where the sample is a highly doped 10-lm thick
conducting polymer [6]. When the measured reference THz pulse is done by
averaging seven individual measurements, the S/N of the reference THz pulse is
increased up to 40,000:1. With the sample placed in the THz beam path, the
measured amplitude of the transmitted pulse, which is the average of 27 individual
measurements, has dropped by approximately 100. However, the S/N is still 100.
The S/N is good enough to analyze the characteristics of the sample.

Fig. 12 The measured THz pulses without sample (left) and with highly doped 10-lm thick
conducting polymer sample (right)

Table 2 THz waveguides done by Grischkowsky group
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Fig. 13 The experimental setup to propagate the THz beam through coaxial cable (upper) and
measured THz pulses of 15-mm-length (lower left) and 105-mm-length (lower right) [11].
Copyright � 2004, American Institute of Physics

Fig. 14 The experimental setup to propagate THz beam on metal wire (upper) and measured
THz pulses with different lengths (lower left) and expanded view (lower right) [12]. Copyright
� 2005, American Institute of Physics
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4 THz Propagation by Waveguides

The THz beam can be propagated by waveguides, as shown in Table 2. The first
THz waveguide propagation was done by Grischkowsky’s group in 1999 through a
stainless-steel circular tube. The freely propagated THz beam through air was
focused on the entrance of the circular tube by silicon lens. The rectangular tube,
plastic ribbon, and parallel plate metal waveguides (PPWGs) were also carried out
using the silicon lens to couple the THz beam in and out of the waveguides.
However, coaxial cables and metal wires were used to couple the THz beam in and
out of the waveguides, which could strongly detect THz beams.

Among the waveguides, PPWG has a low propagation loss and good guiding
properties, but the width of the parallel plate should be wider than an air gap in
order to keep the TEM mode. Reference [10] shows the measured THz pulses
without PPWG (reference) and with a 250-mm-long ‘‘X’’ shape for a 90 lm air gap
between the two plates. The propagated pulses clearly exhibit no dispersive pulse
broadening. Since the THz beam can be focused in a submicron air gap between the
two parallel plates, the PPWG is used to couple the THz beam to the metal plate.

The copper coaxial cable has very good guiding properties because the outer
copper tube covers the inner metal wire. The THz beam propagates through
Teflon, which is located between the inner and outer conductors. The insulating

Fig. 15 The experimental setup to propagate THz beam on metal sheet (upper) and measured
THz pulses (lower left) and spectrum of TSP (lower right) [13]. Copyright �2006, American
Institute of Physics
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material (Teflon) absorbs the THz beam for a long range. Figure 13 shows the
measured THz pulses for 15-mm- and 105-mm-long coaxial cables. The rapid
oscillation observed in the 15-mm-long coaxial cable indicates the onset of the
TE11 mode [11], which has a high propagation loss. Therefore, there is no TE11

mode for 105-mm-long coaxial cable measurement. Only the TEM mode THz
pulse can be detected.

The THz beam propagation on the single metal wires has a remarkably low loss
and low group velocity dispersion, while all the other modes vanish almost
immediately upon excitation due to their high attenuation. Only the TEM mode
can be propagated on the wire surface [15]. Figure 14 shows the experimental
setup and the transmitted THz pulses for 20-cm-, 64-cm-, and 104-cm-long copper
wires, which are of 0.52 mm diameter [12]. The main peaks and S/N are almost
identical, demonstrating the very low attenuation and low group velocity disper-
sion of the THz surface wave. However, the THz waves propagate as weakly
guided surface waves due to the finite conductivity of the metal. Therefore, when
the wire is bent, most of the THz waves radiate in the air. This weakly guiding
property will limit practical applications.

When the electromagnetic waves are guided along the metal-dielectric inter-
face, the surface waves are called surface Plasmon polaritons (SPPs). Usually
infrared or visible frequency electromagnetic waves are used to generate the SPP.
Recently, an experimental study of THz pulses propagating on the boundary
between air and metal have been conducted [13]. The measured THz surface
plasmons (TSP) has a much higher attenuation and a much reduced spatial extent
of the TSP evanescent field than predicted by theory because the metal surface is
not extremely flat and there are optically smooth surfaces. Figure 15 shows the
experimental setup and the measured separated air-space propagated THz pulses
and TSP (upper pulses). Only the TSP pulse (lower pulse) was measured for 14.5-
cm-long aluminum sheet surface propagation.
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Recent Advances in Solid-State Electronic
Terahertz Systems

Jae-Sung Rieh, Dong-Hyun Kim, Kyungmin Kim and Hyunchul Kim

1 Introduction

The terahertz (THz) band generally indicates the spectrum range that falls
on roughly between the traditional electrical and optical frequency bands. Its
definition varies over different sources, but one widely accepted definition is the
frequency range of 0.1–10 THz. In terms of the wavelength in free space,
it corresponds to the range of 3–0.03 mm. In terms of the more readily accepted
band definition in the scientific community, the THz band partly include the
mm-wave band (1 mm–1 cm, or 30–300 GHz) for the lower side and the infrared
band (0.3 mm–750 nm, or 1–400 THz) for the upper boundary, while it covers the
entire range of sub-millimeter band (0.1–1 mm, or 300 GHz–3 THz). It is notable
that the range includes some scientifically significant points, one example being
the frequency that corresponds to a photon energy equal to kT at room temperature
(*6.2 THz).

Compared to the neighboring electrical and optical bands, which have been
extensively exploited for all different range of applications, the THz spectrum has
long remained as a territory only scarcely explored. For this reason, the spectrum
has been widely called the ‘terahertz gap’. A couple of reasons can be considered
as major barriers against the full utilization of this frequency band.

Firstly, it is quite challenging to develop devices that can reliably generate,
detect, or properly process the THz signals. In particular, the generation of THz
signal with sufficient output power is very difficult. It would be fair to say that the
method of generating THz pulses is relatively less challenging, owing to the well-
established femto-second laser technology. On the other hand, the generation of
continuous wave (CW) THz signal, which is more useful for the majority of
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applications, still remains as a major challenge. This fact is well reflected in Fig. 1,
in which the output power of CW THz signals generated by various solid-state
sources is plotted as a function of the frequency [1]. The output power rapidly
drops as the frequency approaches the THz band from either side of the spectrum,
clearly visualizing the terahertz gap.

Secondly, the attenuation level of electromagnetic waves in the earth
atmosphere is relatively higher for the THz band. Typically the attenuation is a
result of the resonation of molecules in the atmosphere with the electromagnetic
wave at a given frequency range. This implies that the atmosphere molecules have
various resonance modes, typically due to rotational or vibrational transitions, that
correspond to the THz frequency range. Figure 2 illustrates the attenuation as a
function of the frequency, which reaches well beyond the 100 dB/km level near
1 THz [2]. This imposes a challenge in exploring THz band for applications that
need propagation over extensive distances.

Fig. 1 Output power versus frequency for various solid-state CW THz sources [1]

Fig. 2 Attenuation of the electromagnetic wave in the atmosphere (dB/km) [2]
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The fact that the THz band has long remained less exploited does not
necessarily imply the band is less attractive. On the contrary, it indicates open
opportunities for new scientific and engineering developments when properly
approached. In fact, the THz band has lots of potentially attractive unique prop-
erties for practical applications. Various materials such as papers, clothes, plastics,
wood panels, and leather are transparent to the THz wave unlike to visible light.
On the other hand, the THz wave is easily absorbed by water-containing materials
such as human body, which results in high contrast against dry background
materials. Also, the THz frequency range corresponds to the resonance frequencies
of various molecules in the atmosphere and the space, and thus will show unique
spectroscopic patterns with those molecules. Besides, the THz wave is safe as it
will not cause harmful photoionization in biological tissues.

With these distinguishing properties given, the THz band retains a great
potential for applications that range from security and medical imaging, spec-
troscopy, plasma diagnosis, chemical and biological sensors, product quality
inspection, to astronomy and atmospheric studies. Another advantage of the THz
band that attracts increasing interest today is its immense bandwidth available
for broadband wireless communication [3]. The channel capacity (C) is propor-
tional to the available bandwidth (B) as indicated by the Shannon’s theorem
(C = Blog2(1 ? SNR)), revealing an obvious advantage over the traditional
microwave band for wireless applications.

It is noted that there are two approaches for the THz band development. One is
the ‘downward’ approach from the traditional optics, for which the reduction of
operation frequency is needed. The other one is the ‘upward’ approach from
the traditional electronics, which requires the increase of operation frequency.
Historically, THz studies were initiated by the optical community and thus the
related researches of today are still dominated by the downward approach.
However, such method requires rather bulky optical systems that involve lasers
and optical lenses and/or mirrors, and its application is limited from many practical
aspects. On the other hand, the electrical community has recently found the THz
band practical and attractive than ever, strongly promoting the upward approach.
Especially, the interest based on solid-state electronic devices is growing fast,
owing to the rapidly improving operation speed of semiconductor device tech-
nologies. This would enable the realization of compact and affordable THz
systems with integrated devices and circuits.

In this article, an overview of the recent development of the solid-state
electronic approach for THz study and application is provided, with focus on the
semiconductor technologies and circuits currently available for the possible
implementation of the THz communication systems. In Sect. 2, various options to
implement THz systems will be reviewed, while Sect. 3 provides a brief intro-
duction to diode-based passive solid-state electronics approach. In Sect. 4, the
current status and the comparison of semiconductor transistor technologies will
be presented, followed by Sect. 5 that describes the recent advances in THz solid-
state circuits.
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2 Various Technology Options for THz Systems

There have been efforts to implement THz systems based on various technical
approaches, which are summarized in Fig. 3 [4]. As mentioned earlier, it can be
largely divided into two major approaches: optical and electronic.

The optical approach can be again grouped into two methods: pulse-based and
CW-based ones. The pulse-based approach is mostly based on the well-developed
femto-second laser technique and currently the most widely employed for various
THz applications including TDS and imaging. The very short optical pulses from a
femto-second laser incident on a photoconductive (PC) antenna can generate THz
pulses. The optical pulse also can interact with the surface of semiconductor and
generate THz pulses due to the surface depletion field or as a result of the photo-
Dember effect. For detector side, the optical pulses from a femto-second laser can
be utilized to detect THz pulses by sampling with PC antenna or optical rectifi-
cation with electro-optic crystals.

CW THz signal, which is more useful for most THz applications, can be
effectively generated by the photo-mixing method. Two closely located optical
waves, typically generated by CW lasers, can be combined and then generate CW
signal as a result of the nonlinearity of the combiner, which is basically a mixer.
The frequency of the generated CW signal is the difference of the two frequencies
of the incident waves and can be controlled to fall on THz band by adjusting the
source frequencies. Although it is rather compactly implementable, the output
power is still limited far below mW range, and the frequency stability still remains
to be improved. Quantum cascade laser (QCL) can generate higher power CW
signals above mW range, owing to the power combining as a result of the cascaded
inter sub-band electron transitions. However, it still needs to operate at cryogenic
temperature to generate THz range of output signals. Some of the more conven-
tional lasers can extend the output frequency down to THz band, including gas
lasers based on CH3OH, CH3F, NH3, or CH2F2, and solid-state lasers based on

Fig. 3 Various approaches for THz system implementation
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p-type germanium, although they have not been readily adopted for THz appli-
cations yet.

The electronic approach mostly involves CW signals and can be based on either
vacuum or solid-state devices. Vacuum electronic devices are typically based on
electron beams travelling within a vacuum tube. THz signals are obtained by
controlling the kinetics of electrons in the tube, from which CW output power over
10 W up to nearly 1 MW can be achieved beyond 100 GHz depending on the
kinds of the devices. Klystrons, traveling wave tubes (TWTs), and backward
oscillators (BWOs) are based on operation principle that involves electron beams
bunched by the modulation of the electron speed along the tube, which result in the
generation of CW THz signals. While these devices exploit the longitudinal
motion of electrons along the tube, magnetrons involve the electrons moving in the
radial direction inside the tube, which interact with the cavities formed along the
wall and generate CW signals.

Gyrotrons and free electron lasers (FELs) are categorized as fast-wave devices
as they involve electrons travelling at relativistic speed, as opposed to the other
vacuum devices mentioned earlier which are considered as slow-wave devices.
Gyrotrons utilize electrons in gyration motion along the tube, the radiation from
the electrons being captured as a CW THz source. FEL can generate a wide
frequency range of CW signals including the THz band, which is based on the
coherent radiation from accelerated electrons in a wiggling motion along the tube.
The electrons in FEL are free in a sense that they are not bound to any solid-state
material or gas molecules, and also no stimulated emission is involved in the
operation, which are major differences from other types of lasers.

The approaches described so far, based on optical method and vacuum elec-
tronics, have been widely accepted so far as they can provide high power THz
sources and, in some cases, efficient detection. However, a major problem for these
methods is their bulky size required. This large form factor seriously deters their
application to commercial products, along with the potentially high cost involved.
In that sense, another approach based on solid-state electronic devices seems to be
a strong candidate for the implementation of compact and affordable THz systems.
Although they lag behind in terms of performance, both output power and fre-
quency, there have been significant improvements for these types of devices
recently, which will be the major topic of the remaining part of this article.

3 Diode Technologies for THz Systems

The solid-state electronic devices for THz applications can be divided into two
groups: passive and active. The passive devices are mostly diodes while transistors
represent the active devices. These two groups of devices are discussed separately
over the following sections.

Diodes can operate at higher frequencies and have already been widely adopted
for various THz systems in both signal generation and detection. Diodes for signal
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generation typically make use of the negative resistance established across a two
terminal device and there are various kinds depending on the specific method of
obtaining the negative resistance [5]. IMPAct ionization Transit Time (IMPATT)
diodes exploit the avalanche delay and transit-time delay for negative resistance.
When a strong reverse bias is applied across a p–n diode, avalanche current will be
induced with a finite delay, which occurs as a result of the delay in the impact
ionization itself and the time required for the generated carriers to reach the
terminals of the device. With a proper design of the diode dimension, the total
delay time for the current can be tuned to exactly match the half cycle of the AC
voltage signal externally supplied, effectively leading to a negative resistance. If
the diode with negative resistance is externally terminated with a proper combi-
nation of inductance and capacitance, oscillation with controlled frequency can be
achieved and can be used as a signal source. The oscillation frequency with
IMPATT didoes can exceed a few hundred GHz, based on both Si and III–V
semiconductors (such as GaAs and InP). The output power near 1 W can be
obtained around 100 GHz, while it tends to drop as frequency increases, reaching a
few hundreds of GHz.

Gunn diodes make use of Gunn Effect to obtain the negative resistance. For
many of useful III–V semiconductors, including GaAs and InP, a satellite valley is
formed near the main valley in the E-k relation for the electrons. Hence, when a
large bias is applied across a diode based on such semiconductors, some of the
electrons originally residing in the main valley are excited and gain sufficient
energy required for transition to the satellite valley. Once such transition occurs,
the average mobility of the electrons in the device is suddenly degraded as the
electrons in the satellite valley tend to show much lower mobility than those in
the main valley, leading to a current reduction with increased voltage. This will
cause a negative resistance and can be used for oscillation and signal generation.
Output power from Gunn diodes reaches around a few hundreds of mW around
100 GHz, while its frequency can reach a few hundred GHz.

Resonant Tunneling Diodes (RTDs) make use of (mis)alignment of the energy
levels in adjacent quantum wells, which are created by an alternating stack of two
types of semiconductors with difference energy bandgaps. Depending on the
alignment of the energy levels, the amount of current flowing across the stack will
vary. If the alignment degrades as the applied voltage increases, which actually
can happen with proper design of the device, negative resistance can be obtained.
While the output power of RTDs is smaller than IMPATT or Gunn diodes, limited
below 1 mW around 100 GHz, operation frequency near1 THz can be achieved.

Some types of diodes can be used for the detection of THz signals. Schottky
Barrier Diodes (SBDs) are one of the most popular choices for the diode detection
of THz signals. Being a majority carrier device, SBDs exhibit much faster
switching time than p–n diodes owing to smaller reverse recovery time. A cutoff
frequency fT exceeding 4 THz has been recently reported for Si-based SBDs [6]
and fT of 11.1 THz has been reported for GaAs-based SBDs [7]. It is noted,
though, that the cutoff frequency of diodes cannot be directly compared with that
of transistors. For transistors, fT indicates the frequency beyond which the gain
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becomes smaller than unity, while fT of diodes is simply a reverse of RC time
constant with a factor of 2p multiplied (fT = 1/(2pRC)). If we apply the definition
of transistor fT to diodes, it will be always zero because the gain of diodes will be
smaller than unity at any frequency point. Another advantage of SBDs is the fact
that they can be implemented with conventional semiconductor technologies,
enabling the integration with remaining part of a given system.

Other passive devices for THz detection include superconductor-insulator-
superconductor (SIS) tunnel junction mixer and hot electron bolometer (HEB).
The operation of SIS mixers is based on the photon-assisted tunneling across the
junction. With the presence of THz radiation, the device shows nonlinear I–V
characteristics, which can function as a mixer with LO and serve as a THz
detector. SIS mixers can cover the frequency range up to around 1 THz [8]. HEB
is basically a microbridge structure made of superconductor material, contacted by
metal at the terminals. When THz signal is incident on the device, the heating will
cause a transition between superconducting and normal states, leading to a change
in the resistance along the device. The resistance change can be taken as a
detection of THz signal. The operation speed of HEBs can reach up to a higher
frequency of several THz [9]. Although SIS mixers and HEBs exhibit superior
noise performance than SBDs, they typically need to operate at cryogenic tem-
perature while SBDs can operate at room temperature, which is a major drawback
of these rather exotic devices for commercial applications.

4 Transistor Technologies for THz Systems

We have seen from the description above that diodes can function deep into the
THz band for both generation and detection of THz signals. However, diodes have
an inherent limit of being a passive device, which critically limits the range of their
applications. On the other hand, the transistors, an active device, provide versatile
electronic functions mainly owing to their ability to amplify signals, which leads to
critical performance enhancement in electronic systems including the THz system.

4.1 Transistor Versus Diode

The advantage of the transistor-based systems over the diode-based ones can be
easily seen with the heterodyne receiver shown in Fig. 4 as an example [10]. The
availability of transistors enables the inclusion of an low noise amplifier (LNA) at
the very first stage of the system (Fig. 4a). This will not only enhance the overall
gain of the system, but, more importantly, can maintain noise figure (NF) of the
system to a sufficiently low level since the total noise level of a system is dictated
by NF of the first stage. In addition, following the LNA stage, an active mixer can
be employed, which will effectively suppress the noise from the following IF
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blocks with its own gain larger than unity, as suggested by the Friis’s noise
formula (included in the figure). The overall gain of the receiver will be also
further increased with the gain from the active mixer. On the other hand, for the
diode-based system (Fig. 4b), NF of the entire system will be determined by that
of the mixer, which is significantly larger than that of LNA in general. Further, the
noise from the IF block will not be suppressed but rather magnified by a factor
equivalent to the loss of the passive diode-based mixer. Finally, the overall gain
will be degraded with the inclusion of the passive mixer, which exhibits a con-
version loss instead of gain. It is noted that there are some cases in which active
mixers shows a conversion loss instead of gain. However, even in those cases, the
loss will be much smaller than that of passive mixers, and thus its effect on
the overall noise and gain of the receiver will be more favorable than the case of
passive mixers.

The availability of transistors greatly enhances the performance of the trans-
mitters, too, by enabling the inclusion of a power amplifier at the final stage, which
further boosts the output power level from the preceding stage. It is also important
to note that the transistor-based circuits have an additional advantage of easier
integration with other blocks than the diodes. As mentioned before, the diodes
introduced earlier are not quite compatible with the general-purpose semicon-
ductor technologies except for SBDs. Hence, transistor technology is highly
favored for the upward electronic approach to the THz systems. One major
drawback of transistors for THz applications has been the relatively lower oper-
ation speed of the transistors. Recently, however, there has been a significant
enhancement in the transistor speed owing to the continued scaling and material
innovation, which has rendered the transistor-based THz system a very realistic
option. The details are described in the following discussion.
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Modern semiconductor transistor technologies can be largely categorized into
two groups: III–V compound semiconductor technologies and Si technologies. The
representative high-speed devices for the former are Heterojunction Bipolar
Transistor (HBT) and High Electron Mobility Transistor (HEMT), while those
for the latter are SiGe HBT and Si Metal–Oxide–Semiconductor Field Effect
Transistor (MOSFET). The speed performance of these devices has been contin-
uously improved over the past decades and now they all have entered the regime of
several hundreds of GHz. Figure 5 depicts the trend of the device speed evolution
of in terms of the cutoff frequency fT [10]. The trend shows that the III–V devices
tend to exhibit superior operation speed than Si devices, although the gap is
closing up. This places the III–V HBTs and HEMTs on the front line for the THz
applications. It is noteworthy to briefly mention that another measure of the device
operation speed, the maximum oscillation frequency fmax, is a more relevant
parameter than fT for most analog and RF circuit designs. However, fmax is more
sensitive to the details of device layout and its extraction is less reliable than fT,
making fT a more popular measure for comparisons between technologies.

4.2 III–V Transistor Technologies

While both HBT and HEMT are based on III–V semiconductor systems typically
represented by GaAs or InP, each device has its own pros and cons in terms of device
characteristics. HBT is basically a bipolar transistor, where the bandgap of the
emitter is intentionally made larger than that of the base. In this way, the current gain
can be larger, or more importantly, it is possible to make the base layer thinner and
more heavily doped. This will result in higher speed and lower noise level. HBTs
tend to show higher current driving capability and larger transconductance gm,
which is typical characteristics of bipolar transistors, than HEMTs. The epitaxial

Fig. 5 Trend of the increase
of operation frequency for
various transistor
technologies
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structure and fabrication steps of HBTs, however, are more complicated as they
are basically a vertical device. As of today, the highest reported fT at room tem-
perature for HBT is 765 GHz [11]. The device, reported by University of Illinois at
Urbana Champaign, is based on InP technology and its speed can be further pushed
up to 845 GHz when the device is cooled down to T = -55 C.

HEMT is basically a Field Effect Transistor (FET) that employs an undoped
channel region, which would significantly improve the mobility of the carriers
travelling in the channel with reduced scattering. This will lead to improvement in
both speed and noise performance of the device, especially at low temperature.
The carriers will instead be supplied by an adjacent heavily doped layer which has
a wider bandgap than the channel for better carrier confinement. As HEMTs are
intrinsically lateral devices, the performance tends to be highly dependent on the
lateral patterning of the gate electrode, for which E-beam lithography is typically
employed. Its epitaxial structure and fabrication steps, on the other hand, are
relatively simple. HEMTs used to be considered as the fastest device until mid-
2000’s, when the record HBT performance rapidly increased. The record perfor-
mance of HEMT as of today is fT of 628 GHz, achieved with an InP-based device
as reported by MIT [12]. In terms of fmax, the operation speed of HEMTs has
already exceeded 1 THz [13].

The excellent speed performance of the III–V devices mainly arises from the
superior electron transport characteristics in the III–V semiconductor materials.
The low-field electron mobility and the pronounced electron ballistic transport
property exceed those of Si, leading to the higher operation frequency of n-type
III–V devices. It is noted though that the transport properties of holes for III–V
semiconductors is typically worse than those of Si, explaining for the rare adoption
of p-type III–V devices for practical applications. III–V devices also tend to show
higher breakdown voltage and thus superior power performance than Si devices,
as a result of the larger bandgap of typically employed III–V materials. Finally, it
is noteworthy that the substrate employed for III–V devices, typically GaAs and
InP, shows a much higher resistivity (107–109 X cm) than that of Si (typically 10
X cm for microwave and mm-wave applications). This will significantly suppress
the loss of passive devices formed on the substrate, which is a major advantage
especially for high frequency applications including THz ones.

4.3 Si-Based Transistor Technologies

In spite of the excellent high frequency performance, the III–V devices suffer from
relatively poor reliability compared to the Si counterparts. The typically encoun-
tered non-planar structure and high defect density in the active region of the III–V
devices tend to cause leakage current due to traps, raising the reliability concerns.
Further, the fabrication cost of the III–V technology is on the unfavorable side,
mainly due to the expensive wafers with small diameter, costly epitaxial growth
steps, and the need for low throughput E-beam lithography process.
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Si-based transistors, which are represented by SiGe HBTs and Si MOSFETs,
have shown rapid operation speed improvement in recent years, now exhibiting
comparable performance as the III–V devices. Moreover, their development is
mostly driven by the industry, implying a shorter time to the production line than
the III–V devices case. SiGe HBT is basically a variant of Si bipolar transistors,
which contains a small amount of Ge in the base region for bandgap reduction. The
advantages of the smaller base bandgap in HBTs are as mentioned earlier and
apply to SiGe HBTs as well. Compared to Si MOSFETs, it provides higher current
drivability, larger gm, superior 1/f noise property, and superior device matching.
Besides, SiGe HBTs show higher operation frequency than Si MOSFETs for a
given lithography node, since it is a vertical device whose operation speed is
dictated by the vertical rather than lateral dimension. Typically, SiGe HBTs show
a similar device speed performance with Si MOSFETs based on 2–3 more
advanced node. The record performance of SiGe HBTs at this moment is fT of
410 GHz [14], while fmax of SiGe HBTs has recently reached 500 GHz [15].

Si MOSFETs are by far the most dominant device for modern electronics. Until
quite recently, however, Si MOSFETs have not been considered as a serious
contender for the RF arena. This was because carrier transport characteristic of Si
is not as good as that of III–V semiconductors and the gate length was not
extremely scaled down either. Nonetheless, the continued scaling of Si MOSFETs,
driven by the strong need for high-speed digital applications, has brought about
sub-100 nm era and consequently advanced the RF properties of the device. That
has eventually led to the impressive fT of 485 GHz for an n-type MOSFET [16].
Along with the additional merit that they can be easily integrated with other circuit
blocks with low manufacturing cost, Si MOSFETs have emerged as a competent
candidate for the THz applications. It is fair to state that the widely appreciated
cost advantage of Si MOSFETs is valid only when the production volume is
large, since the cost for the phase shift masks required for the advanced lithog-
raphy is significant.

5 Recent Advances in Transistor-based THz Circuits

The recent advances in transistor technologies described above have enabled them
eligible for the implementation of solid-state electronic THz systems with active
components. The most popular THz system based on the transistors is the het-
erodyne system, which provides functions of up-conversion and down-conversion
of frequency bands and can be adopted for various applications. Three basic circuit
blocks that compose the heterodyne system are the amplifier, oscillator, and mixer.
There have been a good amount of reports on these circuits operating at the THz
band based on various transistor technologies. Moreover, THz transmitter and
receiver circuits that integrate these circuit blocks on a single chip have also been
reported. In this section, some of the key results are highlighted.
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5.1 Amplifiers

Amplifiers are probably the most important circuit block in heterodyne systems.
For receivers, a low noise amplifier (LNA) is typically employed at the very first
stage, while a power amplifier (PA) is incorporated at the last stage of transmitter
for the final boost of output power transmitted. Additional amplifiers can be
inserted wherever additional gain is required. For high frequency applications,
amplifiers demand the most stringent requirement for the transistor operation
frequency among the three circuit blocks mentioned above. To achieve a gain of
several dB per stage, which is typically the case, fmax needs to be at least twice of
the amplifier operation frequency assuming the typical gain roll-off of -6 dB/
octave. If losses and possible mismatches are taken into account, the required
device operation frequency will be even higher.

Such strong dependence of the amplifier operation frequency on the device
speed naturally renders the amplifiers based on III–V technologies highly com-
petitive for THz applications. Figure 6 shows the chip photo of the recently
reported HEMT LNA by Northrop–Grumman Company (NGC) [17]. It exhibit a
power gain higher than 7 dB around 670 GHz, which is the highest operation
frequency as of today for any amplifier based on semiconductor. It is noted that the
chip area is only 655 lm 9 375 lm, which clearly shows the advantage of solid-
state electronic approach in terms of the compactness for the implementation of
THz systems. The thickness of the semiconductor chips are typically around
100 lm. The operation frequency of Si-based amplifiers continues to grow as well.
An LNA based on SiGe HBT operating up to 245 GHz with 12 dB gain has
recently been reported by IHP [18], which is based on SiGe HBT technology that
exhibits device fT and fmax of 300 and 500 GHz, respectively. Figure 7 shows
recently reported amplifiers operating beyond 100 GHz based on various transistor
technologies. The gain per stage is largely limited below 5 dB except for some
cases, indicating the challenge to extract high gain from the current technology.

Fig. 6 Chip photo of NGC 670 GHz LNA in a packaging structure [17]
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While the highest operation frequencies are being obtained from HEMT tech-
nologies owing to high fmax of HEMT devices, the plot indicates the improving
operation frequency of Si-based amplifiers as well.

5.2 Oscillators

Oscillators provide local oscillation (LO) to mixers for both receivers and trans-
mitters. They also can serve as a THz source for various applications, which
proves themselves as an inevitable circuit block for THz systems. An oscillator is
typically implemented by terminating a network with negative resistance by a
proper combination of inductance and capacitance. Negative resistance can be
achieved on the circuit level in many different ways by properly connecting
conventional transistors, unlike the case of passive devices where special diodes
should be designed for negative resistance on the device level. It is noted that
voltage controlled oscillators (VCOs) are useful for many applications for which
the oscillation frequency can be externally tuned by adjusting the bias voltage.

Required device operation frequency for oscillators is not as stringent as for the
case of amplifiers. A gain barely enough to compensate for the loss along
the feedback loop in oscillators suffices for triggering oscillation. Besides, not only
the fundamental but also harmonic oscillation frequencies are available at the
output. This makes it possible to obtain oscillation frequencies even higher than
the device cutoff frequency when properly designed. In terms of the fundamental
oscillation, 346 GHz is currently the highest frequency reported so far for tran-
sistor-based oscillator [19]. The push–push technique is widely adopted for high
frequency application as it takes the second harmonic at the output, while the
triple-push technique is also attracting recent interest, which takes the third-
harmonic at the output. These harmonic techniques provide high oscillation fre-
quencies with a given technology, although they commonly suffer from low output

Fig. 7 Gain per stage versus
frequency for amplifiers
operating beyond 100 GHz
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power level. For push–push oscillators, an oscillation frequency of 410 GHz was
achieved with Si CMOS technology by University of Florida [20]. More recently,
482 GHz has been achieved with a Si CMOS triple-push oscillator by Cornell
University [21], which is the highest oscillation frequency in the open literature as
of today from any semiconductor transistor technology. Figure 8 shows the chip
photo of the 482 GHz oscillator, which occupies only 110 lm 9 200 lm
including probing pads. Figure 9 shows the output power versus oscillation fre-
quency for oscillators operating beyond 100 GHz based on various transistor
technologies and circuit techniques. Overall trend observed in the plot is the
decreasing output power with increasing oscillation frequency. It is also clear that
harmonic techniques, such as push–push, triple-push, and even quadruple-push,
boost the oscillation frequency, but with rather suppressed output power.

5.3 Mixers

Mixers serve to down-convert RF signal down to IF band or up-convert IF signal
up to RF band. Active mixers are based on transistors and they provide not only
the basic function of frequency conversion, but also add gain to the system, an
extra contribution. In some cases, active mixers exhibit negative gain, or loss,
especially at high frequencies, but it will be small as mentioned earlier. Passive
mixers are typically based on diodes and their operation frequencies tend to be
larger than that of active mixers, although they inherently show a loss. Sometimes
mixers can be implemented with transistor without bias voltage applied, which are
also regarded as passive mixers as they do not provide gain as the transistors are
under the passive operation mode.

Mixers have been a popular circuit block for the very early stage in the traditional
THz heterodyne receivers based on diodes to provide the downward frequency
conversion to ease the signal detection. However, they were basically passive mixers
and the performance was limited as described earlier. Active mixers operating at the
multiple hundred GHz frequency range are still rare and only limited number of
results have been reported. Figure 10 shows the trend of mixers operating at

Fig. 8 Chip photo of
480 GHz oscillator based Si
CMOS technology [21]
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mm-wave band and beyond in terms of conversion gain and frequency. Active
mixers show higher conversion gain but the operation frequency is rather limited. A
mixer reported by Fraunhofer Institute based on a HEMT technology showed a
positive conversion gain of 2.8 dB at 215 GHz [22], which is currently the highest
frequency for active mixers. Also presented in the plot for comparison of conversion
gain (loss) are some of the passive mixers, including those based on semiconductor
diodes. Diode-based mixers can easily operate beyond 1 THz.

5.4 Integrated Circuits

As the techniques for THz unit circuit blocks grow increasingly matured, inte-
grated circuits, typically receivers and transmitters, operating at THz band are also
being developed based on various semiconductor technologies. The additional
challenges for implementing THz integrated circuits include the correct matching

Fig. 9 Output power versus
frequency for oscillators
operating beyond 100 GHz

Fig. 10 Conversion gain
versus frequency for mixers
operating at mm-wave range
and beyond
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between the unit circuit blocks incorporated, since the chances for mismatch
become higher with increasing operation frequency due to device model mismatch
issues. Besides, even very small dimensional deviations in passive components
result in a significant change in the characteristics, leading to aggravated mismatch
and degraded performance. Despite such challenges, some remarkable results have
been reported, some of which are introduced below as examples.

Based on a SiGe BiCMOS technology with fT/fmax of 260/380 GHz, 160 GHz
receiver and transmitter chip sets were developed by Wuppertal University [23].
The circuits integrate LNA, mixer, VCO for receiver chip and PA, mixer, and
VCO for transmitter chip, while frequency multipliers and dividers are also
included for both chips. They are designed to handle the quadrature signal to
enable quadrature modulation for communication applications with higher spectral
density. The receiver exhibits a conversion gain up to 29 dB without IF amplifier,
and the transmitter shows saturated output power reaching 5 dBm. The chip photo
is shown in Fig. 11.

CMOS-based integrated transceivers of today are typically based on 65 nm
CMOS technology with fmax around 250 GHz. 140 GHz transmitter and receiver
chip sets were recently reported by UCLA [24]. The transmitter is composed of a
140 GHz fundamental VCO and a PA, the modulation being achieved by con-
trolling the gain of the PA with the base-band signal. The receiver includes an
LNA, an envelope detector, and an IF amplifier, which performs direct demodu-
lation of the modulated signal without down-conversion. 2.5 Gbps data link was
demonstrated with the circuits. Overall, CMOS-based transceivers are still lagging
the SiGe BiCMOS-based counterpart in terms of complexity and performance
levels, while useful wireless data transfer have been demonstrated notably with
lower supply voltage and DC power dissipation.

As for III–V HEMT and HBT technologies, it is interesting to note that the
focus has been still with high performance unit circuit blocks so far, only a few
works on integrated transceivers based on those technologies having been repor-
ted. One example is integrated receiver and transmitter chipsets based on HEMT
technology operating at 220 GHz [25]. The heterodyne receiver incorporating an
on-chip antenna is composed of a mixer and an LNA, with a 55 GHz LO being
externally supplied and then frequency-doubled. The measured RX conversion
gain is 3.5 dB with NF of 7.4 dB. The transmitter exhibits output power up to

Fig. 11 Chip photo of integrated receiver and transmitter based on SiGe BiCMOS technology
[23]
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-7.1 dBm and data link at 12.5 Gbps was also demonstrated. It is noted that the
achieved NF is remarkably low compared to Si-based receivers, which typically
show NF well beyond 10 dB even at lower frequencies. The reported conversion
gain and output power, though, are rather moderate, but it should be noted that the
employed HEMT technology is not the best kind of III–V technologies available as
of today. State-of-the-art InP technologies are now exhibiting fmax larger than
1 THz [13] and III–V transceivers with superior performance are expected to
emerge in the near future.

6 Conclusion

In this article, possible approaches for THz systems have been reviewed, followed
by a more detailed discussion on the solid-state electronic approaches based on
both diodes and transistors. It is clear from the discussions that the solid-state
electronic approaches, especially the one based on transistor technology, have
several prime advantages including the compactness, cost, and compatibility with
other electronic part. Although they are still yet to be further improved in terms
of operation frequency and output power, these advantages are critical for
commercial application of THz systems. Since the transistor-based solid-state
electronic THs systems are in their infant stage, more results with much better
performance are expected to arrive soon.
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Nanofabrication Techniques and Their
Applications to Terahertz Science
and Technology

Changsoon Kim and Hwi Kim

1 Introduction

The capability to create nanostructures—structures whose features sizes are
smaller than 100 nm—has been essential in the development of modern science
and technology. It has played crucial roles in dramatically improving the perfor-
mance of various devices and systems. The most notable example is perhaps
electronic integrated circuits, where the performance enhancement, such as higher
operational speed, lower power consumption, and higher throughput, is attributed
to the continual decrease in transistor size. The nanofabrication capability has also
made possible the demonstration of novel devices, such as photonic band-gap
lasers [1], photonics crystal fibers [2], microfluidic devices [3], and nanoelectro-
mechanical systems (NEMS) [4]. Furthermore, the discovery of new scientific
phenomena occurring at the nanoscale would not have been possible without the
development of nanofabrication techniques [5, 6, 7].

Despite its potential for applications ranging from biology, medical sciences, and
material characterization to tomographic imaging, security, astrophysics, and com-
puting, the field of terahertz (THz) science and technology has not been as developed
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as that exploiting other portions of electromagnetic spectrum [8, 9]. This is mainly
due to the lack of low-cost, high-performance, miniaturized THz sources, detectors,
and modulators. However, extensive research efforts have recently made significant
advances in the development of THz devices, where nanofabrication played crucial
roles [8, 9, 10, 11, 12]. For example, in the development of a quantum cascade laser
operating at 4.4 THz, the thicknesses of GaAs (10–20 nm) and AlGaAs (0.6–
4.3 nm) layers composing repeating units of quantum wells were controlled to
precisely engineer the inter-miniband transitions in the quantum wells [13].

In this chapter, we focus on two recent publications on THz photonics—one
proposing a novel THz surface plasmon waveguide based on graphene, the other
experimentally investigating the interaction between THz waves and a metallic
nano-slit. First, we discuss the operational principles of the proposed waveguide
(Sect. 2), and provide a brief introduction to the nano-slit experiment (Sect. 3).
Then, by presenting step-by-step descriptions of fabrication processes for creating
a nanostructure required for each example, we explain various micro- and nano-
fabrication techniques (Sect. 4), followed by conclusion (Sect. 5).

2 Terahertz Graphene Surface Plasmon Waveguides

The Nobel Prize in Physics for 2010 was awarded to Andre Geim and Konstantin
Novoselov for pioneering experimental research on graphene, a single layer of carbon
atoms arranged in a honeycomb lattice. Owing to its exceptional and unusual elec-
tronic properties such as very high charge carrier mobilities ð[ 15; 000 cm2=V � sÞ
[6, 14], anomalous quantum Hall effect [6, 14], and its charge carriers being massless
Dirac Fermions [15, 16], graphene has recently been one of the most popular subject
in condensed-matter physics. Also, graphene-based devices that have been
demonstrated include field-effect transistors [17], solar cells [18], light-emitting
devices [18], and THz sources [18]. In 2011, a proposal of using graphene as a
one-atom-thick platform for THz photonic integrated circuitry was published [19],
whose operational principles are discussed in this section.

Due to the complicated many body interactions of electrons in graphene, which
can be described by the Kubo formula [20, 21], the complex conductivity of
graphene (r) is highly dependent on the angular frequency x; charge carrier scat-
tering rate C; temperature T, and chemical potential lc: In particular, it is known that
the imaginary part of the graphene conductivity, ImðrÞ; can be negative or positive
in the THz frequencies, depending on lc which can be tuned by varying the electric
field at the graphene layer. When ImðrÞ[ 01, the real part of the electric permit-
tivity is negative, meaning that the graphene monolayer behaves as a one-atom-thick
‘‘metal’’ layer [19]. Therefore, a graphene monolayer sandwiched by dielectrics can

1 We use the convention of expressing a harmonic field by a complex exponential as:
Eðr; tÞ ¼ Eðr;xÞe�ixt:
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support transverse magnetic (TM) surface plasmon polariton (SPP) modes confined
in the graphene layer, as in a conventional metal slab waveguide [22].

In addition to the vertical (i.e., perpendicular to the graphene surface) con-
finement of a THz SPP wave, a lateral confinement can also be obtained, if we can
locally vary lc across the graphene. Figure 1 shows a proposed THz waveguide
consisting of a graphene monolayer placed above a conducting substrate with an
uneven surface profile, and a dielectric spacer between the graphene and the
substrate [19]. When a static (DC) voltage is applied between the graphene and the
substrate, the electric field is varied across the graphene, creating a pattern of lc

that resembles the substrate profile. If the bias voltage and the device geometry are
such that the imaginary part of conductivity in the middle region of the graphene is
positive (Im(r2Þ[ 0) and that in the other regions is negative (Im(r1Þ\0), the
graphene layer behaves as a dielectric-metal-dielectric structure. As a result, this
device functions as a waveguide that tightly confines a THz SPP wave, which is
confirmed by numerical simulations (Fig. 1b). The waveguide can be divided into
two (Fig. 2a) or bent (Fig. 2b) and still maintain the guiding property for a THz
SPP wave. Furthermore, the ability to locally control r and hence the electric
permittivity in a graphene monolayer opens up the possibility for realizing me-
tamaterials and transformation optical devices [19].

3 Terahertz Field Enhancement by a Metallic Nano-Slit

In 1998, Ebessen et al. found that when light is incident on a thin metal film with
an array of subwavelength holes, the spectrum of the zeroth-order transmission
efficiency (defined as the power of the transmitted light that is collinear with the

σ1

σ1

σ2

(a) (b)

Fig. 1 a Terahertz (THz) graphene surface (SP) plasmon waveguide. The blue layer represents a
graphene monolayer, and ri is the complex conductivity of each region. When a static voltage
applied between the substrate (gray) and the graphene is such that Imðr1Þ\0; Imðr2Þ[ 0 and
Imðr3Þ[ 0; THz wave is confined in the graphene monolayer in the middle region. b Numerical
simulation result showing the y-component of the electric field of THz wave with the frequency
of 30 THz (reproduced from [19] with permission)

Nanofabrication Techniques and Their Applications 149



incident light normalized to that of the incident light) exhibits sharp peaks, whose
maximum, to their surprise, exceeds the area of the holes divided by the total
illuminated area [5]. This phenomenon, referred to as extraordinary optical
transmission (EOT), has stimulated extensive experimental and theoretical studies
on the enhanced transmission characteristics of a metal film with a subwavelength
aperture or its array. The enhanced transmission has been explained by resonant
excitation of surface plasmons [23], Fabry-Perot-type resonance [24], and
dynamical diffraction theory [25].

In most studies conducted on the enhanced transmission, metal films have
feature sizes such as film thickness, hole diameter, and slit width that are similar to
or larger than the skin depth.2 The same is true for other photonics applications of
metallic micro or nanostructures, such as transformation optics [27], metamaterials
[28], superlens [29], solar cells [30], and optical antenna [31].

Recently, Seo et al. experimentally investigated the interaction of an electro-
magnetic wave and a metallic nanostructure—the near-field enhancement and
associated enhancement in transmission, in particular—whose feature sizes are
much smaller than the skin depth [32]. Specifically, they measured the transmis-
sion of a THz wave through a free-standing multilayer consisting of
1:2 lm SiO2=0:5 lm SiN/60 nm Au with the width of a slit in the Au varied from
14 lm down to 70 nm (Fig. 3). The measurement was performed by THz time-
domain spectroscopy discussed in Chaps. 3 and 12. The results show that the near-
field enhancement spectra obtained for f ¼ 0:1� 1:1 THz exhibit 1/f-dependence,
whose maximum value of � 800 was measured for the 70-nm-wide slit.

The 1/f-dependence can be explained by the following simple argument. When
the metal film thickness is smaller than the skin depth, an incident electromagnetic
wave induces the electric current flowing inside the metal film, leading to the

(a) (b)

Fig. 2 THz SP MIM Y-branch (a) and bended waveguide (b). Reproduced from [19] with
permission

2 The skin depth is the distance that an electromagnetic wave travels in a metal before its
amplitude is reduced by a factor of 1/e [26].
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charge accumulation at the slit edges. The accumulated charge creates the electric
field in the slit, whose magnitude increases as the slit width decreases. In fact, the
Au film with a slit can be viewed as a capacitor that is charged by an incident THz
wave. When the electric current induced by the incident wave is I ¼ I0e�ixt; the
amount of the accumulated charge is

Q ¼ I0

ix
e�ixt; ð1Þ

which is inversely proportional to f like the field enhancement factor.
This work showed that a THz wave with a wavelength k can be highly con-

centrated, by a factor of � 1000; in a nano-gap whose width and thickness are
� k=30; 000: It also raised an interesting question as to what the ultimate
enhancement factor would be as the gap width keeps decreasing further. The free-
standing Au film can be used to study THz nonlinear processes and realize ultra-
high-sensitivity detection of nano-sized particles. The nano-gap field enhancement
provided a physical basis for recent demonstration of a metamaterial with a ultra-
high refractive index at THz frequencies [33].

4 Fabrication of Nanostructures for Terahertz Applications

To realize the devices discussed in the previous sections, successful employment
of fabrication techniques is of critical importance. Some of the requirements that
need to be satisfied for the graphene waveguide are: (i) the feature of the con-
ducting substrate—the width of the raised strip in particular—must be accurately
patterned; (ii) the top surface of the spacer layer must be flat; (iii) a defect-free
graphene monolayer must be formed on top of the space layer. For the THz field
enhancement experiment, the free-standing multilayer of SiO2=SiN=Au must be

(a) (b) (c)

Fig. 3 a Cross-section schematic of the free-standing multilayer of SiO2=Si3N4=Au; where a
nano-slit is defined in the Au layer. Large arrow represents the propagating direction of incident
THz waves. Scanning electron microscope (SEM) images showing the cross-section b and top
c views (reproduced from [32] with permission)
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formed, and a slit whose width is smaller than 100 nm must be to be precisely
defined in the Au (Fig. 4).

The most common method of fabricating structures with feature sizes on the
micrometer or nanometer scales is by successive applications of thin-film for-
mation and its selective removal processes. This method is often called the top-
down approach. You may think that the range of structures that can be made using
this approach is quite limited. However, the combinations of thin-film formation
and its selective (i.e., patterned) removal can create fairly complex structures, and
are the basis for manufacturing of commercial applications, such as central pro-
cessing units (CPUs) in modern computers and microelectromechanical systems
(MEMS) devices [34, 35]. In this section, we discuss various techniques for the
formation of thin films and their patterning by presenting step-by-step descriptions
of fabrication processes for the devices described in the previous sections.3

4.1 Terahertz Graphene Surface Plasmon Waveguides

In this section, we will go through processes to fabricate a structure shown in
Fig. 1. The overall process is shown in Fig. 5. We start with a piece of highly
doped silicon wafer, which is the substrate for the waveguide structure. A silicon

J

++
++
++
++

--
--
--
--

(a) (b)

0.1 0.3 0.5 0.7 0.9 1.1
0

200

400

600

800

1,000
70 nm

150 nm
500 nm

14 μm
1/f fitting

F
ie

ld
 e

nh
an

ce
m

en
t f

ac
to

r

Frequency (THz)

0.1 0.6 1.1

10

100

1,000

Fig. 4 a Electric current (J) induced by an incident THz wave leads to charge accumulation at
the slit edges, which in turn enhances the electric field in the slit. Shown below is an equivalent
circuit model. b Field enhancement factor versus frequency of THz waves for different slit
geometries: (width, height) = (70, 60 nm), (150, 150 nm), (500, 60 nm), and ð14; 17 lmÞ; for red,
pink, green, and blue traces, respectively. The black lines represents 1/f-fits to the traces. Inset:
log-log plot of the field enhancement factor. Reproduced from [32] with permission

3 The sequence of fabrication processes in Sect. 4.1 is a possible method to experimentally
realize the device proposed in Ref. [19], and that in Sect. 4.2 may differ in detail from the actual
processes used in Ref. [32].

152 C. Kim and H. Kim



wafer is typically about 500-lm thick and atomically flat. First, we need to pattern
the Si wafer into a raised strip as shown in Fig. 1. This type of patterning is
commonly achieved by a process called photolithography [36, 37]. The first step
of photolithography is to form (or deposit) a thin film of a light-sensitive polymer,
called photoresist, on a substrate. In most cases, the photoresist is deposited by
spin coating, where a polymer solution is dispersed onto the substrate, which is
subsequently spun at a high angular speed ð[ 1000 rpmÞ [37]. As the spin speed is
maintained, the polymer solution is distributed across the surface and solvent
evaporates, resulting in a uniform thin film.

? Step 1 Formation of a thin-film of photoresist on the substrate by spin coating.

The next step is to create a pattern in the uniformly coated photoresist. The
photoresist is exposed to a pattern of ultraviolet (UV) light, by irradiating
the sample through a photomask that is in contact with or in close proximity to the
photoresist, or by projecting an image of the photomask onto the photoresist by an
optical system (Fig. 6). The UV exposure induces a chemical change in the
polymer, and therefore creates across the polymer film a contrast in its solubility in
a specific solvent (called developer). The pattern in the photoresist is then obtained
by immersing the sample in a developer, where in a positive photoresist, the
polymer in the exposed area is dissolved away, while in a negative photoresist, it

(a) (b) (c)

(f) (e) (d)

(g) (h)

Fig. 5 Sequence of processes to fabricate a THz grapheme waveguide proposed in Ref. [19].
Step 1 Formation of a thin-film of electron-beam resist on the substrate by spin coating, (a). Step 2
Electron-beam lithography to pattern the resist layer ðbÞ ! ðcÞ: Step 3 Reactive ion etch to define
the raised strip in Si, ðcÞ ! ðdÞ: Step 4 Plasma-enhanced chemical vapor deposition of SiO2 on
the patterned Si, ðdÞ ! ðeÞ; followed by chemical-mechanical polishing for planarization, ðeÞ !
ðfÞ: Step 5 CVD growth of a graphene monolayer on a separate substrate and its transfer by a
stamping process onto the waveguide substrate, ðfÞ ! ðhÞ
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remains on the substrate. The minimum feature size that can be patterned by
photolithography is determined by optical diffraction and is approximately the
wavelength of UV light that is used. Therefore, for the waveguide fabrication, we
have to use a photolithography system equipped with a light source whose
emission wavelength ðkÞ is shorter than � 200 nm—for example, an ArF excimer
laser with k ¼ 193 nm:

Alternatively, we can use electron-beam lithography. Electron-beam (e-beam)
lithography is similar to photolithography, but uses electrons, instead of photons,
to expose a resist (in this case, called e-beam resist) layer without a mask [38, 39].
Electrons, which are emitted by thermionic or field emission, are accelerated by a
DC voltage, and a focused electron beam is scanned across the resist layer. Since
the de Broglie wavelength of an electron is given by

k ¼ h

p
¼ hffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2m0qV
p ; ð7:2Þ

where h is the Planck constant, p is the electron momentum, m0 is the electron rest
mass, q is the elementary charge, and V is the applied acceleration voltage, the
resolution is not limited by diffraction; V ¼ 10 keV corresponds to k ’ 0:01 nm:
Rather, it is mainly affected by the so-called proximity effect, arising from scat-
tering processes between energetic, incident electrons and the resist materials [38,
39]. Feature sizes as small as 10 nm are routinely fabricated using today’s e-beam
lithography system. Unlike photolithography, an e-beam writing process is serial,
presenting the major drawback of low throughput. However, since e-beam
lithography can generate arbitrary patterns with high resolution in a maskless
fashion, it has become the most frequently used nanolithographic tool for many
science and engineering applications. For this reason, we continue to discuss our
fabrication processes with e-beam lithography:

Fig. 6 UV exposure in photolithography (reproduced from [37] with permission)
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? Step 1 (revised) Formation of a thin-film of electron-beam resist on the sub-
strate by spin coating, (a) in Fig. 5.

? Step 2 Electron-beam lithography to pattern the electron-beam resist layer,
ðaÞ ! ðbÞ in Fig. 5.

Now, we can transfer the photoresist pattern into the underlying material (in this
case, silicon) by etching it with the photoresist pattern serving as an etch mask, as
shown in Fig. 5c [37]. Etching can be classified as wet or dry. In wet etching, the
sample is immersed into a solution containing reactive species (called etchant),
which converts by chemical processes the material to be etched into a soluble
species. Dry etching uses highly reactive gaseous species or plasma, and the
etching mechanism is chemical, physical (sputtering off the material to be etched
by bombarding it with energetic species, usually ions), or combination of both.
Most wet etching processes are isotropic, meaning that the etch rate in different
directions is the same (we will see an exception in Sect. 4.2). Therefore, to define
the raised strip with vertical sidewalls as shown in Fig. 1, we employ a reactive ion
etching (RIE), a dry etching process where very reactive ionic species are pro-
duced in a plasma and anisotropic etching is achieved by DC electric field that
vertically delivers them onto the sample surface [37, 38].

? Step 3 Reactive ion etch to define the raised strip in Si, (b) ? (c) in Fig. 5.

A 200-nm-thick layer of silicon dioxide is then formed on the sample. There are
several techniques to form a thin layer, and which technique to choose mainly
depends on the material to be deposited, the layer thickness, and the desired degree
of crystallinity. In evaporation process, the source materials are heated above
their boiling or sublimation point in a vacuum chamber (pressure \10�5 Torr),
and the evaporated atoms or molecules are condensed on the sample which is
placed above the source materials [37, 39]. One method to heat a source material is
resistive heating, where a source container is heated by passing electrical currents
through it or a filament surrounding the container. This process is called thermal
evaporation, which can be used to deposit a layer of metals (e.g. Ag, Au, Al, Mg),
and organic molecules (e.g. pentacene [40], ZnPc [40], Alq3 [41, 42]). Another
heating mechanism that is commonly used is electron bombardment. In electron-
beam evaporation, high-energy electrons are directed onto the source material by
magnetic fields, and heat up the source material by dissipating their kinetic energy
[37, 39]. Since this process can deliver higher thermal power to the source material
than resistive heating, electron-beam evaporation has a wider range of applicable
materials including Pt, Ni, Ge, MgF2; and SiO2:

Thin-layer formation by evaporation proceeds in two steps, evaporation and
condensation, which are both physical processes in a sense that materials being
deposited undergo phase changes only, from solid to vapor, and then to solid.
Hence, evaporation is regarded as a physical process. In chemical vapor
deposition (CVD), gaseous species are introduced to a chamber to participate in
chemical reactions, whose final product is the material to be deposited [37, 39].
Chemical reactions take place on the sample surface, which is typically heated to
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provide the gaseous reactants with sufficient thermal energy required for the
chemical reactions to occur. To facilitate the chemical reactions, sometimes a
plasma is created, where the reactant gases are converted into highly reactive
species including ionized molecules or atoms, and free radicals. This technique
is called plasma-enhanced chemical vapor deposition (PECVD), and it is
widely used in semiconductor manufacturing [37]. We use PECVD to deposit the
200-nm-thick SiO2 layer on the sample (Fig. 5e). During the process, deposition
conditions, such as the gas flow rates, substrate temperature, and chamber
pressure, need to be controlled so that a dense, defect-free, conformal film can
be obtained. Since the thickness of the SiO2 layer is comparable to the height of
the ridge, the top SiO2 is not going to be flat. Considering that we need to have a
monolayer of graphene on top of the SiO2 layer, our sample needs to be plan-
arized. This planarization issue is very often encountered in multilayer fabrica-
tion of silicon integrated circuits and MEMS devices. A process called chemical-
mechanical polishing (CMP) [37] is commonly employed for this purpose
(Fig. 5f).

? Step 4 Plasma-enhanced chemical vapor deposition of SiO2 on the patterned
Si, followed by chemical-mechanical polishing for planarization, (d) ? (e) ?
(f) in Fig. 5.

Now, we are done except the single layer of graphene on top. Rather than
depositing the graphene monolayer directly on the Si/SiO2 structure, we grow it on
a separate substrate and transfer it onto the SiO2 layer (Fig. 7). The reason for this
will be clear as we discuss the process. We first obtain a monolayer of graphene
using CVD, where a single or a few layers of graphene is synthesized from CH4

and H2 on a Ni-coated substrate (e.g. Si/SiO2/Ni) placed in a hot wall furnace
(� 1000�C). Other techniques that may be used include mechanical exfoliation of
graphite crystals [6], epitaxial growth on silicon carbide [43], and chemical [44,
45] or electrochemical [46] reduction of graphene oxide, but the CVD method is
well-suited for monolayer growth over a large area ð� 2 cm� 2 cmÞ: The
graphene monolayer can then be transferred onto the Si/SiO2 structure that we
obtained in Step 4 (target substrate) by the following method: (i) Poly-
dimethylsiloxane (PDMS) prepolymer is poured over the Ni-coated substrate and
is cured by UV irradiation (Fig. 7c); (ii) the PDMS layer, along with the graphene
monolayer attached to it, is released from the substrate by wet etching the Ni layer
(Fig. 7d); (iii) the graphene layer is transferred onto the target substrate by
inducing an ‘intimate contact’ between the substrate and graphene (Fig. 5g), fol-
lowed by separation of the PDMS from the substrate (Fig. 5h). It is van der Waals
interactions between graphene and SiO2 that enable the transfer of the graphene
monolayer. Hence, the ‘intimate contact’ means that the graphene needs to be
brought to an atomically close proximity to the SiO2 surface, which is facilitated
by low Young’s modulus (� 3 MPa) of PDMS. The transfer of the graphene
monolayer by the stamping process completes the fabrication of the graphene
waveguide structure proposed in Ref. [19].
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? Step 5 CVD growth of a graphene monolayer on a separate substrate and its
transfer by a stamping process onto the waveguide substrate obtained in Step 4,
(f) ? (g) ? (h) in Fig. 5.

You may think that the method of transferring the graphene monolayer
described above is somewhat low-tech; it does not involve sophisticated instru-
ments and resembles an ordinary stamping process. However, owing to this sim-
plicity, along with the fact that transfer relies only on van der Waals (or in other
cases covalent or metallic) bond formation occurring at room temperature, many
conceptually similar patterning techniques have been demonstrated and applied to
a wide range of areas such as inorganic [47, 48, 49] or organic electronics [50, 51,
52], and cell biology [53]. The earliest demonstration is perhaps microcontact
printing, where molecules such as alkanethiols are transferred from a PDMS
stamp with a relief pattern onto a substrate to form a self-assembled monolayer
(SAM) in areas contacted by the stamp [53]. The patterned SAM can be used as a
resist in wet etching or a template for a selective deposition of materials including
organic semiconductors [50], conducting polymers, metals, and proteins. In cold-
welding techniques [51, 52], a thin film of metal is transferred from a stamp to a
substrate [51, 54, 55] or from a substrate to a stamp [51] via metallic bond
formation between metal atoms on the stamp and substrate surfaces. Since cold-
welding is a room temperature, dry process, this technique can be used to pattern
metallic electrodes on top of organic semiconductors, which can easily be dis-
solved in solvents or degraded during a high-temperature process. In other tech-
nique, termed nano-transfer printing, a surface of a stamp and/or a substrate was
modified by forming a SAM or by an oxygen plasma treatment to tailor the
adhesion strength between the contacting surfaces [54, 55]. More recently, layers

(a) (b)

(c)(d)

Fig. 7 Schematic of the processes to obtain a PDMS stamp with a graphene monolayer. A
graphene monolayer CVD-grown on a Ni-coated substrate is lifted off with PDMS upon wet
etching of the Ni layer
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of inorganic semiconductors were transferred onto otherwise incompatible sub-
strates to demonstrate monocrystalline Si solar cells on PDMS [48] and curved
glass [47], GaAs-based field effect transistors on glass [49] and near-infrared
imager on Si [49], and inorganic light-emitting diodes based on AlInGaP quantum
well structures on glass [56].

4.2 Metallic Nano-Slit for Terahertz Field Enhancement

The structure that we consider in this section is shown in Fig. 3, where a 70-nm-
wide slit is defined in a 60-nm-thick Au layer on a thin membrane consisting of
SiO2=Si3N4: The fabrication process is briefly outlined in Ref. [32], whose details
are described in Fig. 8 and Table 1 . If you are familiar with processes discussed in
Sect. 4.1, only Steps 3 (and 9), 5, and 11 need to be explained.

In Step 3 (Fig. 8b ? c) and Step 9 (Fig. 8h ? i), about a half the thickness of
the Si wafer, � 250 lm, needs to be etched away, which requires a special

(a)

(f)

(g)

(b)

(e)

(h)

(k)

(c)

(d)

(i)

(j)

Fig. 8 Sequence of processes for the fabrication of nano-slit in Au, summarized in Table 1
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consideration in selecting an etch process; (i) a process with high etch rate is
desired: (ii) etch selectivity (� etch rate of the material to be etched / that of the
mask material) must be sufficiently high. Since the sidewall profile is not of a
concern in this case, we use a wet etching in KOH with an appropriate mask layer
(photoresist4 in Step 3, and SiO2 in Step 9), which etches Si at different rates
depending on crystallographic directions, leading to a tilted sidewall. Wet etching
of Si in KOH is commonly used to form a v-groove on a Si surface or a free
standing film whose thickness is less than 1 lm as in this example.

You may think that the formation of 1.2-lm-thick SiO2 layers in Step 5 can be
done using PECVD as in Sect. 4.1. Alternatively, they can be grown by wet
thermal oxidation, where SiO2 is formed via a chemical reaction involving Si and
water vapor in a hot furnace: Siþ 2H2O! SiO2 þ 2H2: A SiO2 layer formed in
this way tends to be denser than that obtained by PECVD, and therefore it is a
better etch mask for the KOH-etch of Si.

The free-standing film of SiO2=Si3N4=Au; whose total thickness is only
1,700 nm, is too fragile that e-beam lithography followed by dry etching of the Au
may fracture the film. Therefore, a technique with a minimal number of processing
steps that does not involve the use of a liquid is desired. In focused ion beam (FIB)
lithography, which is conceptually similar to e-beam lithography, a focused beam
of ions such as Gaþ; Be2þ; and Si2þ is scanned across a resist layer, which is

Table 1 Processing steps for the fabrication of nano-slit in Au

Step 1 Deposition of photoresist layers on both sides of a Si wafer by spin
coating

Step 2, (a) ? (b)a Photolithography on the top photoresist to define a 3.7-mm-wide
opening

Step 3, (b) ? (c) Anisotropic wet etching of Si in KOH to define a groove whose
bottom face is 3.35-mm wide

Step 4, (c) ? (d) Removal of the photoresist layers by immersion in solvent
Step 5, (d) ? (e) Wet oxidation of Si to grow a 1.2-lm-thick SiO2 layer on both sides
Step 6, (e) ? (f) Deposition of photoresist layers on both sides of the sample, and

photolithography on the bottom side to define a 3.7-mm-wide
opening like in Step 2

Step 7, (f) ? (g) Wet etching of the bottom SiO2 layer in a diluted HF solution
Step 8, (g) ? (h) Photoresist removal and deposition of a 0.5-lm-thick Si3N4 layer on

the top surface by PECVD
Step 9, (h) ? (i) Anisotropic wet etching of Si on the backside in KOH so that the

bottom surface of the SiO2 is exposed
Step 10, (i) ? (j) Deposition of a 60-nm-thick Au on the SiN by e-beam evaporation
Step 11, (j) ? (k) Focused ion beam milling of the Au layer to define the 70-nm-wide

nanoslit

a refers to figures in Fig. 8

4 Since the etch time is quite long ([1 h), the photoresist may delaminate from the substrate near
the pattern boundary, leading to a larger opening than is defined by the photoresist pattern. This is
acceptable since the lateral dimension is not very critical for the current application.

Nanofabrication Techniques and Their Applications 159



subsequently developed. In addition, the heavy mass of ions allows FIB lithog-
raphy to be used to physically sputter off material from a sample surface. This
process, called FIB milling, is a one-step process performed in a dry environment,
which we use to define the nanogap in the Au (Step 11).

5 Conclusion

In this chapter, we presented discussions of micro- and nanofabrication techniques
by going through fabrication processes to create nanostructures relevant to two
recent publications in the field of THz science and technology. We did not intend
our discussion to be comprehensive; instead, we aimed to provide readers with
ideas on how various fabrication techniques are successively employed to create
nanostructures required to realize novel devices or to experimentally seek answers
to scientific questions. Important developments in nanofabrication, such as
nanoimprint lithography, scanning probe lithography, and self assembly, are not
covered in this chapter. For more thorough treatment of the subject, readers are
encouraged to refer to review articles [36, 57] and monographs [37–39].
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Sub-single Cycle Pulses
of Electromagnetic Radiation

Minwoo Yi and Jaewook Ahn

Abstract Sub-single cycle electromagnetic radiation has been invented a couple
of decades ago in an experiment for the interaction of ultrafast optical pulses with
semiconductor materials. During the surge of opticaly created photocarriers in an
electrically-biased switch, a highly asymmetric electric pulse with a peak electric
amplitide as high as 100 kV/cm has been produced. Also, it has been known that
an optical nonlinear process of difference frequency mixing also generates various
shapes of THz pulses. A typical THz pulse is composed of a sharp electric pulse
with a given polarity determined by the direction of the current surge followed
by a long tail of opposite polarity. As the duration of the sharp part of the
pulse is significantly shorter than the duration of the tail part, the shape of the
pulse is nearly a half-cycle pulse. In this part, we present a short discussion of
the generation, detection, and propagation of the sub-single-cycle THz pulses.

1 Introduction

The generation of electromagnetic radiation from a large-area photo-conductive
antenna is illustrated in Fig. 1. The metallic structure of an electrically biased
antenna is drawn on a semiconducting substrate material of which the energy band
gap is below the photon energy of an illuminating light source. Then, the electrical
surgeis triggered by light, producing a unipolar electric pulse. That is the THz
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pulse, or the electrical short pulse in the terahertz frequency range, which is the
subject of the discussion in this part.

The generated THz pulse is temporally short and spectrally broad: The temporal
width is 150 fs and the frequency bandwidth is DfTHz ¼ 2 THz in a typical
experiment. Expecially the spectral feature of the THz pulse may be considered as
‘‘extremely broadband,’’ because, in a THz pulse, the frequency bandwidth may be
equivalent to or often exceeds the carrier frequency ðfTHzÞ; or

DfTHz=fTHz� 1: ð1Þ

Therefore, the THz pulse is not simply described by its carrier frequency, which is
1 THz to say, while other electric waves are often described in terms of the carrier
frequency and the envelope function.

The Fourier spectrum of the generated electric pulse spans from zero up to a
few THz, which is equivalent to the frequency bandwidth of the optical short pulse
that is used for the switch triggering. For a 100-fs short optical pulse, the frequency
bandwidth of the optical pulse is 5 THz, because the time-frequency bandwidth
product is given by

s� Df ¼ 1
2
: ð2Þ

for a gaussian function, where s and Df are the temporal width and the spectral
bandwidth, respectively, of the optical pulse. Equivalently, a 10-fs ultrashort
optical pulse, which has 50-THz frequency bandwidth, may generate an exte-
remely broadband Thz pulse. Indeed, a THz pulse of extremely broad bandwidth
up to Df ¼ 20 THz has been reported [1].

Having the relationship between the temporal width and the frequency
bandwidth in Eq. 2, it is necessay for a sub-single-cycle pulse s\1=fTHz to have an
enough frequency bandwidth satisfying

optical short pulse

THz pulse

Fig. 1 Half-cycle electric pulse generation from a photoconductive antenna
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DfTHz [
1
2

fTHz: ð3Þ

The spectrum of a typical THz pulse shown in Fig. 1, the requirement for a
sub-single-cycle pulse in Eq. 3 is well satisfied. However, for a wave in optical
frequency domain, this requirement is not easy to meet. This extreme broadband
nature of a sub-single-cycle pulse is rather uniquely found in THz pulses, and
the generation mechanism of the THz pulses may explain the reasons for this in the
following section. (Fig. 2)

2 Generation of Sub-single Cycle Pulses

Ony may wonder what determines the direction of the unipolar main lobe and may
think that the nature of unipolarity is based on the fact that the current in the
photoconductive antenna surges along one direction: For example, in Fig. 1,
the genearted THz wave is polarized along the positive ẑ direction because the
electric current surges along the same direction. But then think again! To under-
stand the mechanism of THz wave generation from the electrically-biased antenna,
we start from the Mawell’s equations [2], given by

r � E ¼
qf ðr; tÞ
�0

; ð4Þ

r � B ¼ 0; ð5Þ

r � Eþ oB

ot
¼ 0; ð6Þ

r � B� 1
c2

oE

ot
¼ l0Jf ðr; tÞ; ð7Þ

where the differential equations for the electric field E and the magnefic field B are
given in a free space where the charge and current distributions are qf ðr; tÞ and
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Fig. 2 Electric field
amplitude spectrum
of a typical THz pulse
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Jf ðr; tÞ; respectively. From these equations, the solutions for Eðr; tÞ and Bðr; tÞ can
be formally obtained as

Eðr; tÞ ¼ �rVðr; tÞ � oAðr; tÞ
ot

; ð8Þ

Bðr; tÞ ¼ r � Aðr; tÞ; ð9Þ

in terms of the scalar potential Vðr; tÞ and the vector potential Aðr; tÞ; and they
are obtained as a function of the charge and current distributions, qf and Jf ;

respectively, as

Vðr; tÞ ¼ 1
4p�0

Z ½qf �c
jr� r0j d

3r0; ð10Þ

Aðr; tÞ ¼ l0

4p

Z ½Jf �c
jr� r0j d

3r0; ð11Þ

where the retarded time notation (i.e., ½f ðr; tÞ�c ¼ f ðr; t ¼ jr� r0j=cÞ) is used.
So, the radiated electric field from a time varying current distribution is given as

Eðr; tÞ ¼ l0

4p

Z
1

jr� r0j
o½J�c
ot

d3r0; ð12Þ

for an electrically neutral media, qf ðtÞ ¼ 0; which is the case under consideration.
If we assume a homogenity of the medium and also far-field measurement of the
electric field, then we can neglect the spatial dependence and the time-retardation
effect, and the electric field becomes simplified as

EðtÞ ’ lo

4p
V

r

dJðtÞ
dt
/ � d

dt
ðenvÞ̂z; ð13Þ

where n is the density of charge carriers, which are electrons in this case, and v is
their drift velocity. The generated THz pulse is determined by the temporal
behavior of the current density JðtÞ; and, after the space integration, the current
IðtÞ: So, EðtÞ is simply determined by the time dependence of the current IðtÞ:
In other words, the emitted THz wave is determined by the electric current surge in
the optically switched antenna.

Therefore, based on this ‘‘current surge model,’’ the polarity of the generated
electric field, or of the THz pulse, is determined by the time derivative of the
product of nðtÞ and vðtÞ; as evident from Eq. 13. For a constant nðtÞ; if vðtÞ is
increased E turns out parallel with the ẑ-direction and if vðtÞ is decreased EðtÞ
becomes anti-parallel. Especially during, and right after, the optical-short-pulse
interaction, the carrier density nðtÞ changes quite radidly, compared with the
change of vðtÞ; so the change of nðtÞ plays a crucial role in determining the sign
and magnitude of EðtÞ:
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In order to test the current surge model for the THz pulse generation, we
investigate the time dependece of the current density nðtÞ: As we are considering
the situation where an optical short pulse illuminates the surface of a semicon-
ducting material, the charge carriers of the semiconductor are created by the
bombardment of the photons in the optical pulse. The number of charge carriers
created in a given time interval is directly proportional to the light intensity, for the
light intensity is below the saturation intensity. Then, the governing equation for
the time dependence of the density function nðtÞ is given, including the relaxation
of the electrons with relaxation rate c; by

dn

dt
¼ IðtÞ A

hm
� cnðtÞ; ð14Þ

where I is the laser intensity, A the absorption coefficient, h the Planck constant,
and m the laser frequency. For a gaussian pulse with pulse duration s; this above
equation becomes,

dn

dt
¼ n0e�t2=s2 � cnðtÞ; ð15Þ

where n0 is the carrier density determined at the peak of the optical pulse, given as
n0 ¼ AIð0Þ=hm: Then, the differential equation given in Eq. 15 is straight forward
to solve and the solution is obtained as

nðtÞ ¼ n0e�ct
Z t

0
e�t02=s2þct0dt0: ð16Þ

Now we put a set of typical numbers from an experiment. In the experiment
illustrated in Fig. 1, s ¼ 50� 100 fs and c ¼ 1=ð1� 10 psÞ; so the relaxation is
significantly slower than the duration of the absorption process. Then the result in
given in Eq. 16 is little different from the following equation:

nðtÞ ’ n0e�ct

Z t

0
e�t02=s2

dt0: ð17Þ

So, we have obtained the time dependent carrier density function nðtÞ as

nðtÞ ¼ n0e�ct

Z t

0

Iðt0Þ
I0

dt0; ð18Þ

and, therefore, the increase of nðtÞ is contributed from the photon absorption and
the decrease of nðtÞ is from the carrier relaxation.

Now we consider to obtain the velocity vðtÞ of the charge carrier. The Newton’s
second law for the charge carrier, which is electron in this case, can be expressed
with two kinds of forces in this case: the external electric field along the biased
antenna and the damping term due to elastic collisions. Then, the differential
equation
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m
d2x

dt2
þ b

dx

dt
¼ eEext; ð19Þ

gives the solution becomes

vðtÞ ¼ vtð1� e�ðeEext=mvtÞtÞ ¼ vtð1� e�kvtÞ; ð20Þ

where vt is the electron mobility of the given semiconducting material, and the char-

acteristic relaxation rate for the velocity is given by kv ¼ eEext=mvt ¼ ð0:03 fsÞ�1:

In the given experiment, Eext ¼ 106�7 V=m and vt ¼ 104 m=s; and, as the given
numbers are used, the kt is given as kt ¼ 1=ð3� 10�15 fsÞ:The velocity relaxation is
significantly faster than the pulse duration s: So the velocity of the charge carriers is
considered nearly constant during the THz pulse emission process, i.e.,

vðtÞ ’ vt: ð21Þ

Figure 3 shows the experimentally measured waveform of a sub-single-cycle
pulse and its spectrum, and the results are compared with the model calculations
based on Eqs. 13, 18, and 21. It has become clear that the current surge is mainly

Fig. 3 Experimental measurement of (a) the temporal waveform of sub-single-cycle pulse and
(b) its spectrum. (c) and (d) show the model calculations for the waveform and the spectrum,
respectively
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contributed by the time dependent change of the carrier density nðtÞ in THz pulse
generation. Therefore, the electic field EðtÞ that is given as the time derivative of
the current has a positive polarity during the light-interaction and a negative
polarity during the relaxation process.

3 Difference Frequency Mixing for THz Wave Emission

Having considered the THz pulse generation from a photoconductive antenna in
the previous section, we also briefly review the THz wave generation from an
optoelectronic crystal such as ZnTe.

The generation of THz waves can be modeled using the nonlinear Maxwell
equation expressed in the spatial and frequency domain for the difference fre-
quency mixing process of the optical laser pulse, that is given as [3],

o2

oz2
ETHzðX; zÞ þ �ðXÞX

2

c2
ETHzðX; zÞ ¼ � 4pX2

c2
PðX; zÞ; ð22Þ

where X ¼ 2pfTHz: The polarization PðX; zÞ is the second-order nonlinear
susceptibility vð2ÞðXÞ multiplied by the Fourier components of the intensity of the
pump laser pulse:

PðX; zÞ ¼ vð2ÞðXÞIðXÞexp½iXz=tg�; ð23Þ

where, tg is the group velocity of the optical pulse, and if the pump laser pulse is
assumed to be a gaussian pulse with a pulse width sopt; the Fourier component of the

intensity of the pump laser pulse may be expressed as IðXÞ ¼ Ioexp½�ðsoptXÞ2=2�:
The solution for this nonlinear Maxwell equation is obtained at each point in the

crystals as [3]

ETHzðX; zÞ / X2vð2ÞðXÞIðXÞzsinc
Dkz

2

� �
: ð24Þ

In order to obtain terahertz spectral shapes appropriate for some particular purpose
and to maximize ETHzðX; zÞ for a terahertz frequency range, one must choose
the wavelength kopt and the duration sopt of the ultrashort optical pulse. So,
we consider the requirements for the crystal thickness and the pulse width.

The efficiency of the terahertz pulse generation strongly depends on the
momentum mismatch between the optical and the terahertz pulses in the nonlinear
medium. The momentum mismatch condition for the wavelength at different
frequencies is

Mk ¼ kðwopt þ XÞ � kðwoptÞ � kðXÞ ¼ 0; ð25Þ
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where the angular frequency of the optical wave is given wopt ¼ 2pm: The
momentum mismatch Dk influences the inverse of the coherence length lc for the
optical rectification process in a material with dispersion at optical frequencies.
The coherence length lc; which depends on the efficiency of terahertz generation, is
given by

lcðX; koptÞ ¼
p
Mk
¼ pc

X NeffðkoptÞ � nTHzðXÞ
�� �� ; ð26Þ

where NeffðkoptÞ is the effective refractive index for an optical pump beam with a
wavelength of kopt [4],

NeffðkoptÞ ¼ noptðkoptÞ � kopt

dnoptðkÞ
dk

jkopt
: ð27Þ

The spectrum for the generated THz pulse propagating through a ZnTe is
obtained by integrating Eq. 24 over the crystal thickness zo: Once the THz pulse
travels a distance equivalent to the coherence length of this non-linear frequency
mixing process, the spectral shape of the THz pulse is greatly altered. The cal-
culated results are shown in the left panel of Fig. 4, where the spectral shapes are
primarily governed by the coherence length of the thick crystal. As the pump laser
wavelength is tuned below 790 nm, most of the low frequency parts of THz
spectra becomes phase-mismatched as shown in the left panel of Fig. 4, and the
obtained THz spectra are quite narrow. For comparison, the experimentally
measured spectra and pulse shapes are shown in Fig. 4. Here the thickness of the
ZnTe crystal is chosen to separate the coherent band of the THz spectrum into
two, one at near zero frequency and the other at higher frequencies. This results in
two distinct spectra humps as shown in the right panel of Fig. 4b and c. The
obtained spectrum for the generated THz pulse is strongly dependent on the pump
laser wavelength and the temporal shapes vary from a single-cycle pulse with
pulse duration of 250 fs to an oscillating pulse stretched out to over 50 ps in time
as in Fig. 4c.

4 Measurement of Sub-single Cycle Pulses

The first measurement of the waveform of a THz pulse has been obtained via
interferometry. As shown in Fig. 5a Michelson interfereometer was setup to
measure the autocorrelation of THz pulses. The THz pulse was generated as in
Fig. 1 via short pulse photoexcitation of a semi-conducting InP. An off-axis
paraboloidal mirror, wiregrid polarizers, metallic retroreflectors were used to
collect the freely propagating broadband THz pulse without a significant chromatic
aberration, and the signal was collected with a helium-cooled silicon composite
bolometer [5]. The autocorrelation signal defined by
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IautoðtÞ ¼
Z 1
�1

Eðt0ÞEðt þ t0Þdt0 ð28Þ

As the Wiener-Khintchine theorem tells, the intensity spectrum is given as the
Fourier transform of the autocorrelation signal IautoðtÞ [6].

SðmTHzÞ ¼
Z 1
�1

Iautoe�2pmTHztdt; ð29Þ

where SðmTHzÞ is the intensity spectrum which is the squre of the amplidute
spectrum. Based on an assumption that the amplitude spectrum is real-valued, the
electric field EðtÞ is given simply as the inverse Fourier transform of the amplitude
spectrum, or

EðtÞ ¼ 1
2p

Z 1
�1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
SðmTHzÞ

p
e2pmTHztdf : ð30Þ

The measured result in Fig. 5 shows that the THz pulse is a nearly half-cycle pulse.
Later, a more direct method, for example, the free-space electro-optic sampling

has measured the actual shape of THz pulses directly [8]. The underlying
mecahnism of the electro-optic sampling is the Pockels effect, which utilizes the
polarization rotation of propagating light through an electro-optic crystal, such as
ZnTe, in the presence of an electric field. As an optic probe beam co-propagates
with the THz pulse, which is the electric field, with a given time-delay between
them, the polarization rotation of the optic probe beam is given proportional to the
THz field amplitude. Therefore, the THz field amplitude is obtained as a function
of the time-delay as

Fig. 4 Generation of THz waves via difference frequency mixing in ZnTe. The left panel shows
the computed THz spectra and coherence length for various laser wavelengths. The right panel
shows the measured THz waves (from top to bottom, 810, 790, 750 nm.) Reprinted from Ref. [3]
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ETHzðtÞ ¼ D/ðtÞ 2pmTHzLffiffiffi
2
p

c
n3

Or41

� ��1

; ð31Þ

where / is the polarization angle change, L is crystal thickness, nO is the refractive
index of optic beam, and r41 is the electro-optic coefficient. For example, with ZnTe

ðr41 ¼ 4 pm=VÞ of L ¼ 1 mm-thickness an electric field of Epeak
THz ¼ 10 V=lm leads

to the probe polarization change by / � 0:01 degree:

5 Propagation of Sub-single Cycle Pulses

The THz pulse shapes in the near-field and in the far-field differ significantly with
respect to each other due to diffraction and propagation. The near-field criterion for
the far-field diffraction region required for the Fraunhofer formula is given by

jr� r0j � p
d2

k
; ð32Þ

where r0 and r denote the source and measurement points, respectively, and d is
the emission antenna size. And for a large-area antenna, as described in this article
for the generation of THz sub-single-cycle pulses, that is of a size d ¼ 3 cm; after
a propagation over a distance of a few meters, the criterion in Eq. 32 is satisfied.
Therefore, instead of the famous Faunhoffer diffraction formula, the Huygens-
Fresnel diffraction integral formula may be used to model the THz electric field at
an arbitrary point beyond the antenna aperture, that is given as

Eðr; tÞ ¼
Z

R

cosðn̂; r� r0Þ
2pcjr� r0j

d

dt
E r0; t � jr� r0j

c

� �
d2r0; ð33Þ

where Rðr0Þ is the THz emission surface and n is its surface normal [9].

(a) (b)

Fig. 5 (a) Mechelson interferometry for THz pulse characterization. (b) The measured intensity
autocorrelation. The inset shows the electric field amplitude. Reprinted from Ref. [7]
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Using this formula, the spatiotemporal profile of THz pulses at the near- and
far-field regions are calculated and the results are compared with experimental
measurements in Fig. 6. It is noted that the low-frequency components of
the near-field THz shapes are significantly damped compared to the ones of the
far-field.

The near-field shape of the THz pulse is more likely a quarter-cycle pulse,
while the far-field one is a half-cycle pulse. Such a significant loss of the low-
frequency components of THz pulse is caused by the diffraction. As an illustrative
example, we consider the wave diffraction from a narrow slit as shown in Fig. 7.
When a wave is penetrate through or emitted from the narrow aperture, the
intensity of the diffracted wave is given at a angle h off from the normal direction
n as

IðhÞ ¼ Ið0Þ sin b
b

� �2

; ð34Þ

where the parameter b is defined with the slit width b as

b ¼ mTHz

pb

c
sin h: ð35Þ

Then, the electric field amplitude that is collected for a finite numerical aperture
ðsin hcÞ may be given by

EðmTHzÞ ¼
Z hc

�hc

dEðmTHzÞ
dh

dh � EðmTHzÞ
mTHz

mcutoff

; ð36Þ

Fig. 6 Spatiotemporal profile of THz shapes of (a) experimental and (b) simulation results at a
distance z directly measured behind the antenna, and (c) experimental and (d) simulation results
at the focal point of a parabolic mirror. Reprinted from Ref. [9]
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for mTHz smaller than mcutoff : The last approximation is valid, as hc is small for a
typical example with b ¼ 1 cm because

hc ¼ sin�1 c=pb

mTHz

� sin�1 1010ðHzÞ
mTHz

: ð37Þ

It is clear from Eq. 35 that the spectrum of the diffracted pulse is damped as a
linear function of the THz frequency mTHz compared to the spectrum of the incident
pulse. The smaller the size of the antenna is used, the more sharply the low
frequency components of the spectrum is removed after the diffraction. Therefore
the temporal shape of THz pulses from a small-size antenna ðb � 100 lmÞ is
further reshaped, and full-cycle pulses are produced in the far-field region in
general.

6 Applications of Sub-Cycle Cycle Pulses

As we have considered the generation, measurement, and propagation of the sub-
single-cycle THz pulses, we now begin to discuss the applications of such pulses in
this section. In general, a broadband nature of a pulse can be used in various ways.
One of the non-trivial ways of using the broadband nature may be the use of the
spectal degree of freedom of a THz wave as a replacement for one of the spatial
degrees of freedom in optical imaging [10]. A more scientific use of THz pulses
has been found in the coherent manipulation of quantum systems [7, 11–13].
Especially with a species of atoms in highly excited states, called Rydberg atoms,
there have been many fundamental studies for atom-field interactions.

For a numerical study, an analytical form of the temporal profile of the THz
wave may be necessary, such as the one shown below, which is obtained from a
numerical fit to the measured temporal waveform of the THz wave:

EðtÞ=Emax ¼ 29:56 17:75
t

s

� 	3
e�8:87t=s � 0:412

t

s

� 	5
e�4:734=s

� �
; ð38Þ

where s ¼ 1 ps is used [11].
The photon energy of THz pulses induces the transition to and from adjacent

energy levels, and, at the same time, as a result of the interaction with a THz pulse
with unipolar shape Rydberg atom gets a directional momentum change along the
THz polarization direction. The momentum is directly delivered to the quantum
system at a precise time, e.g., kicking an electron out of an atom. So the wave
function changes along the kick, so does the momentum distribution. In this case,
the ionization probability of the Rydberg atom initially at a quantum state jwlmni is
given by

PðQÞ ¼
Z

d3kjhw�k jeiQrjwlmnij
2; ð39Þ
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where Q is the impulse, or a momentum kick, delivered to the atom as a result
of the interactin of the THz pulse, especially from the main lobe of the pulse,
defined as

Q ¼ �
Z tþ�

t��
eEðt0Þdt: ð40Þ

In conjunction with electron velocity-map imaging, the asymptotic velocity
deistribution of electrons ionized by the sub-single-cycle-pulse excitation can be
studied, for an analysis of the ionization dynamics of the Ryberg atoms or the
tomographic information of the initial atomic states.

7 Sub-single Cycle Pulses in Other Frequency Ranges

In the previous sections, we have found that an extreme broadness of the spectral
bandwidth of a THz pulse has lead to the temporal feature of the sub-single-cycle
nature. Then, we can ask a question if there are sub-single cycle pulses in other
frequency range of electromagnetic wave or in other kinds of waves than electro-
magnetic waves? In the longer wavelength region of electromagnetic wave than the
wavelength of THz pulses, ways of making such pulses are trivial, for example, an
electric pulse in radio frequency, so we don’t discuss them here. However, in
the shorter wavelength region, in particular in the optical frequency range, devising
a method to produce sub-single-cycle pulses has been of great interest. We
will discuss a couple of research efforts towards the generation of optical sub-
single-cycle pulses in the below. Also, there are other kinds of short pulses that can
be considered as sub-single-cycle pulses found in nature that may include the shock
waves in solid-state materials and solitions generated on liquid surface.

In optical frequency region, producing a coherent waveform of such a broad
bandwidth enough to generate a single-cycle pulse is not easy. In ultrafast optics,
the high harmonic generation of an ultrashort infrared pulse in atoms produces a
sub-femtosecond pulses that encompasses the whole spectral range of visible
and UV/XUV [14]. Another method is the supercontinuum formed as a result
of cascading nonlinear processes of IR short pulses, as seen, for example, in a
photonic bandgap fiber, and its spectrum spans several optical octaves with a
spectral range extending from UV to beyond mid-IR [15]. However, with these
two methods, such an enough bandwidth comparable to the optical frequency that
the optical pulses can have the temporal width less than, or comparable to, the
optical cycle has not yet been achieved.

In order to make a single-cycle pulse, as discussed in earlier sections, it is
required to have the bandwidth at least a half of the frequency itself, i.e.

Dm	 1
2
m: ð41Þ
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If it is necessary to fill the huge range of continuous spectrum to make an isolated
short pulse. However, one may instead use an idea of using a discrete set of
frequency components that are distributed with a net spectral width of the half of
the frequency. Of course, then the produced waveform is a train of pulses.
In experiments with the vibrational transition in D2; it has been attempted to add the
mutually coherent Raman sidebands [16]. Although they are separated from each
other by the difference of the driving laser frequencies, the sidebands extend from
2:94 lm to 410 nm. As shown in Fig. 8, the seven Raman sidebands of D2 were
coherently added to produce a train of optical sub-single-cycle pulses. Temporally
11 fs that corresponds to 0.8 cycle for 650-nm light has been achieved (Fig. 8).

Pushing further the idea of coherently combining optical waves, now people
have coherently put together two non-overlapping spectra of separate pulse trains.
For this method to work, the timing jitter between the two separate lasers needs to
be precisely controlled under a fraction of the optical cycle. In experiments in Ref.
[17, 18], two erbium-doped fiber ampifiers that produce separate spectral windows
were coherently combined with a timing jitter of less than 50 attoseconds, and the
results shows a single-cycle pulse train of infrared light.

smallf

largef

Slit 

Fig. 7 Illustration of wave
diffraction through a narrow
slit

Fig. 8 Experimental setup for temporal synthesis of Raman sidebands of D2: Seven sidebands to
produce a train of optical single-cycle pulses. Reprinted from Ref. [16]
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Sub-single-cycle pulses, or more generally a non-oscillatory propagating
waveform, are found in other kinds of waves as well. The acoustic strain pulses
generated in solid with ultrashort laser pulse interaction shows a non-oscillatory but
propagating wave. It is also refered to as the picosecond ultrasonics and the pulse
propagate a fairly long distance as long as the relaxation process allows, without a
significant deformation [19]. The propagation of the acoustic wave can be probed
by an optical probe pulse because the wave equation is deformed with a small index
change dn from the strain. Then the Maxwell’s equations for the probe electric field
Eðz; tÞ in the slowly varying envelope approximation are given as [19, 20]

o2Eðz; tÞ
oz2

þ
4p2m2

probe

c2
n0 þ dn0ðz; tÞ½ �Eðz; tÞ ¼ 0; ð42Þ

where the mprobe is the frequency of the optical probe pulse, n0 is the index of
refraction, and dn is the index change due to the strain. The shape of the strain is
merely a bump propagating through the medium and its non-oscillatory propa-
gating pulse shape is resulted from a coherent superposition of a wide range of
acoustic phonon spectrum [21]. (Fig. 9)

Lastly, a non-oscillatory propagating wave is ingeneral a kind of solitons.
The solition wavepacket is a self-reinforcing solitary wave found as a result of a
nonlinear effect of dispersion cancellation in a medium. As famously known with
the solitary wave found travelling a long distance with a constant speed along a
canal in Scotland, there have been various forms of soliton have been studied. But
lately the soluton in optical fiber has resurrected its importance because of its
potential use for a long distance data transmission. For example, Kortewed-de
Vries equation models waves on water surface and it is given as a partial differ-
ential equation for a function /ðx; tÞ for a given time t and position x as

o/
ot
þ o3/

ox3
þ 6/

o/
ox
¼ 0; ð43Þ

Fig. 9 Strain pulse
propagation in multiferroic
LuMnO3 probed by
femtosecond optical time-
domain spectroscopy.
Reprinted from Ref. [21]
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and this equation becomes for a traveling wave /ðx; tÞ ¼ f ðx� ctÞ

�c
of

ot
þ o3f

ox3
þ 6/

of

ox
¼ 0; ð44Þ

or, after the integration with respect to x,

�cf þ o2
xf þ 3f 2 ¼ A: ð45Þ

where A is a constant. Then, the solution of the above equation is given as

/ðx; tÞ ¼ 1
2

csech2

ffiffiffi
c
p

2
ðx� ctÞ � A0Þ

� �
; ð46Þ

a solitary wave of which the shape does not change and moves with a constant
speed of c. It is noted that in the solitons in an optical fiber the solitary waveform is
maintained in the intensity envelope, that is in general muh longer than an optical
cycle. However, in the solitions in water surface, on the other hand, the surface
wave propagates with a spatial stretch less than a characteristic wavelength of the
corresponding wave equation.
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Resonant Antennas on Semi-Infinite
and Lens Substrates at Terahertz
Frequency

Truong Khang Nguyen and Ikmo Park

Abstract This part is concerned with four different types of resonant antennas on
semi-infinite and lens substrates made of high-permittivity dielectric materials at
terahertz frequency. Full-wavelength single-dipole, full-wavelength dual-dipole,
half-wavelength single-slot, and full-wavelength four-leaf-clover-shaped dipole
antennas are studied at a frequency of around 1.0 THz. The resonance charac-
teristics of the four antennas are first investigated on a semi-infinite substrate,
using the method of moments simulator FEKO. Based on these characteristics, the
antennas are placed on an extended hemispherical lens to examine and compare
the radiation effects of a substrate lens on each antenna, using the finite-integration
time-domain simulator CST Microwave Studio. The shape of an extended hemi-
spherical lens with optimum thickness and quarter-wavelength matching layer
plays an important role in maximizing the directivity, while the radiation efficiency
is generally affected by the antenna structure.

1 Introduction

The idea of using a planar antenna that has been lithographically integrated on the
surface of a dielectric lens to couple electromagnetic radiation to active semi-
conductor devices is attractive because of its potential for eliminating substrate
modes and increasing the Gaussian coupling efficiency (Gaussicity). In addition,
the fabrication procedures are well suited to monolithic or hybrid integrated circuit
technology, and offer greater dimensional accuracy and durability, and reduced
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cost. Since the lens is electrically large compared to the antenna, the antenna
elements act as if they are at the interface of an air–dielectric half-space. More-
over, aside from the radiation patterns, an antenna exhibits similar resonant
characteristics on both a lens substrate and a semi-infinite substrate [1]. Hence, an
antenna designed on a semi-infinite substrate can be used in the initial investi-
gation of its resonant characteristics, which saves a significant amount of com-
putational time.

A comparison of dipole, bow-tie, spiral, and log-periodic antennas on a thin
substrate at infrared frequencies has recently been reported [2]. However, planar
antennas built on a substrate are quite different from ordinary antennas in free
space or on a thin substrate, primarily because antennas tend to radiate most of
their energy on the substrate side, especially on high-permittivity substrates at high
frequencies. The properties of antennas on semi-infinite substrates have been
studied extensively for many years, from substrates made of lossy dielectrics (such
as water or earth) [3–5] to substrates made of lossless dielectrics (such as GaAs or
silicon) [1, 5–9]. However, there have been no detailed studies comparing several
types of resonant antenna on lossless semi-infinite and lens substrates made of
high-permittivity materials at terahertz (THz) frequency.

For terahertz receivers, planar integrated quasi-optical technology, imple-
mented by mounting a planar antenna on a substrate lens, is expected to be a
preferable alternative to waveguide-based front ends. Recent progress in nano-
structuring and micro-machining enables reliable production and alignment of
planar antenna structures on dielectric lenses with sufficient accuracy for high-
frequency operation. Furthermore, it has been shown that this type of integrated
lens antenna makes a THz heterodyne receiver perform better when combined with
a hot electron bolometer (HEB) [10–12]. Therefore, a planar integrated lens
antenna with optimum substrate and antenna structure plays a critical role in
optimizing an output power design. Single- and dual-antenna elements, such as
dipoles and slots, have been successfully used on quartz and silicon dielectric
lenses at millimeter-wave and terahertz-regime frequencies [13–17]. The con-
ventional design technique for a planar integrated lens antenna is generally based
on the hybrid complementation of geometrical optics (GO) inside the lens and
physical optics (PO) outside the lens to characterize the field irradiated by the
feeds and the Gaussian coupling efficiency. However, there remains a need for full
characterization and comparison of several types of resonant antennas, particularly
at THz frequencies.

In this part, we examine and compare the overall performance of several types
of resonant antenna in terms of input impedance, radiation patterns, and radiation
efficiency. The four antenna types selected for this research are full-wavelength
single-dipole, full-wavelength dual-dipole, half-wavelength single-slot, and full-
wavelength four-leaf-clover-shaped dipole, all designed to resonate at around
1.0 THz. Two radiation environments are used to investigate the characteristics of
each antenna: a semi-infinite Si substrate (er = 11.7) and an extended hemi-
spherical lens made entirely of Si. This study should be very helpful to optimize
several types of resonant antenna on a substrate lens for THz photomixer designs.
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2 Geometries of the Four Antennas and Substrate Structures

Figure 1 shows the four types of antenna under consideration. The antennas were
all designed to resonate at around 1.0 THz for the sake of comparison. The metal
layer had a conductivity of 1.6 9 107 S/m and a thickness of 0.35 lm. The single-
dipole, dual-dipole, and four-leaf-clover-shaped antennas all had a total length of
approximately 1 k at about 1.0 THz on the Si substrate, in order to provide
maximum input resistance. However, the single-slot antenna provided maximum
input resistance at a total length of approximately k/2, since a slot antenna is
complementary to a dipole antenna (in accordance with Babinet’s principle).
Accordingly, these four resonant antennas exhibited high input resistance
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Fig. 1 Geometries of the four resonant antennas: a full-wavelength single-dipole, b full-
wavelength dual-dipole, c half-wavelength single-slot, and d full-wavelength four-leaf-clover-
shaped antennas
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characteristics suitable for THz photomixer designs. The initial dimensions of the
antennas were as follows: LD = 94 lm and wD = 3 lm for the single-dipole
antenna (Fig. 1a); A = 70 lm, B = 49 lm, C = 3 lm, D = 1 lm, and
E = 5 lm for the dual-dipole antenna (Fig. 1b); LS = 46 lm and wS = 3 lm for
the single-slot antenna (Fig. 1c); Dx = Dy = 37 lm, Gx = Gy = 2 lm, and
w = 3 lm for the four-leaf-clover-shaped antenna (Fig. 1d). Note that the right
and left halves of the four-leaf-clover-shaped antenna each formed a full-wave-
length dipole with a total length of approximately 2[(Dx ? Dy) - (Gx ? Gy) –
1.5w], corresponding to 1 k at about 1.0 THz on the Si substrate [18]. Figure 2a
and b show prototypes of an antenna on a semi-infinite Si substrate (er, sub = 11.7)
and an extended hemispherical Si lens (er, ext = er, lens = 11.7), respectively. The
extension layer and radius of the lens are denoted by T and R, respectively. A k/4-
thick matching layer, made of plexiglass (er = 3.4), was used to suppress reflected
waves from the internal lens surface.
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xy

z

(b)

(a)
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Fig. 2 a Antenna on a semi-
infinite substrate; b antenna
on an extended hemispherical
lens substrate structure
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3 Antenna Characteristics

3.1 Semi-Infinite Si Substrate

The four antennas were simulated via the FEKO software package featuring the
method of moments (MoM), the Si substrate being approximated with a semi-
infinite Green’s function layer. The single-slot antenna was fed by a wire port,
while the single-dipole, dual-dipole, and four-leaf-clover-shaped antennas were all
fed by an edge port with the same voltage source (of magnitude 1 V). The single-
slot antenna was oriented in the x-direction, whereas the other three antennas were
oriented in the y-direction, in order to provide a clear comparison of the antenna
radiation patterns.

The input impedance characteristics of the single-dipole, dual-dipole, single-
slot, and four-leaf-clover-shaped antennas are shown in Fig. 3a–d, respectively.
The singe- and dual-dipole antennas resonated at around 1.0 THz, and had input
resistances of 302 and 220 X, respectively. The single-slot antenna exhibited a
slightly lower input resistance than the two dipole antennas, and had an input
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resistance of 170 X at the resonant frequency of 1.0 THz. The highly resonant
four-leaf-clover-shaped antenna had a high input resistance of about 1800 X at the
resonant frequency of 1.0 THz. The high input resistance of this antenna was due
to the high Q and narrow band characteristics of the design.

Figure 4a–d shows the radiation patterns of the four antennas plotted in the E-
and H-planes, which respectively correspond to the yz- and xz-planes of the
antennas’ orientation. As the figure indicates, all of the antennas exhibited radi-
ation patterns with a minimum in the E-plane and a maximum in the H-plane at the
critical angle hc = p - sin-1 [(er)

-1/2] on the dielectric side, which is about 163�
for the Si substrate (er = 11.7). Both the E- and H-plane patterns of the four
antennas had a null value at the air–dielectric interface. For the single-dipole
antenna, the E-plane beam pattern was narrower than the H-plane beam pattern
due to the nature of current distribution on the dipole. However, for the dual-dipole
antenna, the E-plane beam pattern was wider than the H-plane beam pattern
because of the array effect. Hence, a small side lobe appeared near the interface in
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the H-plane pattern of the dual-dipole antenna. For the four-leaf-clover-shaped
antenna, the E-plane and H-plane patterns were almost identical to those of the
single-dipole antenna, but the E-plane beam pattern was wider than the H-plane
pattern. This beam angle behavior was similar to that of the dual-dipole antenna.
The radiation patterns on the air sides of the single-dipole, dual-dipole, and four-
leaf-clover-shaped antennas were almost identical. However, the E-plane and H-
plane radiation patterns of the single-slot antenna were quite different from those
of the other three antennas, as can be seen in Fig. 4c. Since the patch was modeled
to be infinite in extent, the two media (air and dielectric) were effectively isolated.
Minimum and maximum values did not occur at the critical angle for the single-
slot antenna. The E-plane had no null value at the air–dielectric interface, but the
H-plane did, as noted in [5].

From the radiation efficiency and directivity perspectives, the four antennas
behaved differently. The radiation efficiencies of the single-dipole, dual-dipole,
and four-leaf-clover-shaped antennas were 95, 82.5, and 51%, respectively. The
maximum directivities at the critical angle were 9.9, 9.8, and 8.9 dBi for
the single-dipole, dual-dipole, and four-leaf-clover-shaped antennas, respectively.
The directivities at h = 180� were 7.7, 8.7, and 7.9 dBi, corresponding to direc-
tivity differences (compared to the maximum values at the critical angles) of 2.2,
1.1, and 1.0 dBi for the single-dipole, dual-dipole, and four-leaf-clover-shaped
antennas, respectively. For the single slot antenna, the radiation efficiency was
78.8% and the directivity at h = 180� was only 1.2 dBi. This behavior variation
was also noted in [5], in which it was reported that the radiation of a slot in an
infinite ground does not concentrate in a cone, as with a current dipole.

3.2 Extended Hemispherical Si Lens Substrate

The four antennas were simulated on a substrate lens using the commercially
available electromagnetic simulator CST Microwave Studio, which is based on the
finite-integration time-domain technique. Except for the radiation patterns,
antennas exhibit similar resonant characteristics on either a lens substrate or a
semi-infinite substrate [1]. Accordingly, we investigated the radiation of the four
antennas in general, and the directivity of the main beam on the z-axis in particular
(h = 180�), by varying the ratio of the extension layer thickness to the radius of
the hemisphere (T/R). The results are shown in Fig. 5a–d. We used hemisphere
radii of 2.5, 3.5, and 4.5 k at a resonant wavelength of 300 lm in free space. The
ratio T/R was varied from 0.25 to 0.5 for each value of the hemisphere radius, and
the results were plotted separately for each antenna. It should be noted that all
directivities and radiation efficiencies shown in the figure were deduced from the
radiation patterns of the antennas at the resonant frequency of around 1.0 THz.
In general, higher directivity of the main beam was achieved with a larger
hemisphere radius for all four antennas. In addition, the extension layer thickness
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for maximum directivity became more distinct as the radius of the hemisphere
increased.

For the single-dipole antenna (Fig. 5a), the maximum directivity of the radia-
tion pattern was 24.0 dBi at a ratio of T/R = 0.36, 26.8 dBi at T/R = 0.37, and
28.4 dBi at T/R = 0.35 for hemisphere radii of 2.5, 3.5, and 4.5 k, respectively.
Beam-splitting phenomena (i.e., maximum not at h = 180�) occurred at ratios of
T/R = 0.41, 0.44, and 0.46 for hemisphere radii of 2.5, 3.5, and 4.5 k, respec-
tively. For the dual-dipole antenna (Fig. 5b), the maximum directivity of the
radiation pattern was 23.6 dBi at a ratio of T/R = 0.36, 26.0 dBi at T/R = 0.37,
and 28.0 dBi at T/R = 0.36 for hemisphere radii of 2.5, 3.5, and 4.5 k, respec-
tively. Beam-splitting phenomena also occurred in this case, at ratios of T/
R = 0.42, 0.44, and 0.45 for hemisphere radii of 2.5, 3.5, and 4.5 k, respectively,
but with a degree of suffering far less than that of the single-dipole antenna. For the
single-slot antenna (Fig. 5c), the maximum directivity of the radiation pattern was
24.0 dBi at a ratio of T/R = 0.38, 26.6 dBi at T/R = 0.37, and 28.5 dBi at T/
R = 0.37 for hemisphere radii of 2.5, 3.5, and 4.5 k, respectively. The directivity
was almost constant in the range of T/R values from 0.35 to 0.43 for the small

D
ir

ec
tiv

ity
 (

dB
i)

D
ir

ec
tiv

ity
 (

dB
i)

D
ir

ec
tiv

ity
 (

dB
i)

D
ir

ec
tiv

ity
 (

dB
i)

0.25 0.30 0.50

T/R

0.35 0.450.40
14

18

22

26

30

R = 3.5 

R = 2.5 

R = 4.5 

0.25 0.30 0.50

T/R
0.35 0.450.40

14

18

22

26

30

R = 3.5 

R = 2.5 

R = 4.5 

0.25 0.30 0.50

T/R
0.35 0.450.40

14

18

22

26

30

R = 3.5 

R = 2.5 

R = 4.5 

0.25 0.30 0.50

T/R

0.35 0.450.40
14

18

22

26

30

R = 3.5 

R = 2.5 

R = 4.5 

(a)

(c) (d)

(b)
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radius case R = 2.5 k. For the larger hemisphere radii, main-beam splitting
occurred (at ratios of T/R = 0.45 and 0.43 for hemisphere radii of R = 3.5 and
4.5 k, respectively). For the four-leaf-clover-shaped antenna (Fig. 5d), the maxi-
mum directivity of the radiation pattern was 24.6 dBi at a ratio of T/R = 0.38,
27.3 dBi at T/R = 0.37, and 29.3 dBi at T/R = 0.37 for hemisphere radii of 2.5,
3.5, and 4.5 k, respectively. Beam-splitting phenomena occurred at ratios of T/R =
0.48, 0.45, and 0.44 for hemisphere radii of 2.5, 3.5, and 4.5 k, respectively. For
the single-dipole and dual-dipole antennas, the ratios at which main-beam splitting
occurred increased slightly with the hemisphere radius, resulting in broad, gently
sloping directivity curves. In contrast, the directivity curves for the single-slot and
four-leaf-clover-shaped antennas became progressively sharper with increasing
hemisphere radius, since the ratio at which main-beam splitting occurred
decreased. Generally speaking, the four antennas exhibited almost the same
maximum directivity for the same hemispherical lens substrate structure, but the
optimum extension layer thicknesses varied according to antenna type.

In Fig. 6, the variation in radiation efficiency of each of the four antennas is
plotted as a function of the ratio T/R for hemisphere radii of 2.5, 3.5, and 4.5 k. For
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Fig. 6 Radiation efficiencies of the antennas on a lens as functions of the ratio of the extension
layer thickness to the radius of the hemisphere (T/R): a single-dipole, d dual-dipole, c single-slot,
and d four-leaf-clover-shaped antennas at the resonant frequency of around 1.0 THz
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the single-dipole and single-slot antennas, the radiation efficiency curves showed
stable variation only in the range of T/R from 0.25 to 0.42, irrespective of the
hemisphere radius. These upper bounds were related to the ratios at which the
antennas exhibited main-beam splitting, as was previously mentioned. The radi-
ation efficiencies of the single-dipole antenna at optimum extension layer thickness
were 92% at a ratio of T/R = 0.36, 90% at a ratio of T/R = 0.37, and 92% at a
ratio of T/R = 0.35 for hemisphere radii of 2.5, 3.5, and 4.5 k, respectively. The
radiation efficiencies of the single-slot antenna at optimum extension layer
thickness were 83% at a ratio of T/R = 0.38, 83% at a ratio of T/R = 0.37, and
80% at a ratio of T/R = 0.37 for hemisphere radii of 2.5, 3.5, and 4.5 k, respec-
tively. Obviously, the radiation efficiencies of the single-dipole and single-slot
antennas showed fluctuations at high T/R ratios, i.e., T/R [ 0.4, while those of the
dual-dipole and four-leaf-clover-shaped antennas showed nearly stable variations
over the entire range of the ratio T/R, regardless of the hemisphere radius. This
indicates that the dual-element antennas provided more stable radiation efficiency
characteristic than the single-element antennas with respect to the hemisphere lens
geometry. The radiation efficiencies of the dual-dipole antenna at optimum
extension layer thickness were 83% at a ratio of T/R = 0.36, 85% at a ratio of
T/R = 0.37, and 85% at a ratio of T/R = 0.36 for hemisphere radii of 2.5, 3.5, and
4.5 k, respectively. The radiation efficiencies of the four-leaf-clover-shaped
antenna at optimum extension layer thickness were 48% at a ratio of T/R = 0.37,
49% at a ratio of T/R = 0.37, and 50% at a ratio of T/R = 0.37 for hemisphere
radii of 2.5, 3.5, and 4.5 k, respectively.

Figure 7a–d shows the radiation patterns of the four antennas at the resonant
frequency of around 1.0 THz for the extended hemispherical lens with radius of
R = 4.5 k and plotted at the optimum ratios T/R. The radiation patterns of the
single-dipole, dual-dipole, and four-leaf-clover-shaped antennas were very similar
with small side lobes in both xz- and yz-planes. However, the single-slot antenna
exhibited several and high level of side lobes in the yz-plane. Table 1 gives a
comparison in the overall characteristics, i.e., resonant frequency (fres), input
resistance (Rin), directivity (D), radiation efficiency (grad), half-power beamwidth
(HPBW), sidelobe level (SLL), and front-to-back (F/B) ratio, of the four antennas
on the extended hemispherical lens with radius of R = 4.5 k. The four-leaf-clover-
shaped antenna achieved the highest directivity of 29.3 dBi but requiring a slightly
thicker extension layer than the other three antennas. Additionally, F/B ratio of the
four-leaf-clover-shaped antenna was 25.2 dB which was the highest as compared
to the single-dipole antenna (21.3 dB), dual-dipole antenna (24.3 dB), and single-
slot antenna (21.8 dB). However, the four-leaf-clover-shaped antenna had a rela-
tively low radiation efficiency of only 50% in comparison with those of the
remains, i.e., single-dipole antenna (92%), dual-dipole antenna (85%), and single-
slot antenna (80%). Obviously, the single-dipole antenna was outstanding among
the four antennas in term of radiation efficiency. Therefore, single-dipole antenna
is mostly suitable for applications with high radiation efficiency requirement while
four-leaf-clover-shaped antenna could be the best candidate in using with a lens
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Fig. 7 Radiation patterns of the four antennas on the extended hemispherical lens with radius of
R = 4.5 k (k = 300 lm) at the resonant frequency of around 1.0 THz, plotted at the optimum T/
R; a single-dipole, b dual-dipole, c single-slot, and d four-leaf-clover-shaped antennas

Table 1 Comparison of characteristics of the four antennas on the extended hemispherical lens
with radius of R = 4.5 k (k = 300 lm)

Single-dipole Dual-dipole Single-slot Four-leaf-clover-shaped
dipole

T/R 0.35 0.36 0.37 0.37
fres (THz) 0.99 0.99 1.00 1.01
Rin (X) 295 190 167 1705
D (dBi) 28.4 28.0 28.5 29.3
grad (%) 92 85 80 50
HPBW (degree) xz-plane 5.7 7.5 6.5 6.6

yz-plane 7.2 6.3 5.0 5.5
SLL (dB) xz-plane -12.3 -15.8 -19.7 -18.2

yz-plane -21.3 -18.5 -12.6 -15.8
F/B (dB) xz-plane 21.3 24.3 21.8 25.2

yz-plane 21.3 24.3 21.8 25.2
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substrate for applications demanding particularly high antenna input resistance,
such as a THz photomixer design [18].

4 Conclusions

We have compared the overall performances of four resonant antennas designed on
two different substrate structures (a semi-infinite Si substrate and an extended
hemispherical Si lens substrate) in terms of input impedance and radiation char-
acteristics. For the semi-infinite substrate, the input impedances of the four
antennas exhibited similar behaviors, but the radiation characteristics varied,
especially in the case of the single-slot antenna. The four-leaf-clover-shaped
antenna had the highest input resistance among the four antennas, and the single-
dipole antenna had good overall radiation characteristics (radiation efficiency,
clean main beam, and directivity). However, when a lens substrate was used, the
four antennas showed similar radiation patterns and maximum directivities for the
same hemispherical lens substrate structure, but at different optimum extension
layer thicknesses. From a radiation efficiency perspective, the dual-dipole and
four-leaf-clover-shaped antennas (which can be classified as dual-element anten-
nas) exhibited stable variation with respect to the ratio T/R, irrespective of the
hemisphere radius. The single-dipole antenna exhibited the highest radiation
efficiency among four representative antennas. The four-leaf-clover-shaped
antenna with its highly resonant characteristic produces the highest directivity but
the lowest radiation efficiency. Nevertheless, this antenna would be most preferred
in a THz photomixer application that demand high antenna input resistance. These
studies provide useful information for choosing and optimizing the antenna and
substrate lens structure for certain applications in THz frequency regime.
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The Basic Principle of the Near-Field
Superlens

Kyoungsik Kim

To overcome the diffraction limit in the optical imaging, the superlens with
superresolution are developed using negative index materials. In this part, the basic
principle of the near-field superlens is explained in details.

1 Diffraction Limit

Due to the diffraction limit, the imaging resolution cannot be better than
approximately half of the incident light’s wavelength based on the conventional
optical lenses. As the diffraction limit is one of the fundamental principles in
optical physics, the subwavelength imaging with superresolution has not been
possible based on typical lenses with positive refractive-index (RI) materials.

Following Fourier optics, an arbitrary form of light can be represented as a
superposition of harmonic functions of space (x, y, z) and time (t),

f ðx; y; zÞ ¼
Z Z 1

�1
Fðkx; kyÞeiðkxxþkyyÞeikzzdkxdky;

with a relation of k2
x þ k2

y þ k2
z ¼ el x2

c2 ¼ k2
0

F(kx, ky) is the Fourier transform of f(x,y) and kx, ky are the spatial frequencies
in the x and y directions, respectively.

Since an arbitrary form of light wave is able to be represented using Fourier
analysis of a superposition integral of spatial frequency harmonic waves, the light
propagated through an optical element may be written as a superposition of spatial
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frequency plane waves. The physical meaning of this spatial spectral analysis is as
follows: The image of an object is formed by the linear summation of waves
scattered by the object, which have Fourier component spatial frequency of (kx, ky)
and the propagation wave vector kz. The transverse wave vectors are kx, ky and the
propagation wave vector is kz.

The propagating waves appear for low spatial frequency satisfying

k2
x þ k2

y\el
x2

c2
;

because the real value of kz generates harmonically propagating term in z direc-
tion. Therefore, the waves of lower spatial frequency than the illuminating
wavelength can propagate in materials without significant intensity loss. On the
other hand, for the waves of higher spatial frequency than the illuminating
wavelength,

k2
x þ k2

y [ el
x2

c2
;

kz is an imaginary value, hence, the harmonic wave component exponentially
decays in the propagating direction. The subwavelength features of an object can
be transferred and imaged by use of these evanescent waves of higher spatial
frequency components. However, these components are confined only to the near-
field of the object because of the exponential decay in the propagation direction.
In the far-field imaging method using conventional lens, there are no contributions
from the waves of high spatial frequency components and the subwavelength
imaging of superresolution has not been possible with typical positive RI
materials.

2 Negative Index Materials

In 1968, a Russian scientist, V. G. Veselago suggested the possibility of negative
index materials (NIM) because there is no violation on fundamental physical laws
even if the permittivity and permeability of materials are negative simulta-
neously [1]. From the Maxwell’s wave equations, the refractive index is expressed
in terms of relative permittivity and permeability, n ¼ ffiffiffiffiffi

el
p

. We define a left-
handed (LH) material as a material which has both negative permittivity e and
negative permeability l at the same time. These are also called as double negative
index materials (DNG).

In electromagnetism, two important parameters of permittivity e and perme-
ability l determine and describe the most of electromagnetic phenomena of the
materials. For the linear and homogenous medium, from the relation of followings,
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~D ¼ e0~E þ~P ¼ e0e~E

~B ¼ l0
~H þ ~M ¼ l0l~H

~P ¼ e0ve
~E

~M ¼ vm
~H

the Maxwell’s equations are written as following,

r � ~D ¼ qf

r �~B ¼ 0

r�~E ¼ � o~B

ot

r� ~H ¼~Jf þ
o~D

ot

In general, the permittivity and permeability can be written as

e ¼ e0 þ ie00

l ¼ l0 þ il00:

The imaginary parts of e and l are attributed to the losses in materials. For
example, in the cases of a dielectric or a perfect electric conductor, the imaginary
part of e is zero or infinity.

If we consider the Maxwell’s equation for a plane harmonic wave, ei ~k�~r�xtð Þ,

~k �~E ¼ xl0l~H;

~k � ~H ¼ �xe0e~E:

For simplicity, if we consider lossless mediums without sources ð~M ¼~J ¼ 0Þ,
the imaginary parts of e and l are all zeroes. From the above relation, ~E; ~H, and

propagation vector~k follow the right-hand rule for the typical right-handed (RH)
materials. On the other hand, for the case of a LH material, e, l\ 0, hence, they
can be represented as,

e ¼ � ej j\0;

l ¼ � lj j\0:

Applying these relations into the above equations, we can get

~k �~E ¼ �xl0 lj j~H;
~k � ~H ¼ þxe0 ej j~E:
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From these relations, ~E; ~H, and propagation vector~k follow the left-hand rule,
differing from the right-hand rule in the case of positive index materials. As the
phase velocity is parallel with propagation vector and the frequency is always a
positive number, the phase velocity in a LH material is opposite direction of that in
a RH material.

The propagation wave number k is positive in a RH medium and negative in a
LH medium. Therefore, we can write a common relation as following [2],

~k �~E ¼ sxl0 lj j~H;
~k � ~H ¼ �sxe0 ej j~E;

where s is a handedness sign parameter defined as

s ¼ þ1 for RH material
�1 for LH material:

�

k ¼ nk0 ¼ n
x
c

and the refractive index is defined as n ¼ � ffiffiffiffiffi
el
p

.
In a LH medium, k \ 0, and we have a negative value for the refractive index

(n \ 0). In generalized form, the refractive index can be represented as n ¼ s
ffiffiffiffiffi
el
p

.
Finally, a medium with negative permittivity and negative permeability has a
negative index of refraction. In contrast, the power flow is related with the Po-

ynting vector ~S, defined as ~S ¼ ~E � ~H�.
The Poynting vector~S is in the same direction of energy propagation over time

and the same magnitude of power flow. Therefore, ~S is parallel with the group
velocity, ~Vg. The Poynting vector and the group velocity depend only on ~E and ~H,
not on the signs of e and l. Also, the impedance of a medium,

Z ¼
ffiffiffiffiffiffiffiffi
ll0

ee0

r
;

still has positive sign even when e\0 and l\0 independently of s
value. Therefore, at the interface between a NIM and a positive index mate-
rial, a light can transmit perfectly if the impedance is matched. Finally, in RH
medium, vp [ 0; k [ 0; vg [ 0; Z [ 0, and in LH medium, vp\0; k\0; vg [ 0;
Z [ 0.
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3 Calculation of the Slab Near-Field Superlens Imaging System

Based on NIM, a lot of interesting phenomena are possible, such as inverse
Doppler effect, inverse Snell’s law, inverse Cerenkov effect, optically perfect lens,
and so on. In 2000, Pendry suggested a near-field superlens (NFSL) made of silver
slab, which has superresolution beyond the diffraction limit [3].

Firstly, we calculate the transmission and reflection for a plane wave illumi-
nating on a NIM slab suggested by Pendry, as shown in Fig. 1. Fresnel coefficients
for the p-polarized light are represented as reflection coefficient (rij, incident light
from i to j medium) and transmission coefficient (tij, incident light from i to j
medium) at the interfaces.

r12 ¼
kð1Þz =e1 � kð2Þz =e2

kð1Þz =e1 þ kð2Þz =e2

r23 ¼
kð2Þz =e2 � kð3Þz =e3

kð2Þz =e2 þ kð3Þz =e3

t12 ¼
2kð1Þz =e1

kð1Þz =e1 þ kð2Þz =e2

t23 ¼
2kð2Þz =e2

kð2Þz =e2 þ kð3Þz =e3

where

kð1Þz ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e1l1

x2

c2
� k2

x � k2
y

r

kð3Þz ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e3l3

x2

c2
� k2

x � k2
y

r

kð2Þz ¼ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e2l2

x2

c2
� k2

x � k2
y

r
:

To compute the total transmission and reflection of the slab with thickness d2

(:d), we summate the multiple reflections as following,

Fig. 1 Schematic of a slab superlens
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TP ¼ t12t23eikð2Þz d þ t12r23r21t23e3ikð2Þz d þ t12r23r21r23r21t23e5ikð2Þz d þ � � �

¼ t12t23eikð2Þz d þ t12 r23r21ð Þt23e3ikð2Þz d þ t12 r23r21ð Þ2t23e5ikð2Þz d þ � � �

¼ t12t23eikð2Þz d

1� r23r21e2ikð2Þz d

RP ¼ r12 þ t12r23t21eikð2Þz d þ t12r23r21r23t21e3ikð2Þz d þ t12r23r21r23r21r23t21e5ikð2Þz d þ � � �

¼ r12 þ t12r23t21eikð2Þz d þ t12r23t21 r23r21ð Þe3ikð2Þz d þ t12r23t21 r23r21ð Þ2e5ikð2Þz d þ � � �

¼ r12 þ
t12r23t21eikð2Þz d

1� r23r21e2ikð2Þz d

To quantify the image quality of the superlens imaging system, the conven-
tional optical transfer function (OTF) in optics, Himg/Hobj, the ratio of image field
to the object field is introduced. The OTF from an object to an image in the slab

superlens system is given by OTFðkxÞ ¼ Himg

Hobj
¼ eikð3Þz d3 TPðkxÞeikð1Þz d1 .

For a symmetric superlens, the host materials media 1 and 3 are the same.

r12 ¼
kð1Þz =e1 � kð2Þz =e2

kð1Þz =e1 þ kð2Þz =e2

r23 ¼ r21 ¼
kð2Þz =e2 � kð1Þz =e1

kð2Þz =e2 þ kð1Þz =e1

¼ �r12

t12 ¼
2kð1Þz =e1

kð1Þz =e1 þ kð2Þz =e2

t23 ¼ t21 ¼
2kð2Þz =e2

kð1Þz =e1 þ kð2Þz =e2

TP ¼
t12t23eikð2Þz d

1� r23r21e2ikð2Þz d
¼ t12t21eikð2Þz d

1� r2
21e2ikð2Þz d

¼
2kð1Þz =e1

kð1Þz =e1 þ kð2Þz =e2

 !
�

2kð2Þz =e2

kð1Þz =e1 þ kð2Þz =e2

 !
� eikð2Þz d

1� kð2Þz =e2�kð1Þz =e1

kð2Þz =e2þkð1Þz =e1

� �2

e2ikð2Þz d

¼
2e2kð1Þz

e2kð1Þz þ e1kð2Þz

2e1kð2Þz

e2kð1Þz þ e1kð2Þz

� eikð2Þz d

1� e1kð2Þz �e2kð1Þz

e1kð2Þz þe2kð1Þz

� �2

e2ikð2Þz d
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RP ¼ r12 þ
t12r23t21eikð2Þz d

1� r23r21e2ikð2Þz d
¼ r12 �

t12r12t21eikð2Þz d

1� r2
12e2ikð2Þz d

¼ r12 1� t12t21eikð2Þz d

1� r2
12e2ikð2Þz d

0
@

1
A

¼
kð1Þz =e1 � kð2Þz =e2

kð1Þz =e1 þ kð2Þz =e2

1�

2kð1Þz =e1

kð1Þz =e1 þ kð2Þz =e2

 !
2kð2Þz =e2

kð1Þz =e1 þ kð2Þz =e2

 !
eikð2Þz d

1� kð1Þz =e1 � kð2Þz =e2

kð1Þz =e1 þ kð2Þz =e2

 !2

e2ikð2Þz d

8>>>>><
>>>>>:

9>>>>>=
>>>>>;

In the high spatial frequency limit of x\\c0

ffiffiffiffiffi
k2

x

p
, the wave numbers in the z

direction inside medium 1, 2, 3 are approximated as kð1Þz � kð2Þz � kð3Þz � ikx and
r12; r23; t12; t23 yield to

r12 ¼
kð1Þz =e1 � kð2Þz =e2

kð1Þz =e1 þ kð2Þz =e2

� � e1 � e2

e1 þ e2
¼ �r21

t12 ¼
2e2

e1 þ e2
¼ 1þ r12

t23 ¼ t21 ¼
2e1

e1 þ e2
¼ 1þ r21 ¼ 1� r12:

Recalling d2 ¼ d1 þ d3ð¼ dÞ, the OTF in this high spatial frequency limit,
kx [ [ k0, approximately becomes

OTF kxð Þ �
1� r2

12

e2kxd2 � r2
12

;

r2
12 �

e021 � e022 þ e0021 � e0022

� �
þ 2i e001e

0
2 � e01e

00
2

� �

e01 þ e02
� �2þ e001 þ e002

� �2

" #2

:

The field distribution at the image plane, Eimg (x), is obtained by the inverse
Fourier transform of Eobj (kx) as follows:

EimgðxÞ ¼
1

2p

Z þ1
�1

OTFðkxÞEobjðkxÞeikxxdkx:
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Effective Material Parameter Retrieval
for Terahertz Metamaterials

Teun-Teun Kim, Muhan Choi, Yushin Kim and Bumki Min

Abstract Metamaterials, which are generally composed of subwavelength scale
metallic structures, have been the subject of intensive research in recent years.
Because their effective electromagnetic properties can be engineered by designing
subwavelength scale metallic structures, called ‘meta-atoms’, these artificially
constructed materials are expected to lead to many new developments in the field
of photonics. Furthermore, the terahertz (THz) frequency range has many
important applications such as security detection, sensing, and biomedical imag-
ing. Because many natural materials are inherently unresponsive to THz radiation,
the natural materials that can be applied in devices in order to manipulate THz
waves are very limited. Accordingly, the development of metamaterials with
unusual optical properties in the THz frequency range has generated intense
interest among researchers. In this part, design methods for metamaterials in the
terahertz frequencies are introduced. This method is based on the unit cell design
and S-parameter retrieval technique. Following a brief introduction to the method,
some examples of terahertz metamaterial design will be presented in the last
section.
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1 Introduction

Since metamaterials are typically periodic subwavelength scale metallic structures,
the electromagnetic properties of entire structures can be determined using the
analysis of a unit cell. The geometric size of the artificial atoms should be carefully
selected in order to implement the desired material parameters with considerations
of the functionality of the metamaterial and the frequency range of interest [1, 2].
For terahertz metamaterials, the operating frequencies are generally between 0.1
and 10.0 THz, which correspond to a wavelength range from 30.0 lm (far
infrared) to 3.0 mm (microwave). In order that effective parameters are defined,
metamaterials should be treated as effectively homogeneous media; for this reason,
the size of the unit cell (L) must be much smaller than the wavelength of light (k0).
Although there are no clear guidelines for applying a homogeneous medium
approximation, it is generally accepted that the unit cell size should be smaller
than a quarter wavelength, L \ k0/4 (for 1 THz, L \ 75 lm) so that the refractive
effects dominate scattering and diffraction [3]. If the condition of effective
homogeneity is satisfied, the microscopic detail of each individual structure and
the corresponding microscopic field ‘distribution’ inside the unit cell becomes less
important when describing the wave propagation through the metamaterial. In this
case, it is the fields that are averaged over the unit cell that determine the effective
material properties. Under the homogeneous assumption, metamaterials are usu-
ally characterized using two constitutive parameters: effective (relative) permit-
tivity e and (relative) permeability l.

2 S-Parameter Retrieval Method

The scattering parameter (S-parameter) retrieval method [4, 5] is one of the most
important techniques for assigning effective electromagnetic parameters to me-
tamaterials. The S-parameter retrieval method has been widely used in material
characterizations in microwave frequency ranges. With its simplicity and power-
fulness, it has now become the most commonly used method for characterizing
metamaterials over the entire range of electromagnetic spectra. The S-parameter
retrieval method uses the transmission and reflection coefficients calculated by the
finite difference time domain (FDTD) method or the finite element method (FEM).
As the size of a unit cell is much smaller than the excitation wavelength, it is
generally sufficient to include only the fundamental eigenmodes in the S-parameter
retrieval method. From numerically calculated S-parameter sets, effective material
parameters can be obtained by inverting the Fresnel equation. In this section, the
S-parameter retrieval methods are reviewed for two distinct classes of metama-
terials: metamaterials with linearly polarized eigenwaves [6, 7] and chiral
metamaterials with circularly polarized eigenwaves [8–10].
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2.1 Metamaterials with Linearly Polarized Eigenwaves

Elements of the scattering matrix (2 9 2) are given by Sij. When a linearly
polarized plane wave is normally incident on a homogeneous (meta) material slab
with a thickness d, S11 is equal to the reflection coefficient R while S21 is related to
the transmission coefficient T according to S21 ¼ Teik0d; where k0 represents the
wave number of the incident wave in free space. These S-parameters are related to
the complex refractive index n and impedance z using the Fresnel equations:

S11 ¼
R01 1� ei2nk0d
� �

1� R2
01ei2nk0d

; ð1Þ

S21 ¼
1� R2

01

� �
eink0d

1� R2
01ei2nk0d

; ð2Þ

where R01 = z – 1/z ? 1.
The refractive index n and impedance z can be found by inverting Eqs. (1)

and (2), yielding:

z ¼ �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ S11ð Þ2�S2

21

1� S11ð Þ2�S2
21

s
; ð3Þ

eink0d ¼ X � i
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� X2
p

; ð4Þ

where X ¼ 1
�

2S21 1� S2
11 þ S2

21

� �
: Because the metamaterial under consideration

is a passive medium, the signs in Eqs. (3) and (4) are determined by the
requirements that Re(z) C 0 and Im(n) C 0 [6]. Using Eq. (4), the value of the
refractive index n can be determined as:

n ¼ 1
k0d

Im ln eink0d
� �� �

þ 2mp
� �

� i Re ln eink0d
� �� �� 	

; ð5Þ

where m is an integer related to the branch index of Re(n). The imaginary part of
n is uniquely determined, but the real part is ambiguous due to the logarithm
function branches. Therefore, some physical conditions must be applied in order to
determine the branch number m. One such condition is that the branch number at
zero frequency should be zero because there is no phase shift in the transmitted
wave in a quasi-static regime. Another condition arises from the requirement that
the branch number must be increased or decreased to prohibit discontinuities in the
refractive index for the frequency range of interest (for which the homogeneous
assumption is valid). The permittivity e and permeability l are then directly
obtained from the calculated refractive index n and impedance z, using the rela-
tionships of e = n/z and l = nz.
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2.2 Chiral Metamaterials with Circularly Polarized Eigenwaves

Typical chiral metamaterials are composed of subwavelength scale metallic
structures that cannot be superposed on their mirror images. Since chiral
metamaterials exhibit interesting electromagnetic phenomena such as large cir-
cular birefringence and dichroism, they are attracting much attention for potential
application in polarizing devices. Chiral media can be characterized using the
following constitutive relations [11]:

D ¼ e0eEþ ij
ffiffiffiffiffiffiffiffiffi
l0e0
p

H; ð6Þ

B ¼ l0lH� ij
ffiffiffiffiffiffiffiffiffi
l0e0
p

E; ð7Þ

where j is the dimensionless chirality parameter that describes the coupling
between the electric fields and magnetic fields in the material. As can be seen
from Eqs. (6) and (7), an electric dipole can also be induced by the magne-
tizing field (as well as the electric field), whereas a magnetic dipole can be
induced by the electric field. Due to the rotational symmetry of the chiral
metamaterials in the plane perpendicular to the axis of wave propagation, the
eigenwaves of the propagation are circularly polarized waves rather than lin-
early polarized waves. For a slab of chiral metamaterial, the retrieval process is
similar to that introduced earlier (Sect. 2.1) for conventional metamaterials,
except for a slight complication that stems from the cross coupling terms
(related to j).

For chiral materials, two separate refractive indices for right (n+) and left (n-)
circularly polarized eigenwaves need to be obtained [9, 10]. If T and R are denoted
as the transmission and reflection coefficients, respectively, the impedance and
refractive indices can be extracted, respectively.

z ¼ �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ Rð Þ2�TþT�

1� Rð Þ2�TþT�

s
; ð8Þ

n� ¼
i

k0d
log

1
T�

1� z� 1
zþ 1

R


 �� 

� 2mp

� �
; ð9Þ

where R� ¼ R; T� ¼ Teijk0d; and m is an integer that can be determined using the
branch considerations. The sign and branch integer in Eqs. (8) and (9) must be
chosen carefully by imposing the conditions of Re(z) C 0 and Im(n) C 0 for
passive media. Once z and n� are obtained, the remaining parameters can be
determined from the following relations: n ¼ nþ þ n�ð Þ=2; j ¼ nþ þ n�ð Þ=2;
e ¼ n=z; and l ¼ nz:
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3 Examples of Parameter Retrieval

Three representative examples of THz metamaterials will be introduced and
analyzed using the S-parameter retrieval method that was introduced in previous
sections: I-shaped metallic patch metamaterials for high refractive index, parallel
metal plate metamaterials for negative permeability, and conjugated gammadion
metamaterial for chirality.

3.1 I-Shaped Metallic Patch Metamaterials for High
Refractive Index

Metamaterial composed of I-shaped metallic patch structures can be used to
provide a wide range of refractive indices by varying the geometric dimensions of
the I-shaped metallic ‘meta-atoms’. For this reason, I-shaped patch structures have
been used previously for the demonstration of a ground plane cloak with a
moderate range of refractive index variations [12]. Recently, Choi et al. [13]
explored a new regime of unnaturally high refractive indices using similar
I-shaped metamaterials at THz frequencies. The high refractive index THz
metamaterials that are considered in this section have an identical structure to that
presented by Choi et al. [13].

The effective permittivity of a metamaterial can be expressed as e = 1 ? (P/
e0E) and the effective permeability can be defined by l = 1 ? (M/H), where E, H,
P, and M represent the electric field, magnetizing field, polarization, and magne-
tization, respectively. In order to achieve high effective indices, Choi et al. [13]
maximized the effective permittivity by placing the I-shaped meta-atoms suffi-
ciently close to each other in order to enhance the capacitive coupling and min-
imize the diamagnetic effect by decreasing the central beam width and the
thickness of the metallic patches.

In Fig. 1, an I-shaped gold patch embedded in a polyimide substrate
(npoly = 1.8 ? 0.04i) is schematically shown with definitions of the geometrical
parameters. The complex dielectric constants of gold for the frequency range of
interest (*1 THz) can be fitted using the Drude model with a plasma frequency of
xp = 1.37 9 1016 s-1 and collision frequency of c = 4.07 9 1013 s-1 [14]. The
direction of the propagation and polarization of the incident THz waves are
indicated by the arrows in Fig. 1. The geometric parameters used for the simu-
lation of a high index I-shaped metamaterial are: L = 60 lm, a = 58.5 lm,
w = 3 lm, t = 0.1 lm, and d = 2.5 lm. The gap width between the metallic
patches is defined as g = L – a.

In the unit cell calculations, the periodic boundary conditions are usually
applied in the transverse plane. After running the frequency domain or time
domain simulations with the appropriate boundary conditions, the S-parameters
can be extracted from the simulation results. The effective material parameters are
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then obtained using the S-parameter retrieval method introduced earlier in
Sect. 2.1. Figure. 2a and b show the simulated amplitude and phase of transmis-
sion/reflection plotted as a function of frequency; as can be seen in the figure, an

Fig. 1 Schematic view of
I-shaped high index
metamaterial unit cell

Fig. 2 Frequency dependent THz transmission (black curves) and reflection (red curves)
a amplitude, b phases for I-shaped metamaterials, and the retrieved effective parameters for
c impedance, d refractive index, e permittivity, and f permeability
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electric resonance and the corresponding dip in the transmission are observed near
0.5 THz. The refractive index n (Fig. 2c) and the impedance z (Fig. 2d) can be
obtained from Eqs. (3) and (5), respectively. It can be seen that the real part of
z and the imaginary part of n satisfy the law of energy conservation for passive
mediums. Then, the permittivity e and permeability l are obtained directly using
the relations e = n/z and l = nz from the calculated n and z (Figs. 2e and f). The
peak value (*542) of the relative permittivity e at a resonance frequency
(0.5 THz) is significantly higher than that of bare polyimide substrate films
(Re(e). *3.24).

In order to quantify the effect of the gap width variation between the I-shaped
metallic patches, the effective parameters are plotted in Fig. 3 as a function of the
gap width g. In this plot, the effective permeability does not significantly change
over the frequency range of interest, but the effective permittivity and index
increase gradually as the gap size g decreases. In order to confirm the previously
mentioned physical origin of the extremely high refractive index, the electric fields
around the metallic patches with g = 30 lm and g = 1.5 lm were calculated for
the resonance frequencies corresponding to 1.75 and 1.5 THz, respectively. It is
clear that the electric field is strongly concentrated in the gap, especially when the
gap was very narrow (Fig. 4b).

The diamagnetic effect can be reduced effectively by employing an I-shaped
metallic patch structure with a small central beam width (wc) and thickness (t). In
order to verify the effect of the metallic volume fraction on the magnetic per-
meability, the effective permeability is plotted in Fig. 5a as a function of wc. The
thickness of the metallic patch and the gap size were fixed at 1.0 and 1.5 lm,
respectively. The plot illustrates that the effective permeability increases gradually
and the value approaches unity over the frequency band of interest as the central
beam width wc decreases. Additionally, the effective permeability is plotted as a
function of the thickness of the metallic patch t in Fig. 5b. As can be seen from the
plot, the thickness of the metallic patch is also important in decreasing the dia-
magnetic effect.

3.2 Parallel Metal Plate Metamaterials for Negative Permeability

Split ring resonators (SRRs), which are typically composed of two metallic rings
with split openings facing opposite directions, are a well known design for strong
artificial magnetism [15]. From the viewpoint of circuit theory, SRRs are equiv-
alent to a subwavelength scale LC resonator. When an external magnetizing field
is coupled to an SRR, a resonant current is induced in each split ring, thereby
creating a magnetic dipole moment. If the magnetic response is sufficiently strong,
effective magnetic permeability l can be negative near the resonance frequency.
For this range of frequencies, the magnetization is in the opposite direction to the
magnetizing field and its magnitude is larger than that of the magnetizing field. In
the following example, it will be demonstrated that the negative permeability can
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be obtained by applying the S-parameter retrieval method to two parallel metal
plates that have a topology which is equivalent to that of SRRs.

Figure 6 shows the schematic view of the parallel metal plate metamaterial.
The parallel metal plates were embedded in a polyimide substrate with a complex
refractive index of 1.8 ? 0.04i. The geometric parameters were given as L = 40,

Fig. 3 Gap width dependent behavior of effective a permittivity, b permiability, and c index
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a = 38.5, and t = 0.1 lm. The amplitude/phase of the transmission/reflection for
the two parallel metal plates obtained from the simulation is shown in Figs. 7a and
b. Using the transmission and reflection coefficients, the retrieved effective
parameters can be obtained using the S-parameter retrieval method (Fig. 7). As
predicted by the topological analogy with the SRRs, it can be seen that the real part
of the permeability l becomes negative at approximately 2.0 THz (magnetic
resonance frequency).

When an electromagnetic wave is incident on the parallel metal plates, an
effective magnetic dipole moment is induced using the anti-parallel currents

Fig. 4 Electric field plots for I-shaped metamaterials with a g = 30 lm and b g = 1.5 lm

Fig. 5 Effective permeability of I-shaped high index metamaterials with variations in the
metallic volume fraction
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flowing in each metallic plate (as shown in Fig. 8). For the parallel metal plate
metamaterials, the magnetic permeability is strongly dependent on the distance
(r) between the metal plates as well as other parameters. For simplicity, the gap

Fig. 6 Unit cell structure of
two parallel metal plates

Fig. 7 Frequency dependent THz transmission (black curves) and reflection (red curves)
a amplitude and b phases for parallel metal plate metamaterial, and the retrieved effective
parameters of c impedance, d refractive index, e permittivity, and f permeability
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width between adjacent metallic plates (g = L-a) is fixed and only the distance
variation is considered here. If two parallel metallic plates are sufficiently close to
each other, the induced current can be sufficiently large due to the strong capac-
itive effect. This effect leads to the observation of negative effective permeability
near the resonance frequency.

In order to verify the dependency of the magnetic permeability on the distance
between the plates, the effective permeability extracted using the S-parameter
retrieval method is plotted as a function of distance in Fig. 9. The plot clearly
demonstrates that the negative effective permeability can be obtained when the
metallic plates are sufficiently close to each other (in the case of r = 1 and 2 lm).

3.3 Conjugated Gammadion Metamaterial for Chirality

In this section, the S-parameter retrieval method is applied to specific THz chiral
metamaterials. For this purpose, the conjugated gammadion structure was chosen
as a chiral meta-atom. This structure was proposed for operation at microwave
frequencies by Zhao et al. [16]; however, in this section, the size of unit cell was
modified in order to shift the operating frequency into the THz regime. Figure. 10
shows the detailed structure of the conjugated gammadion with the definitions of
the geometrical parameters. The geometric parameters were a = 50 lm,
l = 40 lm, w = 4 lm, t = 0.1 lm, d = 5 lm, and r = 5 lm.

The transmission coefficients for the linearly polarized waves are expressed as
Txx, Txy, Tyx, and Tyy, where the first subscript indicates the polarization (x or y) of
the transmitted wave and the second subscript indicates the polarization of the
incident wave. From these transmission coefficients calculated in a linear basis, the

Fig. 8 Current distribution in a double layered metallic structure; the magnetic dipole moment
(m!) is induced by a current loop on top of the parallel plates
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right and left circularly polarized transmission (RCP/LCP) coefficients (T++, T+-,
T-+, and T-) can be obtained as:

Tþþ Tþ�
T�þ T��


 �
¼ 1

2
ðTxx þ TyyÞ þ iðTxy � TyxÞ ðTxx � TyyÞ � iðTxy þ TyxÞ
ðTxx � TyyÞ þ iðTxy þ TyxÞ ðTxx þ TyyÞ � iðTxy � TyxÞ


 �
:

ð10Þ

Figures 11a and b illustrate the numerically obtained amplitudes and phases of
the transmission/reflection coefficients in a linear basis. Since the gammadion
structure possesses C4 symmetry in the z axis, the transmission coefficients in the
linear basis satisfy the relations Txy ¼ Tyx ¼ Tk and Txy ¼ �Tyx ¼ T?: Similarly,
the reflection coefficients are expressed as R ¼ Rk and R? ¼ 0: As required by the
C4 symmetry, the cross-coupling transmission coefficients T-+ and T+- should be
zero and Eq. (10) can be reduced to:

Tþþ ¼ Tþ ¼ Tk þ iT?; T�� ¼ T� ¼ Tk þ iT?; Rþþ ¼ R�� ¼ R: ð11Þ

Figure 12a shows the simulated transmission coefficients |T+| and |T-| for the
circularly polarized waves estimated from the linear basis using Eq. (11). The

Fig. 9 Effective
permeability as a function of
distance between two plates
(r)

Fig. 10 Unit cell structure of
the chiral metamaterial
composed of conjugated
gammadions
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transmission amplitudes have two resonances at the frequencies near 1 and
1.6 THz. As can be seen clearly in the plot, there are obvious differences between
|T+| and |T-| near these resonances. In order to validate the conversion of the
transmission coefficients, a conjugated gammadion structure with circularly
polarized waves (Fig. 12b) was simulated directly. Excellent agreement was
confirmed between the values obtained in the linear basis and circular basis. With
the transmission coefficients (|T+| and |T-|), and the reflection coefficient (|R|),
Eqs. (8) and (9) can be applied in order to retrieve the impedance, refractive index,
and remaining parameters (Fig. 13). As the refractive indices (n+ and n-) are
modified from the linear refractive index by the chirality (n� ¼ n� j), the real
part of the refractive indices for the RCP and LCP waves can reach negative values
near the resonance frequencies, even without negative refractive index (n).
In particular in this example, the chirality and negative refractive index for the
LCP waves were very large at the resonance frequency of 1.5 THz (j = 7.3,
n- = -9.8).

Fig. 11 a Amplitude and b phase of the transmission and reflection coefficients for the linearly
polarized waves

Fig. 12 Comparison between the transmission coefficients for circularly polarized waves
obtained indirectly from the linear basis and those simulated with circularly polarized waves
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4 Conclusion

In this part, the S-parameter retrieval method has been reviewed and retrieval
techniques were applied in order to obtain effective material parameters for three
different types of THz metamaterials. These examples demonstrated that the
metamaterial design can be facilitated using these retrieval methods. With the help
of physical intuition, this retrieval method is a powerful tool for the prediction of
metamaterial functionalities.
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Ultrabroadband Terahertz Spectroscopy

Inhee Maeng, Jaeseok Kim and Hyunyong Choi

1 Introduction

Low energy region correspond to the Boltzmann thermal energy kBTð Þ show
condensed matter properties and electric phenomena. Terahertz (THz) spectros-
copy technique enables us to access this low energy level excitation including the
conductivity of itinerant charges, plasmons and polarons [1, 2]. THz spectroscopy
measures material’s ground state at finite temperature and its dynamics as a result
of electromagnetic or electronic perturbation.

The importance of THz spectroscopic information has made the researchers
keep finding the efficient source and sensitive detectors. THz region which is
called THz Gap, resides between the microwave electronics and infrared opto-
electronics region. Upscaling the speed of electronic circuit is limited by the
scattering and downscaling optics is also limited by the thermal excitation. There
are many recent developments to overcome these electronic and photonic limits. In
the electronic technique, the solid state oscillators such as Gunn and impact
avalanche and transit time (IMPATT) diode and the Schottky diode multipliers are
used to generate sub-THz radiation. In the photonic technique, quantum cascade
laser (QCL) for specific THz frequency region has been developed.

In fact, a method based on the ultrafast pulse laser is known to be the most
efficient way to generate and detect a wide range of THz spectrum. In this part, we
will review the generation and detection methods of coherent few-cycle THz pulse
with table-top ultrafast lasers and their THz spectrum.

The general scheme of THz time domain spectroscopy (THz-TDS) is shown in
Fig. 1. The femtosecond near-IR laser pulses are used to generate and detect of the
coherent few-cycle THz pulse. THz-TDS measures the amplitude and phase
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information of the THz field. The THz properties of sample are measured with the
difference between the generated THz pulse–Ereference tð Þ and the transmitted
sample THz pulse–Esample tð Þ: Using Fast Fourier Transform, the reference and
sample signals provide complex-valued optical properties such as refractive
indices, dielectric constants and conductivities [3].

In the Sect. 2, we will discuss the generation and detection with photocon-
ductive switching technique. In the Sects 3 and 4, optical rectification and electro-
optic sampling for ultrabroadband THz generation and detection will be presented.

2 Photoconductive Switching Technique

Photoconductive antennas are extensively used for THz generation and detection.
The photoconductive technique uses photoconductive antennas which are elec-
trically shortened by incident laser beam. The antennas are made of a pair of metal
striplines with a lm gap between them on the photoconductive semiconductor
surface as shown in Fig. 2a [4, 5]. The electrodes, the antenna striplines, are biased
across the gap. The bias current creates the electric field on the edge of the dipole
gap as shown in Fig. 3a and the electrons and holes are accumulated. When the
femtosecond laser pulse illuminates on the semiconducting gap, photo-generated
electrons and holes are accelerated by the bias field as shown in Fig. 3b. The
current density is expressed as

J tð Þ ¼ N tð ÞelEdc ð1Þ
where N(t) is density of photocarries, e is the electronic charge, l is the carrier
mobility, and Edc is the bias electric field. A fast current pulse J(t) is set by the
laser pulse duration and RC time constant of the antenna structure [5, 6]. As decay
time is influenced by the carrier recombination, short decay time enables to cover
broadband THz region, for which a low-temperature grown GaAs or a radiation-
damaged silicon-on-sapphire are used for the antenna substrate. The generated
THz is proportional to the differential of photocurrent as follows

ETHZ /
o

ot
J tð Þ ð2Þ

Fig. 1 A schematic diagram
of terahertz time domain
spectroscopy using
femtosecond laser pulse to
generate and detect coherent
terahertz field
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The emitted THz by the photoconductive switching technique covers several
THz.

THz across detection in a photoconductive antenna is the almost same as that of
the THz generation in PC antenna. The photoconductive antennas induce the DC
photocurrent depending on cross-correlation between the THz pulses and the photo
carriers which are generated by the incident femtosecond laser pulses (Fig. 2b).
The THz field induced photocurrent J(t) is expressed as

J sð Þ ¼ NelE sð Þ ð3Þ

Fig. 2 Schematic diagram of generation a and detection b using photoconductive switching
technique. Temporal waveform generated and detected via photoconductive switching method
c and corresponding THz spectra d

Fig. 3 The photo-generated
electron and hole by
femtosecond laser pulse on
the semiconducting gap a and
THz generated by
photocurrent when the
photo-generated electron and
hole are accelerated by the
bias field b
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where N is the average electron density and s is the time delay between the THz
electromagnetic pulses and the probe laser pulses. Current amplifier reads the
photo current gating by detecting the laser pulse.

Small width of the dipole gap and the distance between the antenna striplines
are able to generate wide spectrum range, but the generation power is reduced with
the dipole gap antenna and the distance between the coplanar lines. The width of
the dipole gap and the distance between the coplanar lines are affected as the trade-
off between the generation power and the spectrum width.

Photoconductive sampling has high signal-to-noise ratio (over 1:100,000), and
low background noise caused by low dark current. Measured temporal waveform
generated and detected by photoconductive switching technique and its spectral
range are shown in Fig. 2c, d. Photoconductive detection has bandwidth limit of
about 5 THz by decay time and laser pulse duration. The decay time is an intrinsic
property of the substrate material used, however the laser pulse duration is tun-
able. The laser pulse duration mostly affect the high frequency region, and short
laser pulses provide boarder spectral range. 10 femtosecond laser enables to
demonstrate 95 THz ultrabroadband THz detection without the effect of decay
time [7].

3 Optical Rectification Technique

In this section, we will review the THz generation by optical rectification which
has benefit of ultrabroadband spectral bandwidth. Typical photoconductive
antenna and femtosecond laser pulse generate THz pulse up to 3 THz bandwidth.
Compared to the THz generation by the photoconductive antenna, the optical
rectification technique easily obtains ultrabroadband THz spectrum of about 30
THz.

Optical rectification is a second-order nonlinear effect in nonlinear crystals. It is
basically part of different frequency mixing used for generation of THz or mid-IR
pulses with spectrally separated pulses. Optical rectification explains the process
which has very small frequency difference, close to zero of the incidence pulses.

In the optical rectification, a near-IR femtosecond laser pulse is used as a source
for second-order nonlinear effect. The applied electric field E affects on a polar-
ization of nonlinear crystals such as Zinc Telluride (ZnTe), Gallium Phosphide
(GaP), or Gallium Selenide (GaSe). The polarization P induced by electric field
E is expressed as [8]

P ¼ e0 v 1ð ÞEþ v 2ð ÞEEþ v 3ð ÞEEEþ � � �
� �

ð4Þ

where v(n) is the nth order nonlinear susceptibility tensor. Optical rectification uses
the nonlinear crystal which has nonzero second-order susceptibility tensor v(2). If
incoming electric field has only two frequency components x1 and x2 then E
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can be expressed by E ¼ E1e�ix1t þ E2e�ix2t þ c:c: where c.c. stands for complex
conjugate. The second-order polarization is given by

P ¼ e0v
2ð ÞEE ¼ e0v

2ð Þ�2 E1j j þ E1j jð Þe0 þ E1j j2e�i2x1t þ E2j j2e�i2x2t
� �

þ 2E1E2e�i x1þx2ð Þt þ 2E1E�2e�i x2�x1ð Þt� ð5Þ

The polarization has frequency components of 0, 2x1, 2x2, x1+x2, x2-x1,
which are known as optical rectification, second harmonic generation, sum fre-
quency and difference frequency generation, respectively. As generated far field,
THz pulse is related to the second derivative of the polarization with respect to the

time t, ETHZ / o2

ot2 P, and the difference frequency generation is the main part of the
THz pulse generation. The spectrum of generated THz pulse corresponds to the
difference frequency x1-x2 of incident pulses. Thus, the generated THz band-
width is determined by the pulse width of the incident near-IR femtosecond laser
pulse. Thus, if the second-order susceptibility tensor v(2) and the temporal with of
the incident pulse are known, the field strength and bandwidth of the generated
THz pulse can be estimated.

In practical operations, crystal orientation, thickness, dispersion, absorption,
diffraction, phase matching should be considered. These properties of widely used
nonlinear crystals are summarized in Table 1. Several hundreds of lm thick ZnTe
is used for THz generation of 0.1–3 THz via optical rectification. TO phonon mode
of ZnTe at 5.3 THz restricts the generated THz bandwidth and dispersion. Thus
ZnTe generation has limit of 3 THz [9, 10]. Aside from the bandwidth limitation,
there are two important factors that determine THz pulse shape generated in
nonlinear crystals.

First, the crystal orientation of nonlinear susceptibility tensor associated with
the incident pulse strongly affects the generated THz pulse. Considering the crystal
orientation, we can rewrite the second order nonlinear polarization as following,

Px
2ð Þ ¼

X
y;z

e0vxyz
ð2ÞEy xð ÞE�z xð Þ ð6Þ

Table 1 Properties of widely used nonlinear crystals for THz generation and detection with
corresponding values from Refs. [12–14]

Material Structure Spectral
rangein thick
crystals(THz)

Elctro-optic
coefficients
(pm/V)

IR group Index
ng @ 800 nm

Refractive
index n @
1THz

ZnTe Zincblende 43m
� �

0.1–3 d14 = 4
(k = 633 nm)

3.24 3.17

GaP Zincblende 43m
� �

0.1–7 d14 = 1
(k = 633 nm)

3.55 3.32

GaSe Hexagonal 62m
� �

14–43 d22 = 54
(k = 10.6 lm)

3.13 (0)
2.86 (e)

3.26
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The notation of x, y, z are indicated in a Cartesian-coordinate direction of the
incident pulse E. The 3-dimensional second order nonlinear susceptibility tensor
can be written in compact form after considering the directional symmetry

dxl ¼
1
2

vxyz
ð2Þ ð7Þ

Then, each nonlinear tensor element is expressed as

d11 ¼
1
2
v111

ð2Þ; d12 ¼
1
2
v122

ð2Þ; d13 ¼
1
2
v133

ð2Þ d14 ¼
1
2

v123
ð2Þfrac12v132

ð2Þ; d15

¼ 1
2
v131

ð2Þ 1
2
v131

ð2Þ; d16 ¼
1
2
v112

ð2Þ ¼ 1
2
v121

ð2Þ

ð8Þ

The induced second order nonlinear polarizations by the susceptibility tensor
above become,

Px

Py

Pz

0
@

1
A ¼ 2e0

d11 d12 d13d14 d15 d16

d21 d22 d23d24 d25 d26

d31 d32 d33d34 d35 d36

0
@

1
A

E2
x

E2
y

E2
z

2EyEz

2EzEx

2ExEy

0
BBBBBB@

1
CCCCCCA

ð9Þ

Because most of the crystal structure are highly symmetric, it contains parts of
18 susceptibility tensors. In the case of ZnTe, it has symmetry lattice of zinc
blende structure with non-zero d-matrix components of d14 = d25 = d36. The
directional interaction between optical pulse and crystal structure is also a crucial
factor. For normal incident of the optical field, only h110i cut ZnTe orientation can
generate the THz field. THz field amplitude also depends on an angle / between
the optical field and the crystal axes. Figure 4a describes an incident field of
optical pulse on ZnTe. According to a study reported by Chen et al. the maximum
THz electric field can be generated with the angle of / = 54.7� [11].

Fig. 4 Schematic diagrams of phase-matched THz generation using h110i cut ZnTe crystal
a and h001i cut GaSe crystal b
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The other important property is the phase matching between optical pulse and
generated THz in the nonlinear crystal. If an optical pulse coherently generates the
THz field in the crystal, the amplitude of the THz field can be enhanced by
propagating through the crystal. This phase-matching condition has the relation of
Dk = (k2–k1)–kTHz & 0, where k1 and k2 are the wave vectors of two optical

pulses and kTHz is the wave vector of generated THz pulse. With relation 2p
k ¼

xn xð Þ
c0

the phase matching condition is given by the following relation. [12].

n x2ð Þx2 � n x1ð Þx1 ¼ n xTHzð ÞxTHz ð10Þ
When the interaction length with the coherence length LC reaches p, i.e.
DkLC = p, then, the generated THz is called phase-mismatched. If the propagation
distance is longer than the coherence length, then the radiation efficiency is sig-
nificantly reduced showing sinc-function dependence. Thus the thickness of the
nonlinear crystal should be shorter than the coherent length in order to achieve a
maximum THz field strength. In addition, since the THz frequency is much lower
than that of the optical laser pulse, the group velocity vg xð Þ ¼ ox

ok of femtosecond
laser pulse and the phase velocity vp xð Þ ¼ x

k of THz pulse should be considered in
the phase-matching condition.

GaSe used for generation of higher THz frequency range, up to the mid-IR.
GaSe crystal is fragile and only has cleaved form along h001i plane due to its
stacking structure. However, it has outstanding nonlinear coefficient d22 = 54 pm/
V and relatively high damage threshold. Another advantage of the GaSe is its
small internal phase-matching angles of around 10�.

When the orientation of femtosecond laser pulse and the h001i GaSe crystal are
set as shown in Fig.4b, two types of phase matching conditions are given

type 1 : no xTHzð ÞxTHz ¼ neo x2; hð Þx2 þ no x1ð Þx1 ð11Þ

type 2 : neo xTHz; hð ÞxTHz ¼ neo x2; hð Þx2 þ no x1ð Þx1 ð12Þ
where no and neo denote the ordinary (o) and extraordinary (eo) refractive indices.
H is the angle between direction of incident pulse inside the GaSe and the optical z

axis which has the relation of h ¼ arcsin
sin h0ð Þ

n

h i
[15, 16]. To adjust the polarization

of incidence femtosecond laser pulse, a half-wave plate can be inserted before the
GaSe crystal. When propagating the GaSe, an input pulse simultaneously gener-
ates both ordinary and extraordinary polarized waves [15]. Adjusting the incidence
angle h’, the generated THz spectral range can be easily changed by the angle-
tuned phase matching. Thus, GaSe crystal enables us to generate quite broad THz
frequency, typically from 15 to 50 THz [17].

For GaSe crystal which has thickness over 200 lm, the interaction length is
affected not only by the phase difference of optical pulse and generated THz, but
also by the phase difference between the ordinary and extraordinary polarized
optical pulses, since these two polarizations have different group velocities. A
typical number of the group velocity mismatch is around 100–200 fs/mm and
about 1 ps/mm for the optical pulse and generated THz pulse, respectively.
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Ultrabroadband THz pulses have been generated up to 30 THz by non-phase-
matched optical rectification technique with 10 femtosecond laser pulse on non-
linear crystal. But, the very short (&10 femtosecond) laser sources do not provide
enough power for spectroscopic applications. Instead of the non-phase-matching
method, thin GaSe crystal could be used. Thinner GaSe crystal with thickness of
30–150 lm reduces the power, which also relaxes the phase-matching condition
and increases transmittance below 15 THz [18, 19]. Several examples of a
broadband THz generation with thin GaSe crystal is shown in Fig. 5c, f repre-
senting the THz spectrum of 10–25 THz.

Depending on the nonlinear crystal, optical rectification technique generates
and detects different THz spectrum. Several nonlinear crystals such as ZnTe, GaP
and GaSe are combined to cover the full range from below 1 to 50 THz. Using
ZnTe and GaSe, the frequency region are covered within 0.1–3 THz and 10–50
THz, respectively. GaP can partially cover this intermediate gap but its field
strength is much lower than ZnTe because of its small d coefficient.

Recently, even more broadband spectra were generated by using phase-matched
difference frequency mixing with 7 femtosecond laser pulses in LiIO3, resulted in
ultrabroadband 50–130 THz pulses [20]. Poled polymers and organic crystals such
as 4-dimethylamino-N-methylstilbazolium tosylate (DAST) have large nonlinear
coefficients. These crystals have been used for generation of ultrabroadband
spectrum [21–25] of up to several tens of THz.

4 Electro-Optic Sampling

The electro-optic (EO) sampling technique allows us to accomplish broadband
THz detection. It measures the actual THz electric field in time domain, and its
detection principle is bascially the same as the photoconductive antenna detection
mentioned earlier. The EO sampling uses so called Pockels effect of the EO

Fig. 5 The schematic diagram of electro-optic sampling and polarization of probe beam with
and without THz
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crystals which is related to the optical rectification. When static electric field is
applied, it induces birefringence in the EO crystal. In this case, THz pulse acts as
static electric gating and the femtosecond laser pulse is used to detect their tem-
poral changes of the induced birefringence. As shown in Fig. 5, a linearly polar-
ized femtosecond laser pulse and a THz pulse are incident on the EO crystal
together. As they are propagating through the crystal, the polarization of the laser
pulse is changed into slightly elliptical polarization. The following k/4-plate
induces quarter-wave phase shift of the incident laser pulse. Without the THz
pulse, the polarization state of the linearly polarized pulse is changed into a
circular polarization. On the other hand, with the THz pulse, the optical pulse is
more elliptically polarized pulse. Then, a Wollaston prism divides the circularly
polarized beams into two orthogonal linearly polarized beams. These two pulses
are incident on a balanced detector, which the intensity differences of the two
pulses are measured [26]. The measured signal can be expressed as

DI

I
¼ xTHzn3

c
dr ETHz ð13Þ

Fig. 6 a–c Temporal waveform measured via electro-optic sampling of the THz radiation
generated in different crystals with a 250 kHz amplifier system. d–f corresponding THz spectra.
a, d 500 lm thick ZnTe emitter and detector, b, e 200 lm thick GaP emitter and detector,
c, f 80 lm thick GaSe emitter and 50 lm thick GaSe detector
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where n is the near-IR refractive index of the EO crystal, d is the crystal thickness,
and r represents the EO coefficient (see the Table 1). The balanced photodiode
circuit can be easily fabricated with two photodiodes as shown in Fig. 5. Dl can be
measured by a current preamplifier and followed by the lock-in detection tech-
nique. Using this method, 250 kHz amplifier-based system has a signal-to noise
(S/N) ratio over 1:100000, which is an order-of-magnitude higher than the oscil-
lator-based system.

The Pockels effect can be understood as sum-frequency generation process of
the second-order nonlinear effect where the optical pulse and THz pulse are the
applied electric field. This is exactly the reverse process of the optical rectification.
By the same manner, EO sampling is limited by the interaction length and the
specific phase-matching condition. The thickness of crystal is a trade-off factor
which determine the detection bandwidth and the sensitivity. Nevertheless,
considering the dispersion effect of THz and optical pulse, thinner crystals are
preferred (Fig. 6).

Optical rectification and EO sampling enable us to cover a spectral range up to
100 THz with combinations of ZnTe, GaP, ans GaSe crystals. Thin ZnTe which
has the thickness of 30 lm enables to detect up to 37 THz. Ultrathin ZnTe and
GaP crystals demonstrated that their detectable signals can be reached 70 THz
[27]. In order to prevent the multiple reflections within the crystal, typically
appeared in the measurable time window, the EO crystals can be attached onto a
thick EO-inactive material [14, 27, 28].
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Part II
Terahertz-Bio Interaction



Teraherz Pulse Near-Field Microscopes

Kiwon Moon, Meehyun Lim, Youngwoong Do
and Haewook Han

Abstract We review the recent progress in the terahertz (THz) apertureless
near-field microscopes. We demonstrate quantitative analysis and measurements
of the THz near-fields interactions in the probe-sample system. We also present a
self-consistent line dipole image method for the quantitative analysis of the near-
field interaction. The measurements of approach curves and relative contrasts on
gold and silicon substrates were in excellent agreement with calculations based on
the self-consistent line dipole image method.

1 Introduction

Nanoscale near-field imaging in the terahertz (THz) spectral range provides a
powerful means for studying intriguing phenomena such as intermolecular
vibrational spectroscopy and dynamic charge transport in a variety of quantum-
confined nanostructures. Conventional THz time-domain spectroscopy (TDS) can
provide macroscopic imaging averaged over an ensemble of such nanostructures,
which inevitably suffers from inhomogeneous spectral broadening. Moreover, its
spatial resolution is limited to *k/2 by diffraction. Therefore, several types of THz
pulse scanning near-field optical microscopes (SNOMs) have been developed to
achieve sub-wavelength resolutions [1–9].

In contrast to visible or IR SNOMs based on frequency-domain spectroscopy
systems, most THz SNOMs have been based on THz pulse TDS systems [1–8],
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making it possible to perform broadband coherent THz spectroscopy. Among the
THz SNOM systems, the scattering-type SNOM (s-SNOM) has been the most
successful technique so far in terms of spatial resolution and image quality [6–13].
In the THz s-SNOM, the scattered field from the tip apex is measured in the far-
field region. Sub-micrometer resolutions are enabled by the strongly localized
near-field around the probe tip [14]. Thus, it is essential to understand the near-
field interaction in the tip-substrate system, and there have been several analytic
models [15–18] and also numerical simulations [19, 20] to solve the problems. The
most popular approach has been the point dipole image method (PDIM) [8–12]
where the probe tip is replaced by a polarizable point dipole [10]. The PDIM has
been widely used to analyze experimental data [8–12], and has provided quali-
tative understanding on s-SNOMs, including resolution [10] and optical phase
contrast [11]. However, because the electromagnetic boundary conditions are not
fully matched on the surface of the probe sphere, the PDIM becomes incorrect as
the probe sphere approaches the substrate [15–18].

In this part, we analyze the THz near-field scattering signals of a THz pulse
s-SNOM by using a self-consistent line dipole image method (LDIM), closely
following our recent publications [21, 22]. We also present a line scan across the
edge of a gold film on a GaAs substrate, showing that the THz s-SNOM has a
nanoscale resolution of *80 nm. The measurements of the THz scattering signals
on gold and GaAs surfaces were in reasonably good agreement with the LDIM
calculations.

2 Instrumentations

The THz s-SNOM system was based on a THz TDS system combined with an
atomic force microscope (AFM). The THz TDS system generates the THz pulses
incident on the probe tip and detects the THz scattering signals. The sample
scanning and the distance between the s-SMOM and the sample surface were
precisely controlled by the AFM. The first nanoscale THz near-field imaging was
based on a scanning tunneling microscope (STM) where the tunneling current was
used to control the probe-substrate gap distance [5]. Although the STM can pro-
vide the highest spatial resolution among the scanning probe microscopes (SPMs),
the principal disadvantage is that the tunneling current always requires a con-
ducting substrate. Since many materials used in THz s-SNOMs are not conducting,
we used the AFM which can operate on both conducting and insulating substrates.

2.1 THz TDS System

Sub-picosecond THz pulses were generated from an InAs substrate pumped by a
femtosecond laser, and measured by a photoconductive antenna on a low-
temperature-grown (LTG) GaAs substrate using optical gate detection techniques
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[23–25]. This optical gating detection makes it possible to directly measure the
transient electric fields of the THz pulses, providing both amplitude and phase
spectra, whereas the conventional THz frequency-domain spectroscopy can usu-
ally measure only the amplitude spectrum.

2.2 AFM System and Background Suppression

The AFM tip was fabricated by an electro-chemical etching method [28] and glued
to a quartz tuning fork. Figure 1 shows the scanning electron micrograph of a
tungsten probe tip. The output current from the tuning fork is amplified and
demodulated by a preamplifier and a lock-in amplifier, respectively. The extracted
output current of the tuning fork is proportional to the oscillation amplitude of the
tuning fork, and there is a relationship between the tip-to-sample distance and
the oscillation amplitude. Therefore, the measured output current is used to control
the tip-to-sample distance by a PID controller which controls the sample height.
By scanning the sample-mounting nanostage, the topography of the sample can be
measured by recording the sample height.

In the THz s-SNOM system, the AFM tip oscillates at the mechanical resonance
frequency X of a quartz tuning fork. The tip-sample gap distance is then given by

g tð Þ ¼ g0 þ g1 Vð Þ cos Xt ð1Þ

where t denotes the time coordinate for the tip oscillation, and the oscillation
amplitude g1 is a function of the excitation voltage V applied to the tuning fork.
When scanning the time delay of the THz TDS system, the scattered field Esc was
measured in the far-field region. Since the near-field is a highly nonlinear function
of g(t), the scattered field can be expressed as

Fig. 1 Scanning electron
micrograph of a typical probe
tip fabricated by electro-
chemical etching method.
The tip size can be controlled
by the etching condition
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Esc tð Þ ¼ E0 þ
X1
m¼1

Em cos mXtð Þ: ð2Þ

The large background signal E0 can be suppressed by a lock-in demodulation
technique to extract harmonic component Em [8–13]. For the analysis and mea-
surement of the near-field interaction, a precise regulation of the oscillation
amplitude is essential. Figure 2 shows that the measured oscillation amplitude has
a linear dependence on the applied voltage with an electromechanical responsivity
of f1 = g1/V = 3.913 nm/mV.

3 Theory

The schematic of a THz s-SNOM is shown in Fig. 3 where the incident THz pulse
(Ein) induces dipole moments in both the probe and the substrate, and the probe is
strongly coupled with the substrate, generating the scattered THz pulse (Esc). In
general, the analytic theory for the near-field interaction in the probe-substrate
system is very involved because the electromagnetic boundary conditions should
be matched at the surfaces of the probe and the substrate. Moreover, numerical
simulations are practically impossible since the metallic probes requires large
mesh sizes and the numerical accuracies are usually not good enough for quan-
titative comparison with experiments.

For an analytic theory of s-SNOMs, the probe tip has usually been replaced by a
polarizable sphere of radius a and complex relative permittivity ep, as shown in
Fig. 3. Because the probe sphere is much smaller than the wavelength of the
incident field Ein, especially at THz frequencies, quasi-static image methods are
applicable to the analysis of the near-field interactions. In the quasi-static image
methods, the near-field interaction and the subsequent scattering field Esc can be
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calculated by the dipoles induced in the probe and substrate. In the far-field region,
the scattering field is given by

Esc tð Þ ¼ k2 r� dðtÞ½ � � r

4pe0r3
ð3Þ

where d is the total induced dipole in the tip-substrate system, r is the far-field
position vector (r = |r|), k and e0 are the wave number and permittivity in vacuum,
respectively. In this section we review the point dipole image model and the line
dipole image model [21, 22, 26].

3.1 Point Dipole Image Method

In the conventional PDIM [8–12], the incident field polarizes the probe sphere,
resulting in a point image dipole dp

PD = aEin at the center of the sphere. The
sphere polarizability is given by a = 4pe0a3(ep - 1)/(ep ? 2) where ep is the
probe permittivity. The probe dipole induces a substrate image dipole, dPD

s ¼
bT � dPD

P at z = - h = - (a ? g). The probe-substrate image generation dyadic is
given by bT ¼ b I� uxuxð Þ where b = (es - 1)/(es ? 1), es is the substrate per-
mittivity, ux (uz) are the unit vectors along the x (z) axes, and I = uxux ? uzuz. By
taking into account the recursive generation of the point image dipoles [10, 11],
the total image dipole in the probe-substrate system is given by dPD = aPD�Ein

with the effective polarizability tensor,

aPD ¼ a 1� bð Þ

1� ab
32ph3

uxux þ
a 1þ bð Þ

1� ab
16ph3

uzuz: ð4Þ

In the PDIM, the continuous dipole distributions are usually replaced by point
image dipoles. This point dipole approximation, however, works well only for a

a

ε

ε

z

g

inE scE

x

p

s

Fig. 3 Schematic diagram of
a probe-substrate system in
THz s-SNOM. The incident
field Ein is p-polarized, and
the scattered field Esc is
measured in the far-field
region. In the image analysis,
the probe is replaced by a
polarizable dielectric sphere.
Reprinted from [21]

Teraherz Pulse Near-Field Microscopes 237



large tip-substrate distance. In principle, the electric field from the substrate dipole
induces not only a single point dipole but also a continuous dipole distribution in
the probe sphere, as we shall see in the LDIM.

3.2 Line Dipole Image Method

In contrast to the PDIM, the LDIM applies exact electrostatic boundary conditions
to all dielectric surfaces of the sphere-substrate system through iteration processes,
which results in continuous line image dipole densities. This means that the LDIM
is self-consistent within the framework of the polarizable sphere model. Here we
describe the LDIM and then present quantitative analyses for the THz near-field
interaction in the probe-substrate system [21, 22, 26].

In the first iteration, the initial dipole moment at the probe sphere is induced by
the incident field, resulting in the probe dipole given by

dLD
pð1Þ ¼ a 1þ rð ÞEin ð5Þ

where we include the reflection coefficient r at the substrate surface because
the actual excitation field is the sum of the incident and reflected fields. It should
be noted that we have to consider an image dipole of the radiation source for the
incident field to match the exact boundary conditions at the substrate surface. The
probe dipole in turn induces the substrate image dipole at z = -h given as

dLD
sð1Þ ¼ bT � dLD

pð1Þ ð6Þ

In the second iteration, the substrate point dipole ds(1)
LD induces a line dipole

density ps(2)
LD (z, h) = c(z, h, 2h)�ds(1)

LD . From the exact image theory [21, 22, 26], we
can derive the substrate-probe image generation tensor defined as

c z;h;Lð Þ¼ep�1
epþ1

a

L

� �3
d z�hþzKð Þ I�2uxuxð Þ

þ ep�1

epþ1
� �2

a

L2

h�z

zK

� � 1
epþ1

h
U z�hþzKð Þ�Uðz�hÞ

ih
Iþðep�1Þuzuz

i

ð7Þ

where zK = a2/L is the Kelvin distance [26], and d(z) and U(z) are the Dirac delta
and Heaviside unit step functions, respectively. From the third iteration, we must
consider not only the point image dipoles but also the line image dipole densities
in both the probe and the substrate. For the nth iteration, the probe (n C 3) and
substrate (n C 2) dipole densities are given by convolution integrals,
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pLD
pðnÞ z; hð Þ ¼

Z a�h

�h
dz0 c z; h; h� z0ð Þ � pLD

sðn�1Þ z0; hð Þ

pLD
sðnÞ z; hð Þ ¼ bT � pLD

pðn�1Þ �z; hð Þ
ð8Þ

and the total dipole moment in the sphere-substrate system is then given by

dLDðhÞ ¼
X1
n¼1

Z h

h�a
dz pLD

pðnÞðz; hÞ þ
Z a�h

�h
dz pLD

sðnÞðz; hÞ
� 	

ð9Þ

where the dipole densities in the first iteration are given by

pLD
pð1Þ z; hð Þ ¼ dLD

pð1Þd z� hð Þ

pLD
sð1Þ z; hð Þ ¼ bT � dLD

pð1Þd zþ hð Þ:
ð10Þ

Figure 4 depicts the accuracy of the near-field interactions calculated by the
LDIM, where the incident angle of p-polarized Ein is 608 and FEM simulations
using a commercial software (HFSS) are in excellent agreement with the LDIM
calculations on gold and Si substrates.

Fig. 4 Near-field distributions (80 9 80 nm) of the sphere-substrate system. LDIM calculations
on (a) Au substrate and (b) FZ-Si substrate, and FEM simulations on (c) Au substrate and (d)
FZ-Si substrate. The diameter of the tungsten sphere is 40 nm and the gap distance is 5 nm
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4 Analyses and Measurements

The samples for the THz line scan were prepared by evaporating a 35 nm thick
gold film on the half surface of a semi-insulating GaAs substrate. The etched tip
radius of a tungsten wire was a *20 nm. The probe tip was mounted to a quartz
tuning fork such that the tip oscillates perpendicularly to the sample surface.
As the tip approaches the sample surface, the amplitude, phase, and resonant
frequency of the tuning fork’s oscillation change. In our experiments, the
amplitude was used as a feedback signal for tip-to-sample distance regulation,
maintaining a constant tip-substrate distance by controlling the piezo actuator.
The incident THz pulses were p-polarized and focused upon an AFM tip with an
incident angle of 608. The THz scattering signal was detected by a THz pho-
toconductive antenna in the far-field region, and simultaneously the AFM
topography of the sample surface was obtained from the feedback signals for the
piezo actuators of the nanostages.

4.1 Line Dipole Image Analysis

The LDIM calculations of the dipole distributions for the gold and GaAs substrates
are shown in Fig. 5, where the point dipoles and continuous dipole distribution
were discretized into piecewise-constant dipole distributions. The red and blue
curves represent calculations for gold and GaAs substrates, respectively.
As expected from the standard electrostatic image theory, we can neglect the
tangential component (dx) that is much smaller than the vertical component (dz).
For the LDIM calculation, we used the Drude model for gold and tungsten, where
the permittivity is given by

e xð Þ ¼ 1�
x2

p

x xþ ixc
� � : ð11Þ

The plasma (damping) frequencies, xp (xc) of gold and tungsten were 2,184
THz (1,551 THz) and 6.45 THz (14.61 THz), respectively [27]. For the GaAs
substrate, we used a frequency-independent permittivity es = 12.918 [25].

Figure 6 shows the LDIM calculations of the first harmonic scattering field
ratios for gold and GaAs substrates, E1,Au/E1,GaAs. The scattering ratios increase
rapidly for small tip-sample distances, and become saturated for large oscillation
amplitudes (g1 [ 15 nm). This means that the precise control of the tip-substrate
distance and oscillation amplitude is crucial for quantitative analysis and mea-
surements. In general, the LDIM calculations result in larger induced dipole
moments and also steeper increase of the dipole moments than the PDIM as the tip
approaches the substrate. Consequently, the LDIM produces larger harmonic
components than the PDIM [22].
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4.2 THz Line Scan

The THz line scans across the edge of the gold film is shown in Fig. 7, where the first
harmonic components (E1) of the THz scattering signals were used. During the
measurements, an oscillation amplitude of g1 = 45 nm was maintained by a
proportional-integral-derivative (PID) controller, and the mechanical delay line was
fixed at the positive peaks of the THz scattering pulses. The minimum tip-to-sample
distance was less than 1 nm, which is the typical operation condition for our AFM
system.

The measured tip signal from the Au surface was stronger than that from the GaAs
surface as expected from the image theory since the vertical dipole on a metallic
surface is enhanced by the image dipole. The THz scattering signal is proportional to
the total dipole moment induced in the tip-substrate system, and a metal surface
induces larger dipoles than a dielectric surface. The spatial resolution of the THz
s-SNOM was *80 nm, estimated from the 10 to 90% transition distance in the line
scan. The measured scattering field ratio (E1,Au/E1,GaAs) was 2.36 ± 0.3 which is in
good agreement with the calculated scattering ratio of *2.23, corresponding to the
saturation value of scattering ratio for large oscillation amplitude (45 nm) and small
tip-sample distance (B1 nm) used in our measurements.

5 Conclusion

We have used the line dipole image method to analyze the scattering signals in
THz pulse s-SNOMs. We have also demonstrated that the THz s-SNOM has a
nanoscale resolution of *80 nm. The relative ratios of the scattering signals
measured on gold and GaAs substrates were in good agreement with calculations
by the line dipole image theory. We believe that this is an important step toward
quantitative imaging contrast in THz near-field microscopy.
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Optical Imaging and Control of Neurons

Yoon-Kyu Song

1 Introduction

Although remarkable progress has been made in our understanding of the function,
organization, and development of the brain by various approaches of modern science
and technology, how the brain performs its marvelous function remains unsolved or
incompletely understood [1–3]. This is mainly attributed to the insufficient capa-
bility of currently available research tools and conceptual frameworks to deal with
enormous complexity of the brain. Hence, in the last couple of decades, a significant
effort has been made to crack the complexity of brain by utilizing research tools from
diverse scientific areas [4–6]. The research tools include the optical neurotechnology
which incorporates the exquisite characteristics of optics, such as multi-parallel
access and non-invasiveness, in sensing and stimulating the excitable membrane of a
neuron, the basic functional unit of the brain [7]. This part is aimed to serve as a short
introduction to the optical neurotechnology for those who wish to use optical
techniques as one of their brain research tools.

The part is organized as follows; in Sect. 2, a neuron is introduced as the basic
functional unit of the brain. Ion channels and their functional importance for the
neurons are addressed as well. In Sect. 3, optical characteristics of the neuronal
membrane due to its electrochemical activity are briefly described. In Sect. 4, some
methods for functional optical imaging of the neurons are introduced as new
research tools for recording neuronal activity. In Sect. 5, various techniques to
manipulate neuronal activity are addressed, including recently developed opto-
genetic techniques. Finally, in Sect. 6, the future direction of research is suggested,
including potential application of optical techniques in THz domain.
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2 Neuron: Basic Functional Unit of the Brain

The neuron is the basic working unit of the brain, processing sensory, motor,
cognitive information through their network and transmitting them to other
neuronal or non-neuronal cells. The enormous complexity of the brain comes from
the extremely complex structural organization of neurons in the brain. There are
about 100 billion neurons in human brain, and they make rich interconnections
(on average 10,000 per neuron) among themselves through a special interface
called synapse [8]. Figure 1 shows the basic structure of a neuron with its synaptic
connections to other neurons [9].

The neuron consist of a cell body with nucleus, dendrites receiving signals from
other neurons, and an axon transmitting electrical signals to other neurons through
an interface called ‘‘synapse,’’ as shown in Fig. 1. Neurons transmit signals as
electrical impulses along their axons, often wrapped with myelin sheath to speed
up the transmission. The electrical impulses in neurons, called action potentials,
involve the activity of ion channels—tiny pores imbedded in the cell membrane,
allowing ions and other small molecules to enter or leave the cell. The sequential
gating of ion channels creates a pattern of voltage change across the neuronal
membrane, which passes along the axon until reaching the axon terminals at the
end of the axon. At the axon terminal, the voltage change triggers the release of
neurotransmitters, chemical messengers in neurons, which diffuse across the intra-
synaptic space and bind to the specific receptors, switching on-and-off the post
synaptic cells (for review of the mechanism in detail, see references [10]).

To date, electrodes have been a valuable tool to record or stimulate electrical
activity of neurons, mainly due to their excellent temporal resolution on the
millisecond time scale in recording and stimulation, as well as unprecedented
signal to noise ratio in recording. There are a number of experimental challenges in
investigation of neuronal activity with electrodes, particularly when studying the
intricate functional network of multiple neurons [11]. Investigation of neuronal
activity with electrodes has limited spatial resolution due to invasive nature of the
technique, and it is impractical to register multiple specific targets due to
mechanical instability. Hence, there is clearly a need for research tools better
equipped to investigate the complex network of a large number of interacting
neurons, and the solutions have begun to emerge from active adoption of various
techniques in the diverse scientific areas.

3 Optical Properties of Neurons in Action

There have been numerous reports to date that optical properties of neurons were
found to change during their electro-chemical activities [7]. The optical properties
of the cells are closely related to the structural properties based on the molecular
orientation of membrane, volumetric dimension, and organization of membrane
bound molecules. There is an excellent review article written by L. B. Cohen at

246 Y.-K. Song



Yale University [12], which comprehensively compiled a significant amount of
early experimental works related to the structural changes in neuron (including
optical properties) during action potential propagation.

Electro-chemical activity of neuron triggers instantaneous reversal of polarity
across the cellular membrane due to changes in permeability of ion channels,
before returning to the resting state in the millisecond time scale. Change in
polarity causes corresponding change in optical properties, such as birefringence
or retardation [13], intrinsic fluorescence [14], light scattering [15], ultraviolet/

Fig. 1 Basic structure of a neuron with a synapse at the axon terminal (inset) [9]
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Table 1 Physical origins of change in optical properties of neurons in action [18]

Technique Birefringence Fluorescence Scattering Absorption Volume
changes

Physical
origin

Kerr effect
electrostriction

NADH
proteins
with Trp/
Tyr

Water of
hydration
transport
number

Not clearly
understood

Ion exchange
chloride
flux

Fig. 2 Imaging apparatus equipped with upright microscope, bottom illuminating a tungsten
lamp for transmission measurement, a laser or a mercury lamp as an excitation source for
fluorescence imaging, 10 9 10 photodiode array for the real time imaging (modified from
Grinvald et al. [19])
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infrared absorption [16], and cell volume changes [17]. Physical origins of the
changes in optical properties based on the Ref. [18] are summarized in Table 1.

Although physical mechanism of change in optical properties of neuron has
been understood to significant extent, more detailed investigations in the specific
areas remain to be done using advanced optical tools that bring us to the
unexplored experimental spaces. Figure 2 shows a typical optical apparatus for
real-time imaging of neuronal activity [19].

4 Optical Recording of Neuron with Voltage Indicators

In the last few decades, ionic bases of action potential propagation and synaptic
transmission has been revealed in considerable detail, thanks to the impressive
progress in the knowledge about ion channels related to the neuronal activity using
various research techniques. Among those techniques, the patch clamp recording
sets a gold standard in determining temporal behavior of membrane potential with
an unprecedented signal-to-noise ratio [20]. However, patch clamp technique poses
a few problems as a research tool for investigating network activity of the neurons,
even in a small neural circuitry with a few neuronal cells. First, patch clamp
technique disrupts the neuronal membrane so much that long-term recording with
the technique is significantly compromised. Second, the simultaneous recording
capacity is severely limited due to the bulkiness of the apparatus, typically up to 6
parallel recordings maximum. Third, in the case of large animal models, the usage of
the technique is often limited to the in vitro recordings, since the recorded signal is
extremely sensitive to the movement (cardiac or others) of the cell under patch
clamp due to the structural weakness of the recording interface [21].

As described in the Sect. 3, membrane potential dependent changes in optical
properties of neurons may prove to be extremely useful for studying the dynamics
of a complex neuronal network with a large number of neurons. Intrinsic optical
recordings, however, generally demonstrate poor signal-to-noise ratio, presumably
due to low optical density of excitable membrane in neurons [22]. Also, intrinsic
optical signal may not be temporally resolved during single action potential
propagation due to very short integration time, typically in the millisecond time
scale. To overcome these problems, voltage indicators have been developed based
on small molecules [23, 24], fluorescent proteins [25, 26], and hybrid protein–dye
systems [27, 28]. Recently, Adam Cohen and coworkers have developed a couple
of fast and sensitive voltage indicators, proteorhodopsin optical proton sensor
(PROPS) and Archaerhodopsin 3 (Arch) [29, 30], and successfully expressed Arch
in mammalian neurons [30].

Four different categories with examples are shown in Fig. 3, and temporal
resolution and sensitivity (DF/F per 100 mV) for several different indicators are
compared in Fig. 4.

Action potentials have been routinely recorded from mammalian neurons using
voltage sensitive dye (VSD), but this approach requires intracellular injection of
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Fig. 3 Examples representing four different voltage indicator categories. a di-4-ANEPPS: small
molecule voltage sensitive dye (VSD). b Mermaid: voltage sensitive fluorescent protein (VSFP)
[26]. c eGFP-DAP: Hybrid Voltage Sensor (hVOS) [27]. d Archaerhodopsin 3(Arch): voltage
sensitive microbial rhodopsin (VSMR) [30]

Fig. 4 Characteristics of various optical indicators. Green indicators based on fusions of GFP
homologs to membrane proteins. Pink indicators based on microbial rhodopsins. Blue hybrid dye-
protein indicators. Extended bars indicators where two time constants have been reported [30]
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dye. Photo-toxicity could be another hurdle for VSD as voltage indicator. Action
potentials in mammalian neurons have been recorded in vivo using a genetically
encoded voltage indicator, but it requires averaging over multiple trials due to low
sensitivity. Calcium imaging is a popular alternative only in the case that temporal
resolution is not required. Although an impressive single-trial based action potential
recording has been made using microbial rhodopsin protein, the sensitivity is still too
low for any practical application. All the methods have one or more serious limi-
tations, including slow response, low sensitivity, difficulties in targeting, and photo-
toxicity. Table 2 shows the properties of various voltage indicators.

Currently, the focus of research in optical imaging of neurons has been shifted
to combining with new research tools from other scientific areas, particularly with
modern genetics/genetic engineering as shown in this section.

5 Optical Control of Neuronal Activity

Since the membrane of the neuronal cells is electrically excitable, the neuron’s
activity could be easily controlled by external electrical stimulation. The excit-
ability of the neurons has been used for many important applications, spanning
from the basic research in neuroscience such as mapping of neuronal circuitry in
the brain [32], to the device applications in biomedical industry, e.g. a deep brain
stimulator (DBS) for Parkinson’s disease [33]. However, electrical stimulation of
neurons with electrodes has some drawbacks difficult to overcome, as discussed in
Sect. 2. Since the first experimental attempt by Richard Fork at Bell Laboratories
using intense light to evoke action potentials in Aplysia ganglion cells [34],

Table 2 Properties of various voltage indicators [31]

Voltage indicator Classification Binding Sensitivity
(%)

Temporal
resolution

Voltage sensitive dye
(di-4-ANEPPS)

Small molecule Organic probe 0.02–2 \1 ls

SHG chromophore
(FM 4-64)

Small molecule Organic probe 10–15 \1 ls

VSFP (Mermaid) Fluorescent protein Genetic encoding 40 5–20 msa

VSFP (FlaSh) Fluorescent protein Genetic encoding 5 85 ms/
160 msb

hVOS (DPA-GFP) Hybrid sensor
system

Organic/genetic
hybrid

34 *0.5 ms

hVOS (DPA-DiO) Hybrid sensor
system

Organic hybrid Up to 60 *0.12 ms

VSMR (PROPS) Microbial rhodopsin Genetic encoding 150 *5 ms
VSMR (Arch) Microbial rhodopsin Genetic encoding N/A *0.12 ms

a Measured at T = 33�C
b son/soff
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a number of research groups have developed photostimulation techniques as a
versatile alternative to the conventional electrical stimulation, demonstrating
simultaneous access to many neurons with relaxed mechanical stability require-
ment [35–37].

So far, photostimulation techniques have been developed in three categories:
light-mediated release of chemically modified signaling molecules [38], chemi-
cally modified photo-responsive ion channels and receptors [39–41], and geneti-
cally introduced photo-sensitive channel proteins [42–44], as shown in Fig. 5.
Also, temporal, spatial, and technical properties of different photostimulation
techniques are summarized in Table 3.

As noted in the Table 3, optogenetics, the method involving genetically
expressed light-sensitive ion channels, channelrhodopsin-2 (ChR2), provides
multi-parallel access to the network of neurons with temporal resolution in the
millisecond time scale. Moreover, a specific type of neurons in the intricate
neuronal network may be easily targeted through genetic and viral engineering
procedures necessary for ChR2 transfection. It is one of the reasons that

Fig. 5 Different photostimulation approaches: a photo-release of signaling molecules (caged
glutamate [38]), b chemically modification of ion-channels/receptors (MAL-AZO-QA [41]), and
c genetic introduction of light sensitive channel proteins (channelrhodopsin-2 [44]) to neuronal
membrane (left), enabling blue light pulses to trigger electrical impulses (right)
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optogenetics has emerged as a tool of choice among neuroscientists whose
research area involves functional analysis of neuronal circuitry [45], fast mapping
of neuronal connectivity [46], and selective stimulation of excitatory/inhibitory
neurons [47]. Optogenetics is believed to make a key role as versatile new tech-
nology in many areas of the neuroscience, ranging from neurophysiology to
behavioral neuroscience, for years to come.

6 Future Research Direction

In this overview, we have attempted to provide a brief introduction to basic
characteristics of neurons as well as optical properties of neuronal membrane
under stimulation. It is only recently that electrical activity has been converted to
optical signal, thanks to the tremendous technological contribution from modern
genetics/genetic engineering. In our view, such a technological trend will be
maintained in the near future, until the solution for all optical recording and
stimulation become available, with non-invasiveness, high temporal resolution
(sub-millisecond time scale), high sensitivity, specifically targetable (cell-type
specific and/or physical location specific), multi-parallel optical access.

Table 3 Comparison of different photostimulation techniques [47]

Technique Voltage
actuation

Excitation
wavelength
(nm)

Temporal
precision

Exogenous
chemicals

Spatial
resolution

Glutamate
uncaging

Depolarizing 355 1–3 ms Caged glutamate 5 lm

ChARGe Depolarizing 400–600 Seconds to
minutes

Retinal Genetically
targetable

ChR2 Depolarizing 480 1–3 ms Not needed for
mammalian cells

Genetically
targetable

Modified
glutamate
receptor

Depolarizing 380 (act.) 100 m Azobenzene-
tethered agonist

Genetically
targetable580 (inact.)

Ion channel
ligand
uncaging

Depolarizing 355 \1 s Caged ATP,
capsaicin, etc.

Genetically
targetable

Modified
potassium
channels

Hyperpolarizing 380 (act.) 1–3 s Azobenzene-
tethered blocker

Genetically
targetable580 (inact.)

Vertebrate
rhodopsin

Hyperpolarizing 475 1–3 s Retinal Genetically
targetable
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Although optogenetics has been defined in a scientific area related to the
neuroscience, there would be an enormous opportunity for optogenetics when
exploring other area of research for application. THz spectrum may create such a
space for optogentics since conformation change in the channel protein during
pore activation/deactivation has energy scale similar to the THz level. Also, photo
cycle of microbial rhodopsin will likely have transitions at the energy level of
THz. There has been very limited amount of work done in this research area
though, with only a few publications available for references [48, 49].
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Genome-Wide Analysis of THz-Bio
Interaction

Kyu-Tae Kim and Woong-Yang Park

1 Introduction

We now can predict the biological effects of electromagnetic field (EMF) exposure
owing to advances in genomic technologies. Keeping pace with the development
of available radiation sources, studies on biological interactions with specific
frequency region has been required to precede the fundamental understanding and
evaluation of bio-safety. Experimentally verified molecular mechanisms of bio-
logical systems with EMF exposure can provide powerful evidence to detect
significant microscopic changes in living organism. Accumulated research results
ultimately can be contributed to guide and regulate the safe application of EMF
sources in diverse fields.

Conjecture for EMF-induced toxicity to human was brought up in 1960s.
Workers in substation complained of poor sleep, headache, dyspnea and so on.
Firstly led by Soviet Government, epidemiological investigation for relation
between EMF and those symptoms were initiated and the result was reported no
evidence in a general CIGRE (Conseil International des Grands Reseaux Electrique,
[1]). Worldwide research to investigate how EMF affects biological systems has
been followed and supported to set the criteria of dosimetry. IARC (International
Agency for Research on Cancer) announced officially in May 2011 a newly
carcinogenic classification guideline (Table 1) and radiofrequency (RF) was
upwardly assessed in group 2B [2] along with ELF (extremely low frequency)
magnetic fields based on overall related laboratory evidences [3].

Advent of practical sources associated with THz-band, which finally bridged
so-called ‘‘THz-Gap’’, has prompted scientific interests in diverse application of
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‘‘T-rays’’ for imaging and sensing technologies [4]. THz-wave simultaneously
takes both merits in light wave and electric wave; the straightness away from
electromagnetic perturbation and the non-ionizing penetrability without damage
[5]. To cite application instances of THz-region, it has been attempted in various
areas including medical fields for pathologic diagnosis [6, 7] and security systems
for screening improper things [8]. Furthermore, terahertz wave is also expected to
be applied in telecommunication technologies with ultrahigh speed, only if
overcoming the noteworthy characteristic for vapor absorption in frequency range
from 400 GHz to 10 THz [9].

It is obvious to perform preceding studies to investigate how THz-irradiation
affects biological systems, and to make public criteria corresponding to limiting
exposure time and dose, before widespread practical utilization. This part high-
lights what sort of genomic methodologies have been applied to examine the
biological effects with EMF-exposure and how cutting-edge genomic technologies
could meet for studies with promising THz research fields.

2 Overview of Genomic Backgrounds for THz Research

The compound term ‘‘Genome’’ describes the whole cluster of genes placed in a
chromosome of eukaryotic cells. Genome is a structural and functional unit of
communication in organisms, and genes are defined as an expressed part of gen-
ome and a critical factor to destine the nature of distinct entity. Genetic infor-
mation is delivered to daughter cells by replication and also applied to specific
functional protein synthesis. Approximately 100,000 genes are contained in the
mammalian genome and 12,000 * 15,000 transcripts are estimated as to hold a
function in a cell. Certain represented features of a cell ultimately come from a
variety of genetic interactions. Quantitative comparison of specific functional gene

Table 1 IARC monographs on the evaluation of carcinogenic risk to humans (2011)

Group Carcinogenicity
(to human)

Scientific evidence Physical/chemical agents

1 ‘‘Certainly’’
carcinogenic

• Sufficient (humans) (107 agents) Asbest, benzene,
cigarette, coltar and etc.

2 2A ‘‘Probably’’
carcinogenic

• Limited (humans)
• Sufficient
(experimental animals)

(59 agents) Formaldehyde, IR,
PCB, diesel gas, solar radiation
and etc.

2B ‘‘Possibly’’
carcinogenic

• Limited (humans)
• Inadequate
(experimental animals)

(267 agents) Coffee, DDT, lead,
gasoline gas, gathered wild herbs,
ELF magnetic fields, RF and etc.

3 ‘‘Not classifiable’’
as to its
carcinogenicity

• Inadequate (humans)
• Inadequate
(experimental animals)

(508 agents) Cholesterol, ink, tea,
saccharin,
ELF electric fields and etc.

4 ‘‘Probably not’’
carcinogenic

• Lack of evidence (1 agent) Caprolactam (nylon)
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expression enables to indicate and predict the state of cell. Furthermore, phenotype
of physical symptoms can be explained with analysis of differentially expressed
genes (DEGs), so appropriate relevant reactions can be suggested.

Traditional biological study generally followed a ‘‘Hypothesis-Driven’’ way;
(1) Development of a hypothesis explaining observed biological phenomenon. (2)
Validation of the hypothesis with designed experiments. (3) Conclusion for the
hypothesis. Even if researchers design well for an experiment based on the
hypothesis, with this approach, it would be difficult to control various other factors
affecting focused phenomenon and afterward interpretation of the experiment
results would not be perfect to support the hypothesis. Otherwise, genomic
research can introduce another approach which is called as a ‘‘Data-Driven’’ way.
Various plausible hypotheses are producible from cumulative massive database
relevant to various profiling sets of DEGs based on microarray. More detailed
explanation about microarray is dealt in next section.

For understanding how a wide scope of genetic world could be applied in THz-
study with biological effects, this section covers basic backgrounds on biology. We
can comprehend the flow of biological interactions occurred in organisms in regard
to any stimuli including THz-exposure, with the knowledge of how, where and
when the genetic expression is differentially responsive.

2.1 Genetic Flow: Expression from DNA to RNA and Proteins

Fundamental hierarchy of genetic flow is initiated with biomolecules composed of
nucleic acids. Simply, chemical components of DNA contain ribose, phosphate
and four sorts of nucleotides which are adenine (A), guanine (G), thymine (T) and
cytosine(C). In 1944, Oswald Avery cleared positive evidence of DNA (deoxy-
ribonucleic acid) as the genetic material [10]. From the innovative suggestion for a
double-helix model of DNA structure by Watson and Crick [11], Erwin Chargaff
established a so-called ‘‘Chargaff’s Rules’’; four bases of A, G, T and C consisting
DNA strand have a complementary base pair (e.g., A = T, G : C) by hydrogen
bonds [12].

Represented letters of bases (A, G, T, C) can standardize the genetic flow as a
coding system. With this concept of the so-called codon, we can easily understand
and handle the large amount of genetic information. In 1958, Francis Crick des-
ignated the process of delivery of genetic information as ‘‘Central Dogma’’;
genetic instruction stored in DNA ultimately synthesizes proteins through the
series of processes as follows; DNA replication, RNA transcription and protein
synthesis (Fig. 1). With the significant signal in a cellular nucleus, replication of
genomic DNA is initiated and RNA is synthesized complementary to sequence of
DNA. RNA transcripts move to cytoplasm out of the nucleus through nucleus pore
that involves in the movement of biomolecules between nucleoplasm and cyto-
plasm. According to the arranged sequence of transcripts, translation is occurred in
ribosome where twenty sorts of amino acids are linked to be a specific functional
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protein. Primary structure of a protein corresponds to the sequential combinations
of three bases having a distinct genetic code for an amino acid. Structural assembly
of polypeptides forms tertiary structure of a protein that has an intrinsic function at
last.

Genetic sequence in a higher organism is divided into coding region and non-
coding region literally unrelated to protein synthesis. We regard coding region as
exon separately from intron relevant to non-coding region. Processed mRNA is
comprised only of exons and acts as the template for encoded protein synthesis in
ribosome. David Baltimore and Howard Temin David Baltimore discovered
mRNA could transcript reversely to complementary DNA (cDNA) with reverse
transcription enzyme [13, 14]. This innovative paradigm has rendered stable
molecular biological works with cDNA instead of mRNA which is more fragile.
Overall steps of reverse transcription are shown in Fig. 2. Isolated mRNA from
samples acts as a template to synthesize cDNA with supplemented poly (T) pri-
mer, mixture of nucleotides, and reverse transcriptase. Degraded mRNA by RNase
H is applied as a primer aligned to poly T region in pre-synthesized cDNA. DNA
polymerase completes the synthesis of a newly complementary DNA strand.
Compared to genomic DNA, this form of double-stranded cDNA has no intron
sequence and is ready to be applied in a wide variety of genomic functional
studies.

In response to any types of ceaseless external stimuli, cells adopt a secure
regulation system to maintain cellular homeostasis between rapid growth and
drastic cell death. Intrinsic quality and quantity of various biomolecules in a living
organism are constantly sensed and tightly controlled to manage ordinary survival.
If this system fails to cope with cellular stresses, a typical instance can be
examined in cancer cells exhibiting mutated forms of DNA sequence especially
relevant to genes involved in cell cycle regulation. In regard to THz-research in
biological effects, various attempts to detect any abnormal symptoms by validation
of gene expression are remained to perform.

2.2 Previous Evidence for EMF or THz-Induced Effects
on Biological System

THz-study with biological effects is at the beginning stage keeping pace with the
development of feasible radiation sources. Considering the frequency portion of

Transcription
(RNA synthesis)

Reverse Transcription
(cDNA synthesis)

DNA RNA

Translation
(Protein synthesis)

Replication
(DNA duplicates)

Polypeptides

Fig. 1 The central dogma of molecular biology
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THz between the IR (infrared) and microwave regions, cumulative abundant prior
scientific evidences on the bioelectromagnetic studies for neighboring EMF
spectrum of the THz region can suggest the general features of biological response
to EMF irradiation. Ahead of dealing with various phenotypes caused by EMF
exposure, looking into physical mechanisms of EMF interaction with biological
systems can enlighten how initial stimulation on biomolecules leads to biological
reactions by and large.

Incidental electromagnetic wave arriving at an intentional spot of samples
undergoes the attenuation of the intensity traveling through several materials. The
transformational state (I) of the incidence irradiance (I0) in the spatial direction of
+z propagating through a path length dp in the material is predictable based on the
processing of formulas starting with the Beer-Lambert law:

I zð Þ ¼ I0 � e�adp

where a refers to the attenuation coefficient corresponding to the material. The
intensity of the initial signal (I0) exponentially (e-1) decreases as it reaches in the
penetrated point (dp). Given the intensity of electro-magnetic wave in a given
medium is proportionate to the square of the amplitude, the extent of the reduced
intensity corresponds to (e-2). The penetration depth (de) of electromagnetic wave

Prepared Sample
(e.g., cells or tissues)

Lyse cells/tissues

Purify mRNA

5’ 3’mRNA

Hybridize with poly (T) primer

Make DNA copy 
with reverse transcriptase

5’ 3’mRNA

5’ 3’mRNA

3’ 5’cDNA

Degrade RNA with RNaseH

3’ 5’cDNA

Synthesize a complementary DNA strand using 
DNA polymerase 

3’ 5’
5’ 3’

doube-stranded 
cDNA

5’ 3’mRNA

Fig. 2 Process of synthesis of cDNA with mRNA
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in samples having distinct impedance (Im) reflected upon the complex refractive
index (~n) of incidental wave is predictable as follows:

de¼ 2dp¼
a
2
¼ c

x� Im ~n xð Þð Þ

As is shown above, the penetration depth (de) of electromagnetic wave is
inversely proportional to the frequency (x) as well as the particular resistant
properties of irradiated material. From this point, it is predictable that THz wave is
relatively limited to penetrate deeply into materials mostly by absorption in the
shallow surface. Corresponding to rising frequency, measured absorption coeffi-
cient indicates tendency of upward and the descending curve to the index of
refraction for liquid water [15].

A variety of bio-molecules composing a living organism have distinct electric
properties based on chemical conformation. Such components synthetically gen-
erate endogenous bioelectricity. From the point of that photon is the energy carrier
for the electromagnetic force, EMF radiation can affect to the stable state of
electrochemical energy dynamics in a cell by Coulomb forces. Imposed bundle of
photons can cause the changes in existing resonant molecular oscillatory modes
involving vibration, rotation and electronic reactions, or non-resonant effects
resulting from fluctuating temperature, material concentration, mechanical stress
and background electric fields [16]. Fröhlich et al. initially verified that micro-
thermal or non-thermal effects with electromagnetic stimulus could make bio-
molecules responsive to coherent electric vibration [17]. Recent studies with THz
source confirmed again non thermal coupling mechanism could induce the oscil-
lation of biomolecules [18, 19].

The level of photon energy is increasing corresponding to ascending frequency
in electromagnetic spectrum. Taking various combinational experimental condi-
tions into physical consideration on radiation source, applied sample, and so on,
minimal change in temperature under EMF exposure could be detectable by
empirical dosimetric measurement by an IR camera or computational simulation.
Given examples in THz studies, temperature fluctuation was observed in different
patterns depending on the exposure system. Bock et al. demonstrated cellular
reprogramming could be induced by THz-radiation, and no temperature change
was monitored by IR camera considering the measuring efficiency [20]. In case of
exposure setup with high-power THz source by Air Force Laboratory, on the other
hand, &3�C increase was observed during THz exposure [21]. When focusing
only on the electromagnetic influence, exclusion of thermal induced effect is
available with accessory settings keeping the temperature uniformly [22].

A lot of fragmentary experiment results can elucidate to figure out general
phenotype upon EMF exposure, though biological responses to specific EMF wave
show irregular or sometimes conflicting patterns in similar experiment condition
involving signal type, exposed intensity or exposure time. Either micro-thermal
effect or resonant induction is regarded to date as potential triggers for biological
alteration. A series of heat shock proteins (HSP) that are one of biomarkers
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unregulated in response to increased temperature have been validated in a wide
variety of bioelectromagnetic approaches. A few of laboratory results demon-
strated induction of HSP70 in various exposure conditions [23–26]. In case of
resonant mode to affect the stable state of cell membrane upon EMF radiation, ion
fluctuation between cell membrane is proposed to excite serial cascades of inter-
action. Even subtle change of endogenous ion concentration could bring about
vital fate of cells [27]. Linz et al. proposed that exposure to pulsed radiofrequency
fields on heart muscle cells could disturb the stable state of Ca2+ dynamics [28].
Biological effects in condition of EMF exposure were observed in diverse phe-
notypes: DNA synthesis [29], ATP synthesis [30], proliferation and differentiation
[31], inhibition of adherence [32], nerve cell damage [33], reduction of sperm
motility [34] and so on. As most EMF researches have been on purpose for
verification of inimical effects, it still remains ambiguous to make a clear con-
clusion about biosafety. Rather by taking single window focused on biological
phenomenon under EMF signals, it may be available to explore positive approa-
ches applicable in medical fields.

Recently, laboratory results associated THz are spurred to shed light on
understanding physical and biological properties of THz source. Laman et al.
successfully measured the line-narrowing of THz vibrational modes of biomole-
cules including thymine, deoxycytidine, adenosine, D-glucose, tryptophan, glycine
and L-alanine. Each molecule showed different spectral amplitudes and indicated
potential possibility to affect the resonant mode at specific frequency in THz range
[35]. As exposed to terahertz field, partial denaturation of DNA, composed of
adenine, guanine, thymine and cytosine (see Sect. 2.1), was analyzed by Alex-
androv et al. [19] and meant that following genetic alteration caused from THz
radiation would be elusive. Suggested biological phenotypes include: DNA syn-
thesis [36], induction of stress responsive genes [21], fall of membrane potential
[37], increased membrane permeability [38], stem cell reprogramming [20],
reduced blood viscosity [39], platelet aggregation [40, 41], epithelialization and
microbial dissemination [42], and etc. Emerging cutting-edge genomic technolo-
gies could enhance to discern what the THz-radiation means, and how to practi-
cally apply in clinical and industrial fields.

3 Design of Genomic Studies on THz Exposure

The persuasive research results can be originated from a well-designed experi-
mental design. US Food and Drug Administration (FDA) [43] provided detailed
guideline on good laboratory practice. Simply, experimental techniques, methods,
and conditions should be as completely objective as possible. All data analyses
should be completely objective, with no relevant data deleted from consideration
and with uniform use of analytical methods.

Because bioelectromagnetic research is required for harmonized collaboration
between biological and electromagnetic approaches, both relevant considerations
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should be sustained for experiment design [44]. Establishment of appropriate
exposure system for bioelectromagnetic research is prerequisite to derive the
reproductive and clear experiment results. Owing to International EM Field
Project established at World Health Organization (WHO) in 1996, design and
characterization of exposure setups have been significantly improved; associated
researches have different nonstandard customized exposure systems though. To
prevent conflicting results, multidisciplinary collaboration between biological and
electromagnetic research fields should satisfy following fundamental setup con-
ditions (Table 2).

To test the potential effectiveness either of experimental results or epidemio-
logical analysis, validation in another experimental model system can imply more
powerful evidence. With one experimental model system, the reliability is rela-
tively limited and further investigation of whether certain findings are also valid
in another experimental model system can solidly enhance the effectiveness of
such findings (Fig. 3). For example, increased social concern of whether mobile
phone-use induces genotoxicity to human has triggered worldwide investigation.
Either from in vitro or in vivo research model on brain damage from mobile
phone exposure, laboratory evidences showed nerve cell damage [33, 45],
increased blood–brain barrier permeability [46] and cognitive impairment [47].
Aside from experimental results, epidemiological analysis in relation between
brain tumor risk and mobile telephone use by the INTERPHONE Study Group
reported in 2010 that no link was found in the statistics [48]. It is still disputable
to make a clear conclusion and further investigation is required to reveal potential
effects.

As shown in Fig. 3, experiment models are organically associated each other
and comprehensive understanding can lead to lucid explanation for research
findings. In following two sections, we deal with in vitro and in vivo study models
corresponding to molecular biological study tools.

3.1 In vitro Approaches

Experiments with cells are useful to seek cellular mechanisms with TH radiation.
After THz exposure on cells, various biological assays are available as follows:

• Expression level of specific genes or proteins
• Perturbation of specific ions
• Cellular morphologies
• Molecular interaction dynamics
• Cell cycle analysis and cellular growth rate
• Sequence variation

Any subtle alterations in cellular level, among exemplified parameters above,
could cause considerable changes in eventual phenotype through signal cascade
transduction. Cells are vulnerable to external stimuli so cellular experiment
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condition including temperature, composition of air, and sterilization should be
thoroughly controlled to monitor single response under THz irradiation.

To culture cells out of a living tissue, optimal conditions similar to original
environment in a living body should be prepared. In physical properties of culture
media, automatic controlled incubators are generally used for regulate the con-
centration of CO2 and temperature. Optimal pH (commonly, &7.4) is maintained
with bicarbonate system keeping the level of CO2, which of solubility depends on

Table 2 Fundamental considerable factors for bioelectromagnetic research design

Biological considerations for exposure setup

Sample preparation Corresponding to purpose and hypothesis of the study, selectable range for
type or species of biomolecules, tissue, cells and animals is varied. For
further mechanism studies, a variety of approaches are feasible;
treatment of drugs or manipulation of gene expression

Sample holder Various size and sort of cell containers (e.g. petri dish, flask, plate, tube or
cuvette) can be applied in experiments suitable for distinct character of
cells and EMF signals. In case of in vivo approaches, multiform of
carousels or restrainers are available. Sample holders should not
interrupt the distribution of EMF signals

Exposure
environment

To focus on the response of EMF exposure without any experimental
noises, exposure environment should be kept and monitored perfectly.
Basic environmental conditions for cell culture are strict maintenance
of temperature (&37�C), CO2 level (&5%), and isolated and sterilized
incubation. For animal studies, any other stress factors to experiment
subjects should be considered and required to be excluded in exposure
setup

Mechanical and electromagnetic considerations for exposure setup
Signal-generating

apparatus
General characteristics of applied signal cover frequency, average power,

peak power, band width, intermittency and transmission mode. Within
scheduled course of EMF exposure, signal should be stably emitted
and monitored to detect fluctuation of propagation. User-friendly
interface in exposure system during experiment (from turn-on to turn-
off) course can make users manage easier to perform the repetitive
experiments

Exposure chamber Unless exposure is conducted in ambient circumstances,
bioelectromagnetic researches generally demand articulated exposure
space delivering the EMF signal to prepared samples. Dimension,
material and organized structure of exposure chambers depend on
signal propagating type and control modality allowing adequate
exposure environment. Shield system is needed to protect users from
potential effects of EMF exposure

Dosimetry Practical applied EMF on samples should be defined by computational
simulation. Reflecting various physical and electromagnetic features
(e.g. average power, conductivity, current density, electric field
strength, magnetic field strength, sample mass, sample density,
measured temperature increase and etc.), exposed dose can be
calculated as quantity of SAR (specific energy absorption rate,
W kg-1) and power density (W m-2). SAR distribution can show
where and how the EMF is absorbed in samples
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the temperature. Cell culture media with various supplements provide artificial
physiological environment suitable for cells. Considerable composition of sup-
plements in culture media is essential amino acids, vitamins, glucose, antibiotics
and various salts (e.g. Na+ , K+, Mg2+, Ca2+, Cl-, SO4

2-, PO4
3-, HCO3- and etc.).

Salts are used in order to maintain electric membrane potential and osmotic
pressure, and to regulate the physiological environment according to sorts of cells.
Nutriment ingredients in culture media are varied in cell types, and various
additives, as inhibitors or enhancers, can be applied for a purpose of experiment
design. When it comes to EMF researches, meanwhile, the physical properties,
including the refractive index and dielectric constant, should be measured for
whatever composition of culture media.

The process of homogenization is to lysis cells and extract intended specific
molecules into pure RNA, DNA or proteins. Because cell components, including
nucleus, mitochondria, lysosome and so on, are easily degraded in ambient
environment, the procedure for isolation of RNA/DNA/proteins should be con-
ducted in as low-temperature and RNase-free condition as possible. Then, isolated
samples are available for works in molecular biology.

PCR (polymerase chain reaction) is an elementary technique in molecular
biology to amplify an interested DNA segment in a complex mixture by multiple
cycles of DNA synthesis from short oligonucleotide primers designed to target the
specific sequence of an interested gene. In particular, RT-PCR (reverse tran-
scription PCR) is utilized to analyze the quantitative expression of specific mRNA.
The first step is to make cDNA from mRNA (see Sect. 1). The extent of amplified

in vitro Model

Cell Experiments

Human

Epidemiological 
Researchin vivo Model

Animal 
Experiments

Experimental validation and investigation for 
supposed epidemiological phenotype 

Application in human from the results of 
in vivo study

Fig. 3 Scheme of experimental procedure
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copies of a particular cDNA sequence is detectable by electrophoresis or quanti-
tative real-time PCR monitored with interacting computer system, and provides a
clue for the expression level of a specific gene compared to comparison groups.

To separate according to the size of expression and hybridize biomolecules with
interesting probes, blotting is a classical method using an electric force moving
samples in agarose or polyacrylamide gels. Originated from Edwin Southern in
1975, the so-called southern blotting is to validate the expression level of DNA. In
cardinal points, relevant to RNA, it is called northern blotting. As for western
blotting using an antigen–antibody reaction, it is utilized to test the degree of
expression in protein level for specific functional genes pre-validated in mRNA
level. To give an example, Buttiglione et al. validated stress responsive markers
both in gene and protein levels, to investigate the genotoxic effect of radiofre-
quency radiation in human neuroblastoma cells [49]. From checking induction of
Egr-1 (early growth response protein 1), a tumor suppressor gene, by RT-PCR,
validation for the phosphorylation of MAPK (mitogen-activated protein kinase)
pathway-associated proteins including ERK 1/2 (extracellular signal-regulated
kinases 1/2), JNK (c-Jun N-terminal kinases) and Elk-1 (E twenty-six-like tran-
scription factor 1), were followed by western blotting analysis to support the
activated apoptotic pathways. As genetic flow, such experiment flow from gene to
protein validation can provide more persuasive evidence supporting for designed
hypothesis.

3.2 In vivo Approaches

Experimental animals are artificially produced and modified on purposes of vali-
dation, diagnosis, education and so on. As living samples instead of human,
experimental animals take a role for bio-measures in response to certain treat-
ments. Considering its indispensable part in life science, it should be strictly
managed to standardize environment condition of raising facility, and maintain
high quality in heredity and pathogenic free. General environmental conditions to
keep stably involve: temperature, humidity, ventilation and velocity of air,
atmospheric pressure, illumination and noise. With such supervised animals,
accuracy and reproducibility of experiments can be guaranteed. Animal studies
should be performed based on an elaborate experiment design to prevent from
dissipation, considering the dignity of life and welfare for animals.

Acquired laboratory results from in vitro experiments can be attempted to in
vivo approach in order to confirm whether such findings are also happening in
living animals. If so, theoretical justification could be more powerful. Furthermore,
integrally verified evidence through in vivo test can be an indirect clue applicable
practically in human body, as well. In bioelectromagnetic researches with animals,
on the other hand, it is difficult to detect the time point of specific biological
response in the inner body because of reversible reaction mechanism. Moreover,
each animal has individual variation which obscures statistical process of given
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data, even though species, strain, sex, age and raising environmental conditions are
identical to all animal samples.

In case of THz researches applying in vivo model, only a few molecular bio-
logical literatures have been reported to date in exception of behavioral tests
showing depression [41] and anxiety [50]. Kirichuk and his colleagues observed
reduced blood viscosity and erythrocyte deformality upon THz exposure, using
human blood with isoket [39]. Subsequently, they inquired into blood related
responses including platelet aggregation, lipo-peroxidation, coagulation, and
fibrinolysis, and demonstrated reacting with rats exposed to THz source (0.129
[51] and 0.15 THz [40, 41, 52]). Ensuing experiments are expected to support the
results.

Overall procedure of the in vivo validation responsive for THz exposure is
similar to in vitro model. According to interested part of animals and purpose of
the studies, right after scheduled electromagnetic exposure, taken tissues from
anesthetized animals should be stored in RNAlater solution not to be degraded for
RNA works or in liquid nitrogen tank for preservation of proteins. Prepared
samples go through the process of homogenization both by physical grinding and
chemical lysis. Then, isolated RNA/DNA/proteins are ready to utilize in molecular
biological approaches.

When studying further mechanism of specific gene and relevant phenotypes in
animals, genetic modified mice are available. Largely, it can be divided into two
types according to whether a certain exogenous gene is inserted into mice for
overexpression or the function of a specific endogenous gene is turned off. Usu-
ally, the former is called transgenic mice, the latter knockout mice. Adequately for
experimental intention, artificially genetic manipulation in mice is possible to
apply. To give an example, HSP70.1-deficient mice indicating more prone to
external physical stress were used for investigation of genetic and histological
alteration upon RF exposure [53].

Meanwhile, histolological analysis is achieved by microscopic observation. It
can provide life-like visualized information from basic shape of tissues to the
distribution of specific biomolecules. General process to make excised tissues
observable in microscope begins with tissue fixation for effective preservation.
After construction of tissue blocks transmittable for light, histological analysis
are feasible with various types of staining according to interesting biomolecules
(e.g. ions, DNA, RNA, polysaccharides, lipids or various enzymes.) composed of
prepared tissue. Overall observation of how and where the interesting biomol-
ecules are placed is possible in a field. Especially, hybridization histochemistry
is a useful tool to validate the expression of mRNA in tissue. Compared to
classical methods as northern blotting and PCR, this technique can provide
positional information as well as the expression intensity. In response to bio-
electrical stimulus, for example, histological alteration indicating increased
permeability of BBB (blood–brain barrier) under radiofrequency exposure was
verified by the increased intensity of stained albumin and shrunken morphol-
ogy [45].
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4 Current Methodologies Applied in Bioelectromagnetic
Researches

A huge body of biological phenomena is now understandable in the context of
methodical ensemble with data processing by computer, referred as bioinfor-
matics. Proteins have an interdependent interacting relationship and develop
functional organic networks. Aggregated networks, at last, indicate phenotype in
cell units. If the altered expression of particular gene in a certain network is
experimentally observed, compared to control group, we could suppose abnormal
cellular signal and subsequently validate related works to support the hypothesis.
Beyond classical molecular biology deployed as a methodology for bioelectro-
magnetic studies, advanced biological technologies originated from molecular
biology can implement seminal opportunities to delve into potential effects of
any treatment including THz irradiation. In this section, we cover three of
representative techniques, involving expression analysis, proteomics and epige-
netics, in biological studies searching for biomarkers responsive to electromag-
netic exposure.

4.1 Expression Analysis

With a purpose of the investigation for overall gene expression pattern, DNA chip
technology was firstly invented by Pat Brown in 1995. DNA microarray is an
improved technique from northern blotting. Main concept of this, in other words,
is to harness the complementary hybridization of DNA probes in a chip to mRNA.
Prepared mRNA samples labeling with fluorescent dye hybridize with tens of
thousands of gene probes put in a microarray. According to the extent of
expression, the luminous intensity from respective gene probes is detected by a
fluorescent scanner. Acquired intensity image subsequently converted into corre-
sponding numeric information through data processing and normalization. Overall
diagram to get microarray data is shown in Fig. 4.

Noteworthy part in microarray experiment is how to process and analyze the
acquired expression data. We can access a vast amount of microarray data sets via
public genomic database repository web site, GEO (The Gene Expression
Omnibus, URL: http://www.ncbi.nlm.nih.gov/geo/). As searching for interested
data, we can take advantage of processed data to design experiment. Depending on
approaches of data mining, it can be applied to diverse fields: gene discovery,
tumor classification, risk assessment, disease diagnosis, prognosis prediction, drug
discovery, toxicological research, and more attempts using microarray analysis are
expected. In case of bioelectromagnetic researches, characterization of responsive
gene expression has been widely utilized and Bock et al. performed microarray
experiment with THz radiation on mouse embryo fibroblast and filtered statisti-
cally significant responsive genes from 21,000 annotated genes [20].
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From global gene expression data, the first step is to filter out statistically non-
significant genes. There may unexpected error factors, as sample variability,
mechanical errors of scanner, or experimental errors, affecting characterization of
differentially expressed genes between control group and treatment group. Filtered
candidate genes can be determined generally by how expression values between
two groups make a difference to a great extent and also to a statistical significance
satisfying the P-values below 0.05 as two-tailed student’s t-test. As shown in
Fig. 5, for example with microarray data corresponding to 1,763 MHz radiofre-
quency radiation for 24 h at SAR level of 60 W/kg on human lung fibroblast cells
[54], statistically filtered genes are represented in a heat map with hierarchical
clustering. In a common way to show a heat map of gene expression with color key
relevant to the extent of expression level, genes are arrayed in the vertical and

Experimental Design 

Control (sham) EMF exposure

RNA isolation 

RNA (control) RNA (exposure)

Reverse Transcription 
&

Fluorescent Labeling

Labeled cDNA
(control)

Labeled cDNA
(exposure)

Hybridization in Microarray

Image Acquisition & Normalization

Data Processing & Analysis

Fig. 4 Overall procedure to
acquire microarray data
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sample sets are placed in the vertical. A variety of similarity metric can be applied
to categorize genes having similar expression pattern of high correlation.

4.2 Proteomics

Proteomics focus on the ‘functional’ proteins considering all translated proteins
from mRNA do not have particular functions and some go through the process of
modification. Proteome refers to the composition of several thousand proteins
expressed by the genome, and is ultimately the last expressed medium reacting in a
living body. Further investigation for protein folding and posttranslational modi-
fication is essentially required to understand the proteome as much as the genome.
Though whole proteome map is not yet identified, it is one of the promising
approaches to elucidate the pathway of metabolic activities and identify possible
drug targets.

sham_1 sham_2 sham_3 RF_1 RF_2 RF_3

Row Z-Score

Color Key

-2 -1 0 1 2

Fig. 5 Filtered gene expression heat map with hierarchical clustering (modified from Im et al.
[54])

Genome-Wide Analysis of THz-Bio Interaction 271



Two-dimensional gel electrophoresis (2-D) is the basis of proteomic experi-
ments. Proteins have particular electric properties according to the combination of
comprising amino acids. Immobilized pH gradients are applied for the one-
dimensional separation of protein mixtures. Subsequent two-dimensional SDS-
PAGE (sodium dodecyl sulfate polyacrylamide gel electrophoresis) sorts them into
molecular weight. With 2-D gel, up or down regulated proteins of interest are
trackable based on corresponding reference data. For more detailed identification of
proteins, peptide mass fingerprinting and amino acid sequence analysis are possible
to achieve. MALDI ToF instruments are usually used to acquire peptide mass
spectrum and it can be compared to the theoretical tryptic peptides by genomic
database search. Because structure of proteins is highly complex originated from
disulfide bonds, phosphorylation, truncation, acylation and glycosylation, tandem
mass spectrometry is applied to characterize structural information of proteins.

A few proteomic approaches have been reported in bioelectromagnetic
researches. Zeng et al. investigated altered gene and protein expression in human
breast cancer cell upon 1,800 MHz radiofrequency radiation [55]. Systemic pro-
teome analysis validated distinct RF EMF-responsive proteins which were not
detected in genomic level by RT-PCR assay. Meanwhile, Sinclair et al. applied
Sty1p deleted mutant Schizosaccharomyces pombe, more vulnerable to cellular
stresses compared to wild-type, to identify no biological effects of ELF (extremely
low-frequency) EMF exposure [56].

It is expected to take much more advantage of proteome analysis in upcoming
bioelectromagnetic studies. Harmonized systemic development of techniques,
which are involved in protein separation, protein functional interpretation, protein
sequencing by mass analysis and bioinformatics, can support proteomic approa-
ches beyond genomics.

4.3 Epigenetics

Even if two independent organisms have identified DNA sequence, phenotypes
would be prominently different. This is difficult to explain with classical concept
of genetics but possible with epigenetics. Specific expression pattern in particular
cells is determined by how it is differentiated. Multiple interactions, like DNA
methylation, histone modification or exogenous stimuli, are concerned to this.
Epigenetics is the study of genetic functional change without DNA sequence
variation.

DNA methylation occurs only at 50 carbon of cytosine (5mC) ahead of guanine
through interaction of DNA-methyltransfrease enzyme (Fig. 6). In general, its
roles are control of gene expression, control of chromosomal integrity, control of
recombinational events and protection host DNA from retro-virus or parasitic
DNA fragments. Methylated genes are suppressed from expression, whilst un-
methylated genes are free to be expressed. Corresponding to what genes are
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methylated or not, induced cellular function or phenotype would be changeable.
There are several mechanisms to be suggested for how methylation inactivates
gene expression. Such as, staking energy and polarity of 5mC [57], histone
modification and structural change of chromatin [58], and reaction of methyl-CpG-
binding proteins or histone deacetylases [59]. In case of the EMF study for bio-
logical effect, the investigation for sequence variation at CpG sites was performed
in brains of Big Blue mice under 1.5 GHz EMF radiation exposure [60] and
showed statistically no induction. Through validation of whether de novo meth-
ylation in specific genes is occured, we can predict functional change from
external stimulation including EMF radiation.

5 Promising Genomic Technologies on THz-Bio Interaction

In 1990, the decryption for three billion pairs of human genome was initiated
mainly along by the United States, Japan and Europe. With technological advance
in data processing and competition between a national institute, NIH (National
Institutes of Health), and a private enterprise, Celera Genomics, the draft of human
genome map was officially announced in February, 2001 and it was completed in
April, 2004, which was earlier to original time schedule, 2005. Owing to the vast
amount of whole genome sequence information, we now challenge to reveal the
function and interaction of the genome for explanation for the reason of diseases
and adequate preparation against them. From the future forecast by the Burrill
Report based on current trend of technologies, the change of medical market and
the desire of consumers [61], an era of ‘‘Tailored Medicine’’ is coming and a
private health care system reflecting a personal genomic data, a present metabolic
information and a lifestyle is possible to predict. Though there are still unsolved
problems related with social, religious and ethical concerns, benefits from the
cutting-edge biotechnologies are expected to successfully lead us to utopia of good
health and longevity, beyond the Industrial Revolution and the info-communica-
tions revolution.

In this section, we cover three of prospective bio-technological approaches,
including polymorphisms, CNV (copy number variation) and genome sequencing,
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which are expected to be potential methodologies applicable in biological
researches with a wide range of EMF frequencies including THz region.

5.1 Polymorphisms

SNP (Single nucleotide polymorphism) was emerged as an alternative approach to
analyze correlation between phenotypes and sequence variation, instead of whole
genome sequencing with astronomical costs. Because human share identified
genome sequences above 99.5% of total three billion base pairs, the SNP study
effectively can take attention only into sequence variation occurring at least 1%. In
other words, approximately ten millions of SNPs have a crucial role to distinguish
individual properties and the cause of diseases. Focusing on candidate SNP with
insertion or deletion of DNA base, we can reveal where and how genetic variation
is occurred for determination of specific phenotype by analysis of linkage dis-
equilibrium between SNPs. As establishment of International HapMap Project in
2002 with the United States, the United Kingdom, Canada, China, Japan and
Nigeria, the worldwide collaborative investigation was conducted to figure out
common patterns of human genetic variation [62]. The interest of this project
included how many SNPs are exhibited among individuals, how linkage dis-
equilibrium blocks are formed in SNPs and how to sort representative tagging
SNPs. The database for distinct tagging SNPs is now constructed and we can
access to internet based searching program (URL: www.broad.mit.edu/mpg/
haploview/). Due to remarkable development of high-throughput DNA chip
technology, the genome-wide association study using cross analysis of SNP data
and genetic profile is expected to disclose the mode of ‘‘CD-CV (common disease-
common variant)’’ hypothesis which suggests the highly occurred diseases or
specific phenotypes would be correlated with certain highly variant sequences.

5.2 Copy Number Variation

CNV (copy number variation) is the other concept of genetic polymorphism and
indicates structural variation. With the verified reference for genome sequence in
many species, it is possible to compare the copy number variation within and
between species. To discover CNV, the utilization modality is based on array-
CGH, which combines the principle of CGH (comparative genomic hybridization)
with fundamental DNA chip technology. Scanned data shows where and how
specific sequence region is amplified or in the reverse pattern in comparison to the
reference. Whilst SNPs are found in the junk DNA region, CNVs are detected in
specific functional gene region so correlated possibility with certain phenotypes
are higher than the former polymorphism. For example, it was demonstrated that
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the copy number of amylase, reacting in digestion of carbohydrate, was increased
in people whose staple food is carbohydrate like rice rather than other peoples
enjoying mainly creophagous diets, such as proteins or fats [63]. Various diseases,
especially in cancer, also have indicated dynamic CNVs in gene loci associated
with tumorigenesis [64]. In regard to that diseases like cancer could be occurred by
specific cellular stresses as well as the hereditary mode, tracking for DNA poly-
morphisms including SNPs and CNVs can be applied for bioelectromagnetic
researches.

5.3 Next Generation Sequencing

The Human Genome Project took an enormous sum of money about 2.5 billion
dollars in 15 years only for sequencing nearly corresponding to one person. It was
conducted based on conventional dideoxynucleotide termination method, as so-
called Sanger sequencing, and mainly acquired information is summarized as
follows:

1. Human genome is comprised of approximately three billion bases of DNA
sequence and about 99.9% of DNA sequence is identified in human.

2. Single gene has averagely 3,000 bases of DNA sequence. (Maximum sized
gene in human is dystrophin that supports structural maintenance of cellular
cytoskeleton.)

3. In general, 2,968 genes are placed in a chromosome. (In cases of Y-chromo-
some, 231 genes.)

4. About 2% of total genome stores protein information in genetic codes and 50%
of genome sequence is highly repetitive.

5. Specific genes are closely related with certain types of disorders like diabetes,
rheumatism, cancer or cardiovascular diseases.

Facing with the era of ‘personalized medicine’ feasible with personal
sequencing, totally new paradigms for sequencing methods were required to meet
the demand. A biotechnology company called 454 Life Sciences launched a first
‘Next Generation Sequencing (NGS)’ developed from pyrosequencing and
simultaneous analysis for hundreds of thousands sequence bases was archived.
From this innovative device, the whole genome analysis for James Watson, a
Nobel Prize laureate in 1962, was announced [65]. Estimated cost for sequencing
one person with this method is approximately one million dollars which are rel-
evant to 1/2500th portion of the amount for the Human Genome Project. Sub-
sequent competitive development of NGS devices from Solexa, Applied
Biosystems, Helicos and Pacific Bioscience has led the cost of sequencing lower
and lower and now we can expect one thousand dollar-sequencing comes soon
(Fig. 7) [66].
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6 Conclusion

We have presented an overview of how bioelectromagnetic researches have been
performed and what we could apply the advanced biological technologies in
Terahertz studies. Officially beginning from the first international terahertz bio-
logical research activity, the THz-BRIDGE project [67] funded in the EU ‘‘Quality
of Life’’ program, recent works to investigate the interaction of THz radiation with
biological systems are being performed by worldwide collaborative research
groups including a Center for THz-Bio Application Systems, South Korea. A
substantial effort to satisfy social concern for verification of biosafety is required to
THz-bio related researchers. It is surely primary prerequisite to provide the definite
guarantee before utilization of available EMF sources. In the end, we can go to the
next stage to formulate how we could take infinite advantages of the sources.
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Structure and Function of Skin:
The Application of THz Radiation
in Dermatology

Seong Jin Jo and Oh Sang Kwon

1 Introduction

Skin, the largest organ of human being, is a soft membrane covering the exterior of
the body. It protects the host from mechanical injuries, toxic materials, pathogenic
organisms, and so on. Although its basic function is protection from the envi-
ronment like this, it is not a simple and static shield but a complex and dynamic
organ which performs important roles in maintaining the homeostasis of the body.
Skin controls evaporation to prevent massive water loss, and regulates body
temperature by controlling the blood flow of skin and perspiration [1]. It is
responsible for the synthesis of vitamin D and a storage center for lipid and water.
In addition, skin contains nerve endings and provides sensation for temperature,
touch, pressure, and vibration.

The range of terahertz (THz) radiation typically defined as the frequency range
0.1–10 THz, previously known as the terahertz gap due to the lack of sources and
detectors [2]. THz Radiation is nonionizing but it excites intermolecular interac-
tions including the librational and vibrational modes in liquid water [3]. Because
of its sensitivity to water, terahertz may interact with biologic system but hardly
penetrate deep tissue under the skin. Therefore, terahertz radiation may be par-
ticularly useful in dermatology field.
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2 The Structure of Skin

Skin is composed of three layers; the epidermis, dermis and subcutis from outside
to inside (Fig. 1). The epidermis, the outermost layer of skin, is stratified squa-
mous cornifying epithelium, which means it consists of flat and scale-like cells.
Between epidermis and dermis is the basement membrane, a very thin connective
tissue mainly consisting of type IV collagen [4]. The dermis, mid-layer of skin, is
15–40 times thicker than the epidermis. The major component of dermis is con-
nective tissue such as collagen and elastic fiber and cells occupies only small parts.
It contains nerve, blood vessels, lymphatic vessels, and folliculo-sebaceous unit.
The subcutis, also called hypodermis, is the innermost layer and composed mainly
of fat cells.

2.1 Epidermis

The epidermis is the thinnest layer among the divisions and ranges in thickness
from 0.4 to 1.5 mm. The majority of cells in the epidermis are keratinocytes. Other

Fig. 1 The histology of
normal skin stained with
hematoxylin and eosin (H&E
stain). The skin is a layered
structure; the epidermis
mainly composed of
keratinocytes, the dermis
mainly composed of collagen
fibers, and the subcutis
mainly composed of fat cells
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cells in the epidermis, such as melanocytes, Langerhans cells, and Merkel cells,
are very sparse and intercalates among the keratinocytes.

2.1.1 Keratinocytes

Keratinocytes is originated from ectoderm during embryogenesis and constitute
about 90% of epidermis. In epidermis, they attach to each other at desmosome, a cell
structure specialized for cell-to-cell adhesion. Keratinocytes contain fibrous struc-
tural proteins in their cytoplasm, named as keratin intermediate filaments. Keratin
filaments play important roles in forming cytoskeleton. Not only in the skin but also
in hair and nails, keratin filaments are produced by various types of keratinocytes [5].

In the epidermis of skin, keratinocytes are piled up into several layers. The
shape and metabolic function of keratinocytes change as they progressively dif-
ferentiate and move upward from the basal cells to the outermost layer. The
differentiation of keratinocytes, so called keratinization, is complicated but well-
controlled metabolic process. By their shape and differentiation stage, keratino-
cytes are organized into four layers; basal layer, spinous layer, granular layer, and
stratum corneum (Fig. 2).

Fig. 2 The structure of the epidermis shown by H&E stain. The most of epidermis is filled with
keratinocytes including purple color-stained nuclei. Note that any nuclei do not exist in SC that
means full maturation of keratinocytes, so called keratinization. Granular layer are shown as dark
purple color due to the cytoplasmic granules of keratinocytes, so called keratohyaline granules.
(B basal layer, S spinous layer, G granular layer, SC stratum corneum)
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Basal layer is a single layer of column-shaped keratinocytes that attach to the
basement membrane zone (BMZ) at hemidesmosome. Keratinocytes in basal
layers are mitotically active and can proliferate. Spinous layer consists of 5 to 10
layers of keratinocytes above the basal layer. This mid-epidermal layer named for
the spine-like appearance of the cell margins in histological sections. The shape of
keratinocytes in the spinous layer correlates with their position in this layer.
Keratinocytes just above the basal layer are polyhedral with round nucleus, but
they become flatter as differentiating and moving upward. Therefore, keratinocytes
in granular layer become very flat and polygonal. At the level of stratum corneum,
the keratinocytes completely differentiate to the corneocytes, flattened cornified
cells without nucleus, and are stacked in layers.

Stratum corneum (SC) provides mechanical protection and a barrier to water
loss. Its structure is explained by ‘two-compartment system’ of corneocyte and
extracellular lipids. In this explanation model, lipid-depleted and keratin-enriched
corneocytes are surrounded by a continuous lipid layer like so called ‘bricks and
mortar’. The main components of this extracellular lipid layer are ceramide,
cholesterol, and free fatty acid.

2.1.2 Melanocytes

Melanocytes are melanin-producing dendritic cells which are derived from neural
crest during embryonic development. Melanin is a pigment that absorbs or scatters
ultraviolet rays and a major determinant of human skin color. Skin melanocytes
are located in the basal layer of epidermis [6] and constitute about 5% of epidermal
cells. They transfer melanin-containing melanosomes to adjacent keratinocytes
through their dendrites and thus almost keratinocytes through the epidermis have
melanin in their cytoplasm. One melanocyte provides melanosomes to about 36
surrounding keratinocytes. This functional unit of a melanocyte and keratinocytes
are called as ‘epidermal melanin unit’ [7].

2.1.3 Langerhans Cells

Langerhans cells are derived from bone marrow and move into the skin through
blood vessels. They are dendritic and located in the supra-basal area of epi-
dermis, occupying about 2% of epidermal cell population. Langerhans cells are
dendritic and contain characteristic small tennis racket-shaped structure called
Langerhans cell granules or ‘Birbeck’ granules [8]. Their basic function is to
sample, process and present antigens to T cells of the epidermis [9]. Therefore,
Langerhans cells, regarded as immune cells, play important roles especially in
allergic skin diseases.
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2.1.4 Merkel Cells

Merkel cells are slow-adapting type I mechanoreceptors. They are located in the
basal layer of epidermis only in the site of high-tactile sensitivity and contact with
nerve-ending to form the Merkel-neurite complex like synapse. Membrane-bound
granules in Merkel cells are similar to neurosecretory granules in neurons and
contain neurotransmitter-like substance.

2.2 Dermo-Epidermal Junction

The junction of epidermis and dermis is basement membrane zone (BMZ), which
is detected as purple color by periodic acid-Schiff (PAS) stain. This zone is a thin
sheet of fibers and consists of four components: plasma membrane of epidermal
basal cells with the hemidesmosomes, lamina lucida, lamina densa, and fibrous
component of dermis. Lamina lucida, an electron-lucent zone, contains laminin,
integrin, and so on. Lamina densa, an electron-dense zone under lamina lucida, is
mainly composed of type IV collagen. Anchoring fibrils, dermal microfibrils, and
collagen fibers from dermis attach to BMZ.

Basically, BMZ provides structural support to epidermis and holds epidermis
and dermis together. It gives resistance to skin against external shearing force.
BMZ also serves as a semi-permeable filter, which permits cells and fluid
exchange between epidermis and dermis. In addition, BMZ provides signals for
epidermal keratinocytes to differentiate normally.

2.3 Dermis

Dermis is a connective tissue constituting most of the skin in regards to volume. It
derived from mesoderm during embryogenesis. Dermis structurally supports epi-
dermis and provides nutrients for epidermis. Dermal area beneath epidermis is
called papillary dermis and the remaining lower part is reticular dermis. Major
component of dermis is connective tissue composed of collagen, elastic fiber, and
amorphous ground substance. Fibroblasts, macrophages, mast cells reside in der-
mis, but the numbers are small. Various structures are contained in dermis, such as
nerves, blood and lymphatic vessels, and epidermal appendages.

2.3.1 Collagen Fiber

Collagen is major components of dermis and occupies about 75% of skin in dry
weight. It provides skin with tensile strength. About 80–85% of collagen in dermis
of adults is type I, and 10% is type III [10].
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2.3.2 Elastic Fiber

Elastic fibers are responsible for the elasticity of skin. Mature elastic fiber is
composed of elastin, a kind of amorphous protein, and microfibrillar protein.

2.3.3 Ground Substance

Ground substance is defined as heterogeneous amorphous extracellular material
intercalating between the cells and fibrous component of dermis. Mucopolysac-
charide is one of the major materials of ground substance, so mucin is used as
synonym of ground substance. Although ground substance is only 0.2% in dry
weight of dermis, it absorbs water up to 1,000 times of its volume.

2.3.4 Blood Vessel

Blood vessels in dermis form plexus, network of very small vessels named as
arteriole and venule. There are two kinds of blood plexus in dermis; superficial and
deep. Superficial plexus lies in the junction of papillary dermis and reticular
dermis, and deep plexus lies in the lower reticular dermis. These two kinds of
plexus are connected to each other by communicating vessels. Blood plexus
parallels skin surface. Communicating vessels are connected to artery or vein in
the septum of subcutis and run perpendicularly to the skin surface.

2.3.5 Nerve

The nerve networks of the skin contain somatic sensory and sympathetic auto-
nomic fibers [11]. The sense of pain, itch, temperature, touch, pressure, and
vibration is received by free nerve endings or specialized receptors like Meiss-
ner’s or Pacinian corpuscle and is transmitted through sensory nerve network.
Free nerve endings, the most widespread receptors, are particularly common in
the papillary dermis and responsible for the sense of touch, pain, temperature
and itch. Some of them are connected to the Merkel cells making Merkel cell-
nerve complex. Meissner’s corpuscles and Pacinian corpuscles are located in the
papillary dermis of the fingers and in the deep dermis of weight-bearing sites,
respectively. The sensory receptors are regionally variable in their types and
density. In general, the receptors are dense in hairless area such as palm
according to the site of body.

Sympathetic autonomic fibers are distributed together with the sensory nerves
in the dermis until their branches innervate the sweat glands, vascular smooth
muscle, and arrector pili muscle of follicle. They regulate perspiration, vasocon-
striction, and erection of hair shaft.
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2.4 Epidermal Appendage

Epidermal appendage consists of pilosebaceous unit, a combined structure of hair
follicle and sebaceous unit, and eccrine and apocrine sweat unit. They are originated
from ectoderm as down-growth of epithelium during embryonic period, and are
therefore named as ‘epidermal’ appendages although most parts of them are included
in dermis. In addition to their own specific functions of epidermal appendages, they
also serve as reserve of epidermis. For example, epithelial stem cells in hair follicles
serve as a source of reepithelization of superficial epidermis in the case of skin injury.
The distribution of epidermal appendages varies according to the site of skin. Face
and scalp contain pilosebaceous unit in abundance while skin site such as back has
comparatively small number of appendages. In general, the sites containing
numerous epidermal appendages are also abundant in nerves and blood vessels.

2.4.1 Hair Follicle

Hair is a solid cylindrical fiber made with hard keratin of hair epithelial cells. Only
mammalians have hair in their skin. Hairs in human are classified into lanugo hair,
vellus hair, and terminal hair. Lanugo hair is fine and downy hair that covers the
skin of fetus. Lanugo hair is normally shed at 33 to 36 weeks of gestational age
and replaced by short (usually less than 2 cm long), fine (less than 30 lm in
diameter), and light-colored hair, named vellus hair. Vellus hair is hardly
noticeable but covers most of the host’s body except lips, palms, soles, and some
external genital areas such as glans penis. Vellus hair in body can be replaced with
terminal hair by the increase of androgenic hormone during puberty. The terminal
hair including hair in scalp skin is long, thick (more than 60 lm in diameter) and
dark as compared with vellus hair.

The hair follicle is divided into three segments; inferior segment from the
lowest base to the bulge to which arrector pili muscle attaches, isthmus from the
bulge to the opening of sebaceous duct, follicular infundibulum from the opening
of sebaceous duct to the surface of epidermis. Hair bulb is the root of the hair
which is enlarged in diameter, and consists of dermal papilla as a core and
enveloping hair matrix. The cells in dermal papilla are originated from mesen-
chyme in aspect of embryology, in contrast that most of other cells in follicle are
epithelium-origin. The dermal papilla controls the hair growth by releasing many
growth factors to the keratinocytes in hair matrix which proliferate and differen-
tiate to form hair shaft by keratinization. Thus, the volume of dermal papilla
correlates with the number of matrix keratinocytes and the size of hair shaft [12].

The cross-sectional shape of hair follicle is concentric circles of hair shaft, inner
root sheath, and outer root sheath from inside to outside. Hair shaft in the center of
follicle consists of medulla, cortex and cuticle covering hair shaft. Hair shaft arises
from rapidly proliferating matrix keratinocytes in the bulb and hair shaft cells
immediately above the matrix cells begin to keratinization. The inner root sheath
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also arises from bulb and extends to the level of isthmus. While the hair shaft and
inner root sheath grow together toward the skin surface, the outer root sheath is
fixed in the position. The outer root sheath envelops the whole hair follicle from
the level of bulb to the level infundibulum and is contiguous with the epidermis at
the infundibulum.

Hair growth is not continuous, but cyclic through three phase; anagen phase of
growth, catagen phase of involution, and telogen phase of rest. During anagen, the
matrix cells actively proliferate and produce the growing hair. As the cells stop
proliferation, the follicle enters the catagen and develops club-like shape due to
incomplete keratinization of the cells. At this phase, the lower portion of the
follicle is disappeared leaving a thin epithelial strand. The dermal papilla which
was located in subcutaneous fat during anagen, begins to move to the bulge
upward during catagen. During telogen, the epithelial strand shortens to the level
of bulge and dermal papilla also comes to rest below the bulge. As described
above, the upper part including isthmus and infundibular zone is permanent
through hair cycle, but the lower segment below bulge totally replaced at each new
hair cycle. This is because the hair follicle stem cells that govern the growth-cycle
are located in the bulge [13–16]. Provided secondary germ, a transient structure
that forms the lower portion of follicles, by stem cells in bulge, the telogen hair
goes into the anagen and thus new hair cycle starts.

The duration of each phase during hair cycle varies according to the body site.
In the case of human scalp hair, the average period of anagen is 2 to 8 years and
the catagen and telogen phases last for approximately 3 months. In human, each
individual hair follicle has its own hair-cycle as an independent unit, while most
animals show synchronous cycle of hair growth that leads in the synchronous
shedding of hair. Owing to the asynchronous hair cycle, approximately 90% of
human scalp hairs are in anagen and the rest are in catagen or telogen [17].

2.4.2 Sebaceous Gland

The sebaceous gland is a major component of sebaceous unit. It is a uni- or multi-
lobular structure of lipid-producing sebocytes and enveloped by basement mem-
brane. Basal cells at the periphery of the lobule are small, cuboidal, and highly
mitotic and give rise to the lipid-filled cells as differentiating and progressing
toward the middle of the gland. The lipid produced by sebocytes, called sebum, is
composed of squalene, cholesterol, cholesterol esters, was esters, and triglycerides.
The sebum is exuded by disintegration of entire sebocytes, a process called
holocrine secretion.

Embryologically, sebaceous glands are formed from bulge on the developing
hair follicle. In anatomic and functional aspect, therefore, they are usually asso-
ciated with hair follicles all over the body, except the eyelid, the buccal mucosa
and vermilion border of the lip, the prepuce and the areola of women. Although
there are no hair follicles in these listed sites of body, sebaceous glands are found.
However, sebaceous glands are totally absent in the palms and soles. The size and
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density of sebaceous gland is various according to the site of body. For example,
the density is 400–900 glands/cm2 in the scalp and face [18].

2.4.3 Eccrine Sweat Unit

The function of eccrine sweat unit is regulation of the body temperature by
evaporative heat loss of sweat. Not only heat but also other emotional stress can
stimulate sweating mediated by cholinergic innervations. Approximately 2 to 4
million eccrine sweat glands are distributed on all skin sites [19], but the density
varies according to the site of the body. They are more abundant on the soles
(620/cm2) than on the back (64/cm2) [20].

The eccrine sweat unit is composed of three segments, a secretary coil, an
intra-dermal duct and an intra-epidermal duct. The secretary coil, which generates
an isotonic precursor fluid, is found near the junction of dermis and subcutis and
composed of three types of cells; clear, dark and myoepithelial cells. The clear
cells are secretory, initiation the formation of sweat. The dark cells border most of
the luminal surface of the secretory tubule, but their function is not well-known.
Beneath these epithelial cells and above the basement membrane are myoepithelial
cells.

During traveling through eccrine ducts, the isotonic fluid generated in secretory
coil is modified into hypotonic skin surface sweat by the re-absorption of sodium
and chloride. The eccrine sweat duct consists of an inner luminal cells and outer
basal cells and is well designed for the effective absorption of sodium. While the
intra-dermal duct is straight, the intra-epidermal duct is spiral and it opens directly
onto the skin surface.

2.4.4 Apocrine Sweat Unit

Embryologically, apocrine sweat unit develop as outgrowth of the upper portion of
the hair follicle and are therefore associated with pilar unit. In contrast to the
eccrine sweat unit, apocrine sweat unit is confined to specific sites including the
eyelid, the external auditory canal, axillae, areolae, and the anogenital area [21].
The apocrine glands do not begin to function until just before puberty. The
secretory manner of apocrine gland is pulsatile by the adrenergic stimulation.
Although some protein, carbohydrate, ammonia, and lipid are included in the
secretion, the composition has not been known exactly because it is very difficult to
obtain apocrine secretion without contamination of eccrine sweat or sebum. Apo-
crine secretion is odorless, milky, and viscid when first secreted, but it is altered in
the skin surface by bacteria and becomes odoriferous. Its function in human is still
unknown while it has protective and sexual function in other animals.

Like eccrine sweat gland, apocrine sweat gland also consists of three segments.
The coiled secretory gland is located at the junction of dermis and subcutis and
consists of inner layer of columnar cells and outer layer of myoepithelial cells. The
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secretory process of the columnar cells, so called ‘decapitation secretion’, is dis-
tinct that the apexes of cells project into the lumen and are extruded. The apocrine
duct is composed of double layer of cuboidal epithelial cells. Contrary to the intra-
epidermal eccrine duct, however, the intra-epidermal or intra-follicular apocrine
duct usually opens into the infundibulum of follicle and is straight.

2.5 Subcutis

Subcutis is tissue located under the dermis. Most of subcutis is constituted with fat
cells namely lipocytes, in which lipid is synthesized and stored, so subcutis is also
called subcutaneous fat. The functions of this fat tissue are protection of the skin,
providing skin mobility over underlying structures, preventing heat loss, and
molding body contours as well as reserve of energy. Lipocytes in subcutis hold
together to form lobules [22, 23] which are separated by fibrous septa composed of
collagen. Small blood vessels, lymphatics, and nerves run through the fibrous
septa. The subcutaneous tissue varies in thickness according to the site of skin, sex,
and the nutritional status of the individual.

2.6 Variation in Structure of Skin

There is marked variation in structure according to the site of skin, age of subjects,
and so on (Fig. 3). For example, the dermis of back is thick compared with dermis
of other sites and is characterized by broad parallel fascicles of collagen. Thick
stratum corneum, abundance of eccrine sweat glands, but absence of pilosebaceous
units are characteristics of the palms and soles. In scalp skin, a number of terminal
hairs exist and their bulbs are located in subcutaneous tissue. In the skin of face,
there are many vellus hairs with large sebaceous glands and this is very con-
spicuous at the skin of nose. At the mucosal aspect of lip, the epithelium does not
normally keratinize and the keratinocytes often show glycogen-rich cytoplasm.

Ageing also affects the structure of skin. Old people have thinner epidermis and
more flattened dermo-epidermal junction. The collagen fibers in dermis decrease
as the host getting old.

3 The Dermatological Application of Terahertz
and Millimeter Wave

The electromagnetic radiation in the range of terahertz has been known as ‘tera-
hertz gap’. However, the developments of new sources and detectors accelerate the
progress in the technology of terahertz wave such as spectroscopy and imaging
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system [3, 24] and in the understating of the interaction between THz and bio-
logical molecules and tissue [25]. Particularly, many researches on THz-skin
interaction has been carried out because the skin is the outermost organ enveloping
our body and therefore firstly exposed to the THz radiation. In this section, we
review the recent understandings of THz in dermatologic area. We also introduce
the studies using millimeter waves (MMW) radiation whose wavelengths are in
1–10 mm because MMW radiation has similar characteristics to THz radiation that
MMW are non-ionizing electromagnetic waves and sensitive to water. MMW
radiation at power densities less than 30 mW/cm2, so called low-power MMW, has
been widely used for the treatment of many diseases in the former Soviet Union
[26–28]. When MMW is irradiated to skin, nearly all of the is absorbed in the
epidermis and dermis [29, 30].

As explained earlier, skin is a kind of multilayered structure and each layer
has different amount of water, which is one of the major determinants of THz-
tissue interaction. The cutaneous water content has been measured by many
methods [31–39]. The SC has the smallest amount of water (30–43%) while the
total water content in the viable epidermis (spinous and basal layer) and dermis
under SC is almost 70%. However, the amount of free water in the viable
epidermis and outer dermis may be higher than that in the inner dermis [33, 39].

Fig. 3 Variation in the structure of skin according to the site of body. Dermis from the back skin
is thick and featured by broad parallel fascicle of collagen. In the skin of arm, the epidermis is
thin compared with that of back. Skin from the palm of hand is characterized by a thickened SC,
in which spiral eccrine sweat duct is shown. Skin from the scalp and face is abundant in
pilosebaceous units. Skin from the outer aspect of lip contains numerous vessels in its dermis and
skeletal muscle fibers. (SC stratum corneum, HF hair follicle, SG sebaceous glands)
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Variation in water content of the skin layer can cause non-uniformities in local
electromagnetic fields with in the skin. Electromagnetically, therefore, a het-
erogeneous multilayered skin model would be more appropriate (Fig. 4) [40, 41],
although the early study for the theoretical calculation of wave reflection and
absorption in the skin was based on a homogeneous skin model. Alekseev et al.
[42] reported that homogeneous uni-layer model is well fitted for the skin with

Fig. 3 (continued)

292 S. J. Jo and O. S. Kwon



thin SC such as the skin of forearm while multilayer model is used for the skin
with thick SC such as palm. [41].

Although the layered skin model is very useful for simulating the interaction
between skin and THz radiation, numerous appendages are included within the
skin and they may play roles the skin-THz radiation interaction. Here is an
interesting example. As mentioned in the previous section, the intra-epidermal
eccrine sweat ducts are helically shaped (or spiral) tubes, filled with a conductive
aqueous solution. A computer simulation study suggested that the human skin may
functions as an array of low-Q helical antennas for MMW and sub-MMW bands
owing to the characteristic structure of sweat duct (Fig. 5) [43, 44]. Experimental
evidence is also presented that the spectral response in the sub-THz region is
affected by the degree of perspiration with the minimum of reflectivity in the
frequency band of 75–110 GHz [43]. In addition, the skin spectral response in the
sub-THz region was found to be correlated to physiological stress as manifested by
the pulse rate and the systolic blood pressure and the possibility of the remote
sensing of the physiological parameters and the mental state of subjects were
suggested [44]. Using local homogenization theory for the skin embedded with
sweat ducts, however, Ney et al. [45] found that multiple interference effects from

Fig. 4 Various skin models used for calculation of THz/MMW reflection [40, 41]. Model 1 is
homogeneous skin model and model 2 is two-layered skin which consists of the upper stratum
corneum (SC) and the lower homogeneous tissue. Model 3, three-layered model, contains SC, the
rest viable epidermis and dermis, and the lower subcutaneous fat (SF). Model 4 contains four
layers, each of which represents SC, viable epidermis, dermis, and SF, respectively
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the skin layers play the major role in determining the skin electromagnetic char-
acteristics in the MMW and THz regions without the need for the assumption of
the sweat ducts acting as low-Q helical antennae.

3.1 The Evaluation of Skin Hydration

Because dryness of the SC may cause and aggravate dermatitis and other skin
diseases, many investigators tried to monitor the water content in certain condi-
tions, using non-invasive methods including THz and MMW radiation. For
example, the reflection of the millimeter waves in the 37–53 GHz, detected the
changes of free water content in the SC by the treatment with various moisturizers
[46]. Another study using time-domain THz spectroscopy (TDTS) was performed
to determine the influence of hemodialysis on the content of water in human skin
and found that the measured refractive index of skin is not related directly to the
body hydration status alone [47].

3.2 Skin Imaging Using Terahertz Radiation

Recently, investigators tried to apply THz radiation to medical field. One of these
application is Terahertz pulsed imaging (TPI), a noninvasive reflection imaging
modality that explores the terahertz frequency range between 0.1 and 3 THz
[48, 49]. Since TPI reconstitutes image from data of THz reflection, water content
in the tissue is a source of image contrast [50]. Not only the surface information
but also the depth information can be extracted because TPI is a time-domain
technique. Considering that THz hardly penetrates the skin to reach deep tissues,
the TPI may be applicable mainly for the diagnosis of skin diseases. For example,

Fig. 5 Structural model of
the intra-epidermal eccrine
sweat duct [43–45]. The
possibility was suggested that
this helical (or spiral) shaped
sweat duct, filled with
conducted aqueous solution
containing ions including Na+

and Cl-, functions as low-Q
helical antenna, but there is a
controversy
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several studies demonstrate that bound and free water content is different between
normal and cancerous tissue [51–55], and tryptophan is also reported to increase in
cancer [56]. These differences result in the contrast in TPI between normal and
cancerous tissue.

Basal cell carcinoma (BCC), a malignant neoplasm derived from cells in the basal
layer of the epidermis, is the most common form of cancer worldwide in white
population and over 1 million new cases occur each year in the United States [57]. It
can develop anywhere on the body, but usually occurs on sun-exposed areas such as
head and neck. Characteristic clinical presentation of BCC includes ulceration, small
dilated vessels called telangiectasia, and the presence of a rolled border. A significant
difference between the response of THz radiation in normal skin and BCC is
observed in several studies using TPI [48, 58, 59] and the increased interstitial water
within BCC account for the contrast [58, 60]. Also, in vivo regions of contrast of BCC
were seen well THz images and correlated well with histology [59, 61].

Another study suggested the usefulness of THz radiation for the diagnosis of
melanoma, a malignant tumor of melanocytes. It is important to differentiate
melanoma from pigmented nevus because the latter is benign and do not need
rigorous treatment. Imaging using 0.19 THz electromagmetic wave successfully
distinguished between the melanoma and nevus tissue, both of which were
embedded in paraffin [62].

3.3 The Effects of Terahertz Radiation on the Various
Skin Cells

Although THz radiation is non-ionizing, it can affect biological molecules by the
interaction between molecular rotational and vibrational modes [25]. It is easily
imaginable that the first and the most affected tissue is skin, when THz wave is
irradiated to human beings. In fact, many studies using skin cells including
keratinocytes were carried out to assess the effect of THz radiation on the skin.

Some studies suggested that the THz radiation is biologically safe. The THz
irradiation in the range of 1–3 THz at up to 0.45 J/cm2 did not show specific
inhibition or stimulation of human keratinocytes in vitro and the differentiation of
keratinocytes was normally occurred [63]. Besides, Szabo et al. studied the effect
of low-power MMW radiation on the HaCaT human keratinocytes, which is a
spontaneously immortalized human epithelial cell line from adult skin but main-
tain full epidermal differentiation capacity [64]. They found no significant change
in spontaneous proliferation, adhesion to tissue culture plate, random migration,
inducible IP-10 producing, constitutive RANTES and RNATES- and interleukin
(IL)-8-induced chemotaxis [65, 66].

However, low-power MMW irradiation resulted in a significant increase of the
intracellular level of IL-1b, a cytokine mediating inflammatory response [65].
Moreover, higher power MMW radiation at 225 mW developed heat stress reac-
tion and induced cellular damage [66]. In other study using HaCaT human
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keratinocytes, MMW radiation (1.0–3.5 mW/cm2) was reported to be able to
reverse the suppression of gap junction intercellular communication by 12-O-
tetradecanoylphorbol-13-acetate. Gap junction provides cells for intercellular
communication and transfer of essential metabolite ions.

THz radiation can affect not only keratinocytes but also fibroblasts, which are
normally located in dermis and produce connective tissue like collagen. In vitro
exposure to the radiation of 2.52 THz at 84.8 mW/cm2 induced heat shock protein
in fibroblasts. However, the effects by THz irradiation are comparable with ther-
mal effects in mammalian cells [67].

THz irradiation may have a potential on embryonic development or tissue
regeneration by cellular reprogramming. The broad band (* 10THz) of THz
radiation at the average density of 1 mW/cm2 was irradiated to the mouse mes-
enchymal stem cells and certain genes responded to the THz irradiation, activated
or repressed. Among the genes, the transcription factor peroxisome proliferator-
activated receptor gamma (PPARG) was activated, which means THz irradiation
accelerates cell differentiation toward adipose phenotype [68].

THz and MMW may be applicable for the therapeutic purpose. MMW irradi-
ation generates a dose-dependent heating of skin [69, 70]. Szabo et al. reported that
in vitro MMW irradiation of keratinocytes and melanoma cells revealed distinct
susceptibility of melanoma cells to MMWV hyperthermia with higher thermo-
tolerance of keratinocytes [70]. Additionally, in vivo irradiation of cutaneous
melanoma in mice with MMW at the incidence power density of 1.25 W/cm2 for
30 min resulted in a selective melanoma destruction [70].

3.4 The Future Perspectives of Thz-Application in Dermatology

Much of the biologic characteristics of THz radiation are still unknown because of
the structural complexity and molecular heterogeneity of biologic samples. For
example, the electromagnetic characteristics of skin in the THz-range are still
under investigation although several skin models for the simulation of THz-skin
interaction.

Although TPI has some value in diagnosing and evaluating the size of skin
cancer including BCC, it is not practical yet due to its big size and low-resolution.
However, we expect that the technical progress in THz sources and detectors will
solve these problems and furthermore the THz imaging system may be applicable
for the diagnosis of the inflammatory skin diseases because inflammatory diseases,
like tumors, also show abnormal different water-, cellular-, and molecular profiles.
In addition, the evaluation of skin hydration using THz radiation may be partic-
ularly useful for the patients with atopic dermatitis, xerotic dermatitis, and so on.

THz radiation may be able to be used for the treatment of skin diseases. For
example, certain skin tumors may be able to be selectively removed due to the
difference of thermotolerance between tumor cells and normal cells. In addition,
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molecular biologic changes can be occurred even by low-powered THz radiation.
Therefore, we can apply THz radiation more widely for the treatment of skin
diseases if we know the mechanism of frequency-specific effects and delicately
control the dose of THz radiation.
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Science of Water at Nanoscale

Sung-Jin Chang and Wonho Jhe

1 Introduction

A water molecule contains one oxygen and two hydrogen atoms connected by covalent
bonds. Despite its apparent simplicity, when a large number of molecules form a bulk
liquid, it exhibits a number of anomalous properties [1]. These unusual properties are
thought to arise from structure of water molecules binding to each other by hydrogen
bonds. The conventional picture of bulk water posits that each water molecule is
bonded on average to four others in a tetrahedral motif (see Fig. 1) [2].

Recently, however, this prevailing view has been questioned, and it has claimed
that molecules in bulk water bind on average to just two others [3]. It implies that
most molecules are arranged in strongly hydrogen bonded chains and rings
embedded in disordered cluster network connected mainly by weak hydrogen
bonds [3, 4]. However, it is not simple problem to accept this suggestion because
such a two-state model based suggestion would fundamentally change our picture
of how dissolved substances behave, which plays an important role in various
situations including geochemistry, molecular biology, and industrial processes [5].

Meanwhile, there are many forms of water such as interfacial water and con-
fined water as well as bulk water. Recent investigations have increased our
understanding of interfacial water and confined water. When taken together with
the recent investigations, their main message is that properties of interfacial water
and confined water are not equivalent to those of bulk water, in general.
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Here some recent understanding of interfacial water and confined water will be
introduced in brief. Firstly, three examples of interfacial water will be provided:
water molecules (i) at the air–water interface, (ii) at the mica-water interface, and
(iii) around solutes or participated in hydration. Secondly, two examples of con-
fined water will be also given: water molecules confined (i) in reverse micelles,
and (ii) between two hydrophilic surfaces, which are compressed.

2 Interfacial Water

2.1 Air–Water Interface

The air–water interface is one of the most ubiquitous liquid interfaces in our
planet. Its good understanding is important because its surface phenomena affect
many disciplines ranging from oceanography to atmospheric and environmental
chemistry, and because it is considered as a model system that allows rigorous
tests of theoretical proposals. However, assignment of the structure of the water
molecules at the air–water interface is still a difficult question to clearly answer.

When an oxygen–hydrogen (OH) group of the water molecule forms a
hydrogen bond (HB) with the other water molecule, the OH stretch frequency of
this group decreases by an amount determined by the HB strength. As such, the
line-shape, including the frequency and line-width, of the OH stretch vibration of
the water molecule provides a sensitive marker of the local environment of water
molecules. Note that a donor HB, directly affecting the electron distribution around
H, causes the OH stretch frequencies to shift much more than an acceptor HB [6].

Fig. 1 Schematic of water
molecules forming a
tetrahedral arrangement by
hydrogen bonds
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To probe the line-shape of the OH stretch vibration of interfacial water, which
is nearly one monolayer of water molecules, sum-frequency vibrational spec-
troscopy (SFVS) [7] and its advanced types, including phase-sensitive SFVS (PS-
SFVS) [8] and heterodyne-detected SFVS (HD-SFVS) [9], have been used as a
particularly versatile tool due to its inherent suppression of the isotropic bulk
signal. The SFVS spectrum of the air–water (or heavy water, D2O) interface
exhibits spectral features originating from specific interfacial water molecules: the
‘‘free OH (or oxygen-deuterium, OD)’’ from water molecule with an OH (or OD)
group protruding from the surface (*2740 cm-1 for D2O [10] and *3690 cm-1

for H2O [11]) (see Fig. 2) and two peaks in the hydrogen-bonded frequency region
(*2200–2600 cm-1 for D2O and *3000–3600 cm-1 for H2O) (see Fig. 2).
Although it is clear that such SFVS spectra reflect details of the interfacial water
structure, the assignment of the two prominent peaks in the hydrogen-bonded
frequency region has been much debated. In largely used explanation, the two
peaks have been attributed to ice-like and liquid-like water species at the interface
[12–21]. Recently, however, this explanation has been questioned, and it has
instead been proposed that the two peaks have the same origin, being a single peak
split by intramolecular coupling between the overtone of the bending mode and the
stretch fundamental [10, 22]. This is completely distinguished from previous other
suggestions [23, 24]. This debate is very important because it is strongly related
the assignment of the structure of the water molecules at the air–water interface.
The former implies that hydrogen bonding property of water molecules at the air–
water interface is very different from that of water molecules in bulk water. On the
other hand, the letter implies that the water molecules at the air–water interface are
very similar to those in bulk water.

In recent years, instead of the OH (or OD) groups which are hydrogen-bonded
to other water molecules (or heavy water molecules) (see Fig. 2), it has been
probed the ‘‘free OD’’ bonds (see Fig. 2), which exist only at the surface, as
sensitive reporters for detecting interactions of surface water molecules with
molecules in the underlying subsurface water layer by means of HD-SFVS [9]
combination with accurate theoretical approach [25]. And it has been also claimed

Fig. 2 Schematic of structure of water molecules at the air–water interface, largely assumed in
previous works
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that water molecules at the air–water interface form hydrogen bonds that are only
slightly weaker than those in bulk water [25]. It implies that only the surface layer
is distinctly different in structure from the rest of the liquid due to existence of the
free OH groups, and that the water surface has the thickness of just one layer of
water molecules, which is about 0.3 nm.

2.2 Mica–Water Interface

Water molecules tend to be adsorbed on hydrophilic solid surfaces when the
surfaces are exposed to humid environments. The adsorbed water molecules,
which tend to form the first monolayer at the surface, play an essential role as a
structural template in growth of ice, embodiment of the boundary condition for
water transport, and mediation of aqueous interfacial chemistry. As such, it thus
influences on many processes such as rain precipitation, migration rate of pollu-
tants in rock and soil, corrosion, and catalysis. As a model system of the hydro-
philic solid-water interface, (muscovite) mica [26] has been extensively used in
various areas because it has importance not only as a prototype of clay minerals in
fundamental research regarding clay swelling in geological science [27, 28] and
cloud seeding in ecological science [29, 30] but also as a simply obtained atom-
ically flat surface for a good understanding of phenomena at nanoscale [31, 32].

Since the successful use of scanning force microscopy (SFM) for direct imaging
of the water molecules adsorbed at mica as the first monolayer [33] (see Fig. 3a),
SFM has been also used to achieve two remarkable investigations for a good
understanding of the mica-water interface in recent years. Firstly, distribution of
the water molecules at the mica surface in aqueous environments has been
precisely and three-dimensionally visualized with an atomic-scale resolution [34]
(see Fig. 3b). The results in this study support the model proposed on the basis of
X-ray scattering [35] and computer simulation [36], where the adsorbed and lat-
erally distributed water molecules coexist at the interface. The coexistence of
water molecules having a long relaxation time (adsorbed water) and laterally
distributed disordered water molecules (two dimensional hydration layer) may
reconcile the two opposing ideas of ‘‘ice-like’’ [37–39] and ‘‘liquid-like’’ [40, 41]
water molecules at the mica-water interface. Secondly, height of the first water
monolayer at mica exposed to air conditions as well as that of the second and
thicker layers have been precisely measured with the help of graphene as a cover
layer which does not destroy the original structural properties [42] (see Fig. 3c).
Here it has been claimed that submonolayers form atomically flat, faceted islands
of height nearly 0.37 nm, in agreement with the height of a monolayer of ice. The
second adlayers, observed at higher relative humidity, also appear ice-like, and
thicker layers appear liquid-like. It has also claimed that water adlayers grow
epitaxially on the mica substrate in a layer-by-layer fashion, which is consistent
with previous studies [39, 43]. It can also explain why water adsorption isotherms
cannot be modeled with theories based on continuum models [44].
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2.3 Hydration and THz Techniques

Clustering of solvent molecules around a solute particle (solvation) (see Fig. 4) is
at the heart of a myriad of molecular phenomena. Water is well-known as the
native solvent for biological processes. And recently its role has been revealed to
be far more active than just being an inert solvent [45]. For example, the clustering
of water molecules around protein (hydration) is a key feature for the protein
function [46, 47], with the coupling between protein and water dynamics [48] as an
important ingredient to understand protein folding and binding. Thus, water
molecules used for hydration have been in the focus of numerous studies [45].

Various experimental techniques [49–52] as well as theoretical methods [53,
54] have been extensively used for a good understanding of characteristics of
water molecules participating in hydration. For example, it has been revealed
using femtosecond nonlinear spectroscopy that water molecules surrounding hal-
ogenic anions fluctuate with a characteristic time constant of 10–25 ps (depending
on the ion), which is 20–50 times slower than water molecules fluctuations in bulk
liquid water [49].

Recently, spectroscopy based on terahertz (THz) laser has been also successfully
applied as a promising tool to study the hydration dynamics around solutes [55–57].
On the basis of the results from THz laser spectroscopy, it has been shown that water

Fig. 3 Schematic of the mica-water interfaces: a mica surface directly exposed to air, b mica
surface immersed in water, and c air-exposed mica covered by graphene monolayer

Fig. 4 Ions, considered as
one of solute particles, in
water are surrounded by a
hydration shell (or hydration
layer) of water molecules.
White and red spheres mean
hydrogen and oxygen atoms,
respectively
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dynamics is influenced within an dynamical hydration shell of about 0.6–0.7 nm for
carbohydrates (*small solutes) [55] by changes in the absolute absorption intensity
as probed at 2.4 THz (*80 cm-1). For proteins (*biomacromolecules) [57], this
dynamical hydration shell extends even up to almost 2 nm. The long-ranged
sensitivity of THz absorption to dynamical properties of water at interfaces results
from the presence of numerous processes in water occurring on picosecond time
scales, for example, hydrogen bond (HB) rearrangements and rotational relaxation.
In recent theoretical study [58], it has been suggested that the prominent peak at about
6.7 THz (*200 cm-1) is dominated by first hydration shell dynamics, whereas a
concerted motion involving the second hydration shell contributes most significantly
to the absorption at about 2.4 THs (*80 cm-1). However, a full interpretation of the
insights revealed by THz spectroscopy still remains a daunting task.

3 Confined Water

3.1 Reverse Micelles

In biology as well as in natural and synthetic materials, water is typically tucked away
in tiny crevices inside proteins or in porous materials. It is important to understand
well water molecules in confinement because these pockets of water are thought to be
involved with various crucial processes such as folding and relaxation of proteins. As
a tenable model for confined water, especially, in biological systems, reverse
micelles have been typically used because their interior dimensions are similar to
confined spaces in the biological systems (see Fig. 5). For example, reverse micelles
exist in membrane lipid bilayers during endosome formation.

Reverse micelles (see Fig. 5) are spherical droplets of water sequestered from a
nonpolar phase by a surfactant layer [59]. Its diameter can be well-characterized and
monodispersely varied over a wide range [60, 61]. Such variation makes it possible to
determine the influence of the size of a water nanopool on water dynamics and, for
large reverse micelles, to determine the distinct dynamics at the interface. The

Fig. 5 Schematics of a
reverse micelle. Water
molecules reside in the
interior and surfactant tails
reside in contact with the
continuous, nonpolar, and
organic supporting phase
such as hexane
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smallest reverse micelle (50–100 water molecules) have radii of \1 nm, whereas the
largest (*400,000 water molecules) have radii of up to 14 nm.

Reverse micelles whose diameter (d) is larger than *5.5 nm can be separated
into two parts. One comprises the core, which is well removed from the interface.
The other includes water molecules at the interface. Water molecules in the core
part undergo orientational relaxation with the decay time of 2.6 ps, which is the
same with that of bulk water [61–66]. However, water at the interface undergoes
orientational relaxation that is substantially slower than that of bulk water [61–66].
For large reverse micelles, the interfacial orientational relaxation time is inde-
pendent of the size of the water nanopool. Furthermore, water at the interface of
large AOT reverse micelles has the same orientational relaxation time as water at
the interface of the AOT planar lamellar structures [65]: implying that the
dynamics of water do not depend on the geometry of the interface.

Intermediate-size reverse micelles (2.5 nm \ d \ 6 nm) also exhibit two types
of orientational relaxation. However, the core exhibits dynamics that are slower
than those of bulk water, and the interfacial water dynamics are slower than those
at the interface of large reverse micelles. It implies that the core does not consist of
bulk-like water. For example, water molecules in the core and at the interface of
the reverse micelle with a diameter of *4 nm undergo orientational relaxation
with the decay time of 4 and 26 ps, respectively [67].

For water molecules in reverse micelles whose diameter (d) is smaller
than *2.5 nm, orientational relaxation is always slower than that of bulk water
[61, 62, 66]. Furthermore, the orientational relaxation time depends heavily on size
and increases subsequently as the size of the water nanopool decreases [67]. For
example, water molecules in the reverse micelles with a diameter of 2.5 and
1.7 nm undergo orientational relaxation with the decay time of 30 and 110 ps,
respectively. It implies that there are so few water molecules that all of the water is
substantially affected by interactions with the interface.

These experimental results show that the dynamics are very sensitive to the size of
the confining structure for intermediate and small sizes. However, certain systems,
namely those that are large enough that water in an interfacial layer interacts with so
much water that it is effectively bulk water, display no size dependence.

3.2 Water Films Compressed to a Few Single
Molecular Layers

When two materials are brought together, separated or moved with respect to one
another, understanding the nanoscopic processes occurring at their interface is
central to many technological problems, including adhesion, friction, wear, and
lubrication [68]. Especially, water molecules confined between interfaces with
nanoscopic separation are of critical importance in many phenomena, ranging
from ageing in granular media [69] and swelling of layered clays [70] to molecular
transports in nanolithography [71].
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One of the most baffling aspects about confined water is whether it behaves in a
special, even unique, manner or similarly to other confined fluids. A central property
of liquids confined between solid boundaries which are smooth on the molecular
scale as well as of films adsorbed on a solid surface is their tendency to organize into
layered structures [32, 68] (see Fig. 6). For example, this tendency experimentally
probed by means of surface force apparatus (SFA) techniques [31, 72] for
octamethylcyclotetrasiloxane (OMCTS), one of simple liquids, as well as water.

When SFA techniques were also used to measure OMCTS in confinement,
it was consistently concluded that the effective viscosity dramatically increased
comparing with that of OMCTS in bulk liquid phase [73, 74]. Even though the
same SFA technique were also used to measure water in confinement, very
different magnitude of the effective viscosity of the confined water were concluded
[75, 76]. That is, one conclusion is that the effective viscosity of the confined water
is nearly same as bulk water [75], and the other is that the effective viscosity of
water exhibits like that of simple liquids under nanoscopic confinement [76].
There has been a sharp conflict of claim on this issue [77–83] until the elastic and
viscous response of nanoconfined water layers were precisely, carefully measured
under different dynamic conditions [84]. On the basis of the recent measurement,
now it can newly be concluded that the two opposing claims are originated from

Fig. 6 Liquid molecules confined between the approaching two surfaces: (a) The short-range
oscillatory solvation force (also known as the potential of mean force) between the two surfaces
in a liquid varies between attraction and repulsion with a periodicity equal to some dimension of
the confined liquid molecules [32]. This force is intimately related to the structure that the
confined liquid is forced to adopt under confinement, as illustrated in (b) to (c); (b) The confined
liquid layer is between three and four molecular layers thick and does not exhibit ordered layers.
Molecules easily diffuse; (c) The liquid layer is further compressed to three molecular layers.
Molecules are ordered in the vertical direction and cannot easily diffuse individually. Squeeze-out
of a layer requires collective motion of many molecules
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two different experimental conditions for measurements such as compression rate
[85]. This comprehensive understanding is very essential and important for opti-
mizing quality of new devices at nanoscale.

4 Conclusions

Some recent understanding of interfacial water and confined water has been
introduced. There has been a continuous attempt to better understand interfacial
water and confined water with new techniques. The new techniques have been
increased our understanding of interfacial water and confined water by probing
deeper into the molecular architecture of water molecules. Sometime, however,
their results have been throwing up more puzzles under debate. As happens so
commonly when scientists disagree, the problem lies not in the measurements but
in how they are interpreted as introduced above.
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Molecular Modeling of Biomolecules

Chaok Seok

1 Introduction

Living organisms are composed of a variety of biomolecules such as proteins,
nucleic acids, polysaccharides (polymeric forms of sugar molecules), lipids,
metabolites, etc. Those biomolecules interact with each other to sustain life in
constantly varying environment. For example, signals from environment (such as
existence of food) are transferred to inside the cell as a result of interactions of
biomolecules (binding of molecules from food that cause delicious smell to
receptor proteins in our nose, and consequent conformational changes of the
receptor proteins leading to further changes in other signaling molecules) to
generate reactions required for the particular situation (secreting enzymes for
digestion). One may therefore say that life phenomenon is governed by complex
interaction networks of biomolecules. In that respect, knowing specific structures
and interactions of biomolecules with other biomolecules in atomic detail is of
tremendous importance. Such knowledge provides understanding of the molecular
mechanism underlying biological functions performed by biomolecules, and is
also extremely helpful for developing small-molecule drugs that regulate the
functions of proteins whose actions lead to diseases. For example, imatinib, a
famous drug for chronic myelogenous leukemia, blocks the function of a tyrosine
kinase called Bcr-Abl protein that causes the disease. How this drug acts can be
clearly seen from the crystal structure [1], as shown in Fig. 1. In the crystal
structure, imatinib tightly binds to the active site of Bcr-Abl and thus inhibits the
function of the protein. There have appeared drug-resistant proteins since the
release of the drug, and new drugs are required for certain patients who have
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developed drug resistance. Molecular structures of the drug-resistant proteins can
be utilized to develop new drugs that can complement imatinib.

Biomolecular modeling, or modeling of three-dimensional structures of
biomolecules, has become an indispensible tool in biomedical research. At earlier
times, modeling was used just to generate nice-looking pictures. However, these days
a variety of commercial and open software programs for molecular modeling has
become available, facilitating application to various molecular biology and bio-
chemistry problems. There are now numerous journal papers presenting modeling
results published in the literature. Advance of techniques in biomolecular modeling
are due in some part to the rapid advance of computer technology and of biotech-
nology. Faster computers have enabled faster computation of more complicated
equations, and advancement in biotechnology lead to large amounts of biological data
that can be utilized in modeling. In particular, a large amount of genome sequences
and the corresponding protein sequences encoded by the genome became available.
Although genome contains all the genetic information for life, how the information is
realized in actual life can be understood only when we understand how actual mol-
ecules such as proteins play their roles to maintain life. Currently, only a very tiny
fraction of proteins with known amino acid sequences have available experimental
structures. Typically, a lot of experimental efforts are necessary to study structure and
function of proteins because times-taking processes such as expression, purification,
and identification of the proteins are necessary for individual proteins. On the other
hand, computational modeling studies are very time- and cost-effective because
molecular structures and interactions (and therefore functions) can be studied by
dealing with virtual molecules without needing to obtain actual molecules.

Biomolecular modeling methods may contribute to THz studies because
collective vibrational motions of biomolecules such as proteins or nucleic acids are

Fig. 1 Three-dimensional molecular structure of imatinib (shown as orange spheres) bound to
the kinase domain of Bcr-Abl protein (shown as white ribbon) that causes chronic myelogenous
leukemia [1]. Imatinib tightly binds to the active site of the protein and inhibits its activity in
cancer cell. Molecular graphics images of biomolecules in this part were produced using the
UCSF Chimera package [2] from the Resource for Biocomputing, Visualization, and Informatics
at the University of California, San Francisco (supported by NIH P41 RR001081)
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in the tera-hertz range. A back of envelop calculation can be done using
the relation between mass m, force constant k, and the frequency f of a harmonic

oscillator, f ¼ 1=2p
ffiffiffiffiffiffiffiffiffi
k=m

p
; as follows to see this. The highest vibration frequency

of biomolecules is that of a chemical bond involving the lightest atom, hydrogen.
Because the force constant of a chemical bond such as C–H is about 500 kcal
mol-1 Å-2 and the effective mass is 1 g mol-1, the frequency of a C–H vibration
is roughly 1014 Hz = 100 THz. A collective vibration mode that consists of about
100 heavy atoms (non-hydrogen atoms such as carbon) has an effective mass on
the order of 1,000 times larger than hydrogen. The force constant for a collective
motion may be estimated from the Lennard-Jones potential assuming that such a
large motion is largely held by non-bonded interactions. A force constant
of *50 kcal mol-1 Å-2 is obtained if the second derivative is calculated at the
minimum of a Lennard-Jones potential with the minimum energy 0.1 kcal mol-1

and equilibrium distance of 1 Å. The force constant of a collective mode
is therefore about 1/10 of that of a C–H bond, and the frequency is then

approximately
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1=10 � 1000

p
1014 Hz = 1012 Hz = 1 THz. Such a collective, low-

frequency motion involving a large number of atoms are often related to biological
function of the biomolecules. It can be easily expected that such low-frequency
modes tend to be more robust and reliable and less affected by thermal fluctuations
due to collisions with other molecules in the cell and thus more proper for
executing biological roles.

Therefore, precise calculation of the low-frequency modes of biomolecules may
help explaining results from THz experiments. Vibrational frequencies may easily
be calculated using harmonic approximation if the ‘potential energy function’ and
the ‘equilibrium structure’ are known, by applying a process called normal mode
analysis. If THz experiments are to be performed to study changes in molecular
states, knowledge on ‘conformational changes’ is also required. In this part,
methods for biomolecular modeling regarding these aspects are explained. First,
types of biomolecules and their structures are first introduced with particular
emphasis on proteins, and then the potential energy function that describes the
biomolecular interactions in molecular mechanics calculations called ‘force field’
is explained. Next, molecular dynamics simulation methods that can be used to
obtain an ensemble of structures that are thermally accessible are explained, and
protein structure prediction methods that can be used to predict the native
structures when experimental structures are not available are introduced. Finally,
normal mode analysis method used for calculating vibration modes in the
harmonic approximation is explained.

2 Biomolecules and Protein Structure

A large part of our body consists of high-mass polymers, such as proteins and
nucleic acids. There are also non-polymeric, relatively small organic molecules
such as glucose, amino acids, or vitamins. Polymers are formed by linking small
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monomer molecules with chemical bonds. For example, proteins are formed by
linking amino acid molecules, and nucleic acids by linking nucleotides. Lipid
molecules form cellular membrane that covers every cell by assembling into
spherical bi-layers without being linked by chemical bonds. Hydrophobic inter-
actions between the tails of lipid molecules and hydrophilic interactions between
the heads of lipids and water are the main driving force of such self-assembly.

I will concentrate on protein structures in this part. There are 20 kinds of amino
acids of different sizes, shapes, and chemical properties. All amino acids within
proteins have the chemical structure of –NH-CHR-CO-, where R is called side-
chain and can be different kinds of chemical groups. The -NH-CH-CO- part forms
the backbone of protein, where H is attached to N, H and R to the central C, and O
to the terminal C. Three different amino acids are shown in Fig. 2 to illustrate the
chemical diversity. Some amino acids are polar (and some are charged) and
hydrophilic (likes water), and others are non-polar and hydrophobic (hates water).
Some amino acids are small, and others are big. The 20 amino acids forms the lego
block that builds numerous kinds of proteins (tens of thousands in human) whose
action leads to the life phenomena.

When the three amino acids in Fig. 2 are linked together, they form a tri-peptide
of amino acid sequence Asp-Trp-Lys, as shown in Fig. 3. A larger polymer, called
poly-peptide in general, is drawn in Fig. 4. The size of a typical protein is a few
hundred amino acids long, but here we show a rather short polypeptide for the
purpose of illustration.

The three-dimensional structures of proteins have evolved to make specific
interactions with other molecules and to perform specific functions. The structures

Asp Trp Lys

Fig. 2 Three out of twenty amino acids are illustrated here. Carbon atoms are represented by
cyan spheres, nitrogen in blue, and oxygen in red. Hydrogen atoms are omitted for clearer view.
The backbone areas are indicated with large blue ovals. The side-chain of Asp (aspartate) is
negatively charged, that of Trp (tryptophan) is neutral, and that of Lys (lysine) is positively
charged in the neutral condition. The side-chain of Trp is aromatic (contains benzene ring) and is
rather non-polar

tri-peptide
(Asp-Trp-Lys)

Fig. 3 Structure of a tri-
peptide of sequence Asp-Trp-
Lys
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are largely described by the rotation angles about the backbone bonds (torsion
angles). Lengths of chemical bonds and bond angles formed by two consecutive
chemical bonds vary very little in general, so the backbone torsion angles are the
main degrees of freedom that determine the overall structure. There are two such
bonds per amino acids, rotations about N–C and C–C bonds. Rotation about the
terminal C of an amino acid and N of the next amino acid is rather fixed because
the bond has some double-bond character due to chemical conjugation effect.
Therefore, the total number of backbone torsion angles is the number of amino
acids times 2. One can imagine that the possible number of structures (confor-
mations) obtained by rotations of all the rotatable backbone bonds would be huge.
If three different rotation states are allowed for each amino acid, the number of
possible conformations for a protein of 100 amino acids is 3100! The side-chain
parts also have torsion angles, but the effect of such angles to the overall protein
structure is rather small. However, detailed interactions between side-chain atoms
are important to stabilize particular protein structures and to induce interactions of
the protein with other biomolecules. Still, once backbone structures are accurate, it
is relatively easy to model side-chain structures accurately.

Protein structures are graphically represented in various ways, and a few
examples are shown in Fig. 5. The ball-and-stick representations in the above

polypeptide

(extended structure)

polypeptide
(folded)

Fig. 4 An extended structure and a folded structure of a polypeptide. The color codes are the
same as in Fig. 2, except that carbon atoms are either represented by cyan or grey and sulfur in
yellow. The tri-peptide in Fig. 3 is shown in cyan. The overall three dimensional structure is
determined by the backbone torsion angles, rotation angles about the backbone bonds at fixed
bond lengths and bond angles
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figures are already complicated even for small polypeptides, so simpler repre-
sentations are popular. For example, only backbone may be shown omitting side
chains as ball-and-stick models or as ribbon models. When structures are shown in
ribbon representation, regular structures such as helices or strands are drawn
thicker. Alpha-helices are drawn as helical coils, and beta-strands as arrows. Such
regular structures, called secondary structures, are made possible by regular
hydrogen bonds between backbone atoms (between NH and CO). Surface repre-
sentations are also used to show the shapes (and sometimes charges, too) on the
molecular surface by using the actual size of each atom. Functional protein
structures are typically space-filled, as shown in Fig. 5.

3 Biomolecular Force Field

Modeling of biomolecules requires an energy function that is necessary for
measuring stability of various possible structures. The potential energy of a
given structure can be calculated most accurately by quantum mechanical
methods. However, ab initio quantum chemical methods can deal with only
small molecules (for example, small peptides that consist of only a few amino
acids) with reasonable computational efforts. The computational cost of ab initio
quantum chemical calculations grows as n4 with the number of electrons
n. Therefore, such methods are not adequate for applications to modeling of
biomolecular structures and interactions. Faster quantum chemical methods
called semi-empirical methods have been developed to circumvent such diffi-
culties, and computation time of some methods grows almost with n. However,
they are still too expensive if a large amount of search in the conformational
space is required. For example, more than millions of potential energy evalua-
tions are necessary to obtain convergence in the average thermodynamic quan-
tities even for relatively small systems. Force field is an empirical energy
function and is widely used for biomolecular modeling and simulations. Such
calculations are called molecular mechanics calculations in contrast to quantum
mechanical calculations, and force field is also called molecular mechanics force

Fig. 5 Different representation of protein structure, illustrated for the polypeptide in Fig. 4. Ball-
and-stick model for backbone on the left, ribbon model in the middle, and surface representation
on the right are shown. The tri-peptide of Fig. 3 is colored in cyan
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field. Energy evaluation is extremely fast for force field because it is enough to
calculate the functional value for a given structure. In quantum mechanical
calculations, the energy value has to be calculated by complicated iterative
methods at each point in the conformational space (for each structure). The force
field can be used as the potential energy function to obtain a time trajectory of a
biomolecular system by finite difference integration of the Newton’s second law.
It is called molecular dynamics simulation and is described in more detail in the
next section. In this section, I will describe how each energy component of force
field is determined, and how they are parameterized.

Typical biomolecular force field has the following functional form:

U ¼ Ebond þ Eangle þ Etorsion þ Eimp þ Eelec þ Evdw ð1Þ

The first two energy components are bond stretching and angle bending energy
expressed as sum of harmonic functions as

Ebond ¼
X
bonds

kbi

2
li � li;eq

� �2
;

Eangle ¼
X

angles

khi

2
hi � hi;eq

� �2

where li is bond length of the ith bond in the current structure, li,eq is the equi-
librium bond length of the ith bond, kbi is the bond stretching force constant, hi is
angle of the ith bond angle, hi;eq is the corresponding equilibrium angle, and khi

is the angle bending force constant. Contribution from each bond (or angle) is
summed over all bonds (or angles). The parameters li;eq; kbi; hi;eq; and khi are
determined for each of pre-determined atom types. Atom types are determined
based on hybridization of the involving atoms and the atom types of the directly
bonded atoms. For example, a chemical bond between two sp3 carbons may have
the same parameters as other bonds formed by two sp3 carbons that have different
neighboring atoms bonded to the carbons, and the parameters may be different for
bonds between sp2 carbon and sp3 oxygen. There is no best rule known for
determining atom types in energy parameterization. If atom types are set too
roughly, chemical differences may not be captured very well. If atom types are too
specific and there are too many atom types, the parameters may be over-trained to
the training data set, and may not be transferable when applied to other molecules.
Usually biomolecular force fields have been developed to have smaller number of
atom types than the force fields for small organic molecules. The parameters for
bond stretching and angle bending are typically obtained from gas-phase spec-
troscopy and crystal structures for small organic molecules that can cover the atom
types considered in the force field.

The third and the fourth energy terms in Eq. (1) are contributions from rotations
of torsion angles and improper torsion angles,
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Etorsion ¼
X

torsions

X
n

Vn;i

2
1þ cosðn/i � /i;0Þ
� �

;

Eimp ¼
X

imptor

k/i

2
/i � /i;eq

� �2
;

where torsion angle energy is expressed as a Fourier (or cosine) series containing
several n terms, and improper torsion angle energy is expressed as harmonic
function for convenience. Definition of torsion angle and improper torsion angle in
terms of four connected atoms are provided in Fig. 6. Torsion angle (also called
proper torsion angles or dihedral angles) formed by four atoms A, B, C, and D is
the angle between the two planes formed by ABC and BCD. Improper torsion
angle represents the deviation of the central atom B from planarity.

Fourier series is a natural choice for torsion angle energy because of the peri-
odicity of the torsion angle. Bond angles are also periodic, but they do not deviate
much from the equilibrium value, so harmonic function is enough. Torsion angles
have much lower energy barrier and can cover the full range of rotation angle. For
example, rotation about a bond between two sp3 carbon atoms results in three local
minima; 1808 (corresponds to the trans conformation) and �1208 (correspond to
the two gauche conformations) (see Fig. 7). The highest n value must be at least 3
for this torsion angle. The parameters Vn;i and /i;0 are usually determined by fitting
to gas phase quantum chemical calculations for small molecules.

Improper torsion angles were introduced to enforce planarity of four atoms such
as those in peptide bonds or in aromatic rings. Although a planar structure can be
obtained if the sum of the three bond angles CBA, ABD, CBD in Fig. 6 is 3608,
these bond angles can easily deviate from the equilibrium values depending on
structures, and even small deviations in the angles can produce rather large
deviations from planarity. The improper torsion energy term is included to impose
planarity in a simple way. The /i;eq parameter is thus determined by requirement
on the geometry, and the force constant k/i is determined rather empirically.

The first four energy terms in Eq. (1) are called covalent energy or bonded
energy because they originate from chemical bonding. The last two terms in

A

B

C

D

ϕ
ϕ

C D

A

B

Fig. 6 Definition of proper
torsion angle (left) and
improper torsion angle (right)
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Eq. (1) are called non-covalent energy or non-bonded energy. Non-bonded energy
terms are applied between all pairs of atoms i and j that are 3 or more chemical
bonds apart. Those atom pairs that are exactly 3 bonds apart are called 1–4 pairs
(See Fig. 8), and the interaction energy between them are typically scaled down
compared to other non-bonded pairs because their interactions are also considered
by the torsion energy term. The two non-bonded interaction terms in Eq. (1) are
van der Waals energy described by Lennard-Jones potential and Coulomb inter-
action between point charges.

EvdW ¼
X

i;j

eij
rij

rij

� �12

�2
rij

rij

� �6
" #

Eelec ¼
X

i;j

qiqj

4pe0 rij

where rij is distance between atom i and atom j, eij and rij are the minimum energy
and the distance at minimum for Lennard-Jones interaction between atoms i and j,
qi is partial charge assigned to atom i, and e0 is the permittivity of vacuum. There
are attractive interactions even between non-polar atoms when they are close
enough, and such attraction arises from the interactions between dipoles induced
due to instantaneous electron correlation. Such interaction, also called dispersion
interaction, decays as *1/r6 at long distance, which forms the attractive term of
Lennard-Jones potential. Repulsive part of Lennard-Jones potential is set to be
proportional to 1/r12, because of computational efficiency (only a single multi-
plication is need to compute 1/r12 from 1/r6). There is no theoretical basis for the
repulsive part, unlike the attractive part. In fact, repulsion at short distance is
expected to exponentially decay with distance from quantum mechanics argu-
ments. The repulsive part of Lennard-Jones potential is too much steep in real
practice and sometimes causes numerical problems in molecular mechanics
calculations when structures have overlaps between atoms. The Lennard-Jones
parameters are obtained from crystal data of small molecules and properties
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D

A

B
-120°

A

D

120°

A

D

180°

Fig. 7 Trans (left) and
gauche structures (middle and
right). To see the gauche
structures clearly, the bond
vector from atom B to atom C
is positioned perpendicular to
the plane of this page
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obtained from liquid state simulations such as density or heat of vaporization for
model systems.

The Coulomb potential between partial charges is used in typical force field.
The charges are referred to be ‘partial’ because the magnitudes of the charges are
less than unit electronic charge. Such force fields are called ‘fixed-charge force
field’ in contrast to ‘polarizable force field’. In a fixed-charge force field, charges
are fixed throughout calculations and do not change with structure. In fact, partial
charges are not observable physical quantities, so different methods have been
developed to assign the partial charge parameters. More sound methods among
them consider electronic distributions around different atoms in molecules. The
electronic distribution can change depending on local environment, for example,
more electronic polarization occurs if highly charged atoms are around. However,
polarizable force fields that adopt fluctuating charges or polarizable point dipoles
have not yet been widely used in this field because the efficiency and accuracy of
the models are not satisfactory yet.

One of the most popular methods for obtaining the partial charges is to fit the
electrostatic potential values calculated at grid points around the molecule from
the partial charges

/FFðrÞ ¼
X

i

qi

4pe0 ri � rj j

to those obtained from the electron probability distribution qðr0Þ which in turn
calculated from quantum chemistry

/ESPðrÞ ¼
XNnuc

a

Zae

4pe0 Ra � rj j �
Z

qðr0Þe
4pe0 r0 � rj jdr0;

where Za is the atomic number, e is the electronic charge, and Ra is the nuclear
coordinate of atom a.

Accurate description of electrostatic interaction of a biomolecular system in the
solution phase is not possible without consideration of solvent. Even non-polar
solvent can be polarized and show dielectric response to give effective dielectric
constant (ratio of solvent permittivity to vacuum permittivity) of around 2. Highly

A B

C D

E
F

1-4 pair

Fig. 8 1–4 interaction pair for non-bonded interactions
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polar solvent like water has dielectric constant of about 80. In fact, proteins are
polarizable also, so dielectric constant of between 2 and 4 instead of 1 are used in
certain calculations.

Solvent molecules and salt ions can also be considered explicitly using force
field models of solvent. There are a number of different water models available, for
example. Explicit water calculations take a lot of computation because the number
of interaction points increases dramatically. The number of atoms from water is
much larger than that from the macromolecule of interest in a typical simulation
system. Moreover, an equilibrium ensemble of water molecule conformations has
to be sampled to obtain proper thermodynamic averages. This means a huge
amount of additional sampling because of water. For the purpose of fast modeling,
various implicit solvation models have been developed such as Poisson-Boltzmann
or Generalized Born models. Since these models are based on continuum dielectric
approximation, they do not account for molecular nature of water molecules. More
detailed integral equation theories have thus been developed. In integral equation
theories, solvent is assumed equilibrated at each solute conformation. Such model
may produce rather unrealistic dynamics of instant adaptation of solvent molecules
to every change of solute conformation in dynamics calculations. When affordable,
it is still the best to include solvent molecules explicitly.

4 Molecular Dynamics Simulation

Probably the most popular application of force field is molecular dynamics
simulation. Molecular dynamics (MD) simulation is performed by numerically
integrating the Newton’s second law,

�riUðrÞ ¼ mi
d2riðtÞ

dt2
;

for given initial position riðt ¼ 0Þ and momentum piðt ¼ 0Þ ¼ miviðt ¼ 0Þ of each
atom i. There are several different numerical methods called integrators, and one
of the simplest is the Verlet integrator. The integrator is derived as follows. Taylor
expansions of the position at time t � dt and t þ dt are written down first as

rðt � dtÞ ¼ rðtÞ � vðtÞdt þ 1=2aðtÞdt2 þ . . .

rðt þ dtÞ ¼ rðtÞ þ vðtÞdt þ 1=2aðtÞdt2 þ . . .

and the two equations are added to give

rðt þ dtÞ ¼ 2rðtÞ � rðt � dtÞ þ aðtÞdt2;

where higher order terms are truncated, atom index i is omitted, and the accel-
eration is aðtÞ ¼ �rUðrÞ=m: In the above equation, velocity does not appear
explicitly. It can be calculated by
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vðtÞ ¼ rðt þ dtÞ � rðt � dtÞ½ �=2dt

The time step dt is typically taken to be 1 fs (fs = 10-15 s) which is approx-
imately one tenth of the shortest period of bond stretching vibration involving the
lightest hydrogen atom. A longer, 2 fs time step may be used if bonds involving
hydrogen atoms are fixed by methods called SHAKE or RATTLE. There are other
integrators called leap frog, velocity Verlet, predictor–corrector, etc. An integrator
must be time-reversible and symplectic (does not effectively distort or deform the
phase space). Practically, conserved quantities such as total energy must be stable
over many integration steps.

Applying the above integrator results in a constant-energy trajectory, but
constant-temperature and/or constant-pressure simulations are usually desired
because biomolecular systems are under such condition in real situation. Methods
called thermostats are used to keep temperature constant, and barostats are used to
keep pressure constant. A thermostat must satisfy the relation of the average

kinetic energy K and the bath temperature, Tbath ¼ 2
3NkB

K
D E

; where the bracket

represents average over simulation trajectory. A simple velocity rescaling method

that multiplies velocity by
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Tbath=TðtÞ

p
at each time step, where the instantaneous

temperature T(t) is defined by TðtÞ ¼ 2
3NkB

K ¼ 2
3NkB

PN
i¼1

1
2 miv2

i ðtÞ; gives correct

average TðtÞh i ¼ Tbath: However, this is very artificial because velocity varies
abruptly at every step. A weaker coupling to the heat bath can be generated by
Berendsen thermostat in which the instant temperature relaxes exponentially by
dTðtÞ

dt ¼ 1
s Tbath � TðtÞ½ �: More desirable thermostats must satisfy the correct fluctu-

ations in the instantaneous temperature r2
T

Th i2 ¼
T2h i� Th i2

Th i2 ¼ 2
3N ; as well as the correct

average. Langevin thermostat that solves the following dynamics equation satisfies
the correct fluctuations:

mi
d2ri

dt2
¼ �riU � miC

dri

dt
þWiðtÞ;

where at each time step, all particles receive a random force WiðtÞ and have their
velocities lowered due to constant friction C: The random force is uncorrelated in
time as WiðtÞ �Wjðt0Þ

	 

¼ dijdðt � t0Þ6mkBTC: A good barostat also has to satisfy

the correct fluctuations r2
V

Vh i2 ¼
V2h i� Vh i2

Vh i2 ¼ kBTj as well as the correct average.

There are several different barostats available such as Berendsen, Anderson, etc.
I will further discuss issues related to system preparation that has to be

considered for successful application of MD simulations. First, one has to prepare
the initial configuration rif g; and it is usually the best if the initial configuration is
closest to the desired state. For example, if an experimental structure of a protein is
known, one may start from the experimental structure, relax the structure by
energy minimization, run MD to obtain a simulation trajectory, and then calculate
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thermodynamic and kinetic properties from the trajectory. Initial velocities are
randomly assigned to give the Maxwell–Boltzmann distribution. Because different
random numbers can be generated each time with different ‘seed’ numbers,
different trajectories can be obtained even for the same initial configuration by
re-assigning initial velocities. If solvent molecules are added, it is important that
they are equilibrated well. One may fix the large solute such as protein at the initial
stage and energy-minimize and run short MD first before relaxing the whole
system. An example of initial configuration is shown in Fig. 9 for a water-solvated
DNA. If one wants to see large conformational changes, very long MD simulations
must be carried out, or special sampling methods that enable high-energy barrier
crossing have to be used. It is also necessary to monitor variables (such as potential
energy or conformation change) to confirm that the system reaches equilibrium or
at least a stable state. To obtain thermodynamic properties, only a part of trajectory
that can be considered to be in equilibrium must be used. The initial part of the
simulation that undergoes significant changes is called equilibrium phase, and the
later part of stabilized trajectory is called production phase.

Because the simulation box is not of macroscopic size, surface effect can be of a
problem. For example, most water molecules in Fig. 9 can be considered to be part
of a surface layer facing vacuum. Properties of such a surface are very different
from those of bulk water. To avoid the surface effect, one may either simulate a
large, but finite system, or simulate an infinite system. When simulating a finite
system, the biggest droplet one can afford has to be used. In such cases, restraining

Fig. 9 DNA (shown as a double helix) solvated by water (shown as v-shaped sticks colored in
red and white) in a truncated octahedron simulation box. Counter-ions (purple spheres) are added
to neutralize the system, and pre-equilibrated water molecules are added to solvate the DNA
molecule. Further equilibration is necessary before running production simulation
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potential is included to keep particles from escaping into vacuum. Simulation of an
infinite system is performed in an infinitely replicated lattice of identical systems
as illustrated schematically in Fig. 10. Such system is referred to have periodic
boundary condition. The geometry of the simulation box may be cubic, rectan-
gular, parallelepiped, etc. A truncated octahedron box is also popular because it is
more spherical, so the simulation volume and the number of solvent molecules can
be minimized. The periodic boundary condition requires toroidal geometry; when
a particle leaves a simulation box, the same particle enters the box from the other
side of the box (see Fig. 10). For short-range interactions such as Lennard-Jones
potential, the potential energy is not calculated for all atom pairs in the infinite
space, but truncated at some distance. In the minimum image convention, each
particle in the central cell interacts with only the nearest periodic copy of other
particles. Or, potential is cut-off or truncated by incorporating shifting function or
switching function that goes smoothly to zero at desired cut-off distance. For
longer-range Coulomb interactions, all the interactions of the infinite periodic
system are explicitly added up using a method called Ewald summation. An
essence of the method is to split the conditionally convergent series into two
rapidly convergent series, direct space sum and reciprocal space sum, through the

Fig. 10 A schematic picture showing periodic boundary condition for a system of a DNA
molecule. A particle that leaves a box (purple filled circle) enters the box from the other side
(dotted circle)

326 C. Seok



use of a screening charge. PME (Particle-Mesh Ewald) method is a variant to
speed up such calculation.

Periodic boundary condition enables simulation in a bulk-like environment,
but it is still very artificial. Periodic boundary conditions may affect some
physical properties. For example, phases that are commensurate with the box
are stabilized, and phases that are incommensurate such as crystal forms are
destabilized. Long-wavelength phenomena such as capillary waves are limited
to wavelengths shorter than the longest dimension of the box. One has to be
careful to avoid interactions among periodic images and not to affect the system
properties by making sure that the effective range of interactions should be
shorter than half of the box length. For simulations of an isolated solute, the
solute as well as the solvation shell should never be able to interact with itself,
and it is ideal to use as large box as possible.

Once a simulation trajectory is obtained, thermodynamic and kinetic properties
can be calculated. Simple averages such as energy, pressure are easily calculated
by a direct average

Ah i ¼ 1
M

XM

j¼1

Aj;

where the summation is over the snapshots of the trajectory, and Aj is the property
calculated at the jth snapshot. Typically, not all snapshots are saved. Energy and
structure are saved only periodically during simulation because neighboring
snapshots are highly correlated. For kinetic properties, characteristic time s for a
process may be obtained by calculating autocorrelation functions or first passage
time. One must be careful with thermostat because thermostat can damp activated
processes and/or result in nonphysical energy exchange if s[[ sbath One may also
build up transition matrix models of Markov processes from MD simulations to
study longer time scale kinetics.

For biomolecular simulations, structural aspects are of most interest. One may
calculate average structure, but average structure is often chemically unrealistic, so
one has to be careful about interpreting it. One may also calculate average or
fluctuations of distances between particular atoms or torsion angles of particular
interest. Comparison to a reference structure is often made to evaluate complex
conformational changes by a single measure called RMSD (Root Mean Square
Deviation). RMSD is calculated as

RMSD ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

XN

i¼1

ri � rref
i

� �2

vuut

after superimposing the structure with the reference structure by the best trans-
lation and rotation that minimize the deviation. In addition, distance matrix with ij
elements Drij � Drref

ij ; where Drij ¼ ri � rj



 

; is also frequently used. This measure
is convenient to use since no structure fitting is required. It can also show changes
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in specific regions in the structure and easy to visualize as a matrix form, as
illustrated in Fig. 11.

5 Protein Structure Prediction

Molecular dynamics simulation of biomolecules is the most straightforward when
the native structures of the biomolecules known from experiment. Dynamics and
energetics around the native state can be investigated reliably. However, in general
molecular dynamics simulation fails miserably in predicting the native structure
when an initial structure with significant deviation from the native structure is
used. It is usually hopeless to start with an arbitrary conformation and to expect to
observe phenomena related to the native state. There are two reasons for this;
energy and sampling. The energy function, force field here, is not accurate enough,
and thus the native structure may not correspond to the free energy minimum
obtained from the force field. Also, current molecular dynamics simulations are
not efficient and/or long enough, so the free energy minima are hard to be reached.
It is hard to prove this clearly though because both energy and sampling are
problematic, but many experimental simulations have been indicating that they are
both problematic. There still have been reports on successful results for a small
number of specific biomolecular systems, but is far from general yet. Therefore, it
is the best if the biomolecule of interest has available experimental structure. Even
when experimental structure is not available, there may exist experimental
structures of related molecules (for example, proteins with similar amino acid

Fig. 11 An example of the
use of distance matrix.
Difference of distance
matrices obtained from
simulations of two different
states of a protein is shown
here. Each axis represents
amino acid residue number of
the protein. The protein is
divided into three subunits
called TM1, TM2, and
HAMP. It can be easily seen
where the most pronounced
conformational changes
occur, and such regions are
indicated with circles
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sequences), and such structures can be used as templates for structure prediction.
Protein modeling method that use such structural templates for structure prediction
is called template-based modeling, or more commonly, homology modeling.
When there are no structures of related proteins available, protein structures must
be predicted ab initio. Such modeling methods are called ab initio modeling or free
modeling.

Ab initio protein structure prediction problem is notorious for its difficulty, but
it will be of tremendous impact if noticeable improvement in prediction accuracy
is possible. In typical ab initio protein structure prediction methods, a free energy
model is designed and the conformational space is searched to find the structure
corresponding to the lowest free energy state by a technique called global opti-
mization, as illustrated in Fig. 12. As discussed above, current force field models
are not satisfactory for such purposes, and many knowledge-based methods that
use information from available structure and sequence databases are being cur-
rently employed extensively.

Homology modeling typically follows three steps; template selection, sequence
alignment, and model building. Template selection requires searching the protein
structure database for evolutionally related, homologous proteins that have similar
sequences to the target protein. Alignment of target protein sequence to template
sequences to find sequence correspondences between related proteins is also a
difficult problem, and many bioinformatics techniques are being used. Pairwise
sequence alignment generates an alignment between two sequences, and it can be
solved exactly and efficiently given a scoring function for each correspondence
between amino acids by using a method called dynamic programming. An
example is shown in Fig. 13, where the sequence of an adrenergic receptor
(ADRB2_1) and that of a dopamine receptor (DRD3_1) are compared. Multiple
sequence alignment generates a simultaneous alignment of multiple sequences as
in Fig. 13, but finding the exact solution for a given scoring function takes a
tremendous amount of computation time (proportional to the product of the lengths
of sequences). Moreover, it is also hard to find a good scoring function for multiple
sequence alignment. Multiple sequence alignment can be useful for protein
structure prediction because different parts (that aligns well with the target) from
different template structures can be combined together to build better models than
using a single template structure. Many heuristic methods therefore have been
developed for multiple sequence alignment.

Nr

)NE(r

Fig. 12 Ab initio protein
structure prediction requires a
good free energy function
that places a native-like
structure at the global
minimum and a powerful
global optimization method
that searches for the global
minimum efficiently
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Multiple sequence alignment is also used in many biological studies because it
can give a lot of information related to function. Amino acids are mutated over
time during protein evolution, and sequence alignment can reveal how protein
sequences have evolved to maintain protein functions or to acquire new functions.
For example, how important each amino acid is for the function of particular
protein can be answered by comparison of sequences of related proteins with
similar functions. In the pair alignment in Fig. 13, One may see that A (alanine) in
the first column is related to the common aspects of the two receptors as receptors
of neurotransmitters. The T (threonine) and N (asparagines) amino acid residues at
the fifth site may be thought to be related to the specific functions of the two
proteins that binds to different molecules, adrenaline and dopamine. Such relations
are seen more clearly when sequences of other adrenergic receptors and dopamine
receptors are also aligned together. This can be done even when experimental
structures are not available. A at the first column is indeed conserved throughout
all receptors, and T at the fifth column are conserved among adrenergic receptors
(whose codes starting with ADRB in Fig. 13), and N are conserved among
dopamine receptors (whose codes starting with DRD). It is also interesting to see
that the colored Q (glutamine) residue that appear later in the sequence in Fig. 13
is common between the two receptors ADRB2_1 and DRD3_1, but they are not
well conserved among the two types of receptors in multiple sequence alignment.
It is therefore said that ‘‘Two homologous sequences whisper, a multiple align-
ment shouts loudly’’, emphasizing that more information can be obtained by
multiple alignment of a large number of related proteins.

Since the two sequences are similar, they have similar structures, as shown in
Fig. 14. However, in less conserved region colored darker, the structures are a
little bit different. This type of less conserved region may be problematic in
homology modeling because the model structure constructed using the template
information is less reliable. Modeling methods for dealing with such cases are also

Fig. 13 Example of sequence alignments. Pairwise sequence alignment above and multiple
sequence alignment below. Each letter represents amino acid. Gaps represented as dashes are
amino acid deletions (or insertions from the view point of the aligned amino acids). T-COFFEE
[3] was used to generate the alignment. Sequence comparison of homologous proteins by such
alignment can reveal relation between sequence and function. Because function is intimately
related with structure, good sequence alignment is essential for structure prediction
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available. For example, protein loop modeling methods can be used to model
unreliable connector regions. Loop modeling is a small ab initio prediction
problem and is much more useful than the full ab initio protein structure prediction
because of smaller conformational space to search.

In conclusion, homology modeling is accurate enough if good templates are
available. Homology model structures can be used for drug design or functional
study in such cases. Ab initio modeling has found much less applications at the
present level of technology so far.

6 Normal Mode Analysis

Normal mode analysis provides an alternative to molecular dynamics simulations
for the study of large-magnitude motions of macromolecules. The time scale
accessible to theoretical work is extended with normal mode analysis, and this
approach has been proven extremely useful for studying collective motions of
large biological systems. Low-frequency, slow modes are often related to
conformational changes which are directly relevant to biological functions, as
mentioned in introduction. For example, in Figs. 15 and 16, low-frequency
vibration motion of a HIV protease monomer and a dimer protein are illustrated.
Such motions are related to the peptide cleavage function performed by the
protein. Such collective motions involving a cooperative movement of a large
number of atoms are hard to observe in MD simulations of typical lengths
(\100 ns), but have been accessible with longer simulations of ls * ms range.

Normal mode analysis is performed on a system at a local minimum, assuming
that the potential is harmonic:

Uðx1; x2; � � � ; x3NÞ ¼ Uðx0
1; x

0
2; � � � ; x0

3NÞ þ
1
2

X
i

X
j

o2U

oxioxj






x¼x0

ðxi � x0
i Þðxj � x0

j Þ;

Fig. 14 Sequence alignment
and corresponding structure
for the two proteins with
codes ADRB2_1 and
DRD3_1. The colors in the
structures follow those of the
corresponding regions of the
sequences
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where each component of coordinate is written as x explicitly. The Hamiltonian of
the system is then

HðxÞ ¼ 1
2

X
i

mi _x
2
i þ UðxÞ:

Working in the mass-weighted coordinates Xi ¼
ffiffiffiffiffi
mi
p ðxi � x0

i Þ; the Hamiltonian
becomes

HðXÞ ¼ 1
2

X
i

_X2
i þ

1
2

X
i

X
j

o2U

oXioXj






X¼X0

XiXj:

Fig. 15 A low-frequency mode of HIV protease monomer [4] calculated with anisotropic
network model [5]. Flapping motion of the beta-turn colored green on the left which covers the
active site is captured

Fig. 16 A low-frequency
mode of HIV protease dimer
[4] calculated with
anisotropic network model
[5] that shows a swing motion
of a monomer relative to the
other
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A transformation from the mass-weighted coordinates to decoupled modes is
made by diagonalizing the mass-weighted Hessian (harmonic force constant
matrix) to obtain

HðqÞ ¼ 1
2

X
i

_q2
iþ

1
2

X
i

x2
i q2

i :

The eigenvalue xi corresponds to the frequency of each mode, mi ¼ xi=2p;
and the eigenvector corresponding to the eigenvalue gives a set of weights of the
mode along the Cartesian coordinates. One can also calculate energy, free
energy, entropy of this harmonic system at finite T using statistical mechanics
equations.

Force field can be used as the potential energy for normal mode analysis.
Because an experimental structure is not at the minimum of the potential, energy
minimization has to be carried out first. For normal mode analysis, very thor-
ough energy minimization is necessary with final gradient very close to zero,
compared to the relaxation step before MD simulation. However, it is very time
consuming to get good convergence in energy minimization for a large, complex
structure, and it takes a large amount of computer memory and time to diago-
nalize a huge Hessian matrix. Using force field would be impractical for large
complex systems that have hundreds of thousands of atoms. Alternative methods
that consider simple coarse-grained model and assumes a harmonic potential
with minimum at the experimental structure and with elastic springs connected
between close interaction points in the structure have become very popular. Such
models (Gaussian network model, elastic network model, or anisotropic network
model) provide excellent description of low frequency modes of complex
macromolecules. It is convenient that experimental structure is already at the
minimum because no energy minimization is necessary. It is also interesting that
the level of coarse graining (how many interaction points are to be considered)
do not affect the low-frequency mode a lot. A much smaller size of Hessian
matrix can therefore be used compared with all-atom force field. However,
unlike molecular mechanics force field, absolute magnitudes of frequencies are
not obtained. Only relative values are obtained within a scaling factor, and the
scaling factor can be evaluated from experimental data such as crystallographic
B-factor. B-factor describes how much thermal fluctuations each atom show in
crystal, and can be easily calculated from the eigenvalues and eigenvectors. In
Fig. 17, B-factor for each residue in the HIV protease dimer calculated from
anisotropic network model is compared with experimental values after fitting the
scaling factor for the force constant. Using this scaling factor, the frequency of
the mode drawn in Fig. 16 is about 6 THz. The force constant here is calculated
to be 2.5 kcal/mol Å2, which is one tenth of that estimated from a Lennard-Jones
interaction in introduction, but the mass is about 10 times larger, giving a similar
frequency in the THz range.
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7 Conclusion

In this part, computational methods for biomolecular modeling such as molecular
dynamics simulation, protein structure prediction, and normal mode analysis have
been reviewed after introducing protein structure and force field. Biomolecular
modeling methods can be useful for studies of their structures, dynamics, and
biological functions. There is no unique answer to each modeling problem, and
different combinations of different methods may have to be used depending on the
nature of the given problem. Therefore, it is very helpful and sometimes necessary
to understand pros and cons of different modeling methods clearly. Although
molecular modeling has become relatively easy to execute with a bunch of
available open and commercial software programs, a naive use of methods often
results in meaningless results. THz spectroscopy covers time and length scales that
are hard to be accessed with other popular experimental methods such as X-ray
crystallography, NMR and, CD spectra. However, it would be challenging to
interpret THz spectra of biomolecules satisfactorily. At least the biomolecular
modeling methods explained above may play some role in understanding the
spectra. Possible difficulties may arise in including the effect of anharmonicity of
the potential energy, in obtaining the average over thermodynamic ensembles, and
taking into solvation effect in all aspects of calculations, for example, and such
problems may be tackled on problem-specific bases.

Acknowledgment I thank Junghyun Choi, Gyu Rie Lee, Dongseon Lee, and Hahnbeom Park for
preparing the images in this part.

Fig. 17 B-factor calculated from anisotropic network model compared with experimental value
for each amino acid residue of HIV protease dimer structure [4]
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Emotion

Sukwoo Choi

It was widely accepted that emotion such as fear, anger and pleasure could not be
studied using a modern scientific tools. During the very early periods of emotion
researches, psychologists, but not biologist, dominated in studying emotion and its
disorders. Intuitively, one may think that emotion arises from brain first and then
bodily responses follow. For example, we are sad first, and then cry. However,
groups of psychologists suggested a proposal that our feeling follows bodily
responses; that is, we feel sad because we cry! This proposal seems counterintu-
itive but became a popular hypothesis for emotion. Another example for this
hypothesis is as follows. When you accidentally confront a large bear in a
mountain, what would be your responses?; you may feel terrified first, and then
run, or you may run first, and then feel terrified later on. In fact, the latter
explanation is correct! You feel fear after you run (even because you run?). Or,
you can imagine that you date with your girl friend who you love so much. Your
heart must be beating fast and your body temperature must be elevated! In this
situation, if you take a very cold bath, what would you expect? Your hot feeling is
usually calmed down after this cold bath; that is, you feel hot because your heart
and bodily temperature change. While some evidence supported this hypothesis,
others do not. In the case of patients whose cervical vertebrae were severed with an
accident, they still retained significant amount of emotion (feelings!) in some cases
(but other patients lost most of emotional experience). In addition, one can
imagine that there would be a specific set of physical responses for specific
emotion if the original hypothesis is correct (e.g. fasten heart beating and redden
face for anger etc.). However, some psychologists failed to find any specific set of
physical responses for specific emotion, though others insisted that there existed
such specific responses. Based on these controversial observations, another
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hypothesis was proposed; that is, we feel first, and then have physical responses.
These two hypotheses seem contradictory to each other, but detailed examination
on these hypotheses waited for the development of new analytical tools.

1 Cortical and Subcortical Brain Subregions Involved
in Emotion

Roughly speaking, the cortex is in charge of conscious parts of emotion, whereas
the subcortical structures take part in unconscious parts of emotion, more like
reflex-type functions. The activities of the subcortical structures appear to be
directly activiated by sensory inputs or imaginary inputs from past experience, and
to respond with a minimal delay. These subcortical reactions happen without
conscious experience, but they are represented as bodily responses dictated by
both the anotonomic nervous and hormonal systems. The cortex may detect
changes in both the bodily responses and subcortical structures and interpret them
along with past emotional experience. So called ‘feeling’ may result from cortical
activation and it may be conscious experience including sensing of emotion-
aroused bodily responses. Now we can re-interpret the incident in which someone
confronted a big bear in a mountain. When this person saw the bear, his or her
amygdala was activated by visual stimuli (bear) before conscious recognition of
what’s happening. The activated amygdala produced a reflextive reaction, that is,
running out of the site. Then this person realized what happened to him or her, and
felt fear including sensing bodily responses.

In the following paragraphs, we will review subcortical brain structures
involved in emotion. Currently, cortical subregions involved in emotion remain to
be elucidated, and hence, description of cortical functions involved in emotion
needs more researches in the future.

2 Fear

Among emotion, fear has been extensively studied mainly because animal model,
in which fear is measured quantitatively, was available. When the temporal lobe of
the cortex including the amygdala, a small almond-like structure, is lesioned in
mammals including rats, mice and humans, then the experimental subjects or
humans do not feel fear at all or cannot retain fear memory. Astoundingly when
the amydala is lesioned in mice or rats, then these rats or mice play with cats until
they got killed by the cats. In addition, whenever the amygdala is electrically
stimulated in a patient during brain surgery, then the patient tells a surgeon that he
or she feels fear. Therefore, ample evidence strongly suggests that the amygdala is
enough and sufficient for fear experience and expression.

338 S. Choi



Valuable contributions of Drs. James McGaugh (UCLA), Mike Davis (Emory
University) and Joseph E. LeDoux (New York University) to the field of fear and
its memory has shed light on better understanding of molecular and cellular
mechanisms underlying emotion and its memory. Especially, their works have
concentrated on fear and its memory. These extraordinary neuroscientists used a
simple pavlovian paradigm of fear conditining. In this simple behavioral testing
(called pavlovian fear conditioning), rats or mice are placed in a small chamber,
presented with a monotonous tone (usually 1–10 KHz) for 30 s, and then shocked
electrically at the end of the tone presentation. These rats or mice learn to associate
the tone with the shock, and hence, conditioned rats or mice can retrieve the
original fear with the painful shock whenever they are presented with the same
tone. This tone-associated fear memory is known to last across the lifetime. Using
this particular animal model, there has been tremendous progress in this field.

3 Anger

As shown in the case of fear, anger also has a specific subregion of the brain, called
posterior hypothalamus, which is enough and sufficient for anger and its memory.
Most of experiment for anger was done using cats in which anger can be easily
elicited and measured. One group of experimenters has done clever but bit cruel
experiments to characterize brain subregions required for anger. What they did are
as follows. They first removed most of the cortex in the cat. This cat seemed to be
very volatile (or very easy to make this cat angry); that is, small touch was
sufficient to elicit anger. This simple experiment tells us that the cortex somehow
inhibits anger in naïve cats. Then this group tried to pinpoint a subregion of the
brain, which is required for anger expression, by destroying a potential subregion
of the brain. When they destroyed a posterior part of the hypothalamus (hypo-
thalamus is known to involve autonomic nervous reaction and hormonal control),
this cortex-removed cat ceased to express anger! Other groups of scientists per-
formed another type of experiment to determine whether the posterior hypothal-
amus itself is sufficient to elicit anger. They implemented very thin electrode into
the hypothalamus and presented very weak electricity. Whenever the electrode-
implemented cat was stimulated electrically, the cat became angry! Therefore, the
posterior hypothalamus is enough and sufficient for anger just like the case of the
amygdala for fear.

4 Pleasure

Unlike the case of fear and anger, it was very difficult to establish an animal model
in which pleasure is measured quantitatively. One clever scientist at McGill
University improvised a very simple animal model which can be used to study
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emotional processes for pleasure (or addiction). This model is simply a self
stimulation paradigm; that is, very thin electrode is inserted into selected subre-
gions of the brain, and then the switch (lever) for this inserted electrode is given to
the electrode-inserted rats or mice. These rats or mice first press the lever acci-
dentally, and if the lever press causes pleasure, then these rats or mice keep
pressing the lever to get further pleasure. One rat among experimental subjects
even did not eat any meals and died because this rat could not cease to press the
lever! One of the well characterized subregion of the brain required for pleasure
(even for addiction) is the nucleus accumbens. Just like the case of the amygdala
and the posterior hypothalamus, the nucleus accumbens is enough and sufficient
for pleasure; that is, destruction of the nucleus accumbens prevents experimental
subjects from expressing pleasure responses, whereas stimulation of this subregion
elicits pleasure responses.

The nucleus accumbens is also a center for addiction. Narcotic drugs are known
to increase monoamine neurotransmitters in this subregion of the brain. Serious
problems arise because one needs to inject far greater amount of the narcotic drugs
to get similar pleasure as compared with the very first injection of these drugs.
Usually these narcotic drugs are severely toxic above a certain dose, and some
addicted people may die from injection of overdosed narcotic drugs.

5 Conclusions

Although much more things will have to be elucidated for better understanding of
underlying mechanisms for emotion, recent progresses added valuable knowledge
to the field of emotion and its memory. First of all, emotion can be understood in
terms of a stimulus and response paradigm; that is, subcortical structures involved
in emotion receive ongoing stimuli, process them, and respond through our body.
These processes occur unconsciously. Our cortex seems to interpret our bodily
responses and subcortical acitivities along with our past experience, and to
synthesize so call ‘feelings’! Understanding of emotion and its memory is strongly
related with that of our consciousness, one of the fundamental questions in the
field of neuroscience.
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Part III
Terahertz Clinical Imaging



Imaging Biomarker

Hyuck Jae Choi and Joo-Hiuk Son

With recent technical development, new imaging methods are rapidly introduced
and creative use of them improves drug development and clinical application. But
small numbers of them are integrated in the clinical use. For this reason, under-
standing the meaning of biomarker and the methodological strategy for validation
are important. The purpose of this comment is to explore the basis for the use of
imaging biomarker in clinical setting.

1 Definition of Biomarker

The definition of a biomarker is ‘characteristic that is objectively measured and
evaluated as an indicator of normal biological processes, pathologenic processes,
or pharmacologic responses to a therapeutic intervention’ [1]. Biomarkers can be
grouped into those; ‘proof of mechanism’, ‘proof of principle’, or ‘proof of
efficacy’, depending on whether they demonstrate an interaction with and intended
target, a modification to a pathway, or effect on the intenede disease, respectively.
The last type of biomarkers can also be called ‘surrogate endpoints’ [2].

Clinical endpoints means biomarkers that show ‘how patient feels, functions, or
survives’ [1] (Fig. 1). Surrogate endpoints are designed to replace clinical
endpoints, since clinical endpoints are sometimes difficult to quantify and takes
relatively longer time to know the effect of exposure to risk factors. The mortality
often takes years to evaluate and the morbidity is often more subjective. For
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example, degree of pain is hard to objectively quantify. For this reason, surrogate
biomarkers are valuable if they can show the disease process earlier than clinical
endpoint more accurately.

The imaging biomarkers range from simple size measure to functional imaging,
such as MR diffusion or perfusion imaging. Imaging biomarker can be defined as
‘anatomic, physiologic, biochemical, or molecular parameters can be detected with
imaging methods used to establish the presence or severity of disease’ [3]. By this
definition, much of imaging can be a biomarker. Imaging biomarker has several
advantages over other clinically used biomarkers, such as biofluid (blood, urine,
etc.), tissue (biopsied or excised tissue), physiologic parameters (blood pressure,
electrocephalogram, electrocardiogram, etc.) (Table 1). The use of imaging bio-
markers in drug development is useful. First, using imaging biomarker, drug
company could choose one drug from many candidate drugs. Second, imaging can
provide noninvasive validation of results from animal or human. Third, imaging
can gradually show more subtle and small changes of disease (Fig. 2).

2 Validation of Biomarker

With use of imaging biomarkers we can improve the evaluation of medical ther-
apy. But it is important that imaging biomarkers should be validated before they
are used as a preclinical or clinical solution. For the validation, some criteria

Biomarkers

Clinical
endpoints

Surrogate
endpoints

in vivo

Imaging
biomarkers

Fig. 1 Scheme of imaging
biomarker (modified from
Schuster [5]) Imaging
biomarker, which are
adequately validated in vivo,
can be integrated into
surrogate endpoint
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Practical

Analytically
valid

Impractical

Analytically
valid

Clinically
valid

Clinically
valid

Fig. 2 Validation of
biomarker (modified from
Schuster [5]) Biomarker
should be validated in three
aspects (clinical, analytical,
and practical aspects). The
end results should be in
adequately validated area
(thick painted area)

Table 1 To and pro in clinically used biomarkers

Biomarkers

Biofluids
e.g. Blood, urine

Tissue
e.g. biopsy, surgery

Physiologic
e.g. blood pressure, 
EEG, ECG

Imaging
e.g. CT, MRI, PET

Focal
disease

Simple
Low cost

Non-
invasive

Follow
up

Imaging biomarker is non-invasive, easy to follow up, and has advantage in localize the disease.
But unlike biofluid and physiologic parameters cost is higher. Biopsied or excised tissues are
good surrogate biomarker but they have no other clinical advantages over the other clinically
used biomarkers
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should be satisfied. (a) The presence of the imaging biomarker is coupled with the
presence of disease or condition (b) the detection or quantitative measurement of
imaging biomarker is accurate, reproducible, and feasible (c) the measured
changes are closely associated with clinical endpoint [4].

Analytic and clinical validations are important steps in biomarker development
[5]. For analytic validation the following issues should be resolved; equipment
evaluation, procedure standardization, quality assurance protocols, reproducibility,
interrater variability, production and measurement of reference standards, sensi-
tivity to disease state, intersubject variance, image algorithm. Issues in clinical
validation are whether there is reliable association between imaging biomarker and
clinical endpoint, and whether its use as biomarker has favorable cost-effective
impact on disease management.

During development of the new biomarker, it goes through phases. The life
cycle of biomarker goes through phases (exploration, demonstration, character-
ization, and surrogacy) (Fig. 3). In exploration phase, there are clear evidences of
measurable biological process but no consistent link to clinical outcome. Usually it
is research based and there are multiple platforms. In demonstration phase, there is
probably association to clinical outcome but not reproducibly demonstrated. In this
phase biomarker is ‘probably valid biomarker’. But the scope is still narrow and
continued testing is further needed. In characterization phase, there is established
link to clinical outcome from multiple clinical trials. In this phase biomarker is
established biomarker and it can enable clinical decisions. In surrogacy phase,
biomarker can substitute clinical endpoint.

Smaller numbers of imaging biomarkers are accepted as surrogate biomarkers.
This is because of the lack of method standardization, diagnostic performance
(sensitivity, specificity, accuracy, etc.), inadequate validation of clinical endpoints.
The standardizing imaging methodology is very important issue for potential
imaging biomarker [6].

Explorati
on

• Clear evidence measures biological process
• No consistent link to clinical outcome

Demonst
ration

• Probably linked to clinical outcome, not reproducibly demonstrated
• “Probably valid biomarker” 

Characte
rization

• Established link to clinical outcome from multiple clinical trials
• “Known valid biomarker” 

Surrogacy

• Substitute for clinical endpoint evident from holistic evaluation of data
• “Surrogate endpoint” 

Fig. 3 Life cycle of biomarker: exploration, demonstration, characterization, and surrogacy
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For the understanding of validation process, it is useful to review clinical
example of imaging biomarker application. MR scans are often used to evaluate
lymph node metastasis in cervical cancer patients [7]. Lymph node size is the
imaging biomarker, with size of lymph node at the diagnosis affects the probability
of metastasis and the patient mortality. Use of MRI in the detection of lymph node
lesions is closely linked to lymph node metastases; MRI measurement of lymph
node size is accurate, reproducible and feasible over time. Furthermore, reduction
of lymph node size after treatment (such chemotheraphy or radiotherapy) is linked
to prolonged survival. Since MRI measurement lymph node size is suitable for
validation criteria as an imaging biomarker, it can be used for this role. This
method may also be used to exclude imaging methods as an imaging biomarker,
when there is no strong association with true endpoint. Imaging biomarker which
meets the conditions mentioned above has potential to be valuable in daily
practice.

3 Magnetic Resonance Imaging

Magnetic Resonance Imaging (MRI) provides information about the resonance of
population of nuclei. The resonances are influenced by many environment factors
and MRI can detect the variety of physical and biological properties of interest,
such as chemical component, diffusion, and perfusion of tissues. MRI is already
useful imaging biomarker in daily practice. Aside from detection and size
measurement there are three major MR techniques used as imaging biomarkers,
MR spectroscopy (MRS), MR diffusion weighted imaging, and MR perfusion
imaging.

MR spectroscopic spectra are usually collected from spinning nuclei and are
from hydrogen nuclei (proton). The majority of MRS studies have been carried out
with proton spectroscopy because water is so abundant in human and readily
visible in MRI measurement. But spectra can also be obtained from phosphorus,
carbon and fluorine. However, these nuclei are in lower concentration in vivo, so
imaging is more difficult. Choline levels are known to be elevated in brain [8],
breast [9], prostate [10], colon [11] and cervical cancers [12]. Reduction of normal
metabolites as normal tissue is displayed by malignant tissue is also feature. For
example, N-acetyl aspartate (NAA), normally abundant amino acid in the brain,
is decreased in brain tumor. Although MRS was introduced many decades ago, it is
still prebiomarker for many clinicians because the reproducibility, comparability
among different centers are not still satisfactory. In addition, it needs additional
longer time compared with conventional MRI technique. Additional multicenter
study is needed for the validation of this technique.

MR perfusion imaging using dynamic susceptibility contrast (DSC) of brain
was developed in 1980s [13]. Recently DSC imaging is more widely available.
The contrast leakage in the blood vessel can cause an increase in tumor signal in
MRI and this can be quantified. The signal change is typically mathematically
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described as permeability or capillary surface area. However, due to the incon-
sistent results with dynamic contrast enhanced (DCE) images and DSC images
they are still in the pre-biomarker stage.

The diffusion or microscopic movement of water can be quantitatively mea-
sured with MRI[14]. They are used in the imaging of ischemic stroke. The dif-
fusion coefficient (Apparent diffusion coefficient [ADC]) reported by MRI systems
is an average of the water mobility of all directions. Tumors have more water
restriction compared with normal tissue and readily detected in MR diffusion
image. Although ADC is still pre-biomarker, there is wide agreement how to
acquire ADC data, and so this tool is good candidate for becoming imaging
biomarker soon.

4 Terhertz Imaging

The electromagnetic (EM) spectrum between microwave and infrared started to be
developed about two decades ago. This spectral region is called the terahertz gap,
the frequency ranging from 0.1 to 10 THz. The terahertz region has not been taken
advantage of due to difficulty of producing and detecting signals. Recently, with
the rapid advancement of ultrafast lasers and engineered semicondulctors, the
application of terahertz became feasible in the late 1980s.

Many groups have studied water in terahertz region to characterize the
molecular dynamics of water itself and to determine the effects of water in bio-
logical systems [15, 16]. Several groups have performed terahertz interactions with
DNAs [17, 18], RNAs [19], proteins [20], and polypeptides [21].

Recently terahertz researchers applied the terahertz techniques to clinical setting,
especially to tumors [22–26]. The difference of tumor and normal tissue mainly
depend on the degree of hydration in the samples. The sensitive detection of terahertz
EM waves to the content of water molecules in the tissue makes it possible for
terahertz device to differentiate tumor from normal tissue because cancerous tumors
contain more interstitial water compared with adjacent normal tissue. The higher
water content, combined with structural changes such as increased cell and protein
density, yield larger terahertz absorption and refractive index in tumor compared
with normal tissue.

Terahertz EM imaging should be further developed to become surrogate
imaging biomarker. The terahertz imaging in medical setting is in developing
phase among ‘life cycle of biomarker’. In clinical validation aspect, although there
are some studies reporting the difference of tumor and normal tissue in terahertz
imaging but there are still no study regarding the association of terahertz imaging
with clinical outcome. In analytic validation aspect, there should be considerations
about the equipment evaluation, procedure standardization, quality assurance
protocols, reproducibility, interrater variability, production and measurement of
reference standards, sensitivity to disease state, intersubject variance, and image
algorithm. In practical aspect, terahertz should find an adequate position in
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medical field. It is skin deep surface imaging due to high attenuation with water,
accordingly for terahertz to find a way to contribute in daily practice it should be
more portable and has easy access to the body inside, like endoscopy. When
terahertz imaging meets all clinical needs mentioned above, it can be a good
candidate for surrogate imaging biomarker.

5 Conclusion

New innovative potential biomarkers, including terahertz imaging, are developed
recently. Some of them may prove useful for managing cancer patients. However,
few biomarkers are accepted and integrated in clinical practice. There are many
issues to resolve for potential biomarkers to become surrogate marker. Although it
is not easy to resolve these many analytical and clinical validation issues, it is
important to know and consider all these necessary issues before and during
developing biomarkers. In addition, it takes considerable times for new biomarkers
to be accepted to clinicians. But the current trend in medicine, target specific
therapy, personalized therapy, may make many chances for the development of
new imaging biomarker in the future.
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Terahertz Medical Imaging

Joon Koo Han

1 Introduction

The past 30 years have witnessed the evolution of medical imaging. Imaging
technology has drastically improved medical care and, as a result, everyday life.
Since the discovery of X-rays by William Roentgen in 1895, doctors have used
radiography to diagnose many diseases of the internal organs for several decades.
The development of X-rays brought about a revolution in the field of medical
diagnostics. The peak of this revolution would begin in the 1970s when computed
tomography (CT), magnetic resonance imaging (MRI), and ultrasonography were
developed. Enormous progress in the field of computer technology has been
boosting the evolution of imaging technology since the 1990s. To date, medical
imaging innovations have focused on achieving excellent anatomic resolution and
contrast [1].

In the 21st century, the evolution of medical imaging continues to go beyond
anatomical and structural imaging (Fig. 1). More emphasis has been placed on
functional and molecular imaging techniques that can depict physiological and
cellular processes within body tissues [2]. As the demand for imaging at the
molecular and cellular levels is increasing, development of the new biophotonics
imaging techniques have gained momentum [3]. In the electromagnetic spectrum,
c-rays and X-rays are placed at the top of the frequency spectrum and are already
routinely used in clinical practices. Heading downward to low-energy electro-
magnetic regions, the optical and near-infrared imaging share great success in
biophotonics biomedical applications. Most radiologists and imaging researchers
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are familiar with optical imaging. In particular, optical coherent tomography
(OCT) has become an important medical imaging tool for evaluation of the retina.
Optical bioluminescence imaging is also a widely used imaging tool in in vivo
mouse experiments. Heading to terahertz (THz) wavelength region, THz imaging
and spectroscopy technologies are rapidly developing. THz imaging has no
established clinical application yet. However, THz imaging for skin cancer
detection has the potential to incorporated into routine clinical practice. Several
companies (e.g. TeraView Ltd, Cambridge, UK) has developed the probes for skin
cancer detection and undergone the clinical trials (Fig. 2).

We believe that THz radiation has unique benefits such as safety due to non-
ionizing nature and spectroscopic information over 0.1–3 THz. THz imaging can

Fig. 1 The changing paradigm of medical imaging (Courtesy of Dr. Choi, Seoul National
University Hospital)

Fig. 2 Commercial terahertz machine and skin cancer detection probe (TPITM imaga 2000;
TeraView Ltd, UK). Reprinted with permission from www.teraview.com
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survive in the tough battle between the various imaging modalities. In this part,
the authors discuss the characteristics of THz radiation and imaging system for
biomedical application and provide a short review of recent advances in THz
medical imaging application.

2 Terahertz Time-Domain Spectroscopy and Imaging

2.1 THz Imaging System

THz imaging is a novel imaging technique that uses photoconductive generation
and THz radiation detection that maps the interaction between THz radiation and
biological matter. In this part, we focus on THz imaging using the THz time-
domain spectroscopic (TDS) technique, which is widely used in the biomedical
applications of THz imaging [4]. This THz-TDS technique uses broadband pulsed
THz sources, which are typically photoconductive devices. The THz-TDS tech-
nique uses coherent detection to record the THz wave’s temporal electric fields,
meaning that the THz wave amplitude and phase can be obtained simultaneously.
The temporal waveforms can be further Fourier transformed to provide the spectra.
Generation and detection of pulsed coherent THz radiation enables spectroscopic
analysis and imaging. The THz-TDS system transmission mode is usually used for
spectroscopic analysis, while the reflection mode is usually used for biomedical
imaging configured by limited penetration of the THz wave into biological tissues.

Figure 3 shows a typical THz-TDS system in reflection mode used for medical
imaging [5]. Among various THz-TDS methods, the most established approaches
are based on photoconductive antennas [6], which use photoconductive switches
that are excited by mode-locked femtosecond pulsed lasers. Femtosecond pulsed
laser excitation of photoconductive switches cause rapid transients in the photo-
conductor carrier density and conductance.

2.2 Advantages of Using THz Imaging for Biomedical
Application

THz radiation has a number of properties that make it suitable for biomedical
applications. First, THz radiation is a safe, nonionizing radiation with very low
photon energy (only 4.14 meV in 1 THz radiation). The frequency of THz radi-
ation (1012 Hz) is much lower than that used for X-ray imaging (1020 Hz). This
frequency is insufficient to cause chemical damage to molecules or knock particles
out of atoms. Thus, THz radiation will not cause harmful ionization hazards like
those caused by X-rays, which was proven previous researches on keratinocytes
and neural cells [7].
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Second, THz pulsed imaging explores the THz frequency range of 0.1–3 THz,
which corresponds to a wavelength range of 3–100 lm. These wavelengths are
significantly larger than the size of scattering structures in tissues; thus, the scat-
tering effects of THz radiation should be considerably reduced compared with
those of optical techniques using radiations of shorter wavelengths, e.g. near-
infrared or visible radiation [8]. Besides, the wavelength is so short that sub-
millimeter resolution is readily achievable. Typical spatial resolution was 250 lm
laterally and 20 lm axially [9].

Third, THz pulsed imaging is a coherent technique for recording the THz
wave’s temporal electric fields. The THz pulse amplitude and phase can be
obtained simultaneously, and the temporal waveforms can be further Fourier
transformed to give the spectra. This allows precise measurements of the refractive
index and absorption coefficient of samples [8]. Broadband detection allows for the
acquisition of information over a wide spectral range at THz frequencies, and this
provides spectroscopic and potentially diagnostic information not found in other
modalities. The absorption is generally due to the chemical constituents of the
medium; thus, if specific signatures of disease could be measured, the technique
could provide diagnostic information. In addition, THz pulsed imaging is a time-
domain technique in which reflections of THz pulses from structures buried in the
tissue can be detected; therefore, depth information can also be obtained. Fur-
thermore, the THz pulsed imaging technique has a very high signal-to-noise ratio
(SNR) because of efficient elimination of the background noise with coherent
time-gated detection [10]. This high SNR allows for small refractive index
changes to be detected and imaged. In summary, THz pulsed imaging is a
coherent, time-gated, and low-noise technique that has the potential to provide
both structural and functional information due to its chemical specificity, which
enables the investigation of both morphological and chemical changes [11].

Fig. 3 Terahertz reflection mode imaging setup

354 J. K. Han



2.3 Interaction of THz with Biological Materials

A variety of medical imaging modalities make use of photons of all energies (X-
rays, c-rays, optical rays, infrared rays, microwaves, radiofrequency, etc.) or
ultrasound waves for imaging (Fig. 4). The interaction with biological materials
and the image creation processes differ substantially, but the common principle is
that those image modalities probe how biological tissues interact with them. The
various ways in which electromagnetic radiations interact with biological materials
range from electronic interactions at the very small wavelength X-ray region to the
larger molecular motions at the longer wavelength microwave region. THz pulsed
imaging explores low-frequency rotational and vibrational motions in molecular
systems [12].

THz radiation excites intermolecular interactions such as rotational and
vibrational modes in liquid water and probes weak interactions between molecules
[13] (Fig. 5). THz radiation’s interaction with biological matter such as water,
fat, and protein differ, so this imaging modality can be used to differentiate
between biological tissues. Indeed, the THz optical properties of freshly excised
healthy human samples of skin, adipose tissue, striated muscle, arteries, veins, and
nerves significantly differ in terms of refractive index and attenuation coefficient
[14].

Water and protein are the major ingredients of biological tissues, and most
diseases are accompanied with changes in the water content and protein structure.
Hence, our understanding of the interactions between these molecules and THz
radiation is very important. In particular, water shows a very strong absorption
spectrum with a broad peak centered at 5.6 THz, which is attributed to resonant

Fig. 4 Biomedical imaging modalities
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stretching of the hydrogen bond between water molecules [15]. Water still has
strong absorption in the 0.1–3 THz range used in THz pulsed imaging, making the
technique highly sensitive to water content [16].

The sensitivity of THz imaging and spectroscopy to the water content in
materials enables its use in the diagnosis of cancers and other diseases. For
example, cancerous tumor tissues contain more interstitial water than do healthy
tissues [4]. However, according to recent research using paraffin-embedded tissue
to exclude the water effect, other possible contrast parameters between cancerous
and normal tissues include cell density and protein content [5]. The higher water
content combined with structural changes such as increased cell and protein
density yields higher THz absorption and refractive index for cancerous tissues.

Since most biological tissues have high water content, the exceptionally high
absorption losses at THz frequencies make penetration through biological tissues
infeasible. For example, the penetration depth of a commercial THz machine
(TPITM imaga 1000; TeraView) is close to 1 mm in skin and 6 mm in fat [9]. This
is an important drawback of THz pulsed imaging for the evaluation of buried
lesions in the tissue. However, for investigations of surface features or shallow
tissues such as skin, this depth might be acceptable. Besides, the same high
absorption coefficient that limits tissue penetration also promotes extreme contrast
between substances with lower or higher degrees of water content, and this can
help show distinctive contrasts in medical imaging [6].

Fig. 5 Characteristic intermolecular interactions on the terahertz wavelength. Reprinted with
permission from [15]
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3 Applications in Medical Imaging

3.1 Skin Cancer

Skin is the most important target organ of THz pulsed imaging because it is
superficial and has thin layers. Normal skin comprises 3 main layers: the stratum
corneum (outermost), epidermis, and dermis (innermost). The layered structure of
skin is ideal for THz pulsed imaging since the technique uses the reflection from
an interface between layers with different refractive indices. In particular, the
optical time-delay of the multiple reflections of the different skin layers can
be used to estimate depth [17]. The important applications of THz skin imaging are
skin cancer detection and invasion depth analysis since deeper invasion indicates
worse prognosis. Therefore, the identification of each skin layer in the image is
important. The cross-sectional THz B-scan image can be useful for skin imaging
since it displays the skin depth profile (Fig. 6).

Considering that the axial resolution of conventional THz pulsed imaging is
20–40 lm, a stratum corneum thinner than the axial resolution cannot be distin-
guished. For example, on the forearm where the stratum corneum thickness is
usually \20 lm, the reflected waveform off the volar forearm was dominated by
the reflection off of the epidermis and the optical properties of this layer were
determined. However, on the palm of the hand, where the stratum corneum is
thicker, the system was able to resolve the stratum corneum [9, 18].

Fig. 6 Terahertz B-scan image of the edge of a volunteer’s hand. The grey-scale indicates the THz
amplitude. It is plotted against the optical delay (vertical axis) and x-position across the scanned
area (horizontal axis). The decrease in stratum corneum thickness across the x axis, from the palm
side (x = 30 mm) to the back side (x = 70 mm) of the hand is evident. Reprinted with permission
from [9]
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Skin cancer is one of the most common cancers worldwide. Non-melanoma
skin cancer comprises the majority of skin cancers, with a proportion of approx-
imately 75% basal cell carcinomas and 20% squamous cell carcinomas [19].
Surgical removal is the standard treatment method. However, local recurrence
frequently occurs after treatment due to remaining non-visible cancer cells outside
the resection margin. In fact, some infiltrative tumors can extend 15 mm beyond
the border that is visible to the naked eye at the skin’s surface. Surgeons want to
remove the cancer with wide safety margins to ensure complete resection; how-
ever, patients prefer to preserve as much normal skin as possible for cosmetic
reasons. To date, no methods have been established as standard diagnostic imaging
tools for skin cancer, even though several imaging modalities such as high-
frequency (20 MHz) ultrasonography, optical coherence tomography (OCT), and
multi-photon microscopy have been investigated [8]. Based on the data of many
ex vivo and in vivo studies presented by many groups in Leeds, Cambridge, and
TeraView, THz imaging has the potential to be a standard imaging modality for
skin cancer [8, 17, 18, 20–22].

Researchers at TeraView Limited, UK, along with surgeons and histopatholo-
gists, have extensively investigated skin cancers [4, 8, 22]. Woodward et al. [22]
used the THz pulses to study ex vivo basal cell carcinoma. Their study showed an
increase in absorption of the diseased tissue compared to the normal tissue, and
this was attributed to either an increase in the interstitial water of the diseased
tissue or a change in the vibrational modes of the water molecules with other
functional groups. This study showed that THz pulsed imaging is a very sensitive
tool. Among a total of 21 samples examined, the 17 samples that showed contrast
in THz imaging were confirmed as being diseased tissues, while the other 4
samples, lacking contrast, were not considered as tumors. Wallace et al. [8] also
performed in vivo measurements of basal cell carcinoma. In these studies, tumor
depth was estimated and compared to histological findings (Fig. 7).

Fig. 7 The visible images and THz images of skin cancer. (Area d—diseased; i—inflammation;
n, n1—normal). The (a) visible, (b) E(min) and (c) TPP time-domain images and (d) the
frequency-domain image of basal cell carcinoma and normal tissue. The solid and dashed lines
mark the boundaries of the diseased and normal tissue respectively. In the visible image, a region
of inflammation is present in the top left of the diseased tissue, just visible by the lighter region of
tissue, which is clearly visible in the THz images. Reprinted with permission from [28]
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3.2 Skin Burns

Skin burns are very common injuries in daily life. Most burns are superficial and
have few sequelae or complications. However, severe burns are morbid and
require extensive management including surgical or intensive care unit treatment.
Deep burn injuries also result in scarring that may cause joint contractures or
extremity loss [23]. Burn injuries are divided into 3 degrees according to depth:
superficial partial-thickness burn, deep partial-thickness burn, and full-thickness
burn. Distinguishing between superficial and deep partial-thickness burns is
important since deep partial-thickness and full-thickness burns require wound
excision and skin grafting, whereas more superficial burns can be managed more
conservatively [23].

Therefore, burn depth evaluation is essential in the management of burn inju-
ries. However, the most common methods for estimating burn depth are visual and
tactile assessment, which are frequently inaccurate. Moreover, these assessments
are subjective and dependent on the doctor’s experience. Thus, there has been a
strong demand for the development of an imaging tool for burn depth assessment.
To date, OCT and laser Doppler perfusion imaging have been used for burn depth
imaging [24–26]. However, both methods have the limitations of excessive optical
scattering and poor depth resolution.

There have been continuous efforts toward using THz techniques for burn
assessment. The potential of THz imaging as a tool for burn diagnosis was
demonstrated in 1999 using chicken breasts [27]. Recently, a THz reflective
imaging system based on direct detection was developed and used to obtain high-
resolution images of porcine skin with superficial burns [28]. The burned and
unburned regions of porcine skin demonstrated large, clear differences in THz
reflectivity (Fig. 8). The burned region contained less water and showed a less
reflective signal. Interestingly, the THz images also exhibited a ‘‘halo’’ sur-
rounding the burn areas that may correlate with the burn extent. Their results
indicate that the use of THz imaging may be promising for evaluating the severity
of skin burns, especially for characterizing the burn areas.

A recent study revealed that in vivo THz burn imaging provided valuable
information about physiological tissue responses such as edematous changes
since it is very sensitive to these fluid shifts [29]. The immediate response of skin
tissue following a burn is hyperemia or edema characterized by a sudden rush of
fluid to the burned region. After several hours, the response is organized into
3 regions: zones of coagulation, stasis, and hyperemia. The zone of coagulation at
the center of the burn is the irreversibly damaged area that contains destroyed cells
and denatured proteins. The zone of stasis surrounding the zone of coagulation
contains hypoperfused tissues. The zone of hyperemia forms the outer ring and is
characterized by edematous, hyperperfused tissues. Concomitant with the
appearance of these 3 zones are large local and systemic fluid shifts. Investigations
into these fluid shifts have concluded that local water concentration can increase
by as much as 80% within 10 min of an injury in a manner that is proportional to
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the depth of the injury [30]. Figure 9 demonstrates that THz imaging reflects the
fluid shift during acute burn injury.

Recently, Huang et al. [31] tried to study the depth information and reflection
imaging contrast of THz pulsed imaging of a skin burn. They showed that the time
of flight technique is able to reveal the depth profile and thus could be used to
evaluate burn depth. They used THz pulsed imaging to measure the thickness of
the stratum corneum on the palm beneath a plaster. THz radiation can penetrate
nonpolar materials such as gauze or plaster without significant image degradation,
and this property is beneficial in monitoring burn wounds without manipulating the
wound dressing.

3.3 Breast Cancer

Breast cancer is one of the most common cancers among women, accounting for
nearly 1 in 4 cancers diagnosed in US women. Incidence in the US between 2002
and 2006 were of the order of 400 cases in every 100,000 women depending on
race and age [32]. Around 90% of patients diagnosed will undergo surgery to treat

Fig. 8 Terahertz images of a pig skin sample. The lighter areas correspond to areas with more
reflective signals. The gray scale on each side of the image shows the signal level (mV).
a Uninjured skin. b Burned skin. c Burned skin beneath 5 layers of gauze. d Burned skin beneath
10 layers of gauze. Reprinted with permission from [29]
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the disease. Of these, 60% will undergo breast-conserving surgery and the
remainder will undergo mastectomy. In breast-conserving surgery, the primary
tumor and a margin of normal tissue are removed. At the present time, surgeons
use intraoperative clinical palpation of the excised specimen and radiography to
determine the tumor margins. These procedures can underestimate the tumor
extent. The specimen is then sent for routine histopathology, the gold standard for
determining whether the margins are free of malignancy, but is a time- and labor-
intensive process. In case of tumorectomy, around 22–59% of patients will require
a second operation, as the margins are invariably deemed not free of cancer during
histopathology [33]. There is a clinical need to be able to accurately define tumor
margins during surgery, conserve normal tissue, and minimize the number of

Fig. 9 Terahertz burn images displaying edema formation in an in vivo burn wound. Top left a
rat belly skin prior to the application of a heated brand. Top right a rat belly skin 10 min post-
burn showing acute influx of water throughout the region with non-burned areas reflecting as
much incident THz radiation as the burned areas. Bottom left [1 h post-burn showing a more
organized response in which the zone of increased water concentration begins to localize in the
region in which the brand contacted the skin. Bottom right burn injury after 7 h, by which time
the edema localized completely to the brand contact area and the surrounding skin returned to
normal, non-burned reflectivity. Additionally a dark, low reflectivity ring of the tissue is seen
along the periphery of the hyperhydrated brand contact area. Reprinted with permission from [29]
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required second surgical procedures. At the present time, no technology is avail-
able to accomplish these objectives.

Breast cancer is a good target of THz imaging because of the abundant fat tissue
involved. Breasts are composed primarily of fat tissue with low water content and
mammary tissue with high water content. Cancer that occurs in the mammary
tissue usually infiltrates into the adjacent fat tissue. Therefore, THz imaging,
which is very sensitive to tissue water content, can show the extent of breast cancer
due to the difference in hydration levels between the cancer and fat tissue. Fur-
thermore, the low water content of fat tissue enables deep penetration of THz
radiation. Therefore, THz imaging has the potential to be used as an intraoperative
imaging device to detect tumor margins or residual cancer tissues during a surgical
procedure. In fact, a hand-held probe was developed as an intraoperative tool for
the detection of breast cancer [34, 35].

Another potential advantage of THz imaging for breast cancer is its ability to
detect non-calcified breast cancer. In cases of breast cancer with microcalcifica-
tions, a surgical procedure can be guided by X-ray imaging. However, non-
calcified tumors are often missed during breast-conserving surgery because they
are neither visible by X-ray imaging nor palpable [36].

In collaboration with surgeons and histopathologists, Fitzgerald et al. [36]
have investigated the feasibility of terahertz imaging for mapping tumor margins
in freshly excised human breast tissue. Several samples of excised breast tissue
were imaged, and parameters from the time-domain pulse were used to provide
contrast. The size and shape of the tumor regions in the THz images were
compared with the corresponding histological sections. Figure 10 compares a
THz image of excised breast tissue with its histological sample for which a good
correlation was found. The correlation coefficient for the tumor area on the THz
images compared with those on the photomicrographs of 22 specimens with
invasive ductal carcinoma or ductal carcinoma in situ was [0.82, and the median
Spearman rank correlation coefficient, which correlated the shapes on the THz
images with those on the photomicrographs, was 0.69. Pickwell and Wallace

Fig. 10 A photomicrograph (a) and THz image (b) of the breast cancer [black outline in (a)].
Reprinted with permission from [36]
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also performed a spectroscopic study and observed a higher absorption coeffi-
cient and refractive index for cancerous breast tissues compared with those of
normal breast tissues [9].

3.4 Dental Imaging

Since the use of THz pulsed imaging in medical applications is currently limited to
the evaluation of surface features, another potential application of THz imaging is
the diagnosis of dental caries [6]. Interestingly, dental imaging was the first dis-
eased tissue studied using THz imaging [37]. Human teeth have 4 components: the
enamel, dentin, cementum, and pulp (Fig. 11) [38]. Enamel is composed primarily
of inorganic crystals (96%), with only a small amount of water (3%) and organic
matrix (\1%). Dentin constitutes the bulk or body of each tooth and serves as a
protective covering for the pulp’s connective tissue. It contains approximately
68% inorganic hydroxyapatite complex and is second only to enamel as the most
highly mineralized body tissue [39]. Organic components comprise approximately
22% of dentin, and collagen is its major protein. Cementum is the thin, calcified
tissue that covers the tooth roots, and it contains fewer minerals than do the bones
or dentin. The pulp is the soft-tissue component of the tooth in which blood vessels
and nerve branches reside. THz of extracted human teeth is presented in Fig. 12,
which shows that each layer of the human tooth structure is characteristically
different from the others.

Early caries are a result of mineral loss from enamel, and this causes a change
in the refractive index within the enamel [40]. The change in refractive index

Fig. 11 Tooth structure
comprising 4 components:
the enamel, dentin,
cementum, and pulp
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means that small surface or subsurface caries that are not detected by the human eye
can be detected using THz imaging (Fig. 13). Early caries detected at the initial
stages of demineralization are reversible and can be treated without drilling [6].

3.5 Corneal Hydration Measurement

Corneal hydration measurement is a good potential application for THz imaging.
The cornea is the transparent front part of the eye that covers the iris, pupil, and
anterior chamber. The cornea refracts light to contribute to the eye’s focusing
power. Some kinds of corneal dystrophies and dry eyes are related with the dis-
turbed cornea’s water-regulating process [41]. Keratoconus exhibits nonuniform
changes in the water concentration of the cornea [42]. Corneal hydration is also be
perturbed by LASIK surgery or excimer laser ablation, both of which are photo-
refractive correction procedures [43]. However, there is no available clinical tool

Fig. 12 a Photograph and (b) terahertz transmission amplitude image of an extracted human
tooth. Using the differences in terahertz peak amplitude, an image was taken of a sample tooth.
Their exposure to THz radiation disclosed that each tissue layer has a characteristic difference
from the others. Reprinted with permission from [38]

Fig. 13 A 210-lm-thick vertical section of a human molar. The areas highlighted by the dashed
boxes are enamel caries. (a) A light microscopy photograph of the sample. (b) An image
generated by plotting the terahertz (THz) pulse intensity change as it passes through the sample at
different x and y values corresponding to the sample’s THz absorption map. Note that caries are
detected in this way and dentin and enamel are differentiated. Reprinted with permission from
[53]
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to measure corneal hydration. Theoretically, THz imaging may be a suitable tool
for measuring corneal hydration in vivo because the cornea surface is smooth and
the cornea contains a homogenous water content [29].

A recent study with extracted ex vivo porcine corneas showed that THz
imaging can measure the changes in corneal hydration while drying the cornea
[44]. In this experiment, the extracted cornea was mounted onto a flat geometry by
pressing against a quartz window. THz imaging showed clear preferential drying
from the outer edges, as the border closes further in towards the center with each
subsequent frame (Fig. 14). Comparison of 9 corneas hydrated from 79.1 to 91.5%
demonstrated an approximately linear relationship between THz reflectivity and
water concentration. These results suggest that THz imaging has the potential to be
used for corneal hydration measurement.

3.6 Other Potential Applications

A THz endoscopy system may extend the medical application of THz imaging to
the internal organs of the body such as the gastrointestinal (GI) tract or joints.
Endoscopy is widely used for the diagnosis of diseases in the GI tract, including
the stomach and colon. Arthroscopy is also an essential diagnostic and surgical
tool in orthopedic surgery. Additionally, the use of laparoscopic surgery has been
rapidly increasing. There have been efforts to develop a fiber-coupled THz-TDS
system [45, 46]. Recently, a miniaturized fiber-coupled THz endoscope system
was developed [47] that utilizes a photoconductive generator and detector driven
by a mode-locked Ti:sapphire laser through dispersion-compensated optical fibers.
With the generator and detector attached in a parallel manner, the endoscope head
is only 8 9 6 mm in size, small enough to be inserted into a human body
(Fig. 15). In the near future, a THz endoscope system will be integrated into a
clinical endoscope system.

Fig. 14 THz image of an drying porcine cornea at (upper-left to lower-right) 84.74%, 78.64%,
75.27%, 70.25%, and 66.06% water content by mass. Reprinted with permission from [44]
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There has been much research regarding the potential applications of a THz
endoscopy system such as THz imaging of the GI tracts and articular cartilage. In a
recent thesis paper, THz imaging was performed for ex vivo samples of both
normal and diseased human colonic tissues [12]. The results of the colon cancer
and adjacent normal tissue study, which used binary logistic regression analysis of
time-domain reflected signals, revealed a sensitivity of 89.2% and a specificity of
71.4% between regions identified as healthy and those deemed dysplastic in the
tissue samples. A recent study for THz imaging of ex vivo knee cartilage showed
that THz imaging has the potential to estimate cartilage thickness using optical
delay between the reflections of different layers within the cartilage [48].

4 Technical Consideration for Medical Imaging

Several technical issues must be considered for implementation of the THz imaging
systems for in vivo medical imaging. Recently, Pickwell-MacPherson et al. [34]
reported an excellent review of the practical considerations for in vivo THz
imaging. In this part, they briefly discuss the technical considerations from the
point of view of clinical doctors.

The penetration depth is the most crucial issue in in vivo imaging. The role of
imaging is not only to diagnose the disease but also to assess its extent. For
example, the standard treatment of skin cancers other than melanoma is surgical
skin excision, Mohs micrographic surgery, etc. [19]. Preoperative information
about tumor invasion depth is essential for surgical planning. Even during the

Fig. 15 a Experimental set-up for the terahertz endoscope. b Side view of the module. c Front
view of the module. Reprinted with permission from [47]
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surgical procedure, a continuous effort to identify the tumor margin is necessary to
achieve complete excision. As incomplete tumor removal is the most common
cause of recurrence, identification of tumor extent is directly related to prognosis.
It is similar in the diagnosis and treatment of breast cancer.

As water has strong absorption across the THz range, the attenuation of THz
radiation of various tissues differs according to their water content. The penetra-
tion depths range from a few hundred microns in high water-containing tissues to
several centimeters in high fat-containing tissues [9, 49].

The penetration depth of THz radiation also depends on the SNR of THz
imaging technology. If a THz imaging system uses high-power THz radiation for
greater penetration or if the weak signal reflected from the deep layer can be
sensitively detected, information about the deep tissue layer can be collected. THz
radiation can penetrate much deeper in fat tissue than in water or skin for a given
SNR [34].

Current THz imaging systems have a relatively low SNR, limiting their pen-
etration depths. Indeed, systems such as quantum cascade lasers [50] and higher
power systems [51] were introduced in order to deliver high power and increase
the SNR [12]. The SNR may also be improved through the development of more
sensitive detectors [52].

Spatial resolution is another important issue in in vivo imaging. The resolution
of conventional THz imaging systems is limited by the wavelength [4]. Higher the
frequency of THz radiation, better is its spatial resolution. For example, the lateral
and axial resolutions obtained with a THz system at 3 THz are 150 and 20 lm,
respectively, while those obtained at 1.5 THz are approximately 300 and 40 lm,
respectively [9]. However, high-frequency THz radiation cannot penetrate as far as
low-frequency THz radiation. Besides, the THz signal power is also lower at
higher frequencies. Therefore, the penetration and beam power limits of high-
frequency THz radiation reduce its spatial resolution [34].

The conventional resolution is not enough for cellular or molecular imaging
trends in medical imaging technology. Doctors expect the imaging at least at the
cellular level to enable cell tracking. The current THz imaging is used in a far field
with its beam focused using off-axis parabolic mirrors or low-loss dielectric lenses.
However, various near-field imaging technologies are under development to
overcome the current resolution limitation.

Other critical issues include scan time and a user-friendly interface. Scan time
has not gained much interest in the research laboratory. Physicists in the laboratory
can easily understand the basic structure of the THz imaging system. However, the
clinical setting is totally different from the laboratory setting, and clinical doctors
are rather customer-minded. Clinical doctors always consider the advantages and
disadvantages when choosing a diagnostic imaging modality. The most important
considerations are safety and diagnostic information. The next important consid-
erations are a user-friendly interface, scan time, and cost effectiveness. For
example, in the 1970s, when the CT scan was in its early stages of development,
it was scientifically regarded as a fascinating novel imaging tool. However, the
clinical use was greatly hampered by radiation exposure, poor image quality, long

Terahertz Medical Imaging 367



scan time, large-sized equipment, and cost. CT scanners become an essential
diagnostic tool only after many commercial vendors improved them to meet
doctors’ demands such as short scanning time, image reconstruction for easy
understanding of the patient’s condition, and affordability.

Currently, a commercial THz imaging probe (TeraView) features a line scan
mode that scans the length of the quartz window to acquire a 2D image. In this way,
the probe can acquire up to 100 pulses per second [34]. As such, it takes 200 s to
obtain a 2D data of a 3 9 4 cm image with 250-lm spatial resolution that is
composed of approximately 20,000 pixels. This acquisition rate has been achieved
over the past decade by extensive research for the engineering of THz imaging
systems. We hope and expect to achieve a faster acquisition rate, nearly real-time
imaging, in order to seamlessly use THz imaging during surgical procedures.

The system geometry, acquisition rate, image resolution, and penetration depth
are important aspects that must be carefully considered during the development of
a THz system for in vivo imaging. It is crucial to realize that both the quality of the
THz source and the fundamental optical properties of the sample of interest affect
the resulting image resolution and penetration depth. Specifically, the bandwidth
and SNR of the THz source affect the axial resolution and penetration depth,
respectively. The axial resolution and penetration depth also depend on the
refractive index and absorption coefficient: a given bandwidth and SNR samples
with a higher refractive index can achieve a lower axial resolution while samples
with a lower absorption coefficient have a deeper penetration depth. Thus, it is
important to be aware of source and sample parameters to deduce the theoretical
capabilities of the system.

5 Conclusion

Still, THz imaging is in the early stages of development. However, it has great
potential to be a valuable imaging technique in the future. Over the past decade,
great advancements in THz generation, THz detection, and THz imaging have
been made. Biomedical applications of THz imaging technology also have drawn
immense interest. However, other research-based imaging technologies such as
optical coherence tomography, high-frequency ultrasonography, near-infrared
spectroscopy, confocal Raman microspectroscopy, multiphoton microscopy are
also rapidly developing and currently offer greater penetration, better resolution,
and specifically targeted contrast mechanism [6]. Competition between these
imaging modalities is fierce and THz imaging should find the niche. It might
be high sensitivity of THz signal to water content or imaging capability of sub-
surface structure. Indeed, the first few hundred micrometers from the tissue surface
are hard to image with other imaging technologies.

In order to move THz imaging from the laboratory to the clinic, acceptance by
the medical community and further inclusion of clinicians in THz imaging
research field are very important. In addition, continuing improvements of imaging
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technology in terms of compact size, low cost, robust and user-friendly systems
should be also achieved as well as improvements in fundamental technologies. We
hope that THz imaging becomes a household word within a few decades, as have
radiography, CT, MRI, and ultrasonography.
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Principles of Tomography Imaging: From
X-ray CT, MRI to THz Tomography

Chang-Beom Ahn and Hochong Park

1 Introduction to Digital Image

A digital image is a digital representation of a 2D (dimensional) image which is
expressed mathematically by a 2D matrix of pixel (picture element) values where
each element position corresponds to the pixel location in 2D space. To specify a
digital image, some parameters related to the image format need to be defined. The
image width, w, and the image height, h, in the number of pixels are necessary.
Then, the image consists of w 9 h pixels and is called a w 9 h pixel image, and the
dimension of corresponding matrix is also w 9 h. In a digital image, the pixel values
are expressed in a bit format. Hence, the number of bits assigned to each pixel value
needs to be defined. If the value is represented with b bits, each value is an integer
between 0 and 2b - 1, and can represent 2b different colors. In this way, the overall
number of bits required to represent the given digital image becomes b 9 (w 9 h).

For a grayscale image, the pixel value defines the darkness at each pixel
position, and 0 represents black and the maximum value, 2b - 1, represents white.
For a color image, in general, a specific color is defined by a superposition of three
fundamental colors—red, green and blue, and each pixel value is expressed by a
3D vector, [R G B]T, where element defines the superposition weight in color
mixture. Therefore, if b bits are assigned to each pixel of color image, b/3 bits are
usually assigned to each fundamental color. In this case, [R G B] = [0 0 0]
represents black and [R G B] = [2b/3 - 1 2b/3 - 1 2b/3 - 1] represents white.
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For example, a simple 4 9 4 pixel grayscale image in Fig. 1a is defined mathe-
matically by a 2D matrix in Fig. 1b if b = 4. Figure 1c shows the same matrix in a bit
format, and Fig. 1d shows the 16 different colors for 4-bit grayscale image.

There exist many factors that determine the quality of image. When a physical
size of image is given, the number of pixels defines the spatial resolution. Fig-
ure 2a–d shows images with the different number of pixels; with the small number
of pixels, the fine detail of object cannot be expressed and a very coarse image in
space results. The number of bits per pixel determines the color depth of image; as
shown in Fig. 2e and f, the small number of bits results in a very coarse image in
depth. Therefore, when the total number of bits, q, for an image is given, it is
important to design the appropriate number of pixels, w 9 h, and the number of
bits per pixel, b, such that q = b 9 (w 9 h).

2 Imaging System

The simplest method to obtain a digital image of a given object is the serial
acquisition of the pixel values in a 2D grid. As depicted in Fig. 3, a transmitter
outputs a certain pulse to the object such that it is focused at a point of object
surface, and a detector receives the reflected waveform. The shape of received
waveform depends on the surface characteristic of the object at a given position,
and its energy is stored in a digital format with the given number of bits. The
object moves sequentially in a 2D grid, and the values at all positions are acquired,
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Fig. 1 a A 4 9 4 pixel grayscale image. b A matrix representing the image (a) with b = 4. c A
matrix representing the image (a) with b = 4 in a bit format. d 16 different grayscale when b = 4
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resulting in the image of the object surface. Of course, the specific image data
varies with the kind of pulse used because the reflectivity depends on the physical
characteristics of the pulse.

Fig. 2 Examples of image
with the different number of
pixels and the different
number of bits per pixel.
a 256 9 256 pixels, 8 bits/
pixel. b 128 9 128 pixels,
8 bits/pixel. c 64 9 64
pixels, 8 bits/pixel.
d 32 9 32 pixels, 8 bits/
pixel. e 256 9 256 pixels,
4 bits/pixel. f 256 9 256
pixels, 1 bit/pixel

Trasmitter

Detector

Object Move 
in a 2-D Grid

time

time

Fig. 3 Imaging set-up with a
serial acquisition of pixel
value with a single
transmitter and a single
detector
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If the pulse penetrates into the object, the same scheme can yield the tomo-
graphic image of the object. A portion of pulse is reflected when it meets the
discontinuity in material as depicted in Fig. 4a. Hence, the waveform consisting of
all reflected pulses at different depth, as shown in Fig. 4b, can be acquired. In this
waveform, the gap between the pulses corresponds to the depth, and the energy of
each pulse corresponds to the characteristics of each discontinuity. Therefore, if an
image is generated using the pulse energy at each time location independently, the
tomographic image at a different depth can result. For example, Fig. 5 shows the
tomographic images of a surface and two different layers of integrated circuit (IC)
chip using a THz pulse.

3 Frequency and Spectrum

3.1 Introduction

To analyze and modify the property of image and to reconstruct the image from
the insufficient or degraded data, the concept of frequency is required. The fre-
quency is a well-known concept in physics; a frequency is the number of occur-
rences of a repeating event per unit time, and 1 Hz (hertz) means one occurrence
per 1 s. For example, Fig. 6a shows a cosine waveform as a function of time t,
expressed by an equation f(t) = cos2pt. Its frequency is 1 Hz since the same shape
repeats in every 1 s. Of course, it is also true to say that its frequency is 0.5 Hz if
one event is defined as the waveform of 2 s; one repetition in 2 s yields the
frequency of 0.5 Hz. In fact, the waveform in Fig. 6a has a frequency of 1/n Hz

Sum
Input

Output

depth

Reflection at
different layers

time

(a) (b)

Fig. 4 a The pulse reflection
at each discontinuity. b The
received waveform consisting
of 3 reflection layers

Fig. 5 Example of
tomographic images of IC
chip obtained using a THZ
pulse
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with any positive integer n. To eliminate this ambiguity, a fundamental frequency
is defined as the largest possible frequencies. Then, all integer fractions of fun-
damental frequency are also the valid frequencies. A period is defined as a reci-
procal of frequency, and corresponds to the duration of repeated event in time.

A waveform in Fig. 6b has a fundamental frequency of 2 Hz, and it changes
faster than Fig. 6a because of a higher fundamental frequency. Now, let us
compare the waveform in Fig. 6a with that in Fig. 6c. Both have the same fun-
damental frequency of 1 Hz. However, it is obvious that Fig. 6c changes faster
than Fig.6a, and so the fundamental frequency alone cannot identify the waveform
characteristics related to the rate of change. The reason is that the fundamental
frequency only defines the rate of a repeated event. If the event itself changes very
fast, which is the case of Fig. 6c, the overall waveform changes very fast even with
a low fundamental frequency; a part of Fig. 6c from 0 to 1 s is changing faster than
that in Fig. 6a. This means that Fig. 6c contains the frequency components other
than its fundamental frequency of 1 Hz, and those might be higher than 1 Hz,
while Fig. 6a contains only a 1 Hz component. Then, an important question on
frequency analysis arises: what frequency components are contained in Fig. 6c and
what are their magnitudes?

If a waveform f(t) contains many frequency components, it can be represented
by Eq. (1), where N different components are assumed.

f tð Þ ¼
XN

k¼1

Ak cos 2pfkt þ /kð Þ ð1Þ

Period = 1sec

t0 1 2 3-1

Period = 0.5sec

(a)

(b)

(c)

t0 1 2 3-1

t0 1 2 3-1

Period = 1sec

Fig. 6 a A cosine waveform
with a fundamental frequency
of 1 Hz. b A cosine
waveform with a fundamental
frequency of 2 Hz. c A
waveform with a fundamental
frequency of 1 Hz and with
other higher frequency
components
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Therefore, the problem of frequency analysis comes down to the computation of
Ak, fk, and /k in Eq. (1) when a waveform f(t) is given.

We already have experienced this kind of frequency analysis in physics. The
electro-magnetic wave has different characteristics as a function of frequencies,
and for visible light, the color is related to the frequency. If the white light meets a
prism, it is refracted at the prism surface and enters the prism at a different angle as
a function of frequencies, as shown in Fig. 7. Then, the dispersed light with
different colors results and is called the spectrum of light. Therefore, the role of
prism is a frequency analysis of light, and shows each frequency component as a
function of frequencies.

As a prism analyzes the frequency of light, there exists a mathematical tool
which analyzes the frequency of waveform and yields its spectrum. Let the time
index be n and the frequency index be u. Then, a spectrum F(u), which is a
function of u, is another way to represent the waveform f(n). Two signals f(n) and
F(u) have the identical information, and only differ in the representation domain
which is called the time domain and the frequency domain, respectively.

3.2 Fourier Transform

When f(n) is given, its spectrum F(u) can be computed by the Fourier transform,
which is defined by Eq. (2), where j ¼

ffiffiffiffiffiffiffi
�1
p

:

F uð Þ ¼
X1

n¼�1
f ðnÞ exp �j2punð Þ ð2Þ

Also, F(u) is converted back to f(n) by the inverse Fourier transform defined by
Eq. (3).

f nð Þ ¼
Z 0:5

�0:5
F uð Þ exp j2punð Þdu ð3Þ

Red

Violet

White

Prism

Spectrum of Light

Frequency

Fig. 7 The prism disperses
the light according to the
frequencies, resulting in the
spectrum
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These formulae contain a complex number, j, and in general, the spectrum
F(u) has complex numbers and is represented by F(u) = |F(u)|(\ F(u)). Therefore,
when plotting the spectrum, only its magnitude |F(u)| is generally used. When f(n) is
a real-numbered waveform, F(u) has a property of symmetry defined as Eq. (4). That
is, F(u) of a negative u is just a complex conjugate of F(u) of a positive u.

F uð Þ ¼ F� �uð Þ; jFðuÞj ¼ jF �uð Þj ð4Þ

Figure 8 shows some examples of the waveform f(n) and the magnitude of
spectrum |F(u)|. Figure 8a has only one frequency component, and Fig. 8b has two
frequency components with the same magnitude. Figure 8c has a very complex
spectrum with many frequency components with varying magnitudes, and Fig. 8d
has almost a flat spectrum where all frequency has uniform magnitude. This
waveform is called a white signal, similar to a white light with all colors in equal
strength. Computing the spectrum in the frequency domain is called a frequency
analysis, and returning to the time domain is called a frequency synthesis because
all frequency components defined in F(u) are integrated to result in f(n).

So far, the frequency and the spectrum of 1D time-domain signal, f(n), are
explained. Now, the concept of frequency is expanded to the 2D spatial domain,
since the frequency analysis of 2D image is required. In the 2D spatial domain,
a frequency is the number of occurrences of a repeating event per unit length in the
2D space. Let two directions in space are indexed by x and y. For an image in
Fig. 9a, a vertical line in y direction at a fixed x position has no change in pixel
value. Hence, the image has zero frequency in the y direction at all x positions.
At a fixed y position, the pixel values of horizontal line in the x direction expe-
rience the variation, which shows that the image has non-zero frequency in the

Frequency, uTime, n

Magnitudef(n) |F(u)|

F
ou

rie
r 

T
ra

ns
fo

rm

Fig. 8 Examples of waveforms and their spectra
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x direction. Furthermore, from left to right, the rate of change increases steadily,
and the image has a low frequency in the x direction in small x and a high
frequency in large x. For an image in Fig. 9b, the change of pixel values in the
x and y directions have the same property and the frequency in both directions is
the same. In this way, the spatial frequency in 2D spatial domain (x, y) is defined,
and the spectrum of image f(x, y) is expressed as F(u, v), where u and v are the
frequency indices in x and y directions, respectively.

The 2-D Fourier transform and the 2-D inverse Fourier transform are defined
by Eq. (5), which are the modified equations of Eqs. (3) and (4) from 1D to 2D. It
is assumed that f(x, y) is an N 9 N pixel image. The symmetry property,
F(u, v) = F*(u, v), also holds.

F u; vð Þ ¼
XN�1

x¼0

XN�1

y¼0

f x; yð Þ exp �j2p uxþ vyð Þ½ �

f x; yð Þ ¼
Z 0:5

�0:5

Z 0:5

�0:5
F u; vð Þ exp j2p uxþ vyð Þ½ �dudv

ð5Þ

Figure 10 shows some examples of images and their spectra, where the origin
of spectrum, (u, v) = (0, 0), is located at the center of spectrum. In all spectra, the
zero frequency has the largest magnitude since most of the image is a flat region of
constant pixel values. In Fig. 10a and b, the abrupt change in pixel values between
black and white at the edge of shape yields the high frequency components. In
Fig. 10c, the change of pixel values at the circle edge is very smooth, and no high
frequency components exist.

3.3 Filtering

There are many image operations that modify the characteristics of image
according to a certain target. For example, an amplification by a factor of 2 can be
realized simply by g(u, v) = 2f(u, v). When a modification of spectrum is nec-
essary, a more sophisticated operation must be implemented, and the spectral
shaping of image is called an image filtering.

x

y

x

y

Fig. 9 a An image with zero
frequency in the y direction
and non-zero frequency in the
x direction. b An image with
the same frequency property
in the x and y directions
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The filtering of signal is first explained in the 1D domain for a better repre-
sentation and understanding. A 1D signal f(x) is given, and a new signal g(x) is to be
generated by removing the high frequency components in f(x). Since no information
in frequency of f(x) is revealed in the x domain, f(x) is first transformed to the
frequency domain and F(u) is obtained. Assuming that F(u) is given by Fig. 11a,
the required spectrum G(u) is generated as in Fig. 11b after the high frequency
components with u [ u0 are removed with G(u) = 0, u [ u0 and G(u) = F(u),
u \ u0. Then, G(u) corresponds to the spectrum of the target signal g(x), and G(u) is
finally transformed into the x domain, resulting in the required g(x).

Obtaining G(u) from F(u) is simply expressed by the spectral multiplication,
G(u) = H(u)F(u), where H(u) is the rectangular spectrum shown in Fig. 11c.
Hence, a multiplication by H(u) performs the specific spectral shaping in the
frequency domain, and H(u) is called a frequency response of filter. If H(u) is
designed arbitrarily, any kind of spectral shaping can be realized, and so the filter

x

y

(0, 0)

u(0, 0)

v

f(n) |F(u)|

f(n) |F(u)|

f(n) |F(u)|

(a)

(b)

(c)

Fig. 10 Examples of images
and their spectra.
a Rectangular. b Circle.
c Smoothed circle
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design corresponds to the design of H(u). For example, if H(u) in Fig. 11d is
applied to F(u), the function of filter becomes the boosting of low frequency by
amplifying the low frequency components below u1 by a factor of 2.

In general, the removal of high frequency component is called a low-lass fil-
tering. Similarly, a high-pass filtering is the removal of the low-frequency com-
ponents, and a band-pass filtering is the removal of low- and high-frequency
components, keeping the frequency band. Figures 11e and f shows the examples of
H(u) for a high-pass filtering and a band-pass filtering.

An image filtering from f(x, y) to g(x, y) consists of three steps—Fourier
transform of f(x, y), multiplication by H(u, v), and inverse Fourier transform of
G(u, v), as depicted in Fig. 12. Then, is it possible to compute g(x, y) directly from
f(x, y) without computing the spectra?

By a mathematical derivation, the direct relation between g(x, y) and f(x, y) is
given by Eq. (6), where FT and IFT stand for the Fourier and the inverse Fourier
transforms, respectively.

F(u) G(u)

u uu0

Low
Pass

Filtering

00

uu00

1

H(u)

uu10

2

1

H(u)

uu20

1

H(u)

uu30

1

H(u)

u4

(a) (b)

(c) (d)

(e) (f)

Fig. 11 Spectral shaping. a Spectrum of input image. b Spectrum of output image. c Frequency
response of low-pass filter. d Frequency response of filter for low frequency boosting.
e Frequency response of high-pass filter. f Frequency response of band-pass filter
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g x; yð Þ ¼ IFT H u; vð ÞF u; vð Þf g ¼ IFT FT h x; yð Þ½ � FT f x; yð Þ½ �f g

¼
XN�1

p¼0

XN�1

q¼0

h x� p; y� qð Þf p; qð Þ
ð6Þ

h(x, y), which is the inverse Fourier transformed signal of H(u, v), is called a
impulse response of filter. This equation contains a complicated operation between
h(x, y) and f(x, y), and is simply defined as the convolution between h(x, y) and f(x,
y), and expressed using a symbol * as in Eq. (7).

g x; yð Þ ¼
XN�1

p¼0

XN�1

q¼0

h x� p; y� qð Þf p; qð Þ � h x; yð Þ � f x; yð Þ ð7Þ

Hence, the filtering is defined in the spatial domain by the convolution between
the input image and the impulse response of filter. Finally, a filtering can be
described both in the spatial and the frequency domains, summarized in Fig. 13; a
convolution in the spatial domain or a multiplication in the frequency domain.

4 Reconstruction Algorithm of the Computed Tomography

Image reconstruction from projection data is a well-known mathematical problem
(also known as inverse Radon transform) whose solution is used in many scientific
and medical areas such as seismic data processing, computed tomography (CT),
positron emission tomography (PET), and magnetic resonance imaging (MRI).

From X-ray physics, X-ray is attenuated when it passes through an object. The
detected signal is mathematically represented as a function of line integral of the
attenuation coefficients along the path of the X-ray given by

I xð Þ ¼ Io � exp �
Z

f x; yð Þdy

� �
; ð8Þ

f(x, y)
Fourier

Transform

g(x, y)

?

Inverse
Fourier

Transform

x H(u, v)

F(u, v)

G(u, v)

Fig. 12 Filtering procedure
through the spectrum
computation

g( x, y) = f( x, y *) h( x, y)

Convolution
G( u, v) = F( u, v) H( u, v)

Multiplication

Spatial Domain Frequency Domain

Fig. 13 Image filtering in
the spatial and the frequency
domains
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where I(x) is the intensity of the detected ray, Io is the intensity of the incident ray,
and f(x, y) is the attenuation coefficient at (x, y).

Thus one-dimensional line-integral data or projection data is obtained if a linear
array of X-ray detector is used.

From two dimensional Fourier transform,

F u; vð Þ ¼
ZZ

f x; yð Þe�j2pðuxþvyÞdydx ð9Þ

Thus

Fðu; 0Þ ¼
Z Z

f ðx; yÞdy

� �
e�j2pðuxÞdx

¼
Z

p xð Þe�j2puxdx

¼ P0 uð Þ;

ð10Þ

where P0(u) is the spatial frequency data along the line passing through the origin
with a rotational angle of 0o from the u axis and p(x) denotes the projection data at
x projected along y axis.

Since Eqs. (9) and (10) are hold for an arbitrary angle of rotation of the
coordinate, Eq. (10) may be generally written as

P/ wð Þ ¼
Z

p/ rð Þe�j2pwrdr

¼ =1 p/ rð Þ
� �

;

ð11Þ

where P/ðwÞ denotes the spatial frequency data on the line passing through the
origin with a rotational angle of / from the u axis, and p/ðrÞ is the projection data
projected normal to the line passing through the origin with a rotational angle of /
from the x axis. The X-ray detected at r = r1 shown in Fig. 14 passes through the
points given by

x cos /þ y sin / ¼ r1 ð12Þ

Note that / is the same angle in both the spatial and the spatial frequency domains.
Thus the spatial frequency data is obtained by the one-dimensional Fourier
transform of the projection data along the line normal to the projection path in the
rotated coordinate as shown in Fig. 14. This relation is also known as projection
theorem or central slice theorem.

If the projection data is measured regularly with a constant incremental angle,
two dimensional spatial frequency data is obtained in a polar coordinate by one-
dimensional Fourier transform of the projection data. Thus the reconstruction is to
find f(x, y) by a two dimensional inverse Fourier transform of the spatial frequency
data in the polar coordinate. From two dimensional Fourier transform in the
rectangular coordinate,
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f̂ x; yð Þ ¼ =�1
2 F u; vð Þ½ �

¼
Z 1
�1

Z 1
�1

F u; vð Þ exp i2p xuþ yvð Þ½ � dudv
ð13Þ

By the coordinate transformation from the rectangular coordinate to the polar
coordinate in the spatial frequency domain, i.e., u ¼ w cos / and v ¼ w sin /; then
Eq. (13) becomes

f̂ x; yð Þ ¼
Z p

0

Z 1
�1

P/ wð Þ exp i2pw x cos /þ y sin /ð Þ½ � Jj j dwd/; ð14Þ

where J is Jacobian given by

Jj j ¼
ou

ow

ov

ow
ou

o/
ov

o/

�������

�������
¼ cos / sin /
�w sin / w cos /

����
���� ¼ wj j ð15Þ

By substituting Eq. (12) for general r and Eq. (13) into Eq. (14), Eq. (14) becomes

f̂ x; yð Þ ¼
Z p

0

Z 1
�1

wj jP/ðwÞ exp i2pwr½ � dw d/

¼
Z p

0
~p/ðrÞ d/;

ð16Þ

where

'y y

object
f(x,y)

x

r

)(rpφ

∫ = 1r rf (x,y)dy'

1r r=

r

Projection data

O

v

uφ

w

'v
φ

Fig. 14 A line of spatial frequency data with a rotational angle / from u axis in the spatial
frequency domain is obtained from one-dimensional Fourier transform of the projection data with
the same rotational angle / from x axis in the spatial domain
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~p/ rð Þ ¼
Z 1
�1

wj jP/ wð Þ exp i2pwrð Þ dw

¼ =�1
1 wj jP/ wð Þ
� �

¼ =�1
1 wj jf g � p/ rð Þ

ð17Þ

In Eq. (17) =�1
1 wj jf g is the inverse Fourier transform of the Jacobian which

becomes a filter kernel pre-calculated. In deriving Eq. (17), convolution property
of the Fourier transform is used. Some variation of the filter kernel is shown in
Fig. 15. The reconstruction process given by Eqs. (16) and (17) is also known as
filtered backprojection.

An example of projection data and corresponding reconstructed image is shown
in Fig. 16 using a mathematical phantom. The phantom is composed of a set of
ellipses whose projection data is mathematically known. The projection data
displayed in (r, /) space is called sinogram.

H (w)

w
0

|w|

W-W

Ram-Lak filter

Shepp-Logan filter

max max

Fig. 15 Two filter kernels for the filtered backprojection are shown: Theoretical filter, wj j known

as Ram-Lak filter and Shepp-Logan filter, 2 Wmax

p sin p
2 � w

Wmax

� 	���
���whose derivatives are continuous at

the boundaries +Wmax, -Wmax to reduce Gibb’s phenomena

Fig. 16 An example of projection data (known as sinogram) and corresponding reconstructed
image by the filtered backprojection is shown
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5 Principles of Magnetic Resonance Imaging

Magnetic resonance imaging (MRI) is a tomographic imaging technique based on
the nuclear magnetic resonance (NMR) phenomena. It produces high resolution
and high contrast images with various imaging parameters, such as density, T1 and
T2 relaxation times, chemical shift, flow, diffusion, perfusion, etc. The spins in a
magnetic field have a precession frequency proportional to the magnetic field
given by Larmor equation as

f ¼ c=2p � B ¼ �c � B; ð18Þ

where �c is gyromagnetic ratio divided by 2p given by 42.57 MHz/T. A super-
conductive magnet with bore diameter of 0.8–1 m is usually used to make a main
magnetic field of 0.5–7 T. Main field strength lower than 0.5 T is obtained by a
permanent magnet with a gap of 0.4–0.5 m. The signal-to-noise ratio of the
magnetic resonance imaging is generally proportional to the field strength. Radio
frequency (RF) excitation produces a free induction decay (FID) signal which is
used for NMR spectroscopy and MRI. The RF excitation and reception of the FID
signal are achieved by RF coils. Various RF coils are designed to fit specific organ
imaging. The FID signal decays exponentially with a time constant of T2, and
returns to equilibrium state with a time constant of T1. Since the hydrogen spins in
normal and malignant tissues have different T1 and T2 values in general, the T1 and
T2 relaxation times play important role in the mechanism of contrast in MRI.

For MRI, gradient fields are added to the main magnetic field. The gradient field
is a linearly increasing magnetic field as a function of space. If we assume main
magnetic field and gradient fields are in z direction without loss of generality, the
magnetic field at location (x, y, z) is represented as

B x; y; z; tð Þ ¼ Bo þ GxðtÞ � xþ GyðtÞ � yþ GzðtÞ � z

 �

~z; ð19Þ

where Bo denotes main magnetic field, Gx, Gy, and Gz are slopes of x, y, and z
directional gradient fields, respectively. Note that all the three gradient fields are in
z direction with variations along x, y, and z directions, respectively.

Spatial position of the spins is encoded by the gradient field (Eq. (19)), which is
then modulated by the precession frequency of the spins by Larmor equation
(Eq. (18)). The positional information is restored by the Fourier transform of the
frequency encoded signal as schematically shown in Fig. 17. All the hydrogen spins
experience the same magnetic field on the left side of Fig. 17 without gradient field.
Thus the FID signal is close to a sine wave and Fourier transform of the FID signal
shows a single peak. On the other hand, the hydrogen spins on the right side of
Fig. 17 experience magnetic field proportional to the spatial position due to the
linearly increasing gradient field. The FID signal is a summation of these fre-
quencies, and a projection data is obtained after Fourier transform of the FID signal.

A timing diagram (pulse sequence) of the application of RF field, three gradient
fields, and acquisition of the signal is shown in Fig. 18. A 90o selective RF pulse is
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applied with z directional gradient field to make a slice selection (z = zo). A 180o

selective RF pulse is applied to refocus an echo signal (spin echo). The acquired
signal is expressed as

s g; tð Þ ¼
ZZ

q x; y; zoð Þ exp i c gxT þ Gytð Þf gdxdy ð20Þ

By change of variables,

s
kx

�c T
;

ky

�c G

� 

¼
ZZ

q x; y; zoð Þ exp i 2p kxxþ kyy
� �� �

dxdy

¼ =�1
2 qðx; y; zoÞf g;

ð21Þ

where

2p kx ¼ c g T ; 2pky ¼ c G t ð22Þ
Reconstruction can be made by the two dimensional Fourier transform of

Eq. (21) given by

Y
Z

X

Water tubes

Selected
Slice

Fourier Transform

No gradient during 
data acquisition

FID signal

Spectrum

Y
Z

X

Water tubes

Selected
Slice

Gx

X-gradient during
data acquisition

Spectrum
(projection data)

Fourier Transform

FID signal

Fig. 17 FID signals with and without gradient field during the data acquisition period are
schematically shown. Single peak is detected after Fourier transform of the FID signal when the
gradient field is off (left), while the projection data is obtained after Fourier transform of the FID
signal when the gradient field is on (right)
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q x; y; zoð Þ ¼ =2 s
kx

�c T
;

ky

�c G

� 
� �

¼
ZZ

s
kx

�c T
;

ky

�c G

� 

exp � i 2p kxxþ kyy

� �� �
dxdy ð23Þ

With more general gradient waveforms, Eq. (22) may be written as

kxðtÞ ¼ �c
Z t

0
GxðtÞdt and kyðtÞ ¼ �c

Z t

0
GyðtÞdt ð24Þ

Using Eq. (24) more general pulse sequences can be designed, such as echo planar
imaging (EPI) or spiral scan imaging (SSI) for ultra fast MRI. An example of the
acquired spin echo signal at 1.0 T whole body MRI system and corresponding
reconstructed image is shown in Fig. 19.

6 Principle of Terahertz Tomography

Terahertz imaging and spectroscopy systems with terahertz electromagnetic wave
(T-ray) have been successfully applied to various fields including security,
inspection, and biomedical imaging. T-ray biomedical imaging has great potential
due to the interaction of T-ray with water molecules in the biological tissue.
Terahertz tomography is an emerging area for investigating small biological
samples nondestructively.

RF

Echo

Gy

Gx

T

g

G

t

Gz

90
o 180oFig. 18 Pulse sequence for

the spin-echo based two
dimensional Fourier imaging.
Selection gradient is applied
along z direction, readout (or
frequency encoding) gradient
is applied along y direction,
and phase encoding gradient
is applied along x direction,
respectively
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A typical reflection-type terahertz time-domain spectroscopy (TDS) system
shown in Fig. 20 can be used for tomography. The T-ray is emitted from the
terahertz transmitter (femtosecond laser) to the object; the reflected time domain
signal of the T-ray is acquired by a detector. Translational and rotational scanning
mechanisms are equipped with the system. The time resolution of the T-ray is set
by the time delay stage. The transmission distance of the T-ray by the unit time
delay becomes the depth resolution. The spatial resolution in the transverse plane
is set by the scanning mechanism. Since the depth information is directly obtained
from the time delay of the T-ray, tomographic image is obtained from two
dimensional raster scanned images for a given range of time delays.

The principle of T-Hz tomography is examined with a stair-like phantom in
Fig. 21 (top left). The phantom is made by stacking plastics of height of 0.3 mm

Fig. 20 Terahertz reflection-type time-domain spectroscopy system is used for the terahertz
tomography

Fig. 19 Acquired signal by the 2D spin-echo based Fourier imaging sequence and the
corresponding reconstructed image are shown
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Fig. 21 Principle of terahertz tomography by the time delay of the T-ray is shown with a stair-
like phantom (top left). Detected signal is shown in top right. The time delay is displayed at the
bottom which is equivalent to the depth of the phantom. The spatial resolution in the transverse
plane is 250 lm and the depth resolution is 21 lm

Fig. 22 Terahertz tomographic images of the parched anchovy. Photograph of the sample,
dissection image, and terahertz tomographic images from top to bottom are shown sequentially
from left to right. The transverse resolution is 250 lm and the tomographic slice thickness is
70 lm
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with aluminum tape on the surface. The size of the phantom in the transverse plane
is 50 mm 9 30 mm. The detected T-ray is shown in top right. Note a stair-like
pattern due to the different time delays from the stairs of the phantom. The image
of the time delay equivalent to the depth of the phantom is shown at the bottom.
The spatial resolution in the transverse plane is 250 lm and the depth resolution is
21 lm.

Terahertz tomography of a patched anchovy is shown in Fig. 22. The sample
size is 10 mm 9 38 mm in the transverse plane. A photograph of the sample, a
dissection image, and five terahertz sectional images from top to bottom are shown
sequentially from left to right. The transverse resolution is 250 lm and the slice
thickness is 70 lm. Maximum intensity is projected among 5 time delays (70 lm).
Some internal organs are observed in the terahertz images similar to those in the
dissection image.
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Introduction to Quantum Sensors
in Cryogenic Particle Detection

Yong-Hamb Kim and Sun Kee Kim

Abstract Cryogenic detectors have been important tools in many aspects of
science because their sensitivities can provide more than extreme limits of con-
ventional semiconductor based detectors. The sensor developments in cryogenic
particle detection are based on the precise measurement of noble properties of
condensed matter in low temperatures. The major measurement technologies
originate from quantum measurements, phase transitions and superconducting
electronics. Although the early developments of cryogenic detectors were initiated
by applications to elementary particle physics, they have been adopted in biology,
forensics, and security as well as astronomy and nuclear science. Various types of
cryogenic detectors cover a wide energy range from THz radiations to hundreds
MeV particles. We review the recent development of sensor technologies in
cryogenic particle detection. The measurement principles are covered together
with applications to elementary particle physics and THz measurement.

1 Introduction

Scientific endeavors searching for the answers to the fundamental questions of
nature are often limited by the signal detection technology. For example, the
search for neutrinoless double beta decays to study the nature of neutrino, one of
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the fundamental particles of nature, requires high energy resolution to separate the
irreducible background from two neutrino double beta decay from the same iso-
tope. The direct detection of dark matter particle, the major portion of the matter in
the universe with yet unknown identity, requires the measurement of energies as
low as few keV and additional capability of separation of nuclear recoils from
electron recoil background. The anisotropy measurement in microwave back-
ground of the universe requires extreme resolution for radiation power of cosmic
microwave background with frequencies up to tenth of THz.

These kinds of experiments involves measurement of energy spectrum of cer-
tain type of radiations. For double beta decay search, energy of two electrons from
the decay needs to be measured precisely.

The energy deposited in the matter by an interaction of radiation with atoms in
the matter can be converted into measurable quantities such as ionized charged
particles, scintillation lights and phonons. The ionization can be measured by
collecting the charges with the applied electric field. Scintillation light are easily
measurable by photon sensors such as photomultiplier tubes or photo-diodes.
However, the major portion of energy deposition are converted into the phonons.
It infers that phonon measurement can be more effective than ionization and
scintillation measurements.

Accurate measurement of phonons created by a particle or radiation absorption
is not tribal particularity at room temperature. The phonons exist naturally in any
condensed matter. Their statistical frequency/energy distribution determines the by
the temperature of the matter. When an absorber is thermally attached to a heat
reservoir the thermal energy of the absorber fluctuates resulting in changing
phonon distribution in time. This thermal fluctuation can easily overwhelm over
the phonons created by particle detection. At low temperatures, however, the
available thermal energy in other words heat capacity is reduced so as the fluc-
tuations are reduced. Moreover, because the heat capacity of the absorber is
typically lower at low temperatures, the resulting temperature increase caused by
an energy input is increased.

The intrinsic energy resolution of the detector is determined by the fluctuation
of produced quanta in the energy loss procedure. The energy needed to produce an
electron-hole pair or a scintillation photon is more than a few to 10 eV. However,
in phonon measurement case, the average energy in a temperature (T) is about kBT
where kB is the Boltzmann constant. At 100 mK, kBT is close to 10�5 eV:

In cases of temperature measurements that include electron temperature in
metal absorber, the statistical fluctuation in thermal energy limits the intrinsic
resolution of thermal detectors. When the total thermal energy of a detector with a
heat capacity C is approximated as CT, the average number of energy quanta can
be expressed by N � CT=kBT : Eventually, the statistical thermal noise or the limit
of energy resolution due to thermal energy fluctuation is

dEð Þrms� kBT Nð Þ1=2� kBT2C
� �1=2

: ð1Þ
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The fluctuation limit the resolution of a detector with 0.2 pJ/K of heat capacity at
100 mK to 1 eV in the full width at half maximum (FWHM). In an application to
X-ray spectrometers 1.8 keV FWHM was measured for 6 keV X-rays at NASA
GSFC [1]. In contrast, in an ideal Si-based charge collection detector, the reso-
lution is suffered by the number statistics of electron-hole pairs and limited to
120 eV FWHM in 6 keV measurement even though the theoretical Fano factor
0.115 of Si is used [2].

The scope of this chapter is to introduce superconducting quantum sensors to
new scientists who are not experts on the cryogenics and particle detection. The
detectors that have been developed recently for high resolution and are capable of
THz measurements are mainly discussed with their working principles. Ones who
research for more details on the fabrications and specific concerns on some
applications are recommended to look up the references listed in this chapter.

In the following section, the measurement principle of cryogenic detectors is
discussed. Various quantum sensors widely used in the cryogenic detector is
introduced with basic properties and measurement circuits in Sect. 3. Applications
to particle physics experiments such as dark matter and double beta decay search
using the cryogenic detectors are reviewed in Sect. 4. Section 5 is especially
focused on the recent development is THz radiation detection techniques.

2 Principle of the Cryogenic Detectors

Research in cryogenic detectors is primarily motivated by particle physics and
astrophysics. This is because low temperature detectors can provide energy sen-
sitivities and thresholds beyond the limit of conventional semiconductor based
detectors. Remarkable improvements for the sensitivities and thresholds have been
achieved. The principles, motivations, and applications of the low temperature
detectors have been reviewed in Ref. [3].

The low temperature detectors are found to be useful not only in particle and
astrophysics, but also in condensed matter and biophysics. Currently, these
cryogenic detectors are used in many different fields of physics, such as cosmo-
logical dark matter searches, X-ray astrophysics, double beta decay experiments
and direct measurements of neutrino mass, as well as THz applications for
astronomy and security.

2.1 Interaction of Radiation with Matter

A charged particle in the material goes through atomic interactions and continu-
ously loses its energy. The process is well described by the Bethe–Block formula.
X-rays and gamma rays interact with matter by means of photoelectric effect,
Compton scattering. For the gamma rays above few MeV, the major energy loss is
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by pair creation. Then, the electrons lose energies by the similar process as other
charged particles. The interaction of a charged particle with an atom causes the
excitation and the ionization of the atom. The average energy required for an
electron-hole pair production is usually more than twice higher than the band-gap
of the crystals. This means that more than 60% of energy is converted to phonons.
In the case of scintillating crystals, one of the brightest scintillators produces about
60,000 photons per MeV energy deposition. Therefore less than a few percent of
energy is converted to scintillation photons. The most of energy goes to the lattice
vibration and eventually thermalized. For radiations with higher stopping power,
this fraction is even smaller, due to the quenching effect. Recoiled nuclei also
encounter the interaction with the nucleus in the detector of which some portion of
energy cannot be used for the atomic excitation or ionization. Therefore, further
reduction of ionization or scintillation yield are observed. This feature allows the
separation of nuclear recoil signals from electron recoil signals, by the combina-
tion of phonons and lights or phonons and ionization signals.

2.2 Principle of Thermal Detection

When a particle interacts with an absorber, an energy transfer occurs to an electron
in the solid or a nucleus in the absorber. Most of the energy transferred into the
absorber converts into thermal energy of the solid eventually. With a thermometer
attached to the absorber the temperature change caused by the initial energy
transfer can be measured.

Typical cryogenic calorimeters consist of two parts as seen in Fig. 1. One is an
absorber to make initial interactions with the particles. The other is a temperature
sensor to measure the temperature change of the absorber. Typically either the
absorber or the temperature sensor is connected to a thermal reservoir, heat bath,
with a weak thermal link while they are connected each other tightly. The bath is
assumed to have a very large heat capacity. Moreover, its temperature does not
change in time, typically below 1 K.

Heat Bath

Absorber

Temperature

sensor

x-ray, e-,
THz radiation, etc.

Thermal link

Fig. 1 Typical structure of
cryogenic detectors. An
energy transfer into the
absorber is converted into
thermal energy. The
temperature sensor is meant
to measure the temperature
increase. The detector setup
is connected to a heat bath
at low temperatures
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Figure 2 shows a thermal diagram and a typical temperature signal of thermal
detectors in general. The absorber and the temperature sensor are connected to
each other with a thermal conductance Gabsorber�sensor: The thermal energy is
eventually released to the heat bath. The thermal link of the absorber to the bath is
Gbath: The detection principle of a calorimetric particle detector is straightforward.
Assuming that the heat transfer from the absorber to the sensor is much more
effective than that from the heat link to the bath (i.e. Gabsorber�sensor � Gbath). The
temperature change, T � T0 in the sensor due to the original energy deposition,
E, from a particle is

T � T0 ¼
E

Ca þ Cs

e�t=s ð2Þ

with

s ¼ Ca þ Cs

Gbath

ð3Þ

where T0 is the bath temperature, and Ca and Cs are heat capacities of the absorber
and of the temperature sensor respectively. As shown in Fig. 2b, a typical response
of the temperature sensor, a measurement of the initial temperature increase can
provide the amount of energy transferred into the absorber. The decay time con-
stant, s; has the information of the event rate of the detector system without
significant pile-ups of signals.

The signals in the calorimetric particle detection are closely related to the heat
capacities of the absorber and the sensor as well as the thermal conductance to the
thermal reservoir as Eq. 2 implies. At low temperatures the heat capacity of many
materials becomes very small, with the result that a temperature rise may be
sufficiently large to measure accurately. With a pure dielectric material as an
absorber, a small heat capacity can be obtained even with a large volume or large
mass. This is because the specific heat of dielectric decreases strongly as
the temperature decreases. Generally, the choice of an absorber for a low tem-
perature particle detector depends upon the application. Depending upon the
interactions of the absorber with the particles, the mass, compositions and
geometries as well as the heat capacities should be considered when choosing an

τ =
Gbath

C
tot

t

T =
Ctot

E

(b)

Bath

T

Cabsorber

(a)

E

Csensor

Gsensor-absorber

Gbath

T0

Fig. 2 a A simplified
thermal model of typical
cryogenic detectors.
b Temperature response of
the simplified model. Ctot

represents the sum of the heat
capacities in the detector
system
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absorber. The other crucial component of low temperature detectors is the tem-
perature sensor. The temperature sensors have been developed using supercon-
ducting electronics to optimize the signal to noise ratio. The quantum phenomena
at low temperatures provides the essential tool of the temperature sensors, which
are often called quantum sensors. Temperature quantum sensors can be designed
without an absorber, or with one that has a heat capacity comparable to the sensor
itself. When these temperature sensors are attached to an absorber with a large heat
capacity, the resolution and the threshold are significantly adversely affected. In
the following section the currently available quantum sensors are introduced with
the detection principles.

3 Quantum Sensors

3.1 Introduction to Temperature Sensors

Most thermometers used in everyday life, industrial or scientific purposes utilize a
change of a physical quantity depending upon the temperature. For instance,
mercury thermometers work because the volume of the liquid changes on different
temperatures. In thermocouple gauges, the temperature dependence of contact
potential of two dissimilar metals results in voltage signals of the temperature.
Platinum thermometers have the resistance proportional to the temperature in their
working temperature range.

In cryogenic particle detection an energy input (E) to the absorber causes a
temperature change that is DT ¼ E=C as discussed in the previous section. If the
temperature sensor is a resistance thermometer which has its electrical resistance is
a function of temperature, the resistance change is resulted from the initial energy
input as

DR ¼ oR

oT

� �
E

C
: ð4Þ

In magnetic thermometers, the magnetization of the sensor material changes
depending upon the temperature such that

DM ¼ oM

oT

� �
E

C
: ð5Þ

In this section, recently developed temperature sensors are categorized with their
detection principles as resistance thermometers and magnetically coupled ther-
mometers. Quasi-particle detectors do not measure the temperature but quasi-
particles in a superconductor created by a radiation input. These detectors are
discussed in this part because they use similar measurement electronics and
operate at similar temperatures to other temperature sensors. These sensor
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technologies have reached their sensitivity to quantum limits of the measurement
methods, and they are still under development in many world-wide institutions.

3.2 Resistive Thermometers

3.2.1 Semiconductor Thermistors

One of the commonly used temperature sensors is a thermistor, which is, here,
a critically doped semiconductor near but below the metal-insulator transition [4].
Ion implantation doped Si and neutron transmutation doped (NTD) Ge thermistor
are two kinds of semiconductor thermistors used for low temperature detectors.
The electric conductivity of the thermistors strongly depends upon the temperature
at the temperature range of interest. In such thermistors, the resistance can be
found as

RðTÞ ¼ Rr exp
Tr

T

� �1=2

ð6Þ

with two characteristic constants, Rr and Tr of the thermistor [5]. The resistance of
them is typically 1�100 MX near 50 mK.

These thermistors are fairly easy to use because they can be operated with
conventional electronics like Field Effect Transistors (FETs), and do not require
sophisticated superconducting electronics. They are typically current-biased and
measures the voltage across the thermistor amplified with a FET located at 100 K.
A simplified circuit diagram and detection concept of semiconductor thermistors
for particle detection are illustrated in Fig. 3.

NTD Ge sensors are widely used for various thermal detectors with large
crystals because of their reproducibility and uniformity in doping density.

T
(b)

R

(a)

E

Thermistor

Absorber

AMP

Ibias

Fig. 3 a Simplified circuit diagram of a thermistor setup with an absorber. b Typical R–T
characteristic of a thermistor. An energy input to an absorber results in a change of resistance of
the thermistor attached to the absorber
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Mass production is also possible for the NTD sensors. CUORE and EDELWEISS
projects are those that use NTD Ge thermistors as their temperature sensors [6, 7].
Doped Si devices have been a popular choice for X-ray spectrometers. They also
have an advantage of integration possibility to fabricate many pixel detectors [5].
A high-resolution X-ray spectrometer with 36 pixels of the doped Si devices is
scheduled to launch to the space for astronomical X-rays [8].

The response time of thermistors are, however, slow because of poor coupling
between the conduction electrons and the lattice of the thermistor. The dependence
of the resistance of the thermistor on the applied electric field can affect the
performance of the temperature sensor. Joule heating from the bias current is
another disadvantage of those sensors for many pixel detectors.

3.2.2 Transition Edge Sensor

Transition Edge Sensors (TESs) are one of the most developed quantum sensors in
these kinds. A TES is a superconducting strip operating at the temperature of its
superconducting-normal transition. The superconducting strip is often made from
a thin pure metal film or a bilayer of superconductor and noble metal. Mo/Au,
Mo/Cu and Ti/Au are popular choice of the bilayer. The transition width of the
films is typically a few mK or less. The resistance in the normal state is usually a
few tens of mX: Figure 4 shows the resistance of a Mo/Cu bilayer near the
superconducting-normal phase transition edge [9]. Here, the transition width is
about 0.1 mK. The temperature dependence of the resistance ðoR=oTÞ is very large
at the transition. It infers that it is a very sensitive thermometer in a narrow
operating temperature range.

A cross-sectional view of a TES structure is shown in Fig. 5. The bilayer is
fabricated on a SiNx membrane which services as a weak thermal link to the
silicone substrate, heat bath here. Recent fabrication developments have realized a
overhanging structure of an absorber onto each of TES pixel in order to have larger
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active area for an array of pixels [1, 10]. It has been made not just for a single TES,
but also for arrays of many TESs and techniques of multiplexing them [9].

TESs are, in general, operated in a voltage bias mode, so that the resistance
change causes the current change of the circuit. This current change is measured
with a Superconducting QUantum Interference Device (SQUID). A simplified
TES measurement circuit is illustrated in Fig. 5b. The state of the art development
of SQUID technologies guarantees an accurate and fast measurement of the cur-
rent changes with low noise.

In addition to the electric measurement circuit, a thermal circuit can be
employed as shown in Fig. 5b. The substrate is attached to a sample holder whose
temperature is regulated at a temperature below the transition temperature of
the bilayer, Tc: The temperature of the bilayer film can be set at its transition
temperature with its own heat generation by the bias voltage. In this case, the
amount of heat, _Q; generated by Joule heating flows to the heat bath via the
membrane, weak thermal link with a thermal conductance. Once the circuit is in
this mode, the resistance increase reduces the power dissipation since _Q ¼ V2=R
where V is the bias voltage and R. It leads to the temperature of the film lower. The
temperature of the film maintains due to the Electro-Thermal Feedback (ETF)
while the current of the circuit changes, and is measured with the SQUID [11].
This self-biasing ETF mode makes several advantages for particle detection with
TESs. It helps to find an operation temperature by itself. The linearity of the
detection energy is improved. The Dynamic range of the measurement is also
increased.

The additional heat converted from the energy input into the absorber has to
flow via the thermal conductance. With the ETF of a TES measurement system,
the current of the circuit is reduced for the amount of the heat. In other word, the
total change of power dissipation in time should be equal to the energy input as

E ¼ V

Z 1
0

I0 � IðtÞ dt: ð7Þ

where I0 is the current on the TES to keep its temperature at the transition tem-
perature with the Joule heating.

SiNxSi SiTES

Absorber
TES

SQUID

Heat bath

T = Tc

T0 < Tc

V

Q = V2/R

Q G

(a) (b)

Fig. 5 a Simplified cross-sectional view of a TES pixel with an absorber (not to scale).
b Electric circuit of the TES measurement system and thermal diagram of the detector system
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One advantage of using a TES for particle detection is that it can be directly
evaporated on the surface of an absorber. The direct contact provides an efficient
heat transfer between the absorber to the TES, which results in much faster
response time of TESs than that of NTD sensors. It is suitable for detecting
athermal phonons which directly deposit their energy to the sensor.

TESs have been used as the temperature sensor for dark matter search projects
like CDMS and CRESST although they have different crystals as their absorbers
[12, 13]. 1.8 keV FWHM for 6 keV was obtained using a Mo/Au TES by NASA
GSFC group [1]. It is the best energy resolution in the energy region published so
far. In nuclear spectrometry, Quantum sensor group at NIST demonstrated 25 keV
FWHM for 100 keV gamma rays and 1 keV FWHM for 5 MeV alpha particles
[14, 15]. There energy resolutions obtained by Mo/Cu TESs and superconducting
Sn absorbers are orders of magnitudes improved from commercial semiconductor
counterparts, High Purity Ge detectors for gamma rays and Passive Implanted
Planar Silicon detectors for alpha particles.

3.3 Magnetic Thermometers

Magnetic thermometers utilize a magnetic material whose magnetization is a
function of temperature. Unlike resistance thermometers, the pick-up loop of their
circuit is superconducting in magnetization measurement. Metallic Magnetic
Calorimeters (MMCs) have been developed for high resolution X-ray spectrometers
and various particle detections [16]. MMCs employ a paramagnetic material in a
magnetic field for the sensor material. Magnetic Penetration Thermometers (MPTs)
has recently been realized for a high resolution X-ray measurement [17]. A para-
magnetic material of an MMC is replaced with a superconducting film in an MPT
setup. Basic concepts of the two noble methods are discussed in following sections.

3.3.1 Metallic Magnetic Calorimeter

MMCs uses a small concentration of erbium in a gold host as a sensor materiel so
called Au:Er [18, 19]. This diluted magnetic ions in a metallic host have para-
magnetic properties which can be approximated as a spin 1/2 system with a g value
of 6.8.

The magnetization is inversely proportional to the temperature a simple para-
magnetic system known as Curie’s law. It indicates a measurement of magneti-
zation can be used as the temperature information of a paramagnetic material,
which makes a magnetic thermometer in other words a magnetic calorimeter to be
used in particle detection. Au:Er keeps its paramagnetic properties at tens of mK
temperatures. A simplified setup of an MMC is illustrated in Fig. 6.
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The gold host is used for a fast thermalization time that takes to reach a thermal
equilibrium in sensor material between sub-thermal systems of electrons and
magnetic spins. The exchange interactions between the magnetic spins that cause
negative effect on the temperature dependence of magnetization and heat capacity
are well understood using a mean field theory [19].

The thermalization time of MMCs is very fast, within a microsecond, so that the
rise time of signals is mostly limited by the SQUID electronics that are used to
measure the change of magnetization of a magnetic sample in the SQUID pick-up
coil. The resolution of MMCs is slightly better than those of NTDs and TESs. The
fact that the heat capacity of an MMC itself can be much larger than those of other
sensors makes MMC sensors suitable to be attached to an absorber with a large
heat capacity. In addition, the working temperature of MMC sensors is very wide.
MMC sensors have various parameters that can be fine tuned to optimize their
sensitivity and the threshold, even with an absorber with a large heat capacity [20]
or with a large crystal [21].

The development of MMCs in particle detection was made in a setup of a Au:Er
sensor placed inside the loop of a SQUID. In this early design of an MMC, the
SQUID loop itself was used as a pickup coil [16]. The state of the art development
of SQUID technologies guaranteed an accurate and fast measurement of the
magnetization change with low noise upon any temperature change caused by an
energy absorption. The SQUID converts the change of magnetic flux into a
measurable voltage signal in the basis of a quantum interference measurement
operating at low temperatures.

The detection principle of an MMC can be characterized as E! DT ! DM !
DU! DV where E, T, M, U and V indicate the physical quantities of energy,
temperature, magnetization, magnetic flux and voltage, respectively. An MMC
setup with a two-stage SQUID system obtained an energy resolution of 2.7 eV
FWHM for the X-rays of 55Fe in Heidelberg [22]. Moreover this detection method
has recently been adopted in KRISS for the measurements of MeV region in alpha

H
to SQUID

Heat bath

Thermal link

T

M

Absorber

Fig. 6 a Simplified MMC setup with an absorber. b Typical M–T characteristics of an Au:Er
sensor in a magnetic field. An energy input to an absorber results in a change of magnetization of
the MMC sensor attached to the absorber

Introduction to Quantum Sensors in Cryogenic Particle Detection 403



spectrometry [23], decay energy spectrometry [24] and in double beta decay
experiments [25].

3.3.2 Magnetic Penetration Thermometer

A superconducting metal below the transition temperature has not just the elec-
trical resistance, but its magnetization properties follow as a perfect diamagnetic
material. As TESs use a sharp transition in electrical resistance, MPTs use a sharp
transition in magnetization of a superconductor.

The measurement circuits in MPT have been adapted from MMC meander
setups [17]. The Au:Er layer is just replaced by a superconducting film layer. Hf
and Mo/Au layers has demonstrated high resolutions for 6 keV X-rays so far. For
an uniform and sharp transition the superconducting film are made using a state-of-
art technologies developed for TES sensors.

One of the important advantages is that MPT devices do not have any heat
dissipation in the sensor circuit like TES and Thermistor cases. It is correct for the
other magnetic thermometer case. The heat dissipation from 1000 pixels or more
of resistive sensors is not negligible in typical refrigerators used in cryogenic
detection. MPTs or MMCs may provide a future spectrometer technology for
many pixel sensor for high energy and spatial resolutions.

3.4 Quasi-Particle Detectors

In superconducting metals some of electrons are paired to form Cooper pairs at
temperatures below their Tc: These Cooper paired electrons occupy in a lower
energy state than the energy levels for unpaired electrons separated by an energy
gap Eg: They move without any electrical resistivity and do not carry heat. Heat
conduction in a superconductor is made by the lattice vibrations (phonons) and the
unpaired electrons only. The unpaired electrons in a superconductor are called
quasi-particles. The number of quasi-particles decreases exponentially with respect
to Eg=kT below the transition temperature where k is the Boltzmann constant.

An absorption of a photon or a charged particle in a superconductor can break
the paired electrons to occupy the levels above the energy gap. These quasi-
particles may result a tunneling current through a narrow potential barrier or
change the inductance of a microwave circuit made with the superconductor. The
tunneling current is measured in Superconducting Tunneling Junction (STJ)
devices. The inductance change can be a measurable quantity in particle detection
with Microwave Kinetic Inductance Devices (MKIDs).

These quasi-particle detectors are not an equilibrium detector. It means that they
do not measure the temperature although the major part of the energy transferred
into the superconductor converts into the lattice vibrations and eventually phononic
temperature. For this reason their energy resolutions are not as good as other
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thermal detectors like TESs and MMCs. However, the quasi-particle detectors are
extremely useful because of their response time and multiplexing possibilities.

3.4.1 Superconducting Tunneling Junction Devices

STJs are realized in a Superconductor-Insulator-Superconductor (SIS) junction.
An input radiation with the energy is larger than twice of the gap energy, E [ Eg;
the Cooper pairs may be broken apart creating two quasi-particles above the gap as
shown in Fig. 7. With a small electric potential across the junction the quasi-
particle may have a chance to tunnel through the barrier. The electric potential is
supplied by a dc voltage just below the gap voltage (V ¼ 2Eg=e) where e is the
charge of an electron. The operation temperatures of STJ devices are typically
much lower than the critical temperature such that quasi-particle population is
negligible by thermal excitation.

For the detection of X-rays about 10 eV FWHM at 6 keV were achieved with
STJ detectors [26]. The energy resolution for X-ray detection is limited by on non-
equilibrium effects. The non-equilibrium effects, however, provide high speed
operation for a given working temperature.

STJ detectors are currently used in various fields like submillimeter (THz),
optical/UV and X-ray spectroscopy, and time-of-flight mass spectrometry [26–28].

3.4.2 Microwave Kinetic Inductance Devices

Superconductors have zero resistance for a dc current. However, for an ac current,
they have non-zero resistance, but a complex surface impedance. When radiation
absorption occurs in a superconductor, quasi-particles are created as discussed
with STJ devices. In MKIDs, quasi-particles in a strip of a superconductor cause
the change in the surface impedance of a microwave resonance circuit. In other

(a) (b)

S SI

A

Fig. 7 Basic concept of STJ devices for particle detection (a) SIS junction. b Schematic
procedures of particle detection in a SIS junction
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words, the radiation absorption produces quasi-particles leading to the change in
kinetic inductance of a resonance circuit. Eventually, resonance frequency and
phase are shifted with a radiation absorption [29].

Because MKIDs uses resonance circuits with high quality factors, multiplexing
of them are fairly easy. It is a great advantage of using MKID technology for
particle detection which requires many pixels of sensors and position information.

4 Application to Elementary Particle Physics

4.1 Dark Matter Searches

The existence of dark mater in our universe is suggested by Zwicky through the
observation of velocities of galaxies in a galaxy cluster in 1930s. Since then,
astronomical observations such as Rotational velocity curves of many galaxies and
gravitational lensing by cluster of galaxies added evidence of dark matter. Recent
precision measurement of cosmic microwave background map also suggested that
the major portion of our universe is composed of unknown contents, dark energy
and dark matter. However, the identification of dark matter is yet unknown. There
have been several experiments searching for direct interaction of dark matter with
the detectors at deep underground laboratories. An elastic interaction of dark
matter particle causes the recoil of the nucleus in the detector, which deposits
the energy in the detector. The recoil energy is typically below 100 keV. The
deposited energy is transferred to scintillation lights, ionizations, and lattice
excitations-phonons. Detection of phonons with or without the readout of addi-
tional information—ionization or scintillation lights—has been developed. The
CDMS experiment developed Transition Edge Sensor (TES) on silicon and ger-
manium absorber [12]. CDMS also reads the ionization signal by applying the
electric field. Since the relative ratio of ionization yield to the phonon excitation of
nuclear recoil event is different from that of electron recoil event, the read out of
two independent signals provide an efficient mean of separation of gamma
background. The CRESST group also developed the TES sensor based detector
with CaWO4 crystal absorber [13]. CRESST employed an additional read out of
scintillation signals as CaWO4 crystal is a good scintillator as well. This
also provides a method of background rejection from the nuclear signals.
EDELWEISS developed the detector with germanium absorber but with the
Neutron Transmutation Doped (NTD) Germanium thermometer [7]. Recently the
AMoRE collaboration showed that Metallic Magnetic Calorimeter (MMC) based
CaMoO4 crystal developed for the double beta decay search can be used as a good
dark matter search detector as well [25]. One of the outstanding issues in dark
matter search detector development is the way to discriminate the surface back-
ground events. Since the ionization collection efficiency is lower for the energy
loss near the surface, the electron recoil background events leak into the nuclear
recoil signal region and potentially very dangerous background.
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4.2 Neutrino Mass Measurement with Beta Decay

Neutrino oscillation phenomena have been observed in solar neutrino and atmo-
spheric neutrinos and in artificial neutrinos from accelerators and nuclear reactors.
These observations indicate that the neutrinos have small but non-zero masses and
the mass differences and mixing angles are measured. However, absolute mass
scale of neutrinos needs to be measured yet. The precise measurement of the end
point of beta decays is to directly measure the neutrino mass. The most successful
achievement so far is done by the KATRIN experiment [30], which is based on
electrostatic spectrometry of 3H beta decays. Recently the high energy resolution
achieved with cryogenic detectors enable the measurement with calorimetric
technique. Microcalorimeter Array for Rhenium Experiment (MARE) is an experi-
ment trying to measure endpoint of beta decay of 187Re; whose end point energy is
2.47 keV [31]. To compete with the sensitivity of KATRIN, m\0:2 eV/c2; MARE
is planning to use 10000 detectors followed by the first stage of using 300 detectors.
As a large amount of readout channels of MMC or TES sensors involved, the
multiplexing is an important issue for MARE.

4.3 Neutrinoless Double Beta Decay Searches

Nuclides of atomic number Z with an excess of neutrons tends to beta decay
reduce the number of neutrons to become the nuclide with Z ? 1. But, for some
nuclides, this is not possible because the daughter nucleus is in higher mass state.
In that case decay to next to the neighbor can occur by having two neutrons decay
as illustrated for 100Mo in Fig. 8.

Double beta decays with two neutrinos are allowed processes in nuclear physics
and have been observed in various isotopes. Double beta decay without the
emission of neutrinos could occurs if the neutrinos are Majorana particles with

Fig. 8 Energy level scheme
of beta decays of isotopes of
A = 100
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non-zero masses. Since the two electrons are emitted without any other particles
the signature is very clean with mono-energetic peak in total measured energy.
However, the double beta decay with two neutrinos with shorter half life occurs
and the total energy spectrum extends to the end point. Therefore, neutrinoless
double beta decay signal can be easily swamped by the irreducible background
from two neutrino double beta decay if the energy resolution is poor. Therefore,
the high energy resolution is one of the most critical requirement of the detectors
for neutrinoless double beta decay. Detectors based on tracking such as NEMO [32]
can positively identify two electron tracks and therefore remove the most of the
background. However the efficiency of the tracking method is not so high because
the source is usually separated from the detector. On the other hand calorimetric
method can use the source in the detector, and often the source itself can be used as
the detector resulting in very high efficiency. However, due to lack of positive
identification of two electrons, the high energy resolution is important to separate
the background. The cryogenic detector can be used for sensitive experiments for
the neutrinoless double beta decay search if the absorber contains double beta
decay elements. CUORE [6] is the one of the first double beta decay search
experiment using cryogenic detector technique. Their absorber is TeO2 crystal and
the NTD Ge thermometer is used for the temperature sensor. 130Te is the double
beta decay isotope with the natural abundance of 33:8%: The energy resolution
achieved by CUORICINO, the pilot experiment of CUORE, is 7�9% at
2,530 keV [33]. The target mass of CUORE is 760 kg without enrichment.
Recently, the AMoRE collaboration developed MMC based detector with the
CaMoO4 crystal absorber to search for the neutrinoless double beta decay of
100Mo: With the crystal of the 5 g mass, they achieved energy resolution of
1.7 keV for the 60 keV gammas and 11 keV for the 5.5 MeV alphas [25].
Development of the detector based on 200 g crystal is in progress.

5 Application to THz Wave Measurements

Superconducting detectors have been played a major role in for radiation detection
and measurement of THz signals. It is mainly because their noise equivalent power
(NEP) are exceptionally better than other uncooled detectors or those cooled as
low as liquid nitrogen temperatures. TESs, NTD sensors, STJ devices and MKIDs
are those which are being developed for THz detection.

In THz measurement the detectors measure the radiation power of the radiation.
The detectors consists of a sensor, an absorber and a thermal link as shown in
Fig. 1. The temperature increase can be expected as

T � T0 ¼
W

Gbath

ð8Þ

408 Y.-H. Kim and S. K. Kim



with a constant radiation power input, W. It is a similar expression to Eq. 2, but
with W and G instead of E and C when the energy is measured. Cryogenic
detectors to measure the radiation power are generally called bolometers while
those to measure the energy are called calorimeters. It is noted that the temperature
increase is not influenced by the heat capacity, C, in bolometric measurement case
as Eq. 8. C and Gbath determine the time content, s; to reach to the new temper-
ature. The measurement of the temperature increase should be made after reaching
a new equilibrium, at least several times longer than the time constant.

TESs are one of the most popular choices for THz detectors which require
extremely low NEP [34]. The TES bolometers have already demonstrated a low
NEP with a time division multiplexing for 1,000 pixel operations in astronomical
millimeter and sub-millimeter radiations [35].

THz detectors with TES bolometers made possible to make a complete passive
a scanner for human black body radiation [36]. A weapon hidden inside clothing
can be found because its temperature is somewhat lower than that of human body.
It is different from infrared (IR) imaging sensors because IR radiations do not
penetrate the clothing. A frequency band between 335 and 375 GHz is chosen for
this passive weapon search project. The radiation in this range does not have
significant the absorption in clothing materials as well as in the air particularly the
moisture. With an active mirror system the black body radiation in the band is
focused to TES bolometers to measure the radiation power.

This passive scanning THz monitor requires I to distinguish 310 K (37�C)
signals from 293 K (20�C) backgrounds. The sensors have to have a good tem-
perature resolution about at least a few degrees as well as spatial and time reso-
lution about 1 cm. TES bolometer used in Ref. [36] can provide enough resolution
to find a test weapon hidden inside a shirt. However, this work still need to
improve the fast scanning methods and for moving objects. A THz TES camera
combined with optical and IR cameras would provide images of hidden objects in
weapon safety control and airport security applications.

Superconducting detectors have demonstrated their NEP as good as
10�19 W=

ffiffiffiffiffiffi
Hz
p

with STJ and TES bolometers [34]. This value is orders of mag-
nitude better than room temperature detectors. These detectors have already been
applied in THz astronomy. Although the NEP of MKID has been measured about
10�17 W=

ffiffiffiffiffiffi
Hz
p

so far, their multiplexing capability will accelerate this method to
be used in wider applications.

6 Conclusion

Particle detectors with higher energy resolution do not just make fine corrections
on existing measurements, but can make it possible for new discoveries in fun-
damental research of science. Cryogenic particle detectors using quantum sensor
technologies have provide a number of successful and on-going experiments in
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elementary particle physics. Recent developments of THz bolometers have dem-
onstrated outstanding performance on noise equivalent power for THz radiations.
In near future, these quantum sensors are expected to play a major role in
astronomy and security and other applications. Applications to X-ray spectros-
copy, measurement of radioactivity for radiation standard are not discussed in the
current scope, but they are also very active fields of application of cryogenic
particle detection.
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Intravital Microscopy for THz-Bio
Analysis

Pilhan Kim

1 Introduction

Intravital microscopy is a high-resolution imaging technique to observe biological
phenomena in living organisms. It often also stated as in vivo microscopy. Literal
meaning of in vivo is ‘‘within the living’’ and there is another term, ex vivo of
which literal meaning is ‘‘out of the living’’. Both terms are commonly used to
describe the status of sample at the moment of biological manipulations or
investigations are done. In vivo study is a form of research using whole living
organism in experiment to investigate a certain biological phenomenon in its
natural environment, whereas ex vivo study uses non-living subjects such as tis-
sues or organs dissected from dead animal. In addition, in vitro of which literal
meaning is ‘‘within the glass’’ is another commonly used term. In vitro study is a
form of research using small living subject such as cell in a controlled environment
such as petri dish or test tube. Cell culture, the process of growing cells in a petri
dish, is the most common form of in vitro study. Figure 1 summarizes the status of
samples for biological study categorized by in vivo, in vitro and ex vivo.

1.1 In Vivo and In Vitro Research

Living organism is extremely complex system comprised of multiple biological
subjects such as gene, protein and cell. For example, adult human contains
approximately 70 trillion cells. And a single cell has 23,000 protein-coding genes
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those are strictly controlled in a specific way depending on the cell type to function
properly. For the survival of organism, all of individual cells form complex net-
work and interact with each other extensively to maintain homeostasis of whole
body against environment. This extreme complexity is the biggest barrier for
biologists to identify individual components and analyze their specific function.
The most important advantage of in vitro study is that it provides a highly con-
trolled artificial environment to simplify the system, which allows biologists to
focus on the function of individual component under study. Amplifying the out-
come of manipulating individual biological subject such as gene, protein or even
specific cell type in vitro has been a key enabler for biologists to identify them in
the first place and analyze their mechanism in detail. In many biomedical fields
including genetics, cellular and molecular biology, in vitro experiments is exten-
sively performed. However, this simplicity of in vitro study has potential limitation
that there are always chances of over-interpretation of its result, because funda-
mentally it fails to reconstitute the complex environment in specific tissue under
physiological condition that can only be found in in vivo model. The failure in
follow-up in vivo study using living organism to reproduce the results of in vitro
study is so common that the in vivo experiment for a confirmation is indispensable.

1.2 Model Organism for In Vivo Research

A model organism is non-human species that can be used to investigate specific
biological phenomena through various experimental approaches, which can pro-
vide deeper understanding about the similar phenomena in other species, poten-
tially human. There have been many model organisms used in biomedical science
for in vivo experiments. Figure 2 summarizes the popular model organism
commonly used in wide field of biology. The bacterium, Escherichia coli (E. coli)
and the yeast, Saccharomyces cerevisiae has been popular model organisms for
genetics and cell biology. More developed multicellular organisms such as the

Fig. 1 The status of sampled for biological study. In vivo sample is a commonly used albino
laboratory mouse. In vitro sample is colonies of fungus grown in petri dish. Ex vivo sample is a
sliced section of brain dissected from rabbit
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roundworm (Caenorhabditis elegans, abbreviated to C. elegans), fruit fly (Dro-
sophila melanogaster) and zebrafish (Danio rerio) have been extensively used to
investigate systemic biological processes such as development, physiological or
neurological functions.

To perform biomedical studies aiming to provide potential clinical implications
for human disease, the mouse is the most widely used model organism. Since the

Fig. 2 Common model organism for biological study. E. coli is widely used in microbiology and
modern bio-engineering. Yeast, S. cerevisiae, is a eukaryotic model organism extensively used in
molecular and cell biology. Its genome is the first that was completely sequenced as a eukaryote.
C. elegans is a multi-cellular eukaryotic organism wildly used in developmental biology,
especially neural development. Also C. elegans is the first multi-cellular organism that its genome
is completely sequenced. Fruit fly, D. melanogaster, is the most popular organism in genetics due
to the well-established genetic transformation technique. Zebrafish is getting more attention as a
vertebrate model organism in vertebrate development and gene function. Finally, mouse is a
mammalian organism that distinguishes it from former model organism. Since it shares almost all
of physiological system with human, the mouse has been a most widely used animal in basic and
translational biomedical study in preclinical stage
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mouse is a mammal like human, it has molecular functional mechanism similar to
human in very high level. And it holds complex physiological systems resembling
human such as immune, endocrine, nervous, cardiovascular, respiratory, gastro-
intestinal, reproductive, skeletal and muscular system. Other advantages includes a
short generation time—10 weeks from being born to giving birth, a highly prolific
breeding—5 to 10 pups per each birth and an immediate recovery of fertility after
birth and an relatively easy handling and maintenance in laboratory environment.
In addition, there are well-established molecular and genetic techniques applicable
only to the mouse, which enables an analysis of the complex underlying mecha-
nisms in great detail. And the easiness in the manipulation of mouse embryos for
over- or under-expression of certain gene allows the creation of genetically
modified transgenic mouse, which can greatly help in vivo experiment by
revealing the specific gene function more clearly. Finally, a more than 100 years
of research employing the mouse has resulted in abundant documentation about
phenotypes of mouse strains and mutant. All these factors make the mouse an ideal
platform for basic and translation biomedical research toward bench-to-bedside
translation for clinical application that THz-Bio researches ultimately pursue.

1.3 In Vivo and Ex Vivo Analysis of Mouse Model

Every experiment needs a way to measure the outcome of manipulating subjects
under study. The uniqueness of in vivo study using living organism as an exper-
imental test bed pose substantial challenges in performing detailed analysis of
biological process happening inside the living model organism—need to minimize
the alteration of natural in vivo environment while extract accurate measurement
data with high sensitivity out of the highly complex in vivo situation. Due to these
technical challenges, ex vivo analysis using a specimen dissected from the body of
model organism has been the most prevalent form of measurement done to analyze
various biological processes rather than in vivo analysis. In other words, although
the experiment is performed with living animal in vivo, still the detailed analysis is
mainly performed ex vivo. For a biomedical study using the mouse as model
organism, there are two most extensively used ex vivo analysis methods, histology
and flow cytometry, to obtain cellular level information.

Histological analysis is a microscopic scale observation of processed tissue
dissected from organism by light microscope or electron microscope. Preparation
of tissue for histological analysis is performed in three major steps—fixation,
sectioning and staining. Fixation is a step to preserve tissue from degradation and
maintain its microscopic structure. The most common way is dipping the tissue in
a chemical fixative such as formaldehyde. After fixation, tissues are progressively
dehydrated and embed into a liquid material, then hardened in a mold. For light
microscopy observation, the tissue blocks are then sliced into sections as thin as a
single cell layer, typically 5–10 lm. Since most biological tissues have very little
inherent optical contrast when it is thinly sliced, staining to provide proper level of
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contrast and highlight the specific feature of interest is essential. Hematoxlylin and
eosin (H&E) that stain the nucleus in blue and cytoplasm, muscle and extracellular
matrix in various shade of red, pink and orange is the most commonly used
staining method. In modern medicine, histopathology, the microscopic observation
of dissected tissue with histological staining is the most important tool to provide
accurate diagnosis of various diseases such as cancer and inflammatory disease by
providing cellular level information. Naturally, for the preclinical biomedical
studies using a mouse model of human disease, histological analysis is extensively
used (Fig. 3).

Flow cytometry is a technique for counting the number of cells suspended in
an aqueous medium. Similar to the histological analysis, it is a microscopic cel-
lular-level analysis that provides quantified information about cellular composition
of tissue instead of producing an image. A hydrodynamically-focus stream of fluid
containing cells is implemented in microscopic channel so that the cells are carried

Fig. 3 Examples of ex vivo analysis. Histological analysis is a microscopic observation of ex
vivo tissue, typically processed for preservation and then stained to provide contrast in cellular
level. Hematoxlylin and eosin (H&E) staining that typically stains the nucleus in blue and the
remaining tissue in various shade of red is the most common method for histological analysis.
The presented example is an H&E stained trachea of mouse. Microscopic structures such as
perichondrium (PE), cartilage (CA), lamina propria (LaPr) and respiratory epithelium (ReEp) and
their sub cellular features are clearly distinguishable. Flow cytometry is a technique to count the
number of cells extracted from ex vivo tissue and then suspended in aqueous medium. Similar to
the histological analysis, it is a microscopic analysis that provides quantified information about
cellular composition of tissue instead of producing an image. Fluorescence-activated cell sorter
(FACS) is a most widely used modern flow cytometer that relies on the fluorescence signal to
distinguish specific cell labeled by fluorophore, which is explained in detail later in this chapter.
The presented example is a FACS analysis of the dissected heart of mouse showing the
population of subset of cells expressing high level of Ly-6C, lymphocyte antigen six complex,
and low level of F4/80, a macrophage specific transmembrane protein. This result provides the
information about the population of Ly-6Chigh monocytes in the heart while excluding
macrophage
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in an aligned manner to pass a single spot one by one. A beam of light is focus on
the spot where individual cell pass. Multiple detectors are used to sense various
optical signal generated by the flowing cells. Typically, one detector is aligned in
line with the propagating light to detect scattering signal in forward direction and
several detectors are placed in perpendicular to detect scattering signal from side.
In addition, several detectors to detect fluorescence signal from the cells labeled
with one or more fluorophores are commonly used. For biological cellular anal-
ysis, the fluorescence labeling technique is very widely used due to its ability to
provide high specificity by employing antibody-based labeling technique, which
will be explained in detail later in this part. Fluorescence-Activated Cell Sorter
(FACS) is modern flow cytometer based on this fluorescence labeling, which can
analyze several thousands of cells every second in real-time and separate or isolate
cells with specific fluorescence properties. In modern medicine, FACS is widely
used to quantify the population of specific cell type in either blood or dissected
tissue, especially for immune cell, in the unit of transplantation and oncology
combined with chemotherapy or radiation. In addition, it has been extensively used
in basic biomedical studies in the field of immunology, pathology and general
molecular biology.

The fundamental limitation of these ex vivo analysis is that it is terminal
measurement providing a one time observation of cellular process in a living
organism that is highly dynamic in nature. As described previously, a living
organism is an extremely complex system in which numerous biological processes
is dynamically initiated, regulated and interacted with each other in genetic,
molecular and cellular level. Basically, ex vivo analysis provides us a snapshot of
this orchestra of life, failing to track the dynamics maintaining it. Furthermore, the
procedure to perform these ex vivo analysis, for example the fixation and slicing of
tissue for histological analysis, the dissociation of tissue to cell level for flow
cytometry, modify the natural microenvironment of cells under in vivo situation.
To overcome these limitations, intravital microscopy that can directly visualize
dynamic cellular process in living organism in vivo has actively developed.

2 Intravital (In Vivo) Microscopy

During the last decade, intravital microscopy has become an indispensable tech-
nique for wide area of biomedical science such as molecular and cell biology,
immunology, neuroscience, developmental and tumor biology. Real-time direct
visualization of dynamic cellular processes in action under its natural environment
in vivo by intravital microscopy has provided unprecedented insights those were
almost impossible to obtain by static observation of thinly-sliced chemically-fixed
tissues ex vivo by conventional light microscopy (i.e. histological analysis).
In addition, although in vitro model studies have provided many significant findings
with its advanced flexibility and manipulability over in vivo model studies, it fails
to reconstitute the exact microenvironment in tissue under physiological condition
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that can only be achieved in in vivo model. It makes the intravital microscopy based
analysis become invaluable for many biomedical investigations.

2.1 Fluorescence Detection

Currently, intravital microscopy is mostly performed by observing fluorescence
emitted from a fluorophore as a contrast to create image, which is categorized as
fluorescence microscopy [1, 2]. It can reveal objects of interests exclusively
labeled by fluorophore from an otherwise black background, providing high
contrast and sensitivity. There are multiple advantages in fluorescence microscopy
over other types of microscopy. First, over the past decades, tens of thousands
fluorescent probes were synthesized by organic chemists to provide a toolbox to
label virtually any components in biological systems. In addition, numerous pro-
tocols for labeling the object of interest in any status of samples, in vivo, ex vivo
and in vitro have been well established. Second, the development of fluorescent
proteins, most notably green fluorescent protein (GFP), has allowed the intrinsic
endogenous labeling of numerous components in living organisms by genetic
engineering, which eliminates the difficult challenge of devising in vivo labeling
scheme using exogenous fluorescent probes. Its profound impact on biomedical
science is recognized by Novel Prize in Chemistry awarded at 2008 for the dis-
covery and development of the GFP. Lastly, rapid technical advances in light
sources and detectors optimized for fluorescence detection aids fluorescence
microscopy to be an ideal technique for the observation of all kinds of biological
specimens by allowing the detection of molecule at very small concentration with
superior signal-to-background noise ratio.

Fluorescence is the emission of light from a fluorophore through after its
absorption of light typically within nanoseconds. Figure 4a shows typical elec-
tronic states of a fluorophore in Jablonski diagram. Each electron states have a
multiple vibrational state. The energy of absorbed photon makes an electron to be
excited, elevating to a higher energy level, which is the process called excitation.
Subsequently, the electron returns to the ground state and emit a lower energy
photon, which is the process called as emission. Due to the energy loss involved in
the vibrational state transition in excited state, the wavelength of emitted light is
longer than that of absorbed light. This difference in the wavelength between the
absorbed photon and emitted photon is called Stokes shift. This is the fundamental
property that enables the fluorescence imaging have high contrast and high sen-
sitivity by completely filtering out the unwanted background light spectrally
without affecting the signal emission light. Thus, the proper selection of spectral
filters is critical for the separation of excitation and emission wavelengths in
fluorescence imaging. On the other hand, since the energy transition by absorption
and emission can occur between multiple vibration states in each state, a fluoro-
phore typically has a broadened spectrum of absorption and emission as shown in
Fig. 4b. These spectral properties of a fluorophore are determined by its electronic
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energy structure that can be tuned to have many different emission wavelengths, i.e.
colors. During past decades, variety of colorful fluorophore have developed in
ultraviolet (UV), visible and near infrared (NIR) spectrum from 300 nm to 800 nm
in wavelength. Fortunately, the emission spectrum of several fluorophore is spec-
trally narrow and separated enough that it is possible to use multiple fluorophores
with different color at the same time as illustrated in Fig. 4c. This enables simul-
taneous visualization of multiple components labeled by fluorophores of difference
colors, respectively. It is extremely useful to analyze complex processes involving
interaction between components, for example, interaction between different subsets

Fig. 4 Fundamentals of fluorescence and fluorophore. a Jablonski diagram depicting the
electronic states of a fluorophore and energy transition involved in fluorescence. b Typical
spectral properties of fluorophore. Absorption and emission spectra of Alexa Flour 555 from
invitrogenTM is illustrated. c Example of fluorophores for multi-color fluorescence imaging,
Alexa Fluor 350, 488 and 594 from invitrogenTM is illustrated. Emission spectra of these
fluorophores are largely non-overlapping, which minimize the crosstalk between them
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of immune cells. Common fluorophores with different colors for multi-color
imaging are summarized in Table 1. As long as instrument allows, these fluoro-
phores can be simultaneously visualized after spectral separation.

Fluorescein Isothiocyanate (FITC) and Tetramethyl Rhodamine (TAMRA) are
traditional fluorescent dyes those have been successfully utilized for many years.
The quantum yield of fluorescein is very high and its physical and chemical
characteristics have been well known. But, fluorescein is very sensitive to envi-
ronmental factors such as pH, changing its emission intensity. 40,6-diamidino-2-
phenylindole (DAPI) and Hoechst dyes are very popular to stain DNA and
chromatin by its binding property to the double helix. And their blue fluorescence
makes them to be easily combined with traditional dyes with green and red
fluorescence. Alexa Fluor dyes, marketed by invitrogenTM, have several improved
features such as higher quantum yield than spectrally similar traditional dyes,
enhanced photostability under continuous excitation and pH insensitivity. In
addition, the absorption spectra of derivatives are well matched to common laser
lines and water solubility is high. These advantages makes the Alexa Fluor dyes to
be one of the most popular dyes for many fluorescence imaging application, but its
relatively high price is the drawback. Cyanine dyes, Cy2, Cy3, Cy5, Cy5.5 and
Cy7 are more environmentally stable and thus less sensitive to pH and organic
media mounting samples. The cyanine dyes generally have broader absorption
spectra than Alexa Fluor family, making them somewhat more versatile in the
choice of laser excitation. As described before, due to the unique advantage of
endogenous labeling, fluorescent proteins in various colors in blue (BFP), cyan
(CFP), green (GFP) and red (RFP, DsRed) are widely used. Qdot�, marketed by
invitrogenTM, is newly emerging semiconductor quantum dot with diameter of tens
of nanometers. Unlike typical organic fluorophores those have highly specific
spectral absorption profiles, quantum dot have a unique absorption property that
absorption efficiency continuously increases with shorter wavelength, independent
of emission wavelength. Thus, multiple kinds of quantum dots of different color
can be excited by single UV light source. Another unique feature is that the
emission wavelength of quantum dot is determined by the dot size, which enables
the manufacturing of quantum dot with emission at NIR range. And the photo-
stability of quantum dot is several orders of magnitude higher than organic dyes.
These exceptional properties and the reduced scattering/absorption by most

Table 1 Common fluorophores

Color Blue Green Orange Red NIR

Emission wavelength (nm) 450–480 500–520 570–600 660–700 760–850
Fluorophore GFP, DsRed, APC

BFP, YFP RFP, Cy5
CFP FITC, TAMRA, Cy5.5 Cy7
DAPI Cy2, Cy3 Qdot� 705 Qdot� 800
Hoechst Alexa Flour Alexa Flour Alexa Flour

488 555 647
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biological tissue in NIR range makes the NIR quantum dot to have great potential
for in vivo observation of living animal, even for clinical application such as
fluorescence-guided surgery of human patient [3]. To perform a fluorescence
imaging with a certain fluorophore, it is crucial to select a light source that output
wavelength is closely matched to the peak wavelength of absorption spectra of
fluorophore in the viewpoint of relatively low emission light intensity compared to
excitation light intensities. Common light sources type and output wavelengths are
summarized in Table 2.

2.2 Sectioning

Traditional fluorescence microscopy with simple configuration of Köhler illu-
mination and wide field detection can provide excellent images of thin trans-
parent specimen, mostly sliced tissue sample after fixation or living cell cultured
in vitro [1, 2]. However, for much thicker sample such as live mouse, it fails to
reveal microscopic-scale details at the focus plane due to the reduced contrast by
the fluorescence arise from the out-of-focus plane, because the fluorophore
distributed over the entire pass of excitation light in sample is indiscriminately
excited. For in vivo observation of living organism, in a given two-dimension
(2D) image acquired by wide field detection, the fluorescence originated from
the out-of-focus plane can easily occupy 90% of total fluorescence collected by
objective lens, which completely obscure the in-focus microscopic detail. In
addition, the strong scattering of live tissue gives more adverse effect on the
contrast of acquired image. Thus, intravital microscopy must equip with a
capability that can exclusively acquire fluorescence signal only from the focus
by eliminating the out-of-focus fluorescence signal, which is termed as sec-
tioning and this type of microscopy is categorized as sectioning microscopy. The
removal of unnecessary fluorescence provides tomographic snapshot of thick
living sample with greatly enhanced contrast, which enables three-dimensional
(3D) reconstructions by integrating the image data at multiple focal planes
computationally.

Table 2 Common light source and output wavelength peak

Light source type UV Violet Blue Green Yellow Red
Output wavelength (nm)

Argon-ion laser 351, 364 – 457, 488 514 – –
Krypton-ion laser – 413 – 531 569 647
Helium–Neon laser – – – 543 594 633
DPSS laser 365 405 488 532 561 641
Mercury-arc lamp 365 405, 436 – 546 579 –
Xenon-arc lamp – – 467 – – –
Metal–Halide lamp 365 435 495 520, 545 575 625
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2.3 Confocal Microscopy

As a sectioning microscopy, there exist two major types of microscopies, confocal
microscopy [4, 5] and two-photon microscopy [6, 7]. In both cases, the illumina-
tion of sample with the light source to excite a fluorophore is performed by 2D
raster-pattern scanning of tightly focused beam, which is termed as scanning. To
achieve high-resolution with scanning, it is crucial to implement light illumination
that is focused to the smallest spot possible, the diffraction-limited spot, in the
plane of focus. This tight focus is normally created by sending collimated beam to
pass the high power, high numerical aperture (NA) objective lens that transform
the beam to converge. The higher the NA of objective lens and the shorter the
wavelength of light for excitation, the smaller the spot becomes to the diffraction-
limit that is calculated to 0.61 k/NA in radius, where k is the wavelength of the
light. Although this diffraction-limited spot at the focal plane ensures the highly
localized fluorescence signal generation for high-resolution information, still the
excitation of fluorophore happens non-selectively all along the converging and
diverging beam path out of focal plane. Thus, it is necessary to implement a
rejection mechanism to block the fluorescence from our-of-focus plane. In con-
focal microscopy, this is achieved by placing a pinhole in front of the detector at a
plane optically conjugated to the focal plane such that pinhole aperture is aligned
with the focus. This arrangement makes the only fluorescence arise from the focus
exclusively pass the pinhole to reach detector.

The operation principle of confocal microscopy for fluorescence imaging with
sectioning is illustrated in Fig. 5. The arrangement of major components including
pinhole, objective lens, sample, dichroic beam splitter and detector as well as the
path of excitation light are illustrated in Fig. 5a. Dichroic beam splitter is a spe-
cially engineered optical component that reflects shorter wavelength excitation
light while transmit longer wavelength fluorescence. Excitation light under 2D
scanning is directed to the sample by dichroic beam splitter and focused by
objective lens to create tightly focused spot inside the sample. Figure 5b illustrates
the light path of fluorescence that is emitted from the focal plane. This in-focus
fluorescence signal is back-collected by the objective lens and then separated by
the dichroic filter to transmit toward the detector. Then the fluorescence signal
passes the pinhole of which aperture is precisely aligned to the optical conjugation
point with the focus of excitation light inside sample and reach the detector as
illustrated in Fig. 5b. In contrast, the fluorescence emitted from the out-focus plane
is focused onto the non-transparent part of the pinhole and thus fails to reach the
detector as illustrated in Fig. 5c. The effectiveness of pinhole in terms of sec-
tioning is greatly related to the size of opening in the pinhole. Normally, for the
observation of a thin specimen, it is recommended to match aperture size to the
calculated spot size at focus, 0.61 k/NA in radius (often referred to Airy Disk
size). But, for in vivo observation of thick living specimen, increasing the aperture
size up to 2–4 Airy Disk size often provides significantly brighter image with small
penalty in resolution due to excessive light scattering.
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2.4 Two-Photon Microscopy

Two-photon microscopy achieves sectioning based on nonlinear optical process
between excitation light and fluorophore, two-photon absorption. It is a phe-
nomenon occurs when two individual photons arrive at the same fluorophore
simultaneously (within *0.5 fs interval) and are absorbed together to combine
their energy to excite the fluorophore. Since the energy of photon is inversely
proportional to the wavelength, two absorbed photons substituting one photon of
twice energy should have twice longer wavelength. For example, a fluorophore
normally absorb UV light at 350 nm can be excited by two-photon absorption with
NIR light at 700 nm. Figure 6a illustrates the two-photon absorption along with
one-photon absorption. As depicted, once fluorophore is excited in either
absorption process, it returns to the ground state in exact same manner emitting a
fluorescence photon. Due to the requirement that two photon hit the same fluo-
rophore within extremely short interval, compared to one-photon absorption, about
a million times higher intensity of light is required to generate the same level of
fluorescence with two-photon absorption. In practice, to achieve this high inten-
sity, the excitation light facilitating two-photon absorption has to be extensively
concentrated not only in space by high NA objective lens but also in time. Mode-
locked Titanium: sapphire laser generating ultrashort pulse light of 50–200 fs
pulsewidth at about 80 MHz repetition rate is the most common light source for
two-photon microscopy. Even with this level of concentration in time domain, the
high photon density sufficient for two-photon absorption is achieved only at the

Fig. 5 Principle of confocal microscopy. a Schematic layout of confocal microscopy for
fluorescence imaging with sectioning. b Light path of fluorescence emitted from the focus.
c Light path of fluorescence emitted from the out-of-focus
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very small volume at the focus. In other words, the fluorescence excited by two-
photon absorption is generated only from the focal plane as shown in Fig. 6b,
which facilitates intrinsic sectioning without additional trick like pinhole in front
of detector like confocal microscopy. In Fig. 6b, a quartz cuvette with the solution
of fluorophore, Fluorescein having green fluorescence, is placed between two
identical objective lenses. From the right-side objective lens ultrashort pulse light
with 200 fs pulsewidth and 780 nm wavelength is delivered into the cuvette,
demonstrating the highly confined generation of fluorescence signal by two-photon
absorption. In contrast, when illumination light of 380 nm wavelength tuned for
one-photon absorption is delivered through the left-side objective lens, the fluo-
rescence is generate indiscriminately in whole illuminated volume. Table 3
summarizes the major features of confocal and two-photon microscopy.
De-scanning is the back-propagation of the fluorescence through the beam scanner,
which is necessary only for confocal microscopy to implement stationary focused
spot on the aperture of pinhole that is conjugated with 2D scanning spot [4].

2.5 Beam Scanning

Most common method to implement a scanning for commercial confocal micro-
scope is using two galvanometer-based oscillating mirrors to deflect the angle of
reflected light. Typically, one mirror scans the excitation light along the ‘fast axis’
(mostly horizontal direction) and the other mirror scans the ‘slow axis’ (mostly
vertical direction) in much slower speed to sequentially cover 2D plane. Naturally,
the speed of image acquisition is limited by the maximum scanning speed of fast-
axis scanner. Typical scanning speed of galvanometer based oscillating mirror is
from 500 to 1 kHz, which corresponds to 1–2 frames per second with 512 9 512
pixels. However, for the in vivo observation such as intravital microscopy, it is
often very useful to have a capability of video-rate image acquisition at 24–30

Fig. 6 Principle of two-photon Microscopy. a Jablonski diagram, illustrating one- and two-
photon absorption. b Photograph showing the spatial confinement of fluorescence generation with
two-photon absorption, compared to one-photon absorption
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frames per second. Fast dynamics such as blood circulation, muscle reflex and
neural signal are several examples. One common method to achieve video-rate
scanning is using resonant oscillating mirror that can scan at very high speed from
7 to 14 kHz by sacrificing scanning linearity. One commercial confocal micro-
scope employing this resonant scanning is available in market, Nikon’s A1R-A1
confocal microscope. Another method is using polygonal mirror rotating at very
high speed from 400 to 900 revolution per second, which corresponds to 14.4–32.4
kHz with 36 facet polygonal mirror. In practice, for in vivo observation, the image
acquisition speed often needs to be compromised to obtain high quality image
depending on the brightness of the fluorescence signal, since the achievable signal
to noise ratio is proportional to the square root mean of exposure time per pixel
with given signal intensity and frame rate.

3 Applications of Intravital Microscopy

Unique capability of intravital microscopy to monitor the dynamic cellular process
in natural microenvironment inside living animal in vivo has enabled numerous
new biomedical studies in unprecedented way. Combined with rapidly developing
fluorescent probes, it has opened up new avenue to investigate the complex
pathophysiology of human disease with animal model in much greater details at
cellular and molecular level. Intravital microscopy has been utilized to monitor
gene expression, protein activity, drug delivery, cell trafficking, cell interaction,
physiological response under external stimuli in live animal in vivo, which pro-
vides new insights unobtainable by conventional ex vivo and in vitro study. Here,
several examples of intravital microscopy based analysis in biomedical studies will
be introduced.

3.1 In Vivo Monitoring of Nanoparticle for Gene Delivery

In the field of nanotechnology, there have been tremendous amount of efforts to
develop new functionalized nanoparticles for biomedical applications such as gene

Table 3 Comparison between confocal and two-photon microscopy

Confocal microscopy Two-photon microscopy

Sectioning principle Pinhole rejecting out-of-focus
fluorescence

Nonlinear fluorescence generation
exclusively in focus

Light source type Continuous wave laser Femtosecond pulsed laser
Light source wavelength 360–640 nm 700–1,050 nm
Excitation process Single-photon absorption Two-photon absorption
Pinhole before detector Yes No
De-scanning Yes No
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or drug delivery, diagnosis and therapeutics. In the process of the translation from
the chemical bench to the bed in clinic, extensive analysis using experimental
animal, especially mouse, to assess the efficacy and safety in vivo is commonly
required. The intravital microscopy can visualize a single animal over period of
hours to weeks, which enables direct monitoring of nanoparticle introduced into
the animal in chronological view, like a movie.

In this example, polyplex nanomicelle administered for gene delivery to skel-
etal muscle was monitored of over a week [8]. The polyplex nanomicelle is
synthesized by self-assembly process in the mixture of plasmid DNA (pDNA) and
block copolymer as illustrated in Fig. 7a. To image the pDNA in vivo, it is

Fig. 7 In vivo tracking of polyplex nanomicelle hydrodynamically administered for gene
delivery to thigh muscle over a week in live mice. a Polyplex nanomicelle composed of plasmid
DNA and block copolymer. b Hydrodynamic gene delivery to the thigh muscle by intravenous
injection and tourniquet. c Longitudinal in vivo tracking of Cy5-labelled plasmid DNA (red)
distributed in the muscle fibers of Histone-GFP mice, in which every nucleus of cell express GFP
(green). Scale bars are 100 lm. Modified from Ref. [8]
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fluorescently labeled by red fluorophore, Cy5. As an experimental animal model to
monitor the delivery of Cy5-labeled pDNA in vivo, a transgenic Histone-GFP
fusion mouse (B6.Cg-Tg (HIST1H2BB/EGFP)1 Pa/J, Jackson Lab) expressing
GFP in the nucleus of every cell is used. To increase the efficacy of gene delivery,
the vascular circulation of right foot is isolated by placing tourniquet and then the
polyplex nanomicelle containing Cy5-labeled pDNA solution is injected through
the Great saphenous vein as illustrated in Fig. 7b. The gene delivery efficacy of
naked pDNA and polyplex nanomicelle in terms of distribution in the muscle and
retention over time is monitored by intravital microscopy analysis using custom-
built video-rate confocal microscopy system [9, 10]. To evaluate the time-
dependent change, the injected mouse is imaged at multiple time point of day 1, 3
and 7. GFP and Cy5 are excited by 491 nm and 635 nm continuous-wave DPSS
laser, respectively. Figure 7c shows the representative images at each time point.
On day 1, for both of naked pDNA and nanomicelle, the Cy5-labeled pDNA (red)
is widely distributed, revealing no difference. With image analysis to identify the
co-localization of GFP and Cy5 fluorescence, the ratio of nuclei with delivered
pDNA can be assessed. For naked pDNA, the Cy5-labeled pDNA is significantly
decreased on day 3 and completely disappeared on day 7. In contrast, for the
nanomicelle, much larger amount of pDNA is detectable until day 7. This intra-
vital microscopy analysis clearly demonstrates the greatly improved gene delivery
efficacy of nanomicelle over naked pDNA.

3.2 In Vivo Monitoring of T Cell Migration in Lymph Node

For immunological studied, intravital microscopy has been one of most exten-
sively utilized tool due to the significant importance of analyzing the dynamic
immune cell behavior in natural microenvironment in vivo [11]. Intravital
microscopy has provided many important implications about how, where and
when difference subsets of immune cells interact and migrate to initiate and reg-
ulate immune response in systemic way. Among many subset of immune cells, T
cell has been considered as a major player to deliver effector function in adaptive
immunity and its dysfunction cause various kinds of complications in human
disease. Excessive immune reaction such as autoimmune disease is often mediated
by T cell migrated to the lesion. Therefore, the migratory behavior of T cell has
been actively targeted for therapeutic purpose with novel drug.

In this example, the underlying mechanism of immunosuppressive drug,
FTY720, recently approved for treating multiple sclerosis, is investigated by
directly observing the T cell migratory behavior in lymph node with intravital
microscopy [12]. With ex vivo histological analysis, FTY720 treatment induces
the rapid accumulation of T cell in the lymph node by blocking its egress. And it
has been suggested that G protein family, especially Gai2 has implication in the
intracellular signaling of T cell affected by FTY720. To visualize the migratory
behavior of T cell in presence or absence of Gai2, same number of normal
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wildtype T cells and Gai2 deficient T cells (Gai2-/- T cell) are intravenously
injected 24 h prior to the imaging. Wildtype and Gai2-/- T cells are stained by
CFSE and CMTMR, respectively. CFSE and CMTMR are cell membrane per-
meable fluorophore derived from fluorescein and rhodamine, respectively. 4 h
after the injection, the mouse was treated either FTY720 or saline as control
vehicle. Popliteal lymph node located behind the knee of mouse foot was selected
to be monitored by intravital microscopy analysis using custom-built video-rate
confocal microscopy system [9, 10, 12]. To visualize the cortical sinus structure in
popliteal lymph node, an anti-LYVE-1 antibody conjugated with Alexa Flour 647
was injected subcutaneously in the foot pad, which then was drained to the pop-
liteal lymph node to stain the sinus. CFSE, CMTMR and Alexa Fluor 647 are
excited by 491, 532 and 635 nm continuous-wave DPSS laser, respectively.

Figure 8 shows the time-lapse image sequence tracking the migratory behavior
of wildtype T cell (red) and Gai2 deficient T cell (green) around the sinus (blue).
Without FTY720 treatment, both of wildtype and Gai2-/- T cell freely migrate
through the sinus as shown in Fig. 8a in which one wildtype T cell (red, arrow-
head), followed by a Gai2-/- T cell (green, arrowhead), enter the sinus through
the same location. In another site, two wildtype T cells (red, small arrowhead)
approached and engaged different sinus for 3–7 min, then crossed the wall of sinus
as shown in Fig. 8b. In contrast, Gai2-/- T cell (green, large arrowhead) shows
extended adhesion to the sinus followed by arresting-like behavior near the sinus,
which is now observed in the migratory behavior of wildtype T cell. With FTY720
treatment, in sharp contrast, wildtype T cells approached, engaged and sometimes
even partially protruded itself into the sinus, but eventually retracted and went
away as shown in Fig. 8c–d. Interestingly, low number of Gai2-/- T cell still
managed to enter the sinus though it requires more extended time for engagement
with the sinus as shown in Fig. 8c. And, unlike the wildtype T cell that does not
stay near the sinus, many Gai2-/- T cell stayed near the sinus as shown in Fig. 8d.
These observations clearly demonstrate the change in the migratory behavior of T
cell by FTY720 and its dependence on the G-protein subunit, Gai2.

3.3 In Vivo Monitoring of Colorectal Tumor Development
and Angiogenesis

Cancer is a leading cause of death worldwide and colorectal cancer is the third in
both incidence and death. With extensive investments of resource, our under-
standing of the genetic and molecular origin of cancer has been greatly improved.
In last decade, intravital microscopy has provided novel insights into gene
expression and function in tumors, revealed the crucial role of microenvironments
surrounding the tumors, and their response to therapy, which enables new
approaches to improve cancer treatment [13].

In this example, the development of colorectal tumor and angiogenesis, a
formation of new vessel to supply oxygen and nutrition to the growing tumor, are
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monitored in vivo in the colon of living mouse over several month by intravital
microscopy modified in endoscopic form [10]. To visualize the inner mucosa of
colon non-invasively through the anus of living mouse, a miniaturized side-view
endoscopic probe with narrow diameter is fabricated by using gradient refractive
index (GRIN) lenses. GRIN lens is a rod shaped optical element in which the
refractive index is gradually varied along the radial direction so that light can be
focused like a sinusoidal wave as illustrated in Fig. 9a. To relay the beam focused
by objective lens, a GRIN triplet with 1 mm diameter was constructed by attaching
coupling GRIN lens (pitch = 0.25, NA = 0.5) and imaging GRIN lens
(pitch = 0.16, NA = 0.5) to each surfaces of a longer relay lens (pitch = 1,
NA = 0.1). Then a micro-prism with aluminum coating at slanted surface (base
length = 0.7 mm) was attached to the surface of the imaging lens to steer the light
to side. The light path in the side-view endoscope is illustrated in Fig. 9a. The
assembled side-view endoscope is packaged by metal sheath with diameter of
1.25 mm to provide protection from environment and mechanical strength for in
vivo live animal imaging as shown in Fig. 9b. Then, the side-view endoscope is
integrated to a custom-built XYZ translation/rotation mount of custom-built video-
rate confocal microscopy system [9, 10]. The side-view endoscope can be inserted
into the descending colon of anesthetized mouse through anus. Angular direction
of laser beam emitting from the endoscope can be rotated inside the colon as
shown in Fig. 9c. Axial translation of imaging site on the colonic wall can be
accomplished by translating the mouse as shown in Fig. 9d.

As an animal model for colorectal tumor, we used Apc-cKO-GFP mouse
originally developed by Dr. Raju Kucherlapati at the Harvard Medical School [14].
The transduction of adenoviral Cre into the colon epithelia can inactivate the Apc
gene, which mimics somatic Apc mutation in human patients with sporadic
colorectal cancer. To monitor the development of tumor, GFP is subsequently
activated in Apc mutated cell. This modification enables the long-term tracking
and quantifying the growth of Apc-inactivated cells in colonic mucosa by visu-
alizing the GFP expressing cells. A large polyp expressing GFP at 11 weeks after
Apc inactivation was observed in vivo as shown in Fig. 10a. Blood vasculature is
simultaneously visualized by intravenously injected TAMRA-dextran conjugates.
Dilated vessel with irregular shaped lumen suggesting overgrowth of endothelial
cells is clearly distinguishable to surround the polyp, which is typical characteristic
feature in tumor-associated vessel. In another mouse, a longitudinal observation of
the same site in the descending colon was performed. Figure 10b shows images

Fig. 8 In vivo tracking of distinct behaviors of individual T cells in in lymph node. a–d Time-
lapse image sequence shows the migration of T cell around the sinus. Wildtype T cell with Gai2
(red), engineered T cell absence of Gai2 (green) and LYVE-1 expressing sinus (blue) is
visualized in the mice treated with control vehicle a, b and FTY720 c, d. Border of the snius is
marked by dotted white line. Cumulative cell trajectories are marked by solid lines of red
(wildtype T cell) or green (Gai2-/- T cell). Scale bars are 10 lm. Modified from Ref [12]

b
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Fig. 9 In vivo side-view endomicroscopy system for the colon imaging. a Illustration of light
path inside the side-view endoscope comprised by GRIN lenses and right-angle micro-prism.
b Photo of a side-view endoscope packaged by metal sheath to provide mechanical strength. Unit
of number in ruler is centimeter and the length of side-view endoscope is 5 cm. c Photo of the
side-view endoscope integrated to the custom rotation holder of intravital microscopy system and
the relayed laser beam. d Photo of translation along axial axis with the side-view endoscope non-
invasively inserted to the colon through the anus of living mouse
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obtained at day 10, 12, 14, 28 and 42. Multiple groups of GFP+ cells were
observed at day 10. These micro-nodules showed different behaviors over time in
the following imaging. One nodule (arrowhead) rapidly grows, whereas others
either remained almost unchanged (asterisks) or vanished (arrow). These results
demonstrate the capability of endoscopic intravital microscopy to monitor the fate
of these cells in vivo from the moment of genetic mutation to the formation of
large adenomas. In addition to genetic predisposition, the stromal microenviron-
ment is important factor in the initiation and development of tumors. Side-view
endomicroscopy can be utilized to visualize a variety of events in tumorigenesis
such as vascular changes, matrix modulation and circulating cell infiltration, and
thus is expected to be a powerful research tool in tumor biology.

Fig. 10 In vivo longitudinal imaging of colorectal tumor growth and angiogenesis. a Images of a
large polyp with GFP expressing Apc inactivated cells (green) and vasculature (red) obtained at
11 weeks after Apc inactivation. Blood vessels were contrast-enhanced by intravenously injected
TAMRA-dextran. Dilated blood vessels are surrounding the polyp. Scale bars are 500 lm.
b Longitudinal repeated imaging of Apc inactivated GFP+ cells at the same site on day 10, 12, 14,
28 and 42 after Apc inactivation. The images show a GFP+ lesion that appears to grow
(arrowhead), remains unchanged (asterisks) or disappeared (arrow) as well as associated changes
in blood vessels visualized by TAMRA-dextran. Scale bars are 200 lm. Figure 10b is modified
from Ref. [10]
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4 Future Perspective of Intravital Microscopy
for THz-Bio Analysis

Recently, as an unexplored spectrum of electromagnetic wave, generation, trans-
mission and detection of Terahertz wave has been heavily studied through various
technological developments. In addition, new application of Terahertz wave,
especially in biomedical field, has been actively searched. However, as a new
electromagnetic wave, its effect on living organism in vivo has remained as almost
completely unknown [15]. Intravital microscopy can be an ideal tool to analyze the
unexplored effect of Terahertz wave on biological sample in molecular and cel-
lular level. Quantitative and qualitative analysis of interactions between biological
samples and Terahertz wave in various conditions by intravital microscopy can
provide basic information for future biomedical application, such as in vivo
damage threshold to various cellular compartment or any detrimental effects in
physiological level. For this purpose, in situ monitoring of biological sample under
Terahertz waves radiation is highly desirable, which can be achieved by modified
intravital microscopy. Detailed analysis about the molecular specificity of Tera-
hertz wave in interactions with in vivo tissue and related cellular physiological
effects would be the basic cornerstone to establish the Terahertz wave as a novel
tool to control biological process. And, based on the analysis results, new bio-
medical therapy can be expected to be developed by implementing a setup for
highly localized radiation of Terahertz wave in high temporal and spatial resolu-
tion by utilizing intrinsic high-absorption of Terahertz wave in biological sample,

In conclusion, as illustrated in examples, intravital microscopy observing
dynamic process happening in living animal with sub-micron resolution can
provide valuable new insights those are unobtainable by other analysis. For the
field of Terahertz science aiming biomedical applications, intravital microscopy
analysis can be highly useful tool to extend our understanding about interactions of
Terahertz wave and biological tissue in living animal in vivo.
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