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This book is devoted to the 70th birthday of
Sergei Abramov, whose classical algorithms
for symbolic summation and solving linear
differential, difference, and g-difference
equations inspired many.



Preface

The Waterloo Workshop on Computer Algebra (WWCA-2016) was held on July
23-24, 2016, at Wilfrid Laurier University (Waterloo, Ontario, Canada). The
workshop provided a forum for researchers and practitioners to discuss recent
advances in the area of Computer Algebra. WWCA-2016 was dedicated to the 70th
birthday of Sergei Abramov (Computer Center of the Russian Academy of
Sciences, Moscow, Russia) whose influential contributions to symbolic methods are
highly acknowledged by the research community and adopted by the leading
Computer Algebra systems. The workshop attracted world-renowned experts in
Computer Algebra and symbolic computation. Presentations on original research
topics or surveys of the state of the art within the research area of Computer
Algebra were made by

Moulay A. Barkatou, University of Limoges, France

Shaoshi Chen, Chinese Academy of Sciences, China

Mark van Hoeij, Florida State University, USA

Manuel Kauers, Johannes Kepler University, Austria

Christoph Koutschan, RICAM, Austria

Ziming Li, Chinese Academy of Sciences, China

Johannes Middeke, RISC, Johannes Kepler University Linz, Austria
Mark Round, RISC, Johannes Kepler University Linz, Austria
Evans Doe Ocansey, RISC, Johannes Kepler University Linz, Austria
Carsten Schneider, RISC, Johannes Kepler University Linz, Austria
Eric Schost, University of Waterloo, Canada

Vo Ngoc Thieu, RISC, Johannes Kepler University Linz, Austria
Eugene Zima, WLU, Canada

Success of the workshop was due to the generous support of the Office of the
President, Research Office, and Department of Physics and Computer Science
of the Wilfrid Laurier University.

This book presents a collection of formally refereed selected papers submitted
after the workshop. Topics discussed in this book are the latest achievements in
algorithms of symbolic summation, factorization, symbolic-numeric linear algebra,

vii



viii Preface

and linear functional equations, i.e., topics of symbolic computations that were
extensively advanced due to Sergei’s influential works.

In Chapter “On Strongly Non-singular Polynomial Matrices” (Sergei A.
Abramov and Moulay A. Barkatou), an algorithm is worked out that decides
whether or not a matrix with polynomial entries is a truncation of an invertible
matrix with power series entries. Using this new insight, the computation of
solutions of higher order linear differential systems in terms of truncated power
series is pushed forward. In particular, a criterion is provided when a truncation of a
power series solution can be computed.

In Chapter “On the Computation of Simple Forms and Regular Solutions of
Linear Difference Systems” (Moulay A. Barkatou, Thomas Cluzeau and Carole El
Bacha), first-order linear difference systems with factorial series coefficients are
treated. Factorial series, which play an important role in the analysis of linear
difference systems, are similar to power series, but instead of 7" the “power” is 1
over the nth rising factorial of z. New reduction algorithms are presented to provide
solutions for such systems in terms of factorial series.

In Chapter “Refined Holonomic Summation Algorithms in Particle Physics”
(Johannes Bliimlein, Mark Round and Carsten Schneider), the summation approach
in the setting of difference rings is enhanced by tools from the holonomic system
approach. It is now possible to deal efficiently with summation objects that are
described by linear inhomogeneous recurrences whose coefficients depend on
indefinite nested sums and products. The derived methods are tailored to chal-
lenging sums that arise in particle physics problems.

In Chapter “Bivariate Extensions of Abramov’s Algorithm for Rational
Summation” (Shaoshi Chen), a general framework is developed to decide algo-
rithmically if a bivariate sequence/function can be summed/integrated by solving
the bivariate anti-difference/anti-differential equation. The summation/integration
problem for double sums/integrals is elaborated completely: Besides the rational
case also its g-generalization is treated for both, the summation and integration
setting.

In Chapter “A g-Analogue of the Modified Abramov-Petkovsek Reduction”
(Hao Du, Hui Huang and Ziming Li), an algorithm is provided that simplifies a
truncated g-hypergeometric sum to a summable part that can be expressed in terms
of g-hypergeometric products and a non-summable sum whose summand satisfies
certain minimality criteria. In case that the input sum is completely summable, this
representation is computed (i.e., the non-summable part is zero). Experimental
results demonstrate that this refined reduction of the Abramov-PetkovSek reduction
gains substantial speedups.

In Chapter “Factorization of C-finite Sequences” (Manuel Kauers and Doron
Zeilberger), a new algorithm is elaborated that factorizes a linear recurrence with
constant coefficients into two non-trivial factors whenever this is possible. Instead
of the usage of expensive Grdbner basis computation, the factorization task is
reduced to a combinatorial assignment problem. Concrete examples demonstrate
the practical relevance of these results.
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In Chapter “Denominator Bounds for Systems of Recurrence Equations Using
I1X-Extensions” (Johannes Middeke and Carsten Schneider), a general framework
in the setting of difference fields is presented to tackle coupled systems of linear
difference equations. Besides the rational and g-rational cases, the coefficients of the
system and the solutions thereof might be given in terms of indefinite nested sums
and products.

In Chapter “Representing (g—)Hypergeometric Products and Mixed Versions in
Difference Rings” (Evans Doe Ocansey and Carsten Schneider), algorithms are
presented that enable one to represent a finite set of hypergeometric products and
more generally g-hypergeometric products and their mixed versions within the
difference ring theory of RIIX-extensions. As a consequence, one can solve the
zero-recognition problem for expressions in terms of such products and obtains
expressions in terms of products whose sequences are algebraically independent
among each other.

In Chapter “Linearly Satellite Unknowns in Linear Differential Systems” (Anton
A. Panferov), an algorithm is worked out that determines for a given system of
linear differential equations whether or not a component of a solution can be
expressed in terms of the solutions of a fixed set of other components. The solutions
of these components can be composed by taking their linear combination and by
applying the differential operator to them. The derived knowledge turns out to be
useful if one is only interested in parts of the solution.

In Chapter “Rogers-Ramanujan Functions, Modular Functions, and Computer
Algebra” (Peter Paule and Silviu Radu), the connection of g-series in partition
theory and modular functions, with the Rogers-Ramanujan functions as key players,
is worked out. Special emphasis is put on Computer Algebra aspects dealing, e.g.,
with zero recognition of modular forms, g-holonomic approximations of modular
forms, or projections of g-holonomic series. This algorithmic machinery is illu-
minated by the derivation of Felix Klein’s classical icosahedral equation.

This book would not have been possible without the contributions and hard work
of the anonymous referees, who supplied detailed referee reports and helped authors
to improve their papers significantly.

Linz, Austria Carsten Schneider
Waterloo, Canada Eugene Zima
October 2017
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On Strongly Non-singular Polynomial
Matrices

Sergei A. Abramov and Moulay A. Barkatou

Abstract We consider matrices with infinite power series as entries and suppose
that those matrices are represented in an “approximate” form, namely, in a truncated
form. Thus, it is supposed that a polynomial matrix P which is the /-truncation ([ is a
non-negative integer, deg P = [) of a power series matrix M is given, and P is non-
singular, i.e., det P # 0. We prove that the strong non-singularity testing, i.e., the
testing whether P is not a truncation of a singular matrix having power series entries,
is algorithmically decidable. Supposing that a non-singular power series matrix M
(which is not known to us) is represented by a strongly non-singular polynomial
matrix P, we give a tight lower bound for the number of initial terms of M~! which
can be determined from P~'. In addition, we report on possibility of applying the
proposed approach to “approximate” linear differential systems.

Keywords Polynomial matrices - Strong non-singularity + Linear differential
systems - Truncated series

1 Introduction

We discuss an “approximate” representation of infinite power series which appear as
inputs for computer algebra algorithms. A well-known example is given in [10], it is
related to the number of terms in M that can influence some components of formal
exponential-logarithmic solutions of a differential system x**'y’ = My, where s is
a non-negative integer, M is a matrix whose entries are power series; see also its
generalization in [11] and our previous paper [4].
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2 S. A. Abramov and M. A. Barkatou

In the present paper, we consider matrices with infinite power series (over a field
K of characteristic 0) as entries and suppose that those series are represented in
a truncated form. Thus, it is assumed that a polynomial matrix P which is the
I-truncation M) (I is a non-negative integer, deg P = [) of a power series matrix
M is given, and P is non-singular, i.e., det P # 0. We prove that the the question
of strong non-singularity, i.e., the question whether P is not the /-truncation of a
singular matrix having power series entries, is algorithmically decidable.

Assuming that a non-singular power series matrix M (which is not known to us)
is represented by a strongly non-singular polynomial matrix P, we give a tight lower
bound for the number of initial terms of M ~! which can be determined from P~!.
As it turns out, for the answer to these questions, the number 7 = deg P + val P!
plays the key role, and &4 > 0 is a criterion of the impossibility of a prolongation of
polynomials to series so that the determinant of the matrix vanishes. If this inequality
holds then first, for any prolongation, the valuations of the determinant and the inverse
of the approximate matrix and, resp., of the prolonged matrix coincide. Second, in
the expansions of the determinants of the approximate and prolonged matrices the
coefficients coincide for xV2%t?  as well as h subsequent coefficients (for larger
degrees of x). The similar statement holds for the inverse matrices.

In addition, we prove that if M is an n x n-matrix having power series entries,
det M # 0 then there exists a non-negative integer / such that M is a strongly
non-singular polynomial matrix. If the entries of M are represented algorithmically
(for each power series that is an entry of M, an algorithm is specified that, given an
integer i, finds the coefficient of x’) then an upper bound for such / can be computed.

In Sect. 7, we discuss the possibility of applying the proposed approach to approx-
imate linear differential systems of arbitrary order with power series matrix coef-
ficients: if a system S is given in the approximate truncated form S, ordS = ord$,
and the leading matrix of S is strongly non-singular then one can guarantee, under
some extra specific conditions, that Laurent series solutions of the truncated system
S coincide with Laurent series solutions of the system S up to some degree of x that
can be estimated by the algorithm we proposed in [4].

In our paper we are considering a situation where a truncated system is initially
given and we do not know the original system. We are trying to establish, whether it
is possible to get from the solutions of this system an information on solutions of any
system obtained from this system by a prolongation of the polynomial coefficients
to series. In comparison with, e.g., [8, 10], this is a different task.

2 Preliminaries

Let K be a field of characteristic 0. We denote by K [[x]] the ring of formal power
seriesand K ((x)) = K[[x]][x ~']its quotient field (the field of formal Laurent series)
with coefficients in K. For a nonzero elementa = ) a;x" of K((x)) we denote by
val a the valuation of a defined by val a = min {i such that a; # 0}; by convention,
val 0 = oo.
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Ifl € Z,a(x) € K((x)) then we define the [-truncation a®! € K[x, x~'] as the
Laurent polynomial obtained by omitting all the terms of valuation larger than /
ina.

The ring of n x n matrices with entries belonging to a ring (a field) R is denoted
by Mat , (R). The identity n x n-matrix is denoted by /,,. The notation M T is used
for the transpose of a matrix (vector) M.

For M € Mat, (K ((x))) we define val M as the minimum of the valuations
of the entries of M. We define the leading coefficient of a nonzero matrix M €
Mat , (K ((x))) as lc M = (x M M)|,_o. For M € Mat (K [x]) we define deg M
as the maximum of the degrees of the entries of M.

A matrix M € Mat, (K ((x))) is non-singular if det M # 0, otherwise M is
singular.

For M € Mat, (K ((x))) we denote by M* the adjugate matrix of M, i.e. the
transpose of the cofactor matrix of M. One has

MM* = M*M = (det M) 1,,
and, when M is non-singular
M~ = (detM)™'M*, (D

Given M € Mat (K ((x))), we define M) € Mat, (K[x,x~']) obtained by
replacing the entries of M by their [-truncations (if M € Mat (K [[x]]) then M)
Mat , (K [x])).

3 Strongly Non-singular Polynomial Matrices

Definition 1 Let P € Mat, (K[x]) be a non-singular polynomial matrix and denote
by d its degree. We say that P is strongly non-singular if there exists no singular
matrix M € Mat,, (K [[x]]) such that M@ = P.

Remark 1 Clearly, a non-singular matrix P € Mat, (K [x]) of degree d is strongly
non-singular if and only if there exists no Q € Mat, (K[[x]]) such that P + x4to
is singular.

Now we prove a simple criterion for a polynomial matrix to be strongly non-
singular.

Proposition 1 Let P € Mat ,(K[x]), det P #~ 0. Then P is strongly non-singular if
and only if
deg P + val P* > val det P. 2)

Proof Letd = deg P, v = valdet P and
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ﬁ — (P*)T

be the cofactor matrix of P.

,,,,,

and p;, j, an entry of P such that
d + val p~io,_io <,

thenv — val p;, ;, = d + 1. Divide det P by p;, j,, considering them as power series.

.....

such that i
o —x"%q,if i =ipand j = jo,
qij = {O, otherwise, @)

we get det (P + x?*!1 Q) = 0 by the Laplace expansion along the iy-th row. Accord-
ing to Remark 1 the matrix P is not strongly non-singular.

Sufficiency: Suppose that the condition (2) is satisfied and let Q € Mat , (K [[x]]).
Since val x4t Q > d + 1 we have

valdet (P + x*1Q) = v,

and det (P + x4t Q) # 0.

Remark 2 Obviously, the inequality (2) can be rewritten in the equivalent form
val (P~!) 4+ deg P > 0, 4)
since val P* — valdet P = val (P~') due to (1). Note also that
deg P > valdet P 5
is a sufficient condition for a matrix P to be strongly non-singular, since (5)

implies (2).

Example 1 Every non-singular constant matrix is strongly non-singular. More gen-
erally, every polynomial matrix P such that val det P = 0 is strongly non-singular.
(]

It follows from the given proof of Proposition 1 that if P is not strongly non-
singular, then one can construct explicitly a matrix Q € Mat, (K[[x]]) such that
det (P + x%€P+1 Q) = 0, and Q has only one nonzero entry, which is factually a
rational function of x that can be expanded into a power series.

Example 2 Consider the following matrix

x 0
P:<1x>' (6)
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One has deg P = 1, val P* = 0, val det P = 2, so inequalities (~2), (4) are not satis-
fied. Hence P is not strongly non-singular. Its cofactor matrix P is given by

~ x —1
=6

In accordance with (3), the corresponding matrix Q is

0—x22Y\ (01
(03 %)- )

Pixl0= (xxz)

The matrix

1 x

is singular as expected. ]

Proposition 2 Let P be a strongly non-singular polynomial matrix of degree d. Let
v = valdet P and h = val P~' 4 deg P. Then for any Q € Mat,(K[[x]]) one has

det (P + x1Q) —det P = O (x"**1). (7)
Proof Put P = x~¥ 7' p~1 5o that val P > 0. For any Q € Mat,,(K[[x]]) one has
P +xd+lQ — P(In +xd+1P71Q) — P(In +xd+1+va1P_I}_)Q)

Hence B
det (P + x?*' Q) = det Pdet (I, + x"t' P Q).

The matrix P is strongly non-singular hence & > 0, and since val (P Q) > 0 it
follows that .
det (I, + x"T'PQ) = 1 + o (x"*1),

and therefore det (P + x¢t1Q) = det P + O (x"t"*1).

As a consequence, Proposition 2 states that det (P + x?*! Q) and det P have the
same valuation v for any Q € Mat, (K [[x]]). Moreover, the & + 1 first terms in the
power series expansion of det (P + x?*! Q) coincide with the corresponding terms

of det P.
_(1+x O
P_( 1 1—x>'

Heredet P = 1 — x2,v = valdet P = 0 hence the matrix P is strongly non-singular.
Heredeg P = land h = val P! +deg P = 1 Let

Example 3 Let
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(l+x+x*+---0
o)

then s
Pixl0= (l—i—x—i—lx +...19x>.
We have
detP =1—x2, det(P+x?0)=1
and (7) holds (here x"+t"*1 = x2). O

4 Inverse Matrix

The following proposition states that if P is strongly non-singular then for any
Q e Mat ,(K[[x]]), the Laurent series expansions of the matrices P~ and (P +
x?*t10)~! have the same valuation and their first 2 + 1 terms coincide where i =
deg P + val P~

Proposition 3 Let P be a strongly non-singular polynomial n x n-matrix of degree
d and let h = deg P + val P~ Then for any Q € Mat ,(K[[x]]) the Laurent series
expansions of (P + x?T1Q)~! and P~ coincide up to order val P~' + b, i.e.,
(P —|—xd+lQ)_l _pl= O(xval P"+h+l)‘ (8)

In particular, one has

val (P +x ') ' =val P! and 1c(P+xT'Q) ' =1c P! 9)
for any Q € Mat ,(K[[x]]).
Proof Let P = x4 P p~1 o that val P > 0. For any Q € Mat,, (K [[x]]) one has

(P +xd+1Q)71 = (U, +xd+valP']+113Q)71P71

It follows from (4) that 2 > 0, hence

(L +xX""'POY = I, + X" C 4+ x"2C, 4 - -

where the C; are constant matrices and the dots denote terms of higher valuation. It
follows that

(P+x10) = P14 oM P =P (P 4 OG- P)
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Hence o
(P +xd+1 Q)71 vaalP’ (P<h+1> + O(x/‘l+1))

and the claim follows.

Example 4 Going back to the matrices P, Q from Example 3, we see that

1
P+x?Q=|1+ 0
1 1—x

and we can compute

21 (1—=x 0\ (l—x 0
(P+x"0) _<—1 e U N R

T—x
while N R 0
= (E ) - (50 )
Taking into account that here d = 1, h = 1, we see that (8) and (9) hold. U

Remark 3 Examples 3, 4 show that estimates (7), (8) are tight: O (x"+"+!) and
O (x¥a' P +1+1) cannot be replaced by O (x'"12) and, resp., O (x¥a! P~ +1+2),

S Product of Strongly Non-singular Matrices

The product of two strongly non-singular matrices is not in general a strongly non-
singular matrix.

Example 5 By Proposition 1, the matrices

I I
n=(i0)- 2=(0-)

are both strongly non-singular, but their product

0
PPy = (’1‘ x),

is not, as it has been shown in Example 2. |
However, the following proposition holds:

Proposition 4 Let Py, P, € Mat ,(K[x]) be strongly non-singular, and such that

deg P, P, = deg P + deg P,. (10)
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Then Py P, is a strongly non-singular matrix.

Proof The inequality
val (P Py)~! > val P! + val P! (1)

takes place (it holds for any matrices). Thus, it follows that if (10) is satisfied and (4)
holds for both P; and P; then it holds for P; P, as well.

6 Width and s-Width of Non-singular Matrices with Power
Series Entries

In [3], the width of a non-singular (full rank) matrix M € Mat, (K [[x]]) was defined
as the minimal non-negative integer w such that any truncation M O of M, 1> w,
is non-singular. Besides the notion of the width we will consider a similar notion
related to the strong non-singularity.

Definition 2 The s-width (the strong width) of a non-singular (full rank) matrix
M € Mat ,(K[[x]]) is the minimal non-negative integer w, such that any M e
Mat ,, (K [[x]]) which satisfies M) = MW s a non-singular matrix.

We will use the notations w(M), wy (M) when it is convenient.

It was shown in [3, Remark 3] that the width w(M) is well defined for any
non-singular matrix M € Mat, (K[[x]]). The following Proposition states that the
s-width w (M) is also well defined for any non-singular M € Mat ,,(K[[x]]) and it
is bounded by —val (M ~1).

Proposition 5 Let M € Mat ,(K[[x]]) with det M # 0 and set ly = —val (M~").
Then the matrix (M") + x'*1 Q) is non-singular for any Q € Mat ,(K[[x]]) and any
[ >l

Proof For any Q € Mat, (K[[x]]) and for any non-negative integer / one has
MO +xl+1Q =M+ O(le) = M, +xl+1+valM’1 o(1)).
Hence
det (M + x™1 Q) = (det M)det (I, + x'THM " 0 (1))
If we take [ > —val (M) then
val (det (M + x'*1Q)) = val (det M)

for all Q € Mat ,,(K[[x]]). Thus the claim follows.
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Evidently,
ws(M) = w(M)

for any non-singular matrix M € Mat, (K [[x]]). However, as it is shown by the
following example, it may happen that w,(M) > w(M); in other words, wy(M) #*
w(M) in general.

Example 6 Consider the matrix

X.X3
M:(lx). (12)

One has det M = x% — &3 #0, det M0 = 0,

1y _ 2) _ x 0 x 0
M = m _<1x), det(lx);éO,

and M) = M for! > 3. Thus w(M) = 1. However, w, (M) > 1, due to the fact that

2
det (x Y ) - 0.
1 x
It is easy to check that wy (M) = 2. O

Remark 4  The above example shows that the matrix M is not necessarily a
strongly non-singular matrix. In fact, the matrix M is strongly non-singular if,
and only if, deg M) = wy.

Proposition 6 Let M € Mat, (K [[x]]) with det M # 0. Then the set
LM)={leN|M s strongly non-singular} (13)

is non-empty if, and only if, M is either an infinite power series matrix or a polyno-
mial matrix which is strongly non-singular.

Proof Let d = deg M, with d = +00 when M € Mat,(K[[x]] \ K[x]), and [y =
—val (M~").If L(M) # @ and d < +oo then M is strongly non-singular for some
integer / > 0, and hence M is strongly non-singular as well. Reciprocally, suppose
that d = +o0. Then there exists an [ > [ such that deg M) = [. Now, according to
Proposition 5, the matrix M) is strongly non-singular. Hence L(M) # ¢.

Proposition 7 Let M € Mat ,(K[[x]]) with det M # 0. Suppose that L(M) % @
(see (13)), and denote the smallest element of L(M) by wy(M). Then

wy(M) < —val M~ < Wy (M).
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In particular, the three quantities coincide if, and only if, the matrix M) is strongly
non-singular.

Proof We know that the first inequality w,(M) < —val (M - always holds. It
remains to prove the second inequality. Let / € L(M) and set P = M. One has
[ > deg P and deg P + val P~! > 0, since P is strongly non-singular. On the other
hand, by Proposition 3, one has val P~! = val M~'. It follows that

I +valM~! > deg P +val P! > 0.

The last part of the proposition follows from the fact that M ™ is strongly non-
singular if, and only if, wy, € L(M).

The matrix M in Example 6 satisfies the inequalities
wy(M) = —val M~! = valdet M =2 < Ww,(M) = 3.

This shows in particular that, in general, val det M is not an upper-bound of w;,
while we always have

wy(M) < —val (M) < valdet M.

The following example shows that w, (M) is not always equal to val det M.

M:(gg).

It is easy to check that wy (M) = 1 = W,(M). Indeed, det M®) = 0 and

Example 7 Let

x+0x> 0kx?

(1 _ .2 (1) 2 —
det M/ =x=, det(M""/ +x Q)_det( 0G3)  x+00?)

) =x2+0@xY).

In the same time, valdet M = 2. ([l

Proposition 8 There exists an algorithm which, given a non-singular matrix M €
Mat ,(K[[x11\ K[x]) that is represented algorithmically' computes Wy(M).

Proof Forl =0, 1, ..., we set step-by-step P = M and test wether condition (4)
holds. Proposition 6 guarantees that this process terminates.

Note that the existence of an algorithm for computing w, (M) for a non-singular
matrix M represented algorithmically is still an open problem, although we can
compute upper bounds wy (M), val det M for it.

1For each power series that is an entry of M, an algorithm is specified that, given an integer i, finds
the coefficient of x'—see [2].
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7 Linear Differential Systems with Truncated Coefficients

We write ¥ for x di
X

ficients of the form

and consider linear differential systems with power series coef-

Ar@)y + A () Ty 4+ Ag(r)y =0 (14)

where y = (1, ¥2, ..., ¥m)T is a column vector of unknown functions of x and
where the coefficient matrices

Ap(x), Ai(x), ..., Ar(x) 15)

belong to Mat ,, (K[[x]]). We suppose that matrices Ag(x), A,(x) are non-zero and
min; {val A;} = 0. Forasystem S of the form (14) we define the /-truncation S’ as the
differential system with polynomial matrix coefficients obtained from S by omitting
all the terms of valuation larger than / in the coefficients of S (the /-truncation is with
respect to x only, not with respect to ¥).

7.1 Width and s-Width of Differential Systems of Full Rank

Definition 3 Let S be a system of full rank over K[[x]][?]. The minimal integer w
such that S is of full rank for all / > w is called the width of S; this notion was
first introduced in [3]. The minimal integer w; such that any system S; satisfying the
condition S = $™)_ s of full rank, is called the s-width (the strong width) of S.

We will use the notations w(S), w,(S) when it is convenient.

Any linear algebraic system can be considered as a linear differential system of
zero order. This let us state using Example 6 that for an arbitrary differential system
S we have wy(M) # w(M) in general. However the inequality

ws(S) = w(S)

holds.

It was proven in [3, Thm 2] that if a system S of the form (14) is of full rank then
the width w of § is well defined, and the value w may be computed if the entries of
S are represented algorithmically.

Concerning the s-width, we get the following proposition:

Proposition 9 Let S be a full rank system of the form (14). Then the s-width w(S)
is defined. If the power series coefficients of S are represented algorithmically then
we can compute algorithmically a non-negative integer N such that ws(S) < N.

Proof The idea that was used to prove the mentioned Theorem 2 from [3] can be
used here as well. For this, the induced recurrent system R is considered (such R
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is a specific recurrent system for the coefficients of Laurent series solutions of §).
This system has polynomial coefficients of degree less than or equal to r = ordS.
The original system S is of full rank if and only if R is of full rank as a recurrent
system. A recurrent system of this kind can be transformed by a special version of
EG-eliminations ([3, Sect. 3]) into a recurrent system R whose leading matrix is non-
singular. It is important that only a finite number of the coefficients of R are involved
in the obtained leading matrix of R (due to some characteristic properties of the used
version of EG-eliminations). Each of polynomial coefficients of R is determined
from a finite number (bounded by a non-negative integer N) of the coefficients of the
power series involved in S. This proves the existence of the width and of the s-width
as well. The mentioned number N can be computed algorithmically when all power
series are represented algorithmically.

In conclusion of the proof, note that we can compute the width of S since
we can test [1, 5, 7] whether a finite order differential system with polynomial
coefficients is of full rank or not. From this point we can consider step-by-step
SIN=1 gN=2) 5 §O) until the first one of them is not of full rank. If all the
truncated systems are of full rank then w = 0. However, it is not exactly clear how
to find w,(S), using the upper bound N. Is this problem algorithmically solvable?
The question is still open.

Remark 5 If A,, the leading matrix of S, is non-singular then w, (S) < w;(A,), since
a system with non-singular leading matrix is necessarily of full rank.

7.2 When Only a Truncated System is Known

In this section we are interested in the following question (this is the main issue of
the whole Sect. 7): suppose that for a system S of the form (14) only a finite number
of terms of the entries of Ag(x), A;(x), ..., A,(x) is known, i.e., we know not the
system S itself but the system S’ for some non-negative integer /. Suppose that we
also know that

(a) ordS¥ = ordS, and
(b) A,(x) is invertible.

Is it possible to check the existence of nonzero Laurent series of S from the given
approximate system S and if yes how many terms of these solutions of S can be
computed from the solutions of S*?? We will show that under the condition that
the leading (polynomial) matrix of S’ is strongly non-singular we can apply our
approach from [4] to get a non-trivial answer to this question.

We first recall the following result that we proved in [4]:

Proposition 10 (/4, Proposition 6]) Let S be a system of the form (14) having a
non-singular A, (x) and
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y =min val (A7'(x)A;(x)), ¢ =max{—y,0}.
L

There exists an algorithm, that uses only the terms of valuation less than
rmq + y + valdet A, (x) + 1 (16)

of the entries of the matrices Ag(x), A1 (x), ..., A, (x), and computes a nonzero
polynomial I (X) (the so-called indicial polynomial [9, Chapter 4, §8], [6, Definition
2.1], [4, Sect. 3.2]) such that:

e if I (X) has no integer root then (14) has no solution in K ((x))™ \ {0},
e otherwise, there exist Laurent series solutions of S. Let e, e* be the minimal and
maximal integer roots of 1 (L), then the sequence

ay =rmq +7y +val det A, (x) + max{e* —e, + 1, k+ (rm — g}, (17)

k=1,2,..., is such that the system S possesses a solution y(x) € K((x))"
if and only if, the system S'% possesses a solution y(x) € K((x))" such that
F(x) = y(x) = O(x*h).

Let us now assume that we are given a truncated system S’ and denote by A; its
coefficients so that A; = A;l) fori =0, ..., r.Suppose that its leading coefficient A,
is strongly non-singular and let d = deg A,, p = —val Ar’l and h = d — p. Since
h > 0, we have that p < d < [. Moreover, using (7) and (8) we have that

val (det A,) = val (det A,), val (det A-') = val (det A~1),

and
ATl = AT 4 o,
Hence, fori =0, ...,r — 1, one has
AT A = ATVA 4 O (P,
Let

y = min (vl (A'A)), y = ,min_(val (A7TA)).
It follows that if # — p > y then y = y. We obtain using (16) that, under the
conditions )
h—p=>y, | >mrmax(—y,0) 4+ y + val(det 4,),

the indicial polynomial 7 (1) of S coincides with the indicial polynomial of S,
Moreover, the sequence (17) is the same for the two systems S and S%'. We thus have
proven the following
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Proposition 11 Let Sbea system of the form
Ar()0"y + A ()" y -+ Ag()y =0

with polynomial matrices Ao(x), A1 (x), ..., A (x). Let its leading matrix A, (x) be
strongly non-singular. Let

d=degA,, p=—valA-!, h=d—p, y =, min 1(val(fi;lfi,-)), g = max (—y, 0)

and
h—p—y>0. (18)
Let | be an integer such that
[ >mrq+y + val (det A,). (19)

Denote by I (A) the indicial polynomial of S. Let the set if integer roots of 1 (A) be
non-empty, and e, e* be the minimal and maximal integer roots of I (A). Let S be of
the form (14) and S" = §. Let k satisfies the equality

max{e* —e, + 1, k+ (m —1)g} =1 —rmg —y — val det A, (x). (20)

Then for any e € Z: and column vectors Ce, Coy1, . . ., Cexk—1 € K™, the system S
possesses a solution

y(x) = cx’ + Ce_er'H 4+ .4 ce+k_1xe+k—1 + 0(xe+k)’

if and only if, the system S possesses a solution y(x) € K((x))" such that y(x) —
y(x) = 0(x*h).

Example 8 Let

= (01 00) A= (e davsav 2 ):
0l —x X +2x°4+2x7 +2x" -2+ 4x
For the first-order differential system S
A1)y + Ag(x)y =0
we have
d=1, p=0, h=1, y=0, IW)=2(A—=2), " —e,+1=3.

The conditions of Proposition 11 are satisfied.
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The general solution of § is

- 2C C Cy 2C,
—C —C Cox? —Cod 4 Oxt 45t 5 Sl R P
Vi 1 1x + Corx 2x+x+]5x +30x+ 210+35 X'+
2C C C 2C
5, = —C1x+2C2x2—3C2x3+0x4+Tlx5+?lx6+<?8+T2>x7+~~-

wherg: Cy, C; are arbitrary constants. We can put/ = 4 in (20), because deg Ao =4,
deg A; < 4, and (18) holds. Then (20) has the form max{3, k} = 4, thus k = 4. This
means that all Laurent series solutions of any system S of the form

A1)y + Ag(x)y =0 21

with non-singular matrix A and such that $ = § are power series solutions having
the form
yi=Ci = Cix+ Cox? = Cox’ + 0 (Y,

yo = —C1x +2Cox? — 3Cx° + 0 (x%),

where C;, C; are arbitrary constants. Consider, e.g., the first-order differential system
S of the form (21) with
1 0
Av= <o 1 —x > ’

0 -1
Ao = <—x+2x2+2x3+2x4+2x5+2x6+x7+x8+~-~ —2+4x)‘

Its general solution is

C
Vi =C1—C1x+C2x2—C2x3+0x4+0x5—|—0x6+3—51x7+~~,

C
V) = —C1x+2C2x2—3C2x3+0x4+0x5+0x6+?1x7+~~~,

which corresponds to the forecast and expectations. a

The following example shows that if the condition ‘strong non-singularity of the
leading matrix of the truncated system’ of Proposition 11 is not satisfied then it
may happen that the correspondence between the Laurent solutions of S and S as
described in that proposition do not occur.

Example 9 Consider the first-order differential system S:

A1(x)¥y + Ap(x)y =0,
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x x3 0 —x*+3x°
Al:(l x) AO:(O —x3+3x>'

Its general solution is

where

C
V@) =C+Cln(x), y(x)= x—j

where C;, C; are arbitrary constants.

The truncated systems S for I = 1, 2 coincide and have the leading matrix

x 0
1x
which is non-singular but not strongly non-singular. The general solution of §* is

C;
x)=C, »kx) = el

The truncated system S has the leading matrix A; which is strongly non-
singular. Note that (d, p, h, y,q) = (3,2, 1,0, 0) and the condition (11), i.e., h —
p — v > 0 of Proposition 11 is not satisfied. The general solution of S is

e—x e—x
=C+C | ——dx, =C——F-—.
yi(x) 1+ C2 / x—1)7 x, 2 (x) 273 (x—1)

The expansions of y;(x) and y,(x) at x = O are respectively given by

12 3
n () =Cr+ Colx + ox + 0 (x%)),

1 1 3 11
20 =G g o g 0L,

Let now consider, instead of S, the first-order system R :
Bi(x)0y + Bo(x)y =0

B — 0—x>+3x°
O=\0 —x3+3x /)’

where B; = A; and

so that R®® = S©) We find that the general solution of R is
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Cgf:%x2
@) =C oy (x) = 5

It has no logarithmic term, and the statement of Proposition 11 holds. (]
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transforms any first-order linear difference system with factorial series coefficients
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computation of regular solutions. Moreover, computing a simple form can also be
used to recognize the nature of the singularity at infinity: if the singularity is regular,
we are then reduced to a system of the first kind. For this, we also devote a particular
study to systems of the first kind and provide a direct algorithm for computing a formal
fundamental matrix of regular solutions of such systems. This yields an alternative
to the algorithm in Barkatou et al. (Proceedings of CASC 2015: 72-86, 2015 [10])
for computing regular solutions in the case of a regular singularity. Finally, we note
that the algorithms developed in the present paper have been implemented in MAPLE,
thanks to our new package for handling factorial series. We give examples illustrating
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1 Introduction

Throughout this article, the variable z stands for a complex variable and 7 is the
backward shift operator acting on a function f as follows 7(f(z)) = f(z — 1). The
difference operator is denoted by A and its action on a function f is defined by

A(f@) =@@—-D(fx)— flz=1).

For any two functions f and g of z, the operator A satisfies the rule

A(fg) =t(f)A(g) + A(f)g.

We consider first-order linear difference systems having a singularity at z = oo
of the form

A(y(2)) = B(2) y(2), (D

where y(z) is the vector of unknowns and B(z) is an n X n matrix with generalized
factorial series entries, i.e.,

B(z) =2 (BO+Zz(Z+1)...(Z+k—1))’

k=1

with ¢ € Z and B, € C"*" such that By # 0. When ¢ > 0, the integer ¢ is called the
Poincaré rank of the system. As in the analytic theory of linear differential systems,
there exist two ways of classifying the singularity z = oo of System (1): the first
kind/second kind classification and the regular/irregular classification. More pre-
cisely, if ¢ < 0, then the infinity is called singularity of the first kind and, otherwise
(i.e.,g > 1),itis called singularity of the second kind. In the sequel, we shall shortly
say that System (1) is of the first/second kind. However, the regular/irregular clas-
sification is not immediately apparent. Indeed, the singularity at infinity, resp. Sys-
tem (1), is said to be regular, resp. regular singular, if System (1) has a formal
fundamental matrix of solutions of the form

S(z)z4,

where A € C"*" and S(z) is an n X n matrix with factorial series entries. Otherwise,
the singularity at infinity, resp. System (1), is said to be irregular, resp. irregular
singular. Any regular singular system of the form (1) admits a basis of n linearly
independent formal regular solutions which constitute the columns of a fundamental
matrix of solutions. Any regular solution can be written in the form

¥(2) =27 (yo(2) + y1(2) log(z) + - - - + y,(2) log’ (2)) . 2)

wheres <n,p € C,andfori =1, ...,s,Yy,;(z) is a vector of factorial series.
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Linear systems of difference equations having a singularity of the first kind at
z = 0o have been extensively studied and are known to be regular singular. There
exists amethod [3, 16] which broadly follows the Frobenius method in the differential
case for computing a fundamental matrix of solutions of such systems. However, it
may also happen that systems of the second kind are regular singular. Indeed, it has
been shown that a necessary and sufficient condition for a linear difference system
of the form (1) to be regular singular is to be gauge equivalent to a system of the first
kind [3, 4]. In other words, System (1) is regular singular if and only if there exists a
gauge transformation y(z) = T (z)w(z) with invertible matrix 7'(z) that transforms
System (1) into the new system

AW(2)) = B(2)w(z),

where

B(z) = («(T(2) ' (BT ) — A(T(2))

is a matrix with factorial series entries. Note that if z = oo is an irregular singularity
of System (1), a basis of solutions is composed of regular solutions as well as irregular
solutions involving exponential parts.

In order to compute the formal regular solutions of System (1) having a regular or
irregular singularity at infinity, it happens to be more convenient to write System (1)
in the form

D(z) A(y(2)) + A(2) y(z) =0, 3)

where D(z) and A(z) are two n x n matrices of factorial series such that D(z) is
invertible. One may classify the singularity z = oo of systems of the form (3) by
bringing them back to the form (1). Indeed, System (3) is said to be regular singular
(resp., irregular singular, of the first kind, of the second kind) if, written back in the
form (1), it is so. In particular, if D(z) = I, (the n x n identity matrix) or if D(z) is
invertible at z = oo, then System (3) is of the first kind.

We shall say that a system of the form (3) is simple (or, in simple form) if
det(D(oco)A — A(00)) # 0. The main contribution of the present paper is to pro-
vide an algorithm that transforms any non-simple system of the form (3) into an
equivalent simple system. This algorithm can be seen as an alternative to Moser’s
algorithm for determining the minimal Poincaré rank and thus the nature of the sin-
gularity at infinity. The computation of simple forms is crucial for the following two
tasks. First, it allows to detect the nature of the singularity. Indeed, as we shall see
later, a simple system of the form (3) is regular singular if and only if the matrix D (c0)
is invertible. Second, it is a first step toward the computation of regular solutions of
System (3) (see [10]).

For the sake of completeness, we shall recall here the approach that we have
proposed in [10] for computing a basis of the formal regular solutions of any simple
system. As the factorial series have been proved to be very well suited for studying
linear difference equations, we have defined in [10] a sequence of functions (¢,),en
(see Definition 1 below) which is more adapted than (log"),cn while working with
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the difference operator A. Then the method of [10] searches for regular solutions
written as
I'(z)

_ —[p+m] —[p]l _
7) = z m(2), z ==,
y(2) E Ym(2) NCES

m=>0

where I stands for the usual Gamma function and y,,(z) is a finite linear combina-
tion of the functions ¢; with constant vector coefficients. It reduces the problem of
computing such solutions to solving systems with constant coefficients.

This method can be applied to any simple system of the form (3) whatever is
the nature of the singularity z = oo. In particular, it can be applied to Systems (3)
with D(z) = I, which are then of the first kind. Therefore, we get an alternative
method to the Frobenius-like method described in [3, 16] for computing regular
solutions. In the present paper, we shall also dedicate a particular study to systems
of the form (3) with D(z) = I,,. As for the differential case, we shall show that they
are gauge equivalent to systems with constant coefficients of the form

AW(2)) + Aw(z) =0,

whose fundamental matrix of solutions is given by

3
= (AT

k!
k=0

The rest of the paper is organized as follows. In Sect. 2, we recall some background
information on factorial series and define functions ¢, which have been introduced
in our previous paper [10]. In Sect.3, we treat linear difference systems of the first
kind and give a method for computing a formal fundamental matrix of solutions.
In Sect.4, we recall the approach of [10] for computing regular solutions of simple
linear difference systems. In Sect. 5, we develop the main contribution of this paper:
an algorithm that transforms any linear difference system into an equivalent simple
system. Finally, it is important to mention that we have implemented our algorithm
in MAPLE so we give some remarks on the implementation and illustrate it with an
example.

2 Preliminaries

In this section, we recall some definitions, notations and properties that are well-
known in the literature or that have been introduced or proved in our paper [10],
except Proposition 1 which is new. These notions are useful for the rest of the paper.
This section is basically divided into two parts: the first part concerns the factorial
series which have been shown to be well appropriate for studying linear difference
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systems, and the second part treats the functions ¢, which will replace the powers
of the logarithm function in the computation of regular solutions.
For a complex variable z and p € C, the notation 7P} gtands for

I'(z)

77l = ,
[(z+p)

where I" denotes the usual Gamma function. Note that 77?1 is not defined when
7 € Z<p, and if p = n € N, then we have

1
770 =1, and Vn>1, z7 M= .
z2z+D---(z+n-1)

A straightforward calculation shows that, for all n € N, A7y = —nz7 g0
that the behavior of z~["! with respect to A is the same as the one of z~" with respect
to the Euler operator ¥ = z diz. This is one of the reasons for replacing power series
by factorial series when we deal with linear difference equations.

2.1 Factorial Series

A factorial series is a series of the form ), _; a, z7"! where a, € C.

The domain of convergence of a factorial series is a half-plane Re(z) > 1, where i
is the abscissa of convergence whose formulais given in [20, Sect. 10.09, Theorem V1.
Note that, in this paper, we only consider formal factorial series and we do not address
the problem of convergence of the factorial series involved in the solutions.

The set #Z of factorial series can be equipped with a commutative unitary
ring structure. The addition of two factorial series of the form Y, _,a,z"" and
> =0 bn 271" is defined by

Za,, Z_[n] + an Z—[n] — Z(an +b,) Z_["].

n>0 n>0 n>0

As for the multiplication, we need to introduce the binomial-like coefficient Cf(’ y
which is defined for allk € N, x, y € C by

k k
ok x Ky Lkl
A T

where z/¥ denotes the usual rising factorial /! = ]_[I;;(l)(z + j). The multiplication
of >>ganz " and ), o by 271" is then given by
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(Z a z_[”]) (Z by, z_["]> = Z Z Cypanby, |75

n>0 n>0 s>0 n,p,k=0
n+p+k=s

The set Z of factorial series endowed with the above addition and multiplication
is a ring which is isomorphic to the ring C[[z~"1] of formal power series in 7! (see
[12]). The isomorphism ¢ : Cllz~"1] = Z and its inverse ¢! are given by:

p(h=1, ¢ (1) =z
Z

Vn=1, ¢ (an-&-l> =(-=D"(n—-1! Z(—l)ks(n +k,n) et

k>0

Vazlo ¢l @) =) (=D Stk = Tn =) —
k=0

where the constants s(n, k) (resp. S(n, k)) are the Stirling numbers of the first
(resp. second) kind (see [2, Sect. 24]).

The fraction field .% of the ring # of factorial series is isomorphic to the field
C((z™")) of meromorphic formal power series in z~! and any nonzero element f of
.Z can be written of the form f = z¥g where k € Z and g € % such that g(co) # 0.
We define the valuation val(f) of f by val(f) = —

We also recall the translation formula transforming any factorial series in z into
another factorial series in z + 8 with 8 € C. We have

VBeC, Y a,z™ —ao+Z<ZC”k ak> @+ B, )

n>0 p>1
and
P
VmeN, VBeC, » az"m=>3" (Z o ak> (z+ p)~lrtml,
n>0 =0 \k

Note that we have
A (Z anz_[”]) =3 —na ™,
n>0 n>1

which implies that % is stable by A. The relation A(fg) = t(f)A(g) + A(f)g then
shows that A is a t-derivation of Z%.
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We have implemented the arithmetic operations on Z as well as the useful trans-
lation formula and the action of A on factorial series in a MAPLE package called
FACTORIALSERIESTOOLS.! A truncated factorial series Zil:o a, 2~ of precision t
is represented by the list of its # + 1 coefficients [ag, ay, . .., a;].

Note finally that, in the sequel, if M (z) is a matrix with factorial series entries, we
shall often denote by M the matrix M (z) evaluated at z = oo, i.e., My = M (c0).

2.2 Functions ¢, and Properties

In order to adapt the method of [9] to the setting of difference equations we shall
replace the triple (¢ = z ;—Z, z7", log") used in the differential case and satisfying
VaeN, #E™") =-nz", 9(og"(z)=nlog" ' (2).
by a triple (A, z7", ¢,,) satisfying
VneN, A" =-nz" A@() =na1(2). ©)

The aim of this subsection is to introduce the sequence of functions (¢,,),eny Which
will play a role analogous to the one played by (log"),cn in the differential case, i.e.,
which will satisfy the last equality of (5).

2.2.1 Definition

For z € C \ Z<o, we consider the function p € C > 77?1 = F(%fr)p). As the recipro-
cal 1/ T of the Gamma function is an entire function (see [2, Sect. 6] or [20, Chap. 9]),
the function p > z~*! is holomorphic at o = 0 and we define the functions ¢, from
the coefficients of the Taylor series expansion of p — z "l at p = 0:

Definition 1 Forn € Nand z € C\ Z<o, we define

an
$n(2) = (—1)" T (e B (6)

n
0 =0

and the sequence of functions (¢,),cny Where, for n € N, ¢, is the function of the
complex variable z defined by (6) for z € C \ Z<o.

From (6), we have ¢y(z) = 1 and ¢;(z) = W¥(z), where ¥ is the Digamma or
Psi function defined as the logarithmic derivative of the Gamma function I, i.e.,

W(z) = £ (see [2, Sect. 6] or [20, Chap.9]).

! A beta version is available upon request from the authors.
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The Taylor series expansion of the function p + z~*lat p = 0 can thus be written

as
_ I'(z) (="
o] — — n
z Tt o) XJ; —— $n(2) 0"

Remark 1 The function z — z~1#1 is asymptotically equivalent, as z — oo, to the
function z +— z~” which has the Taylor series expansion at p = 0

1y
7P = e—plog(z) = Z —( n|) log"(Z) :On.
n>0 :

This illustrates the close relations between the functions ¢, and log" which will
be more developed in Sect.2.2.2 below.

2.2.2 Properties

As we have seen above, the function ¢, coincides with the Digamma function W
which satisfies the linear difference equation

AW(2) =1,
and has the asymptotic expansion

BZn
2n Z2n ’

1
Y(z) ~log(z) — — — 7z — 00, |arg(z)| < 7,
(2) ~ log(2) — 7 Z] |arg(z)|

where By represents the kth Bernoulli number ([2, Sect. 23]).
In our previous paper [10], we have extended the above two properties on ¥ to
handle any function ¢, for n > 1. Indeed, we have shown that

Algn(2)) = n u_1(2), (7)
n—1 N ]
$n(2) = ;(_N (” . ) VO (2) pyi_1(2), (8)
d
90(2) = V(D) 1) = - ($0-1(2)). 9)
¢n(2) = (=1)"T'(2) ' (L) (10)
n(Z) = Z dzn F(Z) 5

n—1

$n(x) ~log" () + Y Pui(z ) log'(2),  z— oo, |arg(2)| <,
i=0
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where W® denotes the Polygamma function of order k and for i =0,...,n — 1,
Poi(z™)) e Cliz 1.

Note that one can also define the functions ¢, using the formula (10) (as it has
been done in [13]) from which one can easily recover (7), (8) and (9). However,
getting the expression (6) doesn’t seem to be straightforward.

For later use, we present below a new formula giving the nth derivative of z [/
with respect to p. Here also, we point out the resemblance with the formula of the
nth derivative of the power function z7°: %(z’p) = (—D"z7"log"(2).

Proposition 1 For any integer n € N, we have

a% () = (=12 ¥, (z + p).

Proof We proceed by induction on n. The formula holds true for n = 0 since we
have ¢ (z) = 1. Assuming that the statement holds for all integers m < n, we have

8n+1 9 "
1 (Z*[P]) — (Z*[p])
apn+ 8,0 8,0”

J
=% (=D"z7 g, (z + p))

= (=" (i@“ﬂm(z +p) + z*“’]i(qbn(z + p)))
ap ap
= (=1)" (—z_[p]‘lf(z + ) (z + p) + z‘“’]%(%(z + p)))

d
= (=1t (\D(z + P)pu(z + p) — %@n(z + p)))
= (=)™ Pg, (2 + p),

using Property (9). This ends the proof.

3 Linear Difference Systems of the First Kind

We recall that a necessary and sufficient condition for a linear difference system to
have a regular singularity at z = oo is to be gauge equivalent to a system of the first
kind of the form

A(y(2) + A(@)y(z) =0, (1D

where A(z) = Y., Az M with Ay € C™". Therefore it is worth studying directly
the latter linear difference systems. In the literature, the structure of a formal funda-
mental matrix of solutions of systems of the first kind has been investigated in details
(see [16—18]). In particular, there exists a method, corresponding to the Frobenius



28 M. Barkatou et al.

method for linear differential systems, for computing a fundamental matrix of solu-
tions of System (11) (see [3, 16]). This method produces a formal fundamental matrix
of solutions of the form

S(2)z%, (12)

where S(z) is an n x n matrix with factorial series entries and A € C"*". Moreover,
the factorial series matrix S(z) converges whenever A(z) does so.

In this section, we handle linear difference systems (11) of the first kind but in a
different way than it has been done in [16]. We first consider the simplest case where
the matrix A(z) is a constant matrix, and give an expression of a formal fundamental
matrix of solutions in terms of the functions ¢, defined in Sect.2.2. Then, we show
how the general case, where A(z) is a matrix of factorial series, can be reduced to
the first case using a gauge transformation, therefore a formal fundamental matrix
of solutions can be determined.

3.1 Systems with Constant Coefficients

In the theory of differential equations, it can be easily checked that a first-order linear
differential system with singularity at infinity of the first kind of the form

d
z—y(@)+ Ay(z) =0,
dz

where A € C"", has a formal fundamental matrix of solutions given by z=# which
has the power series expansion

Ty
774 = Z ( kl) logk(z) AX.

!
k>0 '

In an analogous manner, we shall define the matrix z 14! by replacing log* (z) by
¢k (z) in the latter power series expansion.

Definition 2 Given a constant square matrix A, we define the matrix z 714! as

1Nk
=3 S o

|
k>0 k!

where the functions ¢, are defined in Eq. (6).

Proposition 2 A formal fundamental matrix of solutions of the linear difference
system
A(y(2)) + Ay(z) =0,

where A € C"™", is given by z7lAl
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Proof A direct computation of A(z~'4!) using Definition 2 gives

1"
Ay =) ( . E A ar

!

n>0
—1"
-y n,) ne-1(2)A"
n>1 :
(="
=) ——P-1(A"
; (n—1)!
(_l)nfl .
=AY (DA
; (n—1
== _AZ_[A]7

which ends the proof.

We shall now provide an efficient way to compute z 4. From Definition 2, we

remark that if the matrix A is block-diagonal, i.e., A = diag(A4, ..., Ay), then we

have 7141 = diag(z’[A‘], ...,z 1), We also notice that if P is an invertible con-
. -1 . .

stant matrix, then z71#4P"1 = pz=lAlp=1 This allows us to reduce the computation

of 7711 to the case where the matrix A is a Jordan block.

Proposition 3 Let J, , = pl, + N be a Jordan block of size n with p € C, I, the
identity matrix of size n, and N a nilpotent matrix. Then, we have

PN = =Pl 4 )N,

where

— _ 1yl .

L —¢1z+p) ... ... ((nl_)l)! ¢n-1(z+ p)
_1yn—2
0 1 %@1—2(24‘0)
(o)W = '

: —¢1(z+ p)

0 0 . 1 i

Proof Using Definition 2, we have

—1)k
L lPlNT Z ( k') de(2) (o1, + N
k=0 ’

—1) R\
-y e Z(j)pkfzvf

k>0 : j=
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n—1 ( 1)k
=> N (J>¢ (@0

j=0 k>j
n—1 1 ( 1)/{
=D N | o ke = D k= D@
j=0 J: k>j
n—1 i
1.9/ (= Dk
=2 V55 (Z o H @ )
=0/ P" \iz0
n—1 P
— Z iNji (Z*[p])
TRV ’
parl o

Finally, using Proposition 1, we get
—lpl NI — el Z ¢J(Z +p)N/ =z “lel(z +p)” (N,

which ends the proof.

3.2 Systems with Factorial Series Coefficients

We consider now the general case where the matrix A(z) in (11) is a factorial series
matrix not necessarily reduced to the constant matrix Ag. The aim of this subsection is
to show that any system of the form (11) is gauge equivalent to a system with constant
coefficients. One can then apply Proposition 2 to obtain a formal fundamental matrix
of solutions. To achieve this, we shall expose a method similar to the one used in the
differential case where the study depends on whether the distinct eigenvalues of the
matrix Ay are congruent or not modulo 1 (see [11, 24]).

Definition 3 A constant matrix A € C"*" is said to be non-resonant if any two
eigenvalues of A do not differ by a positive integer, that is, for every m € N*, the
two matrices A and A — m I, have no common eigenvalues. Otherwise, A is said to
be resonant.

Proposition 4 Given a linear difference system of the first kind of the form (11)
with a non-resonant matrix Ag, one can compute a gauge transformation y(z) =
T (z2)w(z), whereT(z) =), Tz " with Ty = I, and T,, € C" ", transforming
System (11) into the equivalent system

A(W(2)) + Agw(z) = 0.
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Proof We shall show how to compute the coefficient matrices 7,, of T (z) in such
a way that the transformation y(z) = T (z)w(z) reduces System (11) to the gauge
equivalent system A(w(z)) + Agw(z) = 0. It follows that the matrix 7'(z) must sat-
isfy

AT (z) + A(T (2)) = ©(T () Ao. (13)

Plugging T'(z) = Y_, Twz " and A(z) = Y, Acz ¥ in (13) and using the
product formula for factorial series, we obtain

| D ChaAnTy | M =D mTuz M = ToAo + ) (Z c;'fkkaAo> z7 ",
k=1

m=>0 p.q.k=0 m=>1 m=>1
p+qt+k=m

Comparing the coefficients of z 7" in each side of the latter equality yields
AoTo = ToAo,

which implies that we can always choose Ty = 1, and for m > 1, we get

m

Z ch, AT, —mT, = Z CYF Ty Ao.
P.q,k>0 k=1
p+q+k=m

Collecting the terms in 7, on the left-hand side, the latter equation can be written

as
m—1

(Ao —mDT, — TuAo=— Y Ck AT, +> Cr* LA, (14)
p.k=0 k=1
0<g<m
pt+q+k=m

where the right-hand side depends only on Ay and T for k < m. Due to the assump-

tion on the eigenvalues of Ay, the Sylvester equation (14) admits a unique solution
T,, (see [15]).

When Ay is a resonant matrix, it is well known (see [3, 16]) that System (11) is
gauge equivalent to a system satisfying the hypotheses of Proposition 4. For the sake
of completeness, we recall this result below.

Proposition 5 Let (11) be a linear difference system of the first kind with a resonant
matrix Ag. One can construct a gauge transformation y(z) = T (2)w(z) with T (z) €
Clz='1"™", such that System (11) is equivalent to a linear difference system of the
first kind of the form
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AW() + (Z Bkz—[“) w(z) =0,
k>0
with a non-resonant matrix By.

Proof First, gather the eigenvalues of A into sets such that the elements of each
set are pairwise congruent modulo 1. Consider one of these sets and denote by
P1s P2, - .., pg € C its distinct elements with multiplicity m, ..., m, respectively.
Assume that

Re(p1) > Re(p2) > -+ > Re(py),

and set
pi—p;+1:lieN*, Vlzl,,q—l

By means of a constant gauge transformation, one can assume without loss of
generality that Ay is in the canonical form

Al 0
AO = |: 6) A(2)2 )

where Aél is an m; x m; matrix in Jordan form with one eigenvalue p;. The gauge
transformation
y(@) =U@)y(),

where U (z) = diag(z~'1,,,, I,_, ), transforms System (11) into
AF@) + AQ@F () =0,
with
A =[t1U' @) (AQU@ + AU@)]._. -

= [r(U—'(z» (Ao + %) U(z) + f(U_'(Z))A(U(Z))} ,

=00

=t ') (A +ﬁ U( diag (—
= 0t 2) ) + 1ag( Iml,O,,,ml).

Partitioning the matrix A; into blocks of the same size as those of A as follows

Al] AIZ
A1=|: ! » |-
AN A2

the matrix Zo can be written as
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~ Al =1, AP
Ag = 0 a2 |

and its eigenvalues are p; — 1, o2, ..., p, of multiplicity my, ..., m, respectively.
Repeating this process /; times, the eigenvalues become

pr—l =p2,02,..., 04

Thus after Iy + [, + - - - + [, iterations, one can make the eigenvalues of this
set equal. Applying the same process to the other sets of eigenvalues, one can get a
non-resonant matrix By which ends the proof.

Combining Propositions 4 and 5, we get the following theorem:

Theorem 1 Given a linear difference system of the first kind of the form (11), one
can compute a gauge transformation y(z) = T (z)w(z), where T (z) is an invertible
matrix of factorial series, such that System (11) is equivalent to a linear difference
system with constant coefficients of the form

A(W(2)) + Aw(z) =0,

where A € C"",
Consequently, using Proposition 2, we obtain:

Corollary 1 Any linear difference system (11) of the first kind admits a formal
fundamental matrix of solutions given by

T (z)z 14, (15)

where A € C"" and T(z) =)

Here also, we can show that if the factorial series matrix A(z) in (11) converges,
then the factorial series matrix 7 (z) of (15) does so. Therefore, every formal solution
is an actual solution.

Assuming that the matrix A in (15) is in Jordan form (see Proposition 3), each
column vector of the formal fundamental matrix of solutions (15) can be written in
the form

Tz~ with T, € C"™".

m=>0

m

Y B @z + p), (16)
k=0
where p € C, m < n and for k =0, ..., m, f; is a vector of factorial series. The

vector given in (16) is then a solution of System (11) and it is called a formal
regular solution. Therefore, we have shown that any linear difference system of the
first kind admits a full basis of n C-linearly independent formal regular solutions.
In the following section, we shall consider a general class of systems which are not
necessarily of the first kind and see how their regular solutions can also be computed.
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We end this section with an example illustrating the computation of a formal
fundamental matrix of solutions of linear difference systems of the first kind. We
recall that in our MAPLE implementation a (truncated) factorial series Zf¢=0 a, z7M
of precision ¢ is represented by the list of its r + 1 coefficients [ag, ay, . .., a;].

Example 1 'We consider the first-order linear difference system of the first kind of
the form (11) where matrix A(z) is given by the truncated matrix of factorial series

[1,-2,—-1] [-1,-1,2] [0, 1,1]
Alz)=| [1,0,—-1] [3,2,1] [0, —1, 2]
[—-1,1,0] [-3+i,—1,—1] [i,0,—1]

of precisiont = 2 withi denoting the complex number 4/ —1. The matrix Ay = A(c0)
given by

-1 0
Ag=| 1 30
—1 —3+i i

has two distinct eigenvalues, namely i of multiplicity 1 and 2 of multiplicity 2.
So we are in the case where matrix Ag is non-resonant. Applying Proposition 4
that we have implemented using our package FACTORIALSERIESTOOLS, we find the
gauge transformation y(z) = 7 (z)w(z), where the matrix 7 (z) of factorial series is
computed with precision t = 2

07 53 i 16829 _ 463 3 i 53 26i
(L=2,-% =gl [0,—-3%5— 1> ~"6s0 — 80 [0~ — 10> —8 — 51

— 47 4 i 13 , i 6357 , 259i 3 i 47 4 i
I'(@= [0, 1,5 + gl L%+ 10 %0 T %0 (09 + 1 —10 T 170!
179 37 7, 2. 8159 _ 6073i 7 i 43, 15l

0, =3, -5 =% [0.5+5i %60 — 60 ) L1~ 1030 + 330)

This transformation reduced the original system to the system with constant coef-
ficients A(w(z)) + Aow(z) = 0. Therefore, by Proposition 2, a formal fundamen-
tal matrix of solutions (with precision # = 2) of the original system is given by
T (z) z~4l. Now, computing the Jordan form of Ay, we find

i00 0-11
J=P'AP=|021| with P=|01 0],
002 1-10
so that Proposition 3 yields
71 0 0

7l — p,~Ulp-l _ p 0
0

Z_[2]<1 —¢1(Z+2)) P
0 1



On the Computation of Simple Forms and Regular Solutions ... 35

Finally, with the previous notation, a formal fundamental matrix of solutions (with
precision ¢t = 2) of the initial system of the first kind is given by

71 0 0
YR =T@P| 0| (1 —h1z+2)
0 [f 0 1

4 Computation of the Formal Regular Solutions

We consider now linear difference systems of the form
D(2)A(y(2)) + A(2)y(z) =0, a7

where D(z) and A(z) are two n x n matrices of factorial series such that D(z) is
invertible in F#"*".

In this section, we shall recall the method presented in [10] for computing the
formal regular solutions of Systems (17). This method is a generalization to the
difference case of the one proposed in [9] for computing regular solutions of linear
differential systems. It differs from the existing Frobenius-like methods given in [3,
16, 17] which are restricted to difference systems of the first kind.

Remark that when D(z) = I, in (17), we get systems of the first kind which
have been studied in the previous section. Hence, the approach provided below for
computing the regular solutions can be seen as an alternative way to the one that we
have described previously in this paper.

We stress the fact that the method of [10] only deals with systems of the form (17)
which are simple:

Definition 4 A system of the form (17), or the associated linear difference operator
L defined by L = D(z)A + A(z), is said to be simple if the matrix pencil defined
by DoA — Ay is regular, that is, det(Dg A — Ag) # O.

Note however that the assumption that (17) is a simple system is not restrictive
since in Sect.5 below we shall provide an algorithm that transforms a non-simple
difference system into a simple equivalent system (see Definition 5).

Instead of looking for regular solutions of the form (16), the idea behind the
method in [10] is to search for regular solutions written as

Y@ =) "My, @), yoz) #0, (18)

m=>0

where the y,, (z), for m > 0, are finite linear combinations with constant vector coef-
ficients of the functions ¢; defined by (6), i.e., for all m > 0:

Ym(z) = Up0 ¢O(Z) +--- 4+ Wy i, ¢lm (Z); lm € N7 Wy, i S (Cn’ i = O» EIE) lm~
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Theorem 2 ([10], Theorem 1) With the above notation, the vector y(z) defined by
(18) is a regular solution of the linear difference system (17) if and only if the complex
number p and the vector yo are such that

Dy A(yo) — (Do p — Ag) Yo =0, (19)
and form > 1, y,, satisfies
Dy A(ym) - (DO (,0 + m) - AO) Yn = Am, (20)

where, for m > 1, q,, is a linear combination with constant coefficient matrices of
the y; and A(y;), fori =0, ...,m — 1, that can be effectively computed.

Theorem 2 reduces the problem of computing regular solutions of linear differ-
ence systems (17) to the resolution of the linear difference systems with constant
coefficient matrices given by (19) and (20).

We shall now state two results showing that System (19), resp. Systems (20) for
m > 1, can always be solved for yy, resp. y,, for m > 1, of the desired form.

Proposition 6 gives a necessary and sufficient condition for System (19) to have
a nontrivial solution y as a finite linear combination of the functions ¢; defined by
(6) with constant vector coefficients.

Proposition 6 ([10], Proposition 2) With the above notation and assumptions, the
linear difference system with constant coefficient matrices (19) has a solution of the

form
k

(—1)f
Yo(z) = ;‘Tvi i (2), @1)
where vy, ...,V € C" are constant vectors such that vy # 0, if and only if p
is an eigenvalue of the matrix pencil DyA — Ay, i.e., det(Dgp — Ayg) =0 and
Vi, Vi—1, - - -, Vo form a Jordan chain associated with p (see [9, 15]).

Assuming now that p is an eigenvalue of Dy A — Ag and y, given by (21) is a
solution of (19), then, for m > 1, y,, satisfies a non-homogeneous linear difference
system with constant coefficient matrices whose right-hand side is a finite linear
combination of the y; and A(y;),i =0, ..., m — 1, with constant coefficient matri-
ces. The following proposition shows that such a system always admits a solution of
the desired form.

Proposition 7 ([10], Proposition 3) With the above notation and assumptions, let
further assume that the right-hand side q,, of (20) is a linear combination of the
functions ¢g, 1, ..., ¢pa with constant vector coefficients. Then System (20) has
a solution y,, expressed as a linear combination of ¢o, ¢1, ..., ¢, with constant
vector coefficients such that

d<p=<dtmaxix;,i=1,...,m(p+m)}if det(Dp (p +m) — Ag) =0,
{ p=d otherwise,

I IA
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where m,(p + m) denotes the dimension of the kernel of the matrix Dy (p +m) — Ag
and the k;, i =1, ..., mg(p + m), are the partial multiplicities of the eigenvalue
p + m of the matrix pencil Dy A — Ag (see [9, 15]).

Theorem 2, Propositions 6 and 7 and their constructive proofs (see [10]) provide
an algorithm for computing regular solutions of simple first-order linear difference
systems of the form (17). In particular, it relies on the computation of eigenvalues and
Jordan chains of the matrix pencil Dy A — Ao and determines a basis of the formal
regular solutions space whose dimension equals the degree in A of det(Dy A — Ap).

Remark 2 It is worth noticing that this algorithm can be applied to any simple linear
difference system (17) with either a regular or an irregular singularity at infinity.
Indeed, a simple system has a regular singularity at z = oo if and only if det(Dgy A —
Ap) is of degree n in A which holds only if the constant matrix Dy is invertible.
However, the latter condition about Dy is not necessary for the execution of the
algorithm which only requires that det(Dy A — Ag) # 0.

5 Reduction to Simple Forms

To System (17), we associate the linear difference operator L defined by
L =D(z2)A+ A(2). (22)

Using the terminology of [9], we shall say that System (17), or Operator (22), is
simple if the associated matrix pencil Ly(A) defined by

Lo(A) = Do A + Ag

is regular, i.e., det(Lo(A)) = 0. This definition of simple forms is equivalent to Def-
inition 4 given in the previous section since det(Dgl — Ag) = (—1)" det(Lo(—21)).

The aim of this section is to provide a procedure that transforms any operator of
the form (22) into an equivalent simple operator where the terminology “equivalent
operator” is defined as follows:

Definition 5 A difference operator L’ = D’(z) A + A’(z) is said to be equivalent to
an operator L = D(z) A + A(z) if there exist two invertible matrices S(z) and 7' (z)
such that

L'=S@)LT(2),

that is,

D'(z) = S(2)D(2)t(T(2)), and A'(z) = S(2)D(2) A(T (2)) + S(2) AT (2).
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In Definition 5, if the matrix 7 (z) is a constant matrix 7 (independent of 7), then the
coefficients of L’ are simply given by D'(z) = S(z) D(z)T and A’(z) = S(z)A(2)T.

Computing simple forms of linear difference operators is not only useful for com-
puting regular solutions (as seen in Sect. 4 above). It can also be used to determine the
nature of the singularity z = oo in the regular/irregular classification (see Remark 3).

In [7], the authors describe an approach for computing simple forms (and more
general forms called k-simple forms) of first-order linear differential operators. The
approach presented in [7] requires the leading coefficient matrix D(z) of the operator
(or system) to be in Smith form. For linear difference operators, the method that we
present in this section broadly follows the main idea of [7], except that the hypothesis
considered on D(z) is now finer. Indeed instead of assuming that D(z) is in Smith
form, we suppose that the singular matrix Dy = D(o0) has the form

Dy = [f) 8] (23)

where r stands for the rank of Dy.
Partitioning the matrix Ag = A(oo) into blocks of the same size as those of Dy

All A12
A0=|: 0 0 ,
A A

the matrix pencil Lo(A) = Dot + Ag can be written in the form
Ir)x + All A12
Lo(A) = |: A2 0 A%Z ~ (24)

In what follows and using the terminology of [7], the rows of Ly(A) of indices
r + 1to n, that is, the rows of the submatrix [ A§' AF* ], will be referred to as the
A-free rows of Lo(X).

The singularity of the matrix pencil Ly(A) may be partly due to the fact that its
A-free rows are linearly dependent, that is, rank [ Al A(z)z] < n — r. Eliminating
these dependency relations by means of performing row-operations on the operator,
the matrix pencil may turn to be non-singular. However this is not sufficient because
it may happen that the A-free rows are linearly independent whereas the matrix Lo (1)
is singular. Therefore, we shall first explain how given a non-simple operator, we
can always manage to ensure that the A-free rows of the matrix pencil are linearly
dependent (Lemma 1 and Proposition 8). This can be done without altering the
valuation of the determinant of the leading coefficient matrix of the operator. After
that, we proceed to eliminate the dependency relations between the A-free rows
(Proposition 9). At this stage, the manipulations that we perform can only drop the
valuation of the determinant of the leading coefficient matrix. Iterating this process
a finite number of times, we are sure that we shall end up with a simple (equivalent)
operator. Indeed, at worst case, the determinant of the leading coefficient matrix of
the operator that we get has valuation zero which means that the leading coefficient
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matrix is invertible at z = oo so that the matrix pencil associated to the operator is
necessarily regular.

5.1 Description of the Approach

As explained above, our first goal consists in making sure that the A-free rows of
the matrix pencil are linearly dependent. To achieve this, we shall first perform the
following preliminary step in order to get an equivalent operator with a matrix pencil
in an appropriate form.

Lemma 1 Ler L be a non-simple operator of the form (22) with a matrix pencil
Lo(A) given by (24). One can compute two invertible constant matrices S and T in
C™ " that transform L into the equivalent operator L' = S L T whose matrix pencil
is of the form

I+ wh 0 0
W2 L+ w2 W | (25)
W31 W32 W33

where O < g < r (r being the rank of Dy) and
rank [ w32 W33] <n-—r. (26)

Proof Given the matrix pencil Lo(A) of the form (24), if rank [ A§' AF* ] <n —r,
then Ly(}) is already of the form (25) with ¢ = 0 and the condition (26) is satisfied
so there is nothing to do. Otherwise, as the operator L is non-simple, Ly(A) is then
singular for all A € C. In particular, for » = 0, the matrix

All A12
Lo(0) = Ag = [Agl A%Z

is singular as well. Swapping the rows and columns of L of index 1 to r, we can
suppose that there exists a nonzero row-vector of the form (1 u V) , whereu e C"!
and v € C"™", in the left nullspace of Ay. Multiplying the operator L on the left by

1 u v
Si=10 I, 0
0o o0 L_,

yields the operator L = S;L = D(z)A + A(z), where D(z) = S;D(z) and A(z) =
S1A(z). It follows that the first row of Ay is equal to (1 u v) Ay = 0. Note here that
the leading coefficient matrix Dy of the matrix pencil L (1) may not be of the form
(23) so we multiply L on the right by
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1 —u 0
Ti.=|0 I, 0
o o0 I,

DenotingNZ =LT = 5(z)A + X(z), we have 50 = Dy given by (23) and the
first row of A is zero. The matrix pencil Ly(X) associated with operator L is then
of the form (25) with ¢ = 1. We draw attention to the fact that L is also non-simple
since Zo (A) = 81 Lo(X) T1. Now, if the condition (26) is satisfied, then we are done.
Otherwise, we repeat the process on the submatrix of L) composed of rows and
columns of index 2 to n (which is necessarily singular due to the particular structure
of L(A)) and we increment the value of ¢. Thus, after at most r successive iterations
of this process, we obtain an equivalent non-simple operator L whose associated
matrix pencil is of the form (25) where either ¢ < r and Condition (26) holds, or
q = r which means that Zo (A) is of the form

~ La+wl 0
Lo()»)=[ wal W33:|-

In the latter case, the matrix Ly (1) is singular and the first diagonal block 7, A +
W is regular. This implies that W3? is necessarily singular which could be translated
to Condition (26). Finally, the matrices S and 7T of Lemma 1 are the product of
permutation matrices and upper triangular constant matrices.

It is important to mention that since the transformations § and 7 of Lemma 1
are constant, they surely do not alter the valuation of the determinant of the leading
coefficient matrix of the operator.

We shall prove next that any non-simple difference operator with a matrix pencil
of the form (25) is equivalent to an operator such that the A-free rows of its associated
matrix pencil are linearly dependent.

Proposition 8 Let L = D(z)A + A(z) be a non-simple operator having a matrix
pencil Lo(L) = DoA + Ay of the form (25) and satisfying Condition (26). One can
compute two invertible matrices S(z) and T (z) of the form

S(z) = diag(zly, I—g. I,—;) and T(2) =S"' ()T,

where Ty € C"" is an invertible constant matrix, that transform L into the equiva-
lent operator L' = S(z) L T(z) = D'(z) A + A’(2) such that the L-free rows of the
matrix pencil Ly(L) = Dy + Aj are linearly dependent. Furthermore, we have
val(det(D'(z))) = val(det(D(z))).

Proof In what follows, and for sake of brevity, we shall omit the explicit reference to
the dependence of the matrices on z in the notations. First, we partition the coefficient
matrices D and A of L into blocks of the same sizes as those of the matrix given in
(25), that is,
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Dll DlZ D13 All Al2 A13
D= D21 D22 D23 and A = A2] A22 A23
D3l D32 D33 A31 A32 A33

with D'' = I, + O(1), D* = I,_, + O(%), and the other blocks D/, A'? and A"
are at least of valuation 1. Multiplying the operator L on the left by the invertible
matrix S = diag(z/,, 1,4, I,—,) and on the right by S~!, we get an equivalent oper-
ator L = DA + A, where D and A are respectively given by

LD” z D12 z D13
D=5SDr(sYH)y=|-Lp* p2 p=B 27
LD31 D32 D33

and

A=SDAS™") 4+ SAS!
= SDdiag(—z"'1,,0,0) + SAS™!

B _Dll 0 0 All ZA]Z ZA13
— _Z71D21 0 0|+ Z71A21 A22 A23
__Z71D31 0 0 271A31 A32 A33
All — plt ZA]Z ZAl3
— Z—I(AZI _ DZI) A22 A23 . (28)
Z*l(A31 _ D31) A32 A33

Notice that these manipulations do not affect the valuation of the determinant of the
leading coefficient matrix of the operator, that is, val(det(D)) = val(det(D)), since
val(det(S)) = —g = —val(det(S~")) = —val(det(z(S~!))). However, the matrix
pencil associated to the operator is now of the form

I+ W — I 2D s + (247 m0c  [2DB)im00r + (24P )00
Loy = 0 Lr—gh + W2 w23
0 W32 W33

_ To getback the form (23) of the leading coefficient matrix of Lo(}), we multiply
L on the right by the invertible constant matrix

Iq -z Dlz]z:oo —lz Dl3]z=oo
Ti=|0 I, 0 ,
0 0 Loy

which transforms L into the equivalent operator L' = LT; with matrix pencil
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I\ + wit — I * *
Lé)()\) = 0 L4\ + w22 w2 |,
0 W32 W33

where the % stands for constant matrices of suitable dimensions. As we have
rank [ W32 W3] < n —r, the A-free rows of L{(1) are then linearly dependent.

Now, the A-free rows of the matrix pencil being linearly dependent, we proceed
to cancel these dependence relations. This operation will decrease the valuation of
the determinant of the leading coefficient matrix.

Proposition 9 Consider anon-simple operator L = D(z) A 4+ A(z) having a matrix
pencil Lo(A) of the form (24) with rank [ A(z)1 A%z] < n — r. One can compute two
invertible matrices T € C"™" and S(z) of the form

S(z) = Sadiag(1,..., 1,z 1,..., DS,

wherey € N*, V1 = ]_[V O(Z + j),and Sz, S; € C"*" invertible constant matrices,
that transform L into the equivalent operator L' = S(z)LT = D'(2) A + A'(z) with
val(det(D'(z))) < val(det(D(z))).

Proof Letu be anon zero row-vector in the left nullspace of the matrix [ A3'  A3*].
Let i be the position of the first nonzero component of the vector u. Let S; be the
constant matrix obtained from the identity matrix I,, by substituting its (» + i)th row
by the n-dimensional row (0 ... 0 u). Multiplying the operator L on the left by S,
yields an operator L = S;L = D(z)A + A(z), where D = = 51D and A = S|A. The
(r + i)th row of the matrix Ay = S; A is zero and that of Dy is zero as well due to
the special forms of Dy and S;. Let y be the minimum value among the valuation of
the (+ + i)th row of D and that of the (r + i )th row of A. Let

Sy =diag( 1,...,1 ,z", 1,...,1),
——

(r+i—1) times

where 7171 = ]_[y 1(z + j), and multiply the operator L on the left by S,. Notice

that this operation may reveal in the entries of the (r + i)th row of the operator S, L
factorial series in z + y which can be easily transformed to factorial series in z using
the translation formula. At this stage, the valuation of the determinant of the leading
coefficient matrix has been decreased since

val(det(S, D)) = val(det(S)) + val(det(D))
= val(det(D)) — y
< val(det(D))
< val(det(D)).
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Finally, we draw attention to the fact that if the integer y is equal to the valuation of
the (r + i)th row of the matrix D, then we may need to multiply the operator by two
invertible constant matrices S3 on the left and 7" on the right in order to get the form
(23) of the leading coefficient matrix at z = oo.

Lemma 1 together with Propositions 8 and 9 give rise to an algorithm that takes as
input (a truncation of) the coefficient matrices D(z) and A(z) of a non-simple linear
difference operator L = D(z)A + A(z) and returns (a truncation of) the coefficient
matrices D’(z) and A’(z) of a simple operator L' = D'(z) A + A’(z), together with
two invertible matrices S’(z) and 7'(z) such that L' = S’(z) LT'(z). We summarize
its steps below.

ALGORITHM SimpleForm

INPUT: The coefficient matrices D and A of operator L given by (22).

OUTPUT: Four matrices S, T/, D’ and A’ with 8’ € C[z]"*" and T’ € C[z~ 1]
invertible in Clz, z~ 117", D' = ' Dt(T") and A’ = ' D A(T') + S' AT’
such that the operator D’ A + A’ is simple.

INITIALIZATION: S <— I, T <— I, D' «— D, A" < A, L' <— Do A+ Ag;

While det(L’) = 0 do
1. Compute two constant matrices S and 7 of C"*" as in Lemma 1;
2.Update D' «— SD'T, A’ «— SA'T, § «— SS andT' «— T'T;
3. Compute two matrices S € C[z]"*" and T € Clz~ 11" asin Proposition 8;
4. Update D' <— SD' t(T), A’ < SD' A(T)+ SA'T, S < S8

and 7/ «— T'T;

. Compute two matrices S € C[z]"*" and T € C"*" as in Proposition 9;

.Update D’ «<— SD'T, A «— SA'T, § «— SS andT' «<—T'T;
7.Let L «— D6A—|—A’;

end do;

Return S’, 7/, D', A’;

AN W

Remark 3 An important application of the SimpleForm algorithm above is that it
allows to recognize the nature of the singularity z = oo in the regular/irregular clas-
sification. Indeed, as seen in Remark 2, the infinity is a regular singularity if and only
if the matrix D’(z) in the output of the algorithm is invertible at z = co. Therefore,
this algorithm can be considered as an alternative way of Moser’s algorithm [3, 4]
which computes the minimal Poincaré rank g of the system and therefore determines
the nature of the singularity.

Once the SimpleForm algorithm has been applied, one can always use the
method presented in Sect. 4 in order to compute a basis of the formal regular solutions
space of a simple system. Moreover, if z = oo is a regular singularity, i.e., if Dy is
invertible, there is an alternative method for computing regular solutions: one can
write the system as A(y(z)) + (D'(z)) "' A’(z)y(z) = 0 which is now a system of
the first kind and then apply the method of Sect.3 which is exclusively dedicated to
first-order linear difference systems of the first kind.
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5.2 Implementation and Example

The algorithm SimpleForm above has been implemented in MAPLE? based on our
FACTORIALSERIESTOOLS package. In this subsection, we first give some remarks
concerning the implementation of some steps of the algorithm. Then, we illustrate it
on an example.

In the proof of Proposition 8, some block entries of the matrices D and A given
respectively by (27) and (28), are obtained by multiplying factorial series by one
of the following rational functions: z%l, Z_Ll, zor z~'. We shall explain below how
these operations are performed in our implementation.

Let us consider a factorial series

a @ ar
z  z(z+ 1 2z+ Dzt =1

ap + (29)

given up to the precision . We recall that in our implementation such a factorial series
is represented by the list of its coefficients [ay, a;, az, . . ., a;]. We must explain both
how to multiply a factorial series [0, aj, a5 ..., a,] by z + « and how to multiply a
factorial series [ag, a1, a; ..., a:] by (z + o)~ !, where a € C.

To multiply a factorial series [0, aj, a; ..., a;] by z + o with @ € C, we first use
the translation formula to transform it into a factorial series in z + o whose coeffi-
cients are given by alist [0, by, ba, . . ., b,], where b; can be explicitly computed using
Formula (4). Then we multiply the latter factorial series by z + o which is equivalent
to shifting the elements of the list to the left so that we get [by, by, ..., b;]. Finally,
we use again the translation Formula (4) to get a factorial series [co, ¢, ..., ¢;—1] in
z. Note that the factorial series that we obtain is only known up to precision # — 1.
So performing the multiplication by (z + «), we lose one term in the precision of
the factorial series.

To multiply a factorial series [ag, a1, as . . ., a;] by (z + a) ! witha € C, we first
make a translation in order to get a factorial series in z 4+ o + 1 whose coefficient list
is givenby [bg, by, by . . ., b;], where b; can be explicitly computed using Formula (4).
Then we divide the latter factorial series by z + « to get a factorial series in z + «

whose coefficients [0, by, by, ..., b,] are obtained by shifting the elements of the
list to the right. Finally, using again the translation formula (4), we end up with a
factorial series [0, ¢1, ¢2, ..., ¢c;+1] in z which is the result of multiplying (29) by

(z + a)~'. Note that here we obtain a factorial series of precision ¢ + 1.
A useful consequence of the explanations above is that, to multiply a factorial
zta

series of precision ¢ by a rational fraction of the form ] where «, B € C, it is

better to start by the multiplication by (z + B)~' followed by the multiplication by
(z + «) since doing so the precision is preserved, i.e., the result is a factorial series of
precision t. Moreover, from (27) and (28), we see that when we apply Proposition 8,
some block entries of the resulting matrices are obtained by multiplying factorial
series by z so that we lose one term of precision. For the same reason, applying

2 A beta version is available upon request from the authors.
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Proposition 9 implies the loss of y terms (with the notation of Proposition 9) in the
precision of the factorial series involved in some coefficients of the operator obtained.

Example 2 'We shall explain the different steps of the algorithm SimpleForm
applied to the first-order linear difference operator L = D(z) A + A(z) with

[1’25 27 O] [07 25 07 O] [O?_15_17 1]
D(Z) = [07 05 07 _2] [05 _17 _27 _1] [07 05 17 1]
[0725_1’2] [071’13_2] [05_1’27 _2]

and
[071715_1] [0717_17_1] [17_27 _27 _2]

A(Z): [O’ 170’_1] [0705 27_1] [171’27 1]
[1717150] [07 _2725 1] [15_1’270]

Note that the factorial series in the entries of the algorithm are then given up to
precision 3. We first compute the matrix pencil Ly(A) = Dy + Ay associated to L

A0
Loy =]0 0
1 0

The matrix Lo (A) is singular so L is anon-simple operator, whereas the A-free rows
of Lo(%) are linearly independent. Consequently, our algorithm starts by applying
Lemma 1 which implies multiplying the operator L on the left by the constant
invertible matrix

1 -1 0
sO=10 1 0
0 0 1

This yields the operator L") = S [ whose associated matrix pencil

L) =SVLo() =

—_ O >

0 0
0 1
0 1
is of the form (25) with ¢ = 1 and Condition (26) holds. We then apply the following

two transformations (see Proposition 8)

S(Z) (2) =

S O™

00 00
1 0| and TP@)=| 0 1 0
0 1 0 1
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on L™V This gives arise to anew operator L? = §@ (z) LT @ (z) whose coefficient
matrices are given by

[1,3,5] [3,2,—1] [—1,-2,2]
DP()=10,0,0] [0,—1,-2] [0,0,1]
[0,0,2] [0,1,1] [0, —1,2]

and
[—1,-2,—1] [I1,-3,3] [-3,—4,1]
AP () = [0,0,1] [0, 0, 2] [1,1,2]
[0,1,—1] [0,—2,2] [1,-1,2]

As we have seen before, at this stage, we lose one term in the precision of the
factorial series matrices defining the operator L® compared to those defining L.
Indeed, some entries of D®(z) and A® (7) are only known up to precision3 — 1 = 2
so that we have removed all the terms in z ) in D® (z) and A® (z). Now the matrix
DY = D®(c0) is not of the required form (23) so we multiply the operator L on
the right by the constant invertible matrix

1 =3 1
T =10 1 0
0 0 1

to obtain the desired form. The matrix pencil associated to L® = L®T® is now
given by

A—1 4 —4
LYw=LPor®=1 o o 1 |,
0 0 1

and its A-free rows are then linearly dependent. Consequently, we shall apply Propo-
sition 9: we multiply the operator on the left by the constant invertible matrix

1 0 0
SO=10 -1 1]/,
0 0 1

in order to eliminate the linear dependence relation. This operation yields a zero row
in the matrix pencil of the new operator L® = S® L® whose coefficient matrices
are given by

[1,3,5] [0,—7,—16] [0, 1,7]
DW(E)=110,0,21 1[0,2,-3] [0,—1,3]
[0,0,2] [0,1,-5] [0, —1,4]
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and
[-1,-2,—-1] [4,3,6] [—4,-6,0]

AY@ =] [0,1,-2] [0,-5,6] [0,—1,-2]
[0,1,—1] [0,-5,5] [1,0,1]

The second row of both D™ (z) and A®(z) are of valuation y = 1 in z so we
multiply L® on the left by

1 0
O =10 z
0 0

=)

in order to decrease the valuation of the second rows and get rows of valuation O.
Doing so we obtain a new operator L® = §® () L™® given by

[1,3] [0, 7] [0, 1]
D®(z)=110,2] [2,-3] [-1,3]
[0.0] [0, 1] [0, —1]

and
[—1, 2] [4, 3] [—4, —6]
A9 = [1,-2] [-5,6] [-1,-2]
[0, 1] [0, =5] [1, 0]

The factorial series in the entries of D® (z) and A® (z) are now of precision
2 —y =2—1=1 and thus, all the terms in z ! have been omitted. The matrix
pencil associated to L® is

A—1 4 —4
LYw=| 1 2x-5 —a—1][,
0 0 1

and turns out to be regular. Therefore, we can either stop because we have reached our
purpose of getting an equivalent simple operator or we can apply a final step in order
to obtain the required form (23) for DSS) which could be provided by multiplying
L™ on the right by the constant invertible matrix

7O —

—l— O

S O =
onl— O

Finally, the matrices S(z) and 7 (z) that transform the original non-simple operator
L = D(z)A + A(z) into the simple operator L® = LT ©® are given by
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Z —Z
S(2) = SV@)SWSsP () sV =0 —z
0 0 1
and 1 3 1 1 1
T(z) = T(Z)( )T(3)T(6) _ ZO _Ef _Ef
Z) = Z = 3 3
0 0 1
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1 Introduction

A standard approach to symbolic summation is that of telescoping. There are many
individual variations and specific technologies, however one may summarize all
technologies by stating the problem of parameterized telescoping. Given sequences
Fi(k), ..., Fy(k) over an appropriate field K, find d constants (meaning free of k
and not all zero) ¢y, ..., c¢; € K and a sequence G (k) such that

Gk+1)—Gk)=c1Fi(k)+ ...+ cqFqk). (1)

If one does succeed then one can sum the relation to obtain

b

b
G(b+1)—G(a)=c12Fl(k)+...+cd2Fd(k). )
k=a k=a

for some properly chosen bounds a, b. Restricting to d = 1 gives the telescop-
ing formula, which expresses the sum over F; as a difference. Alternatively, sup-
pose that we started with the definite sum S(n) = Z,fi’}) F(n, k) with a bivariate
sequence F'(n, k), with [ € N and with some integer linear expressionl L(n). Then
taking F; (k) := F(n +i — 1, k) for 1 < i < d,theparameterized telescoping Eq. (2)
reduces to Zeilberger’s creative telescoping. Namely, omitting some mild assump-
tions, Eq.(2) with @ = [ and b = L(n) yields a linear recurrence of the form

h(m) =ci(n)Sm) +c2(n) S+ 1) +---+cqn) Sn+d —1) 3)

where h(n) comes from G(L(n) + 1) — G(I) and extra terms taking care of the
shifts in the boundaries. In the creative telescoping setting we assume that the field
K contains the variable n and thus the constants ¢; may depend on n.

This recurrence finding technology based on parameterized telescoping started for
hypergeometric sums [37, 48, 50, 69] and has been extended to g-hypergeometric
and their mixed versions [22, 47]. A generalization to multi-summation has also been
performed [21, 66, 67]. Further, the input class has been widened significantly by the
holonomic summation paradigm [68] and the efficient algorithms worked out in [34,
44]. Using these tools it is possible to solve the parameterized telescoping problem
for (multivariate) sequences that are a solution of a system of linear difference (or
differential) equations. In particular, applying this technology recursively enables
one to treat multi-sum problems.

Another general approach was initiated by M. Karr’s summation algorithm [40]
in the setting of I7X¥-fields and has been generalized to the more general set-
ting of RIT X -difference ring extensions [61-63]. Using the summation package
Sigma [57] one can solve the parameterized telescoping equation in such difference
rings and fields not only for the class of (g—)hypergeometric products and their mixed

1L(nl ..... np) stands for zo 4+ z1 n1 + - - - + z; n; for some integers zo, .. ., 7.
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versions, but also for indefinite nested sums defined over such objects covering as
special cases, e.g., the generalized harmonic sums [13]

n )Ck] ki _xk2 ki1 ka
D D1 IS B T

k=1 "1 jp=1 "2 kp=1 M
with xi,...,x, € K\ {0} which contain as special case the so-called harmonic
sums [31, 65] defined by Sy, ... x, 1 1) = Sry,r (X1, ooy Xy, n) Withxy, ..o X, €

{—1, 1}. Further, RIT X -extensions enable one to model cyclotomic sums [12] or
nested binomial sums [10]. Using efficient recurrence solvers [17, 33, 49, 53, 56] that
make use of d’Alembertian solutions [18, 19], a strong machinery has been devel-
oped to transform definite sums to expressions in terms of indefinite nested sums
defined over (¢—)hypergeometric products and their mixed versions. (d’ Alembertian
solutions are a subclass of Liouvillian solutions [38, 51].) In the last years this
strong machinery [60] has been utilized heavily for problems in particle physics,
see, e.g., [3, 5, 7, 27] and references therein. However, for several instances we were
forced to push forward our existing summation technologies to be able to carry out
our calculations.

More precisely, we utilized and refined the Sigma-approach that has been devel-
oped in [54, 57] to unite Karr’s ITX-field setting with the holonomic system
approach: one can solve the parameterized telescoping problem in terms of elements
from a IT ¥'-field together with summation objects which are solutions of inhomoge-
neous linear difference equations. In particular, a refined tactic has been worked out
for the well-known holonomic approach [34] that finds recurrences without Grob-
ner basis computations or expensive uncoupling algorithms [32, 70]. This efficient
and flexible approach has been applied to derive the first alternative proof [20] of
Stembridge’s TSPP theorem [64].

This article is the continuation of this work and explains new features that were
necessary to compute highly non-trivial problems coming from particle physics [3,
5, 7, 27]. First, the ideas of [54] are generalized from the difference field to the ring
setting: we consider a rather general class of difference rings that is built by the so-
called RIT X¥'-extensions [61, 63] and introduce on top a so-called higher-order linear
difference extension. In this way, indefinite nested sums can be defined covering in
addition a summation object that is a solution of an (inhomogeneous) linear difference
equation defined over indefinite nested sums and products. In particular, our new
techniques from [58, 59, 61] are applied to derive new and more flexible algorithms
for the parameterized telescoping problem. Further, we push forward the theory of
higher-order linear extensions in connection with RIT X-extension. We show that
certain non-trivial constants, in case of existence, can be computed in such rings and
that such constants can be utilized to design improved higher-order linear extension
with smaller recurrence order. Finally, this machinery is applied recursively to multi-
sums in order to produce linear recurrences. As it turns out, our refined difference ring
algorithms in combination with the ideas from [54] introduce various new options
as to how such recurrences can be calculated: using different telescoping strategies
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will lead to more or less complicated recurrence relations and the calculation time
might vary heavily. In order to dispense the user from all these considerations, a
new summation package RhoSum has been developed that analyzes the different
possibilities by clever heuristics and performs the (hopefully) optimal calculation
automatically.

The manuscript is organized as follows. In Sect.2 we present our toolbox to
solve the parameterized telescoping problem in our general setting built by /7X-
fields, RIT X'-extensions and a higher-order linear extension on top. In addition, new
theoretical insight is provided that connects non-trivial constants in such extensions
and the possibility to reduce the recurrence order of higher-order extensions. Then,
in Sect.3, our multi-sum approach based on our refined holonomic techniques is
presented and specific technical aspects of the algorithm are explained. Such details
are important for an efficient implementation. With the main results of the summation
approach discussed, Sect. 4 gives an illustrative example arising from particle physics
which shows some of the features of the algorithm in practice. Finally, in Sect. 5 there
is a brief summary.

2 Parameterized Telescoping Algorithms in Difference
Rings

In our difference ring approach the summation objects are represented by elements
in aring or field A and the shift operator acting on these objects is rephrased in terms
of a ring or field automorphism o : A — A. In short, we call (A, o) a difference
ring or a difference field. The set of units of a ring A is denoted by A* and the set of
constants of (A, o) is defined by

const,A={f €A|o(f)=f}.

In general K := const, A is a subring of A (or a subfield of A if A is field).
In the following we will take care that K is always a field containing the rational
numbers Q as subfield. K will be also called the constant field of (A, o). For a vector
f=(fi,..., f2) € A? we define o (f) = (6(f)), ..., 0(fs)) € A?. N denotes the
non-negative integers.

Finally, we will heavily use the concept of difference ring extensions. A difference
ring (E, o”) is a difference ring extension of a difference ring (A, o) if A is a subring
of E and ¢/(f) = o (f) for all f € A. If it is clear from the context, we will not
distinguish anymore between o and o”'.

Suppose that one succeeded in rephrasing the summation objects Fi (k), ..., Fy(k)
in a difference ring (A, o) with constant field K, i.e., F; (k) can be modeled by f; € A
where the corresponding objects F; (k + 1) correspond to the elements o ( f;). Then
the problem of parameterized telescoping (1) can be rephrased as follows.
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Problem RPT in (A, 0): Refined Parameterized Telescoping.

Given a difference ring (A, o) with constant field K and f = (f1, ..., f4) € A,

Find, if possible, an® “optimal” difference ring extension (E, o) of (A, o) with const,E =
const; A, g e Eandcy, ..., cq € Kwith¢; # 0 and

o(@—g=cifi+--+cafa. O

“The optimality criterion will be specified later in the setting of RIT X'-extensions.

Namely, suppose that we find g € E and ¢y, ..., c¢; € K and we succeed in rein-
terpreting g as G (k) in terms of our class of summation objects where o (g) represents
G (k + 1). Then this will lead to a solution of the parameterized telescoping Eq. (1).
In Sect.2.1 we will work out this machinery for difference rings that are built by
RIT X -extensions [61-63] and which enables one to model summation objects, e.g.,
in terms of indefinite nested sums defined over (¢—)hypergeometric products and
their mixed versions. Afterwards, we will use this technology in Sect.2.2.2 to tackle
summation objects that can be represented in terms of recurrences whose coefficients
are given over the earlier defined difference rings.

2.1 IIX-Fields and RII X -Extensions

A central building block of our approach are Karr’s I7 ¥'-fields [40, 41].

Definition 2.1 A difference field (IF, o) with constant field K is called a T X -field if
F =K(t,...,t,)whereforalll <i < eeachF; = K(t, ..., t;)isatranscendental
field extension of F;_; = K(#1,...,#_1) (we set Fy = K) and o has the property
thato (t;) = at; oro(t;) =t; +a for some a € F}_,.

Example 2.1 (1) The simplest I7T X -field is the rational difference field F = K(z)
for some field K and the field automorphism o : F — [ defined by o (c) = ¢ for all
ceKando(t) =t + 1.

(2) Another IT X -field is the g-rational difference field. Here one takes a rational
function field K = K'(¢g) over a field K’ and the rational function field F = K(¢)
over K. Finally, one defines the field automorphism o : F — F by o (c) = ¢ for all
ceKando(t) =¢qt.

(3) One can combine the two constructions (1) and (2) and arrives at the mixed

(g1, - .., q.)-multibasic rational difference field [22]. Here one considers the rational
function field K = K'(gy, . . ., g.) over the field K’ and the rational function field F =
K(t,1t,...,t) over K. Finally, one takes the field automorphism o : F — F deter-

mined by o(c) =cforallc e K,o()=¢t+1land o(t;) =¢q; ¢, forall 1 <i <e.
By [46, Corollary 5.1] (IF, o) is again a IT X'-field.

(4) Besides these base fields, one can model nested summation objects. E.g., one
can define the IT X -field (K(¢)(h), o) with constant field K where (K(¢), o) is the
rational difference field and o is extended from K(¢) to the rational function field
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K(#)(h) subject to the relation o (h) = h + m Here £ in [F scopes the shift behavior

of the harmonic numbers Sy (k) = Zf 13 L with $i(k + 1) = S; (k) + k+1

A drawback of Karr’s very elegant IT X'-field construction is the inability to treat
the frequently used summation object (—1)¥. In order to overcome this situation,
RIT X -extensions have been introduced [61-63].

Definition 2.2 A difference ring (E, o) is called an A P S-extension of a difference
ring (A, 0)if A=Ay <A} <--- <A, = Eisatower of ring extensions where for
all 1 < i < e one of the following holds:

e A; = A;_[t;] is a ring extension subject to the relation ¢ = 1 for some n > 1
where "(”) € (A;_1)* is a primitive nth root of unity (#; is called an A-monomial,
and n is called the order of the A-monomial);

o Ay =Aiqlh, 17 '1is a Laurent polynomial ring extension with %’) e (A" (1
is called a P-monomial);

e A; = A;_[] is a polynomial ring extension with o (¢;) — t; € A;_ (; is called
an S-monomial).

If all ¢; are A-monomials, P-monomials or S-monomials, we call (E, o) also a
(nested) A-extension, P-extension or S-extension. If in addition the constants remain
unchanged, i.e., const, A = const,E an A-monomial is also called R-monomial, a
P-monomial is called a I7T-monomial and an S-monomial is called a X’-monomial. In
particular, such an A P S-extension (or A-extension or P-extension or S-extension)
is called an RIT X¥'-extension (or R-extension or IT-extension or X'-extension).

For the RIT X -extension (E, o) of (A, o) we also will write E = A(t) ... (z,).
Depending on the case whether #; with 1 < i < e is an R-monomial, /7-monomial or
X -monomial, G(t;) with G = A(¢#;) ... (t;_1) stands for the algebraic ring extension
Glt;] with ¢ for some n > 1, for the ring of Laurent polynomials G[z;, t; ' or for
the polynomial ring G[#;], respectively.

We will rely heavily on the following property of RIT X -extensions [61, Theo-
rem 2.12] generalizing the [T X'-field results given in [41, 53].

Theorem 2.1 Let (A, o) be a difference ring. Then the following holds.

1. Let (A[t], o) be an S-extension of (A, o) with o(t) =t + B where B € A such
that consty A is a field. Then this is a X-extension (i.e., const, A[t] = const, A)
iff there does not exista g € A witho (g) = g + B.

2. Let (A[t, t7'], o) be a P-extension of (A, o) witho (t) = o t where € A*. Then
this is a IT-extension (i.e., const, Alt, t~'] = constyA) iff there areno g € A \ {0}
andm € Z\ {0} witho (g) = a™ g.

3. Let (A[t], 0) be an A-extension of (A, o) of order A > 1 with o (t) = at where
a € A*. Then this is an R-extension (i.e., const, A[t] = const, A) iff there are no
ge A\{0}andm e {l,...,A—1}witho(g) =a™ g.

In the following we will focus on the special class of simple RIT X'-extensions.
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Definition 2.3 Let (A, o) be a difference ring extension of (G, o). Then an RIT X -
extension (A(t))...{t.), o) of (A, o) is called G-simple if for any R-monomial ¢
with 1 < i < e we have that ”5—’) € (const,G)*, and for any /7-monomial #; with
o (i)

1 <i < e wehave that = € G*. If A = G, we just say simple and not G-simple.

Take a simple RIT ¥'-extension (A(t;) ... (t.), o) of (A, 0).If{; isan R-monomial
or IT-monomial, we can reorder the generator and obtain the difference ring (E, o)
with E = A(t)(4) ... (t—1){tix1) ... (t.). Note that this rearrangement does not
change the set of constants. Further note that the recursive nature of o is respected
accordingly. Thus (E, o) is again a simple RIT X' -extension of (A, o). Applying such
permutations several times enables one to move all R-monomials and I7-monomials
to the left and all the ¥’-monomials to the right yielding a simple RIT X¥'-extension of
the form (A(#;) ... {t,){t1)... (1)), 0) with u + v = e where the ¢; with 1 <i < u
are R- or IT-monomials and the 7; with 1 < i < v are X'-monomials.

We emphasize that the class of simple RIT X -extensions defined over the rational
difference field, g-rational difference or mixed multibasic difference field (see Exam-
ple 2.1) cover all the indefinite nested summation objects that the we have encoun-
tered so far in practical problem solving: this class enables one to treat (—1)%, e.g.,
with the R-monomial #; with o (¢;) = —#; and t12 = 1 and more generally it allows
one to formulate all hypergeometric/g-hypergeometric/mixed multibasic hypergeo-
metric products [46, 55] and nested sums defined over such products [61, 63]. For
the definition of the hypergeometric class see Definition 3.1 below. In particular,
this class enables one to represent d’ Alembertian solutions [18, 19], a subclass of
Liouvillian solutions [38, 51].

For IT ¥ -fields (G, o) and more generally for simple RITX-extensions (A, o)
of (G, o) many variations of Problem RPT have been worked out [40, 61-63]. In
this regard, the depth function 6 : A — N will be used. More precisely, let (A, o)
be a simple RITX-extension of (G, o) with A = G(z) ... (t.). By definition we
have o (#;) = «; t; + B; for 1 < i < e where the «;, B; are taken from the ring below.
Then the depth function f : A — N is defined iteratively as follows. For f € G
we set 8(f) = 0. If § has been defined for E = A(t;) ... (t;_;), then define® §(t;) =
1 + max jesupp(fes. p:}) 0 (7). Further, for f € E(t;), define 6 (f) = maX jesupp(s) 8 ().
In other words §(#;) for 1 < i < e gives the maximal nesting depth of an RITX-
monomial and §(f) for f € A measures the maximal nesting depth among all the
arising RIT ¥'-monomials #; in f.

In the following we emphasize the following four variants of Problem RPT that
will play a role in this article.

Remark 2.1 Let (A, o) be a simple RIT X -extension of a 11> -field® (G, o) with
A=G()...(t.)andlet fi, ..., fz € A.Then the following strategies are proposed
that can be executed within the summation package Sigma.

2For a finite set L C A we define supp(L) = {1 < j < et occursin L}.

31n order to apply our summation algorithms, we must assume that the constant field K = const, G
has certain algorithmic properties [55]; this is guaranteed if we are given, e.g., a rational function
field K = K'(xy, ..., x;) over an algebraic number field K'.
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RPT,: Decide constructively, if Problem RPT is solvable with E = A; see [61].

RPT,: Try to solve Problem RPT;. If this is not possible, decide constructively
if there is a X'-extension (E, o) of (A, o) with E = A[7;]...[t,] in which one
finds the desired ¢; and g € E with the extra property that §(t;) < §(c; f1 +--- +
cq fa) holds for all 1 < i < v; see [58] in combination with [61].

RPT5;: By the recursive nature, we may reorder the RI/7X-monomials in A such
that 6(#;) < 8(tr) < --- < §(f,) holds. With this preparation step, try to solve
Problem RPT,. If this is not possible, decide if there is a X'-extension (E, o) of
(A,o)withE = A[r]ando(t) — 7 € G(t1) ... (t;) forsome 0 < i < e where at
least one of the 7,41, ..., ?, occursin ¢| f} + - -+ + ¢4 fg and i is minimal among
all such possible choices; see [59] in combination with [61].

RPT4:  Try to solve Problem RPT;. If this is not possible, it follows in particular
that there is no g € A with o(g) — ¢ = fi. By part 1 of Theorem 2.1 we can
construct the X'-extension (A[t], o) of (A, o) with o(t) = t + f; and return
g=tandc; =1,¢;=0for2 <i <d.

Example 2.2 Consider the definite sum X (k) = ZI;ZO F(k, j) with the summand
F(k, j) = (’;)Sl (j)? and the shifted versions F (k + i, j) = []/_, kfﬁl (ﬁ)s, (j)*for
i=0,1,2,.... We start with the difference field (K(¢), o) with o(t) = + 1 and

constant field K = Q(k). Further we rephrase (1;) with the shift behavior (i _kH)

’;%{ (’;) with b in the IT-extension (K(t)[b, b™'], &) of (K(t), o) with & (b) = “=b.

Further, we rephrase S)(k) with & in the X-extension (K(¢)[b, b '][h], o) of

(K()[b, b~ "], o) witho (h) = h + HLl In this ring we are now in the position to rep-

resent F; (j) = F(k +i — 1, j) with f; =[]/} kfjilbhz fori = 1,2, ....Firstwe
will solve Problem RPT with the simplest variant RPT;. We start withd = 0, 1, ... and
are successful with d = 5: Sigma computes ¢; = —8(1 +k)(3 + k), ¢, = 4(29 +

25k + 5Kk2), ¢3 = —2(8 + 3k) (10 + 3k), ¢4 = 86 + 49k + Tk, 5 = —(4 + k)* and

—b( (UHDIDGHR 20k (1016t 6rk—2k+1k) )
8 =W\ e+ (—t+k) 2—1+k) G—1+k)

P2(1+k) (565614 1202 442k —300k-+412Kk-+ 1 1K2—4rk> 17 ) 2
(=441 =k)(=3+1—k) (=2+1=k) (=141 k) )

such that (5) holds. Reinterpreting b and & as (1;) and S (j), yields a solution of (1)
for F;(j). Finally, summing this relation over j from 0 to k and taking care of

compensating terms yields the linear recurrence relation
8(14+k) B+k 4(29+25k+5k>
X (4 + k) = — SO ¥ (k) 4+ 222BEI0 X (1 4+ k)

_ 2(8+(3‘(<:L(13)2+3k)x(2 + k) + 86-‘(—:21;—)&-27](2}((3 + k) + (4+1k)2. (6)

RPT, will not contribute to a shorter recurrence. However, applying RPT3 Sigma
finds for d = 2 the solution ¢; = —4(1 + k), ¢c; = 2(3 + 2k), c3 = —2 — k and

g =—(+bQ+ht+ (= 5l + GG )b
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within the X -extension (K(¢)[b, b~ '1[h][], U)of(K(t)[b b‘l][h] a)witha(r) =

b —
T+ m Interpretlng T as the sum S(k ]) i=1 m
forming similar steps as above, Sigma produces the linear recurrence

and per-

— 41+ XK +2C+20 XA +k) +(—2—-kXQ2+k)

k
o 55kk? @
— (+h@+h) (1+Kk)Q+k) Z i(1—i+k)2—i+k) "
i=1
(7

Note that the sum s(k) = s(k, k) on the right hand side is given in a form that
is not indefinite nested and thus cannot be represented automatically in terms of an
RIT ¥ -extension. However, the sum s (k) can be simplified further. Applying RPT)
Sigma computes the linear recurrence

k2
=2+ kQ2+k)sk) + 2+ k)(10 + 3k)s(1 + k) — (4 —|—k)2s(2 +k) = %

and solves the recurrence in terms of d’ Alembertian solutions:

ci (4+3k)2~2+* S (2.k) __2(3+2k) S, (k
(e T c2[(l+k)2(2+k)2 + 8(1+k)(2+k)] +h2@+h? (1+k)(2+k) |1, 2 € K}
Finally, taking the two initial values s(1) = % ands(2) = % determines ¢; = —1

and ¢, = 8 so one gets

8+7k+k> (4+3k)2!+k 1 1
s(k) = T T e T TR Si(k) + msl 2,5). (8

Thus recurrence (7) can be simplified to

4(l+k) 2(3+2k) —3-2k 214K 443k _ 5120,
XQ2+k = X (k) + XA +h+ a0 T (o em -2k
)]

we emphasize that the sums in the inhomogeneous part of (9) are now all indefinite
nested and can be rephrased in an RIT X -extension. We note that we can solve this
recurrence (or alternatively the recurrence (6)) again by solving the recurrence in
terms of d’Alembertian solutions using Sigma. This finally enables us to find the
closed form representation

X (k) =2(—281(k)S1 (3. k) — 285:(3. k) +3S1,1(3. 1. k)

— S11(5.2,k) + S1(k)* + S»(K)).
(10)

Later we will consider the sum S(n) = >} (1) X (k) with X (k) = Z (1;) S1(j)?
and aim at computing a linear recurrence in n. One option is to take the representa-
tion (10) and to use one of the tactics from Remark 2.1—this is our usual strategy
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from [60] to tackle such sums. In Example 2.5 below we will follow an alternative
strategy. Instead of working with the zero-order recurrence (10) we will work with
the higher-order recurrences (6) or (9). The advantage will be to work in a smaller
RIT X -extension and encoding parts of the expression (10) within the recurrence
operator. In order to accomplish this new strategy, we introduce and explore higher-
order extensions in the next subsection.

2.2 Higher Order Linear Extensions

So far we have considered indefinite nested sums of the form S(k) = Zf:l F()
and products of the form P (k) = ]_[f:, F (i) with [ € N that can be encoded by the
first order homogeneous recurrences S(k + 1) = S(k) + F(k+ 1) and P(k + 1) =
F(k + 1) P(k), respectively. However, many interesting summation objects can be
only described by higher-order recurrences, like Legendre polynomials, Hermite
polynomials, or Bessel functions. More precisely, we are interested in dealing with
a sequence X (k) which satisfies a linear recurrence

Xk+s+1)=Agk) X(k) + Ar(k) X (k+ 1) + - + A (k) X (k +5) + Agq1 (k)

Y
where the sequences A;(k) (1 <i < s+ 1) are expressible in a difference ring
(A, o).

Remark 2.2 Sequences that satisfy (11) are also called holonomic. Specializing to
the case that the A; (k) with 0 < i < s 4 1 are elements of the rational or g-rational
difference field, many important properties have been elaborated [34, 35, 42, 43, 45,
52, 68].

Then the summation object X (k) with the recurrence relation (11) can be repre-
sented in a higher order difference ring extension as follows [54].

Definition 2.4 A higher-order linear difference ring extension (in short h.o.l
extension) (I, o) of a difference ring (A, o) is a polynomial ring extension E =
Alxo, ..., x;] with the variables xy, ..., x,; and the automorphism ¢ : E — E is
extended from A to E subject to the relations o (x;) = x;41 for 0 <i < s and

0 (xy) = aopxo +apxy + -+ +agxs + agq1 (12)

for some ay, ...,as11 € A. s + 1 is also called the extension order or recurrence
order.

Namely, if we rephrase X (k) as xo, then X (k 4+ 1) corresponds to o (xg) = x1,
X (k + 2) corresponds to o (x;) = xp, etc. Finally, X (k + s) corresponds to x; and
the relation (11) is encoded by (12).

Concerning concrete computations, we usually start with a [T ¥'-field (G, o) (in
particular as defined in Example 2.1) in which the A;(k) are encoded by a; € G.
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Further, we assume that A,y (k) can be rephrased as a,,; in an RIT X-extension
(A, 0) of (G, o). Then we construct the h.o.l. extension (H, o) of (A, o) with
H = Alxg, ..., xs] and (12) with ag, ..., a; € Gand az1| € A.

In the following we will work out summation algorithms that tackle Problem RPS
in (H,o) with fi e Axo+---+Ax;+A for 1 <i<dand geExyg+---+
E x; + E for an appropriate difference ring extension (£, o) of (A, o). To warm
up we will first focus on the following basic telescoping problem.

Given f € Hwith f = foxo+ -+ fsxs + fyo1 where f; € Afor0 <i <s+ 1.
Find, if possible, g = goxo + - - - + g5 Xy + gs+1 With (13) where g; € Afor0 < i <
s+ 1.

In order to tackle this problem (and more generally Problem RPT below) we rely
on the following lemma that follows immediately by [54, Lemmas 1 and 2]; the proof
is based on coefficient comparison.

Lemma 2.1 Let (Alxo, ..., x;],0) beah.o.l extension of (A, o) with (12). Let f =
fO-xO +-+ fs-xs + fs+1 Wlthfl € Aandg = 80Xo + XX + 8s+1 Withgi €
A. Then

o@—g=1f (13)

if and only if the following equations hold:

Y o apo Tt (g) — g =D o (), (14)
Jj=0 j=0

0 (8s+1) — 8s+1 = fs+1 — as110(8s)s (15)
go =aopo(gs) — fo. (16)
g =0(g-1)+aio() —fi. 0<i<s). (17)

Namely, suppose that we succeed in computing g, € A and g+ € A with (14)
and (15). Then we can compute gy, ..., g—1 € A using (16) and (17), and by
Lemma 2.1 it follows that g = go xo + - - - + X5 X5 + gs+1 15 a solution of (13).

Remark 2.3 1If s = 0, constraint (14) is nothing else than o(g;) — g; = 0 which
gives the solution g; = 1. Hence what remains is constraint (15) which reduces to
0(gs+1) — &s+1 = fs+1. In other words, in this special case Lemma 2.1 boils down
to the telescoping problem in (A, o).

Example 2.3 Consider the sum S(n) = ZZ:O F (k) with the summand F (k) = %")
where the sequence X (k) is determined by the recurrence

XQ+k) =—- X (k) + 620X 1 +k) — 7 (18)

and the initial values X (0) = 0, X (1) = —1. We take the rational difference field
(G,0) with G=Q(¢) and o(t) =t + 1 and construct the IT-extension (A, o)



62 J. Bliimlein et al.

of (G, o) with A = G[p, p~'] and o(p) =2 p. Finally, we construct the h.o.l.
extension (H, o) of (A, o) with o(x,;) = —4(21—++f) o+ %xl — ZLH and search
for g = goxo + g1 x1 + g with g; € A such that o(g) — g = x—“ holds. The con-

42+ 2342 1 .
— 1240 62(g)) + (2+,’>a<g1) 81 = 55 Using

€ A and we get the constraint (compare (15)):

straint (14) of Lemma 2.1 reads as
Sigma we compute g; = —%
o(g) — g = —4Lp. Solving this telescoping equation gives g, = IZ—J;’ € A. Fur-

ther, using (16), we obtain go =

_ 2 . . .
%. Reinterpreting g in terms of our summa-

tion objects yields G (k) = = x (k) — CLOWHD y (k4 1) 4 LHE igh X0 —

G (k + 1) — G (k). Finally, summing this equation over k from 0 to n produces

+

S0 = 57

(1 +2nX(m) + (1—n) X(1 +n)>

Remark 2.4 More generally, multivariate sequences are often described by a sys-
tem of homogeneous linear recurrences with coefficients from the difference field
(K(t),0) with o (t) =t + 1 or with o (t) = ¢ ¢. Then the telescoping problem with
A = K(z) and more generally, the parameterized telescoping problem, can be treated
in this setting using the holonomic system approach [68]. In this regard, Chyzak’s
fast algorithm [34] was a major breakthrough that has been improved further in [44].
Lemma 2.1 specializes to one linear recurrence (and does not treat a system in the
multivariate sequence case). However, it dispenses the user to work with Grobner
bases and expensive uncoupling procedures [32, 70] that are needed in the standard
approaches [34, 44]. In particular, the constraints (14) and (16) have been worked
out explicitly which will be the basis for further explorations. An extra bonus is the
treatment of inhomogeneous recurrences that will be utilized below.
We remark further that a special case of Lemma 2.1 can be also related to [14].

Suppose that the summand F (k) can be rephrased by f in a difference ring (A, o)
as constructed above. In most applications, one will fail to find a telescoping solution
for f in A. To gain more flexibility, we will consider two strategies.

(D Try to extend the difference ring (A, o) with a simple RIT X' -extension in which
one finds a telescoping solution.
(II) Incase thatthe summand F (k) contains an extra parameter, say F (k) = F(n, k),
utilize the creative telescoping paradigm with F;(k) = F(n +i — 1, k) for 1 <
i <d.

As it turns out below, the successful application of strategy I can be connected
to the problem of finding constants in a difference ring or equivalently to construct
higher-order extensions with smaller recurrence order. In Sect.2.2.1 we will pro-
vide a constructive theory that enables one compute such constants and thus to find
improved higher order extensions in the setting of simple RIT X -extensions. Based
on this insight, we will propose in Sect.2.2.2 our algorithm to solve the parameter-
ized telescoping problem in (A, o) or in a properly chosen simple RIT X'-extension
of it. In a nutshell, we will combine strategies (I) and (II) that will lead to efficient
and flexible algorithms to tackle indefinite and definite summation problems.
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2.2.1 Finding Constants or Finding Recurrences with Lower Order

We are interested in the following problem.

Problem C for (A, o): Find a linear constant.

Given a h.o.l. extension (A[xo, ..., xs], 0) of (A, o) with (12) where ay, ..., as+1 € A

Find a g = goxo+ -+ + gs X5 + gs+1 € Alxo, ..., xs] \ A with g; € A (or in an appropriate
extension of it) such that o (g) = g holds.

Setting f; = 0for0 < i < s + 1inLemma 2.1 yields a basic strategy for Problem C.

Lemma 2.2 Let (H, o) be a h.o.l. extension of (A, o) with H = Alx, ..., x;]
and (12) where a; € A. Then there existsa g = goXo+ -+ + gy Xs + gs+1 € H\ A
with g; € A such that o(g) = g if and only if there is a g € A\ {0} with

ZU‘Y_j (@)oo’ (h)y —h =0 (19)
j=0

anday € A with
o(y) =y = —asp10(h). (20)

In this case we can set gs =h, ge11 =y, 8 =aoo(gs) and gi = o(gi—1) +
aio(h)forl <i <s.

In other words, if one finds an & € A \ {0} with (19) and a y € A with (20), one
can compute a g € H\ A witho(g) = g.

From constants to recurrences with smaller order. Now suppose that we find such
ag € H\ A with o (g) = g and reinterpret g as

Gk) =Go(k)X (k) + -+ + G, (k) X (k + 5) + Gyy1 (k)

where we rephrase for 0 <i < s+ 1 the g; in terms of our summation objects
yielding the expression G; (k). Suppose that G(k + 1) = G (k) holds for all k € N
with k& > X for some A chosen big enough. Evaluating ¢ := G(A) € K with our given
sequence X (k) gives the identity G (k) = c. In other words, we find the new linear
recurrence

Go()X (k) +-- -+ G(k)X(k+5) =c— Gypy(k) 1)

with order s; note that so far we used the recurrence (11) to model the object X (k)
which has order s + 1. Now suppose that g, € A* holds. Then we can define the h.o.1.
extension (A[yo, ..., ys_1],0) of (A, o) witho (ys_1) = gy yo + -+ g, Ys—1 +
gy with g = —# for 0 <i < s and g; = ==

Summarizing, finding a constant indicates that the recurrence used to describe
the object X (k) is not optimal. But given such a constant also enables one to cure
the situation. One can derive a recurrence that models X (k) with a smaller order.
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Before we look at a concrete application in Example 2.4 below, we will work out the
different possible scenarios to hunt for constants. So far we considered
Case 1.1: there isan & € A \ {0} with (19) and a y € A with (20). Then we activate
Lemma 2.2 and find

8§ =80X0+ -+ & X5 + 8s+1 (22)

withg; e Aforall0 <i <s+1,g, #0,witho(g) = g.
It might happen that one finds an 7 € A\ {0} with (19) but one fails to find a
y € A with (20). This situation can be covered as follows.
Case 1.2: Thereisno y € A with (20). By part (1) of Theorem 2.1 we can construct a
X -extension (A[t], o) of (A, o) with o (t) = T — a,4 o (h) and can put on top our
h.o.l. extension (A[7][xo, ..., xs],0) of (A[r], o) with (12). Then by Lemma 2.2
we get
§=80Xo+ -+ gx;+7T (23)

with g; € A for 0 < i < s such that o (g) = g holds.

Now let us tackle the case that there is no 4 € A with (19) but there is such an
h in a simple RIT X -extension. More precisely, we assume that (A, o) itself is a
simple RIT ¥-extension of (G, o) and that for (12) we have that ay, . . ., a;, € G and
as+1 € A. In this setting, suppose that there is a G-simple RIT X-extension (E, o)
of (A, o) in which one finds an /2 € E with (19). Note that (E, o) is a simple RIT X-
extension of (G, o). Then we can apply the following result. A simpler field version
can be found in [53, Lemma 4.5.3]; for the Liouvillian case with A = K(¢) and
o(t) =t + 1 we refer to [38, Theorem 5.1].

Proposition 2.1 Let (A, o) with A = G{(f;) ... (t;)[T1] ... [Ts] be a simple RITX-
extension of (G, o), and let (E, o) with E = A{t;) ... (t,)[t1]...[t,] be a G-simple
RII X-extension of (A, o) where the f;,t; are RI1-monomials and the %;, T; are
X -monomials. Let f € A and ay, ..., a; € G. Suppose there is a g € E \ {0} with

a;0*(g)+---+apg = f. (24

1. If f =0o0rg ¢ Alty) ... (1), then there are I;,I; € Z.and w € G* such that for

A il
h=wi'...i;'t)' ...t we have

a; 0 (h) + - +agh = 0. 25)

2. Otherwise, if f #0and g € A(ty) ... (t,), there is also a solution of (24) in A.

Proof (1)SetE; = A(ty)...{(t,)[t1]...[r;]1for 0 < j < v. First we show that there
isan h € E\ {0} with (25). If f = 0, this holds by assumption. Otherwise, we can
conclude that there is a g € E \ Ey with (24) again by assumption. Now take among
all the possible g with (24) an element g € E; \ E;_; where i > 0 is minimal. Then
g=ht" +bforsomem > 0and h, b € E;,_; with h # 0. By coefficient compari-
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son w.r.t. 7; in (24) and using the fact that o (t;) — 7; € E;_; and a; € G, we conclude
that £ is a solution of (25). Hence in any case there is an & € [ \ {0} with (25).

We can reorder (E, o) to E = H[s;]...[s.] with H = G(f;) ... (fz){t;) ... {t.)
where (si,...,845) = ({,..., T, T, ..., T,). Set IEYJ = H[s:1...[s;]. Suppose
there is no such 2 with 4 € H \ {0}. Then we can choose among all the possible solu-
tions & with (25) an element & € E; \ E;_, with k& > 0 being minimal. We can write
h=as; + Bwithp > 0anda, B € E,_, where @ # 0. Doing coefficient compar-
ison w.r.t. s,f in (25), using o (sx) — sx € E;_, and knowing thatao, ..., a; € G, we
conclude that « is a solution of (25); a contradiction to the minimality of k.
Summarizing, we can find 7 € H \ {0} with (25). Now write

_ oL = =1, 1, L,
h = E h(zlA,...,z,;,zlf...,z,»tl U 73 R
(tseodzsli e l)ES

for a finite set S € Z#+* and hg,
G* for some (l], .0 es.

By coefficient comparison it follows that 2’ = w t{‘ ... th £ Oisasolution of (25).
(2) Let f € A\ {0} and g € A(t;)...(t,) with (24). Note that we can write g =

1) € G.Since h # 0, wecantakew = hj ;) €

..........

comparison w.r.t. #{.. .20 in (24) we conclude that for & = h(,_ o) € A\ {0} the

equation a; 0°(h) +--- +aph = f holds. O

We will reformulate Proposition 2.1 for homogeneous difference equations to
Corollary 2.1 by using the following lemma; for a simpler version see [55, Proposi-
tion 6.13].

Lemma 2.3 Let (E, o) withE = A(t;) ... (t.) be a simple RIT-extension of (A, o)
with «; = # e A*, and let I; € 7 such that t" ... t' ¢ A. Then there exists an

R -extension (A(t), o) of (A, o) witho (t) = at where o = []}_, ozf’.
Proof Define M = {i | I; # 0} and set h := "1 ... t*. Note that o(h) = « h. First,
suppose that " = 1 for some n > 0. Then for all i € M, ¢; is an R-monomial. In
particular, since the ¢; are roots of unity, « is a root of unity. Let m > 0 be minimal
such that ™. If m = 1, then o = 1 thus o (h) = h, and consequently 2 € const, A.
Therefore i = 1, a contradiction. Thus « is a primitive mth root of unity withm > 1.
Now construct the A-extension (A[t], o) of (A, o) with o(t) = ot and suppose
that there is a k € N with 0 < k < m and g € A\ {0} such that o(g) = ¥ g. We
can find an r such that ¥ # 1 (otherwise h* = 1, thus 1 = o (h*) = o* h* = ot
and thus m is not minimal with «” = 1). But this implies that oeﬁf k £ 1 (otherwise
tf’ ke const,E \ A, but const,E = const,A). Choose r > 1 to be maximal with this
property, and let # > 1 be minimal such that «* = 1. Then we can find k" with
1 <k’ < u with aﬁ’k = af/. Further, with i = g/(tf1 .. .tf"_’i)k e A{t) ... (t_1) we
get o (h) = alrk h. Hence t, is not an R-monomial by part 3 of Theorem 2.1: a
contradiction.
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Otherwise, suppose that there is no n > 0 with «” = 1. Then there is at least
one i € M such that #; is a [T-monomial. W.L.o.g. suppose that #, is a [T-monomial
with max(M) = r; otherwise we reorder the generators accordingly. Suppose that
the P-extension (A(t), o) of (A, o) with o(t) =« ¢ is not a IT- extension Then
there is a k e Z\ {0} and g € A(tl) Atr—1) \ {0} with o (g) = of g. Define h=

g/t .. .11k, Then, as above, o (h) = a * h with [, k # 0 and consequently 7, is
not a I1- m0n0m1a1 by part (2) of Theorem 2.1, a contradiction. O

Corollary 2.1 Let (A, o) be a simple RIT X -extension of (G, o) with ay, ...,a; €
G. If there is a G-simple RIT X -extension (E, o) of (A, o) in which one finds an h €
E \ A with (25), then there is an RII-extension (A(t), o) of (A, o) with Q e G*in
which one finds a solution of (25) withh = w " wherem € Z \ {0} andw € G \ {0}.

Proof Suppose there is a G-simple RIT X'-extension (E, o) of (A, o) as in Proposi-
tion 2.1 in which we ﬁr}d an h € E \ {0} with (25). Then by part 1 of Proposition 2.1

wecanfindan’ = wil' ... i st ¢ Awithl;, [, € Zandw € G \ {0} with (25)
(where £ is replaced by h'). Seta =1, ... 7" t;' ...t and define o := 22 € G*.
Then we can construct the RIT-extension (A(t), o) of (A, o) with o(f) = at by
Lemma 2.3. By construction it follows that 4” = w is also a solution of (25). O

With these new results in RIT X -theory, we can continue to tackle Problem C.

Recall that we assume that there is no 2 € A with (19), but there exists a G-simple
RIT ¥ -extension in which we find such an 4. Then by Corollary 2.1 there is also
an RIT-extension (A(r), o) of (A, o) with # € G* and h € A(t) with h = w ™
where m € Z \ {0} and w € G \ {0} such that (19) holds. As above, we can consider
two cases.
Case 2.1: Suppose that we find a y € A(r) with (20). Then with Lemma 2.2 we
get g = goxo+ -+ -+ g X5 + gs+1 With g; € A(t) such that o(g) = g holds. Even
more, looking at the construction it follows for 0 < i < s that g; = glf t" for some
g! € G. Further we can use the following simple lemma.

Lemma 2.4 Let (A(t), o) be an RIT-extension of (A, o). Let f = f't" with ' €
Am#0,andg e At). Ifo(g) —g = f,theng =g't" +cwithg € Aandc €
const, A.

Proof Leta = "5—” eA*andg =), g t' € A(t). By coefficient comparison it fol-
lows thato’ o(g;) — g; = Oforalli withi # m. By part (2) of Theorem 2.1 it follows
that g; = 0if i # 0. Further, g; € const,A if i = 0. O

Applying this lemma to (20), we conclude that we can choose g, = g, " for
some g;,, € A and therefore

g=1"(gyXo+ -+ g X+ &11) (26)

with g/ € Gfor0 <i <s, g;,; € Aandm e Z\ {0}.
Case2.2: Thereisno y € A(r). Thenasin Case 1.2 we can construct the X' -extension
(A(t)[t], 0) of (A(t), o) witho () = T — a,4 o (h) and get
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g=1t"(goXo+ -+ g x)+1 (27)

withm € Z\ {0} and g; € G for 0 <i <.
Summarizing, we obtain the following result.

Theorem 2.2 Let (A, o) be a simple RIT X -extension of (G, o) and let (H, o) be
a h.o.l. extension of (A, o) with H = Alxy, ..., x;] and (12) where ay, ...,a, € G
and azy 1 € A. Suppose that there is an h in a G-simple RIT X -extension with (19).
Then there is a G-simple RII X -extension (E, o) of (A, o) and a h.o.l. extension
Elxy, ..., x5],0) of (E, o) with (12) in which one gets g € E[xy, ..., x;] with
o (g) = g. In particular, one of the four situations hold.

Case 1.1: (22) with g; € A.

Case 1.2: (E, 0) is a X-extension of (A, o) withlE = A[t]; (23) with g; € A.
Case 2.1: (E, o) is an RIT-extension of (A, o) with|E = A(t) and Ui—t) e G*; (26)
with g € G for0 <i <sandg; , €A

Case 2.2: (E, o) is an RIT X -extension (A, o) with E = A(t)[t] where # eG
and o (t) —t € A; QT) with g} € G for 0 <i <.

Let (A, o) be a simple RITX-extension of a [T X-field (G, o) and suppose that
ap, ...,as; € Gand agy; € A. Then we can tackle problem C as follows.

1. Decide constructively if there is an 4 € A \ {0} with (19) using the algorithms
from [17, 33, 53, 56, 61, 63]. If such an A exists, continue with step 6.

2. Otherwise, decide constructively if there is an RIT-extension (G(z), o) of (G, o)
such that we find & € G(¢) with (19). Here one can utilize, e.g., the algorithms
given in [22, 50] if (G, o) is one of the instances (1-3) from Example 2.1.
Otherwise, we can utilize the more general algorithms from [17].

3. Check if there is an i’ € A with "51—”) = # using the algorithms from [61]. If
yes, i’ is a solution of (19). Go to step 6 where 4’ takes over the role of 4.

4. Check if the A P-extension (A(t), o) of (A, o) is an RIT-extension using The-
orem 2.1 and applying the algorithms from [61]. If yes, we get the solution
h' =t € A(r) of (19) and we go to step 6 where i’ takes over the role of 4.

5. Try to redesign and extend the difference ring (A, o) to (A, o) such that one can
find & € A’ with (19) and such that (A’, o) is an RIT X-extension of (G, o). If
(G, o) is one of the instances (1-3) from Example 2.1, this can be accomplished
with the algorithms from [46, 55] in combination with [61]. For a general I7X-
field (G, o) our method might fail. Otherwise replace A by A’ and go to step 6.

6. Compute, if possible, a y € A with (20) using the algorithms from [61]. If this
is not possible, construct the X'-extension (A[7], o) of (A, o) witho (t) =17 —
asr1o(h)andsety = t.

7. Use Lemma 2.2 with the given %, y to compute g with 0 (g) = g.

Remark 2.5 (1)If (G, o) is one of the base difference fields (1-3) from Example 2.1,
all steps can be carried out. However, if (G, o) is a general IT X¥'-field, one might
fail in step 5 with the existing algorithms to redesign and extend the difference ring
(A, 0) to (A, o) such that it is an RIT X-extension of (G, o) in which one gets
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h € A’ with (19).

(2) Suppose that there existsa g = goxo + -+ -+ &5 + gs+1 With g; e Efor0 <i <
s + 1 and o (g) = g for some G-simple RIT X'-extension (E, o) of (A, o). Then the
above method will always find such a g as predicted in Theorem 2.2. Namely, by
Lemma 2.2 there is an & € E with (19). Hence we may either assume that there is
a solution of (19) in A or by Corollary 2.1 there is an RIT-extension (A(t), o) of
(A, o) with “f—t) € G* in which we can find a solution of (19) in G(¢). Thus the above
method can be executed without entering in step 5.

Example 2.4 Consider the sequence (18) with the initial values X (0) =0, X (1) =
—1. We remark that this recurrence is completely solvable in terms of d’ Alembertian
solutions:

X (k) = 2"(S1 (5. k) — 1 (k). (28)

We will compute this zero-order recurrence by iteratively computing constants.
We start with (18) and set up the underlying h.o.l. extension. Since there is a recur-
rence with smaller order (order zero), there must exist a non-trivial constant. Our algo-
rithm produces the constant G (k) = 27F 4+ (1 + k)2 * X (k) + (=1 — k)27* X (1 +
k). With G (0) = 2 we getanew recurrence of order 1: X (1 + k) = _fﬁl,:k +2X (k).
We use this recurrence and set up a new h.o.l. extension and search again for
a constant. We get G(k) =27¥X (k) — Sl(%, k) + Si(k) and with G(0) =0 we
obtain (28).

In other words, computing stepwise constants (where in each step the constant has
the shape as worked out in Theorem 2.2), we find the smallest possible recurrence
that can be given in terms of simple RITX-extensions. Note that this mechanism
has been utilized already earlier to find an optimal recurrence in the context of finite
element methods [23]. In particular, if there is a recurrence of order 0 where the
inhomogeneous part is given in a simple RIT X-extension, such a recurrence will
be eventually calculated with our method from above. Note that this strategy to find
minimal recurrences (and to solve the recurrence in terms of d’ Alembertian solutions
if possible) is also related to the remarks given in [50, p. 163] that deals with the
computation of left factors of a recurrence.

2.2.2 The Refined Parameterized Telescoping Problem

Suppose that we are given F;(k) for 1 < i < d and suppose that we can represent
them in a difference ring as introduced above. Namely, suppose that we succeeded in
constructing an RIT X'-extension (A, o) of a IT ¥-field (G, o) with K = const, G,
and on top of this, we designed a h.o.l. extension (A[xy, ..., xy], o) with (12) where
ap, . .., as € Ganda;,; € A with the following property: the F; (k) can be rephrased
as

fi = fi,O X0+ -+ fi,s Xs + fi.s+l (29)

for1 <i <dwith f; ; e Gfor0 < j <sand f; ;41 € A
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In this setting, we are interested in solving Problem RPT. Namely, we aim at
finding, if possible, an appropriate G-simple RIT¥-extension (E, o) of (A, o)
in which one can solve Problem RPT with c¢y,...,c; € K where ¢; 0 and
g=2goxo+ -+ g x;+ g+ With g; € E for 0 <i < s + 1. Then given such a
result and rephrasing g as G(k) yields (1) and enables one to compute the sum
relation (2).

In our main application we set F; (k) = F(n +1i — 1, k) for a bivariate sequence.
Then (2) can be turned to a linear recurrence of the form (3) for a definite sum, say
Sn) = Z,fi’}) F(n, k) for I € N and for some integer linear function L(n). During
this construction, we should keep in mind that various optimality criteria might lead
to different preferable recurrences.

1. Find a recurrence (3) with lowest order d — 1

2. Find arecurrence such that the underlying difference ring is as simple as possible
(e.g., the number of arising sums and products is as small as possible, the nesting
depth of the sums is minimal, or the number of objects within the summands is
as low as possible.)

Note that in most examples both criteria cannot be fulfilled simultaneously: in an
appropriate RIT X -extension the number d might be reduced, but the difference ring
will be enlarged by further, most probably more complicated RI7 ¥'-monomials; in
the extreme case one might find a zero-order recurrence formulated in a rather large
RIT X¥-extension. Contrary, increasing d might lead to simpler RIT X-extensions
in which the recurrence can be formulated; ideally, one can even find a recurrence
without introducing any further RI7 X¥'-monomials. In our experience a compromise
between these extremes are preferable to reduce the underlying calculation time. On
one side, we are interested in calculating a recurrence as efficiently as possible. On
the other side, we might use the found recurrence as the new defining h.o.1. extension
and to tackle another parameterized telescoping problem in a recursive fashion (see
Sect. 3). Hence the derivation of a good recurrence (not to large in d but also not too
complicated objects in the inhomogeneous part) will be an important criterion.

Having this in mind, we will focus now on various tactics to tackle Problem RPT
that give us reasonable flexibility for tackling definite multi-sums but will be not too
involved concerning the complexity of the underlying algorithms. We start as follows.
Set f =c fi +---+ cq fq for unknown cy, ..., cs and write f = hoxo+---+
hsxs + hsyyp with h; = ¢ fi1+ -+ + cq fi.q- By Lemma 2.1 it follows that (14)
and (15) must hold (where f; is replaced by #;). Note that (14) reads as

20 @ ) —g =) o T =i fit e teafa GO
j=0 j=0

with S
fi=) o)) €G. (31)

Jj=0
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Hence one could utilize the summation package Sigma as follows: (1) look for a
gs in G; (2) if this fails, try to find a solution in A; (3) if there is no such solution,
search for a solution in a G-simple RIT X¥'-extension.

Remark 2.6 Assume there exists such a solution g; # 0 with (30) either in (A, o) or
in a G-simple RIT X -extension (E, o) of (G, o), but not in G. This implies that there
isanh € E with (19): if the right hand side of (30) is 0, we can seth := g,. Otherwise,
we utilize Proposition 2.1 (by taking the special case A = G). Namely, part 2 implies
that a solution of (30) must depend on a X-monomial that is introduced by the
extension (E, o) of (A, o). Finally, part 1 implies that there is an & € E with (19).
Hence we can utilize Theorem 2.2 and it follows that we can construct a G-simple
RIT XY -extension in which one can compute g’ = goxo + - - + g; X, + g;,; With
o(g) = g’ and g; # 0. Note that such an extension and g’ can be even computed,;
see part (2) of Remark 2.5. Hence following the recipe after Lemma 2.2 we can
construct a recurrence (21) (g; is rephrased as the summation object G, (k)) for
our summation object X (k) which has a smaller recurrence order. Further, we can
construct an improved h.o.l. extension with recurrence order s that describes better
the shift behavior of the sequence X (k).

Summarizing, finding a solution g, in A orin a G-simple RIT X' -extension implies
that one can also reduce the recurrence order of the h.o.l. extension that models
X (k). In this regard, we emphasize that having a recurrence with smaller order will
also increase the chance to find a parameterized telescoping solution: the larger the
recurrence order is, the more sequences are satisfied by the recurrence and thus a
solution of Problem PRS is more general. Conversely, the smaller the recurrence
order is, the better the problem description and thus the higher the chances are
to find a solution if it exists. Hence instead of searching for a g; in A or in an
appropriate G-simple RIT ¥-extension, we opt for outsourcing this task to the user:
if it seems appropriate, the user should try to hunt for a recurrence with lower order by
either using other summation tactics (see Example 2.2) or applying the machinery
mentioned in part (2) of Remark 2.5 as a preprocessing step to produce a h.o.l.
extension with lower order.

Remark 2.7 Note that the classical holonomic summation algorithms [34, 44] han-
dle the case (12) with a;; = 0 and a; € G where (G, o) is the rational or g-rational
difference field (see instances (1) and (2) of Example 2.1). In most cases, the aris-
ing recurrences are optimal in the following sense: the recurrence orders cannot be
reduced and the recurrence system is the defining relation. Together with the above
inside (see Remark 2.6) this explains why standard holonomic approaches are opti-
mal: they hunt for solutions g = go xo + - - - + g; x; wWhere the g; are in G and do
not try to look for any simple RIT X'-extension.
With this understanding, we will restrict* ourselves to the following

“If one is only interested in the telescoping problem with d = 1, it might be worthwhile to look for
a solution of (14) in a G-simple RIT ¥'-extension; this particular case is neglected in the following.
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Strategy 1: we will search for ¢y, ..., c; € K with ¢; # 0 and for g; with (30)
and (31) only in G, but not in A or in any other simple RIT X'-extension. To obtain
all such solutions, we will assume that we can solve the following subproblem.

Problem PRS in (G, o): Parameterized recurrence solving.
Given a difference field (G, o) with constant field K = const; G, 0 # (ao, - . ., Gm) € G and
f=(f1,..., fa) € G. Find a basis of the K-vector space?

V={Ci..., ci,8) €K' xGlapg+ - +amo™@) =ci fi+---+cafa) (2.

“The dimension of V is at most d + m; see [36, 56].

We remark that this strategy is also down to earth: searching g; in G is usually
very efficient and does not need any fancy algorithms. In particular, we can solve
Problem PRS if (G, o) is a IT ¥ -field’; see [17, 33, 53, 56].

We continue with our algorithm for Problem RPT. Namely, suppose that we can
compute a non-empty basis of V as posed in Problem PRS. Then by Lemma 2.1 we
have to find a (cy, ..., cq, &) € V with ¢; # 0 such that there is a g, with (15)
where f;1; must be replaced by ¢ fi s+1 + -+ ¢4 fas+1. If we find such a gg4 in
A, we are done. Namely, following Lemma 2.1 we take

go=aogs — (c1 foq1+ -+ ca fo,a)
g =0(g-1)tao(g) —(cfir+t +cifia), 1<i<s (33)

and get the desired solution g = goxo + - - - + g5 X5 + &gs+1 of (5). Otherwise, one
could take any (cy, ..., cq, &) € V with ¢; # 0. Then by Theorem 2.1 we can con-
struct the X -extension (A[z], o) of (A, o) with o (1) = T + ¢ where

¢ = (c1 fis41+ -+ ca fas1) — as10(gs) (34)

and can choose g,.; = 7. However, this might not be the best choice. Using strategies
RPT, withr = 2, 3, 4 of Remark 2.1 might produce a better result. In any case, if one
fails to find a solution with the proposed tactics or if the produced RIT X-extension
is too involved for further processing (in particular for our application in Sect.3),
one can also enlarge d to search for a recurrence with a higher order but with simpler
summation objects involved. These considerations yield
Strategy 2: we will search g, in A (RPT)) and if this fails provide the option to use
our refined algorithms RPT,, RPT3 or RPT4 of Remark 2.1 to look for an optimal
X -extension (E, o) of (A, o) in which g, can be found.

Summarizing, we propose the following general summation tactic in higher-order
extensions that enables one to incorporate our Strategies 1 and 2 from above.

5For the rational and g-rational difference fields see also [15, 16, 39].
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Algorithm 1 Refined holonomic parameterized telescoping.
ParameterizedTelescoping ((Alxg, ..., xs],0),f)
Input: A difference ring extension (A, o) of a difference field (G, o) with constant field K =
const, G = const, A where one can solve Problems RPT in (A, o) and PRS in (G, o). A
h.o.l. extension (A[xo, ..., xs],0) of (A, o) with (12) where ag, ..., as € G and ag41 €
Af=(f1,.... fa) with(29) for1 <i < dwhere f; j € Gwithl < j <sand fi 541 €
A.

Output: A h.o.l extension (E[xo, ..., xs],0) of (E,o) with (12) where (E,o) is an “opti-

mal”Cextension of (A, o) withg € Gxg+ -+ Gxs +Eandey, ..., cq € Kst.c; #0
and (5). If such an optimal extension does not exist, the output is “No solution”.
(1) Compute f; for 1 <i <d as given in 31), 4o = —1, @i = o'V (az41-1) € G for 1 <i <
s+ 1.
(2) Solve Problem PRS: compute a basis B = {(c; 1, ..., ¢i.a, Vi) hi<i<n of (32).
(3) If B={}orci1=cip2="---=c1,4 =0, then Return “No solution”.
(4) We assume that (c1,1, ..., c1,,) has at most one entry which is non-zero. Otherwise, take one

row vector in B where the first entry is non-zero and perform row operations over K with the
other row vectors of B such that the first entries are zero (note that the result will be again a

basis of (32)).

(5) Define C = (c;,j) € K™ andy = (y1, ..., yn) € G", and compute
¢=(P1.- ) =C(frsits--os fasr) —aspr1o(y) € A" (35)

(6) Solve Problem RPT: find, if possible, an “optimal” difference ring extension (E, o) of (A, o)

with gs+1 € Eand ky, ..., k, € Kwithk) # 0 and 0 (gs+1) — gs+1 = K1 @1 + -+ + K P
(7) If such an optimal extension does not exist, return “No solution”.
(8) Otherwise, compute (cy, ...,cq) = (k1,...,kn)C € K9 and gs =K1, ..., k) v €G.
(9) Compute the g; with O < i < s as given in (33).
(10) Return (cy, ..., cq) € K4 and g = go X0+ ... 8s Xs + &s+1-

Proposition 2.2 [fAlgorithm I returns (ci, ..., cq) € KY and g = goxo + ... g Xy
+ gsit, then gy, ..., 8, €G, goi1 € E, ¢; # 0and (5) holds.

Proof Suppose that the algorithm outputs (cy, ..., ¢g) € Kéandg = goxo + -+
gs X5 + gs+1- By construction, g; € Gfor0 < i < sandg,,; € E.Further, the matrix
C has in the first column precisely one nonzero entry (see step (4)). Thus with
(c1y...,cq) = (K1, ..., k) Cinstep (8) it follows that ¢; # 0 if and only if k; # 0.
But k; # 0 1is guaranteed in step (6) due to the specification of Problem RPT. Hence
¢ # 0. Finally, defineh = ¢| f1 + -+ + ¢4 fg and write h = hgxo + - -+ + hy x5 +
hgyy with h; € A for 0 <i < s and hyy € E. Then

st_j (aj)as_jH(gs) —8s = (K1, ..+, Kn)( Z o'/ (aj)as_j-H(YZ) B yt)
j=0 Jj=0

N
~ ~ ~ ~ (31 i
= W1t C e F) =t fi oo tea fa B S 0 ),
j=0

U(gs+l) —8s+1 =K1 P1 + -+ knPn
=K1y k) (Cf1 5410 fas+1)" — as410()D)
=(Cloees C)(flst1s oo os fastD)! — g1 (1, ..o k)T (V) = hyg1 — agq1 0(8s).

6We will make this statement precise in Theorem 2.3 by choosing specific variants of Problem RPT.
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Thus by Lemma 2.1 it follows that o (g) — g = f. O

Theorem 2.3 Let (A, o) be a simple RIT X -extension of a I1 X -field (G, o) with
A=G(t)...(t); let fi,..., fa € Awith (29) for 1 <i < d where f; ; € G with
1 < j<sand fis1 € A Execute Algorithm 1 where in step (6) Problem RPT is
specialized by one of the versions RPT, withr = 1,2, 3, 4. as given in Remark 2.1. If
the output is (cy, . ..,cq) € K and g = goxo + ... g Xs + gs11, then the following
holds for the corresponding specialization.

RPT] 8s5+1 e A=E.

RPT,. gy as given in RPT) if this is possible. Otherwise, one gets a X'-extension
(E, o) of (A, o) with gs11 € E\ A and 5(gs41) < 8(ct fise1+ -+ ca fas+1)-

RPT5. g1 as given in RPT; if this is possible. Otherwise, one obtains a X-
extension (A[t], o) of (A, o) with g, € A[t]\ Aando () — v € G(t;) ... (t;)
with 0 < i < e where at least one of the ti1,, ..., t, occursincy fis41 + -+
¢4 fa.s+1 and i is minimal among all such possible solutions.

RPT,.  gg41 as given in RPTs if this is possible. Otherwise, gs+1 = T within the
X -extension (A[t], o) of (A, o) with o (t) = T + ¢ where (34).

If the output is “No solution”, then there is no solution of (5) with (c1, ..., cq) €
K< where ¢; # 0 and g = goxo + ... s Xy + gs1 with gi € G for 1 <i < s and
where gs1 can be represented as formulated in RPT, withr = 1,2, 3, 4, respectively.

Proof Problem PRS can be solved in a IT X'-field; see [17, 33, 53, 56]. Further,
Problems RPT, with r = 1,2, 3,4 can be solved in this setting; see Remark 2.1.
Now let r € {1, 2, 3,4} and suppose that our algorithm is executed with variant
RPT,. If Algorithm 1 returns (cy,...,cq) € K¢ and g = go X0 + ... 85 Xs + Zs41,
then g1,...,8 € G, gs11 € E, ¢; # 0 and (5) holds by Proposition 2.2. Further,
by construction the g, is given as specified in RPT,. This completes the first
part. Now suppose that the algorithm returns “No solution” but there exists a solu-
tion (ci, ..., cq) € K¢ with ¢; # 0 and g,y as specified in RPT,. By Lemma 2.1
we conclude that (¢, ..., cq4, g) is an element of (32). Thus we get B # {} in
step (2) and we do not quit in step (3). Since B is a K-basis of (32), there is a
(K1, ..., ky) € K" with (cq, ..., cq) = (1, ..., k,) C. By Lemma 2.1 we conclude
that (1, ..., k,)¢" = 0(gs+1) — gs+1. Thus the variant RPT, is solvable, and the
algorithm cannot return “No solution” in step (7). Consequently, the output “No
solution” is not possible, a contradiction. O

We conclude this section by a concrete example that demonstrates the full flexi-
bility of our refined holonomic machinery to hunt for linear recurrences.
Example 2.5 Given S(n) = Y |_, (Z)X(k) with X (k) = Z’j‘.zo (1;) S1(j)?, we aim at
computing a linear recurrence of the form (3). We start with the I7 X'-field (G, o) with
constant field K = Q(n) and G = K(¢)(b) where o (r) =t + 1 and o (b) = ;'Jr;l’ b
(A) In a first round, we will exploit the recurrence (6) to set up our h.o.l. exten-
sion defined (G, o) (here we can set A = G) and search for a solution g =

goxo + g1 x1 + g x> + g3 x3 + g4 of Problem RPT with go, g1, g2, g3 € G and g4
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in G or in a properly chosen RIT X'-extension of (G, o). First, we will activate Algo-
rithm 1 with the telescoping strategy RPT; for d =0, 1,2,3,... until we find a
recurrence. Following our algorithm we search for g3 € G and ¢y, ..., c; € K by
solving the following parameterized difference equation

8(A+1)(6+1) 4 4(99+4514+5°) 3 2011430 (13430 _2
— Mo (g3) + %0’ (g3) — 2N 52 (g)

+ O G (g3) —gs =1 fi+ -+ ¢a fa

where the first six f; are given by

f' _ _ b(=n+)(d—n+t)(2—n—+t) f _ b(+n)(n—t)(=1+n—t)

= (+0)2+1)(3+1) ’ 2= T4+ )G+

f _ b(14+n)2+n)(n—1) ]; — b(4n)2+n)(B+n)

3= 0+ C+0)G+) 4= T0+nC+nG+

f _ b(14+n)24+n) 3+n)(d-+n) ]; _ b(14+m)Q+n)B+n)(@d+n)(5+n)
3 6 = +0)Q+0) G+ (I+n—0)2+n—1)*

T (+0)2+) B+ (I+n—t1)’

We obtain the first non-trivial solution with d = 5: the basis Bs of the K-vector
space (32) has dimension 1 and is given by B = {(c1,1,C1.2,C1.3,C1.4,C1.5, V1)}

. _ _ _27(28+27I‘L+6/‘12) _ 3(418+544n+4225n>430n%) _
Wlth Cl,l — 27(5 + 2}’1), Cl,2 — 2(1+n) ) C1,3 — 2(1+n)(2+n) s Cl,4 —
_ 414+4-504n+187n%4-22n° _ @+n)*(3+2n) _ b(3+1)2(4+5t+n(2+21)) So our

im0 OS5 = Smmern A V= =S e i
hope is that (cy, ¢, c3, ¢4, Cs, g3) equals the element of Bs. Next, we check if we can

determine g4 € G with

__ bO+4n+5t4+2nt) __.
0(84) = 84 = 3rnarncty = ¢- (36)

Since there is no such solution, we restart our algorithm for d = 6. This time the
K-vector space (32) has the dimension 2, i.e., we obtain a basis Bg with two elements
(which we do not print here). So we have more flexibility to set up g4. In order to
determine g4 € A, it must be a solution of o (g4) — g4 = k1 @1 + k2 ¢ with

b = 2b(63+46n+8n%+35t+24nt+4n>t) b= — b(13+4n+T71+2nt) .
1= G2n)(+0)2+1)3+1) ’ 2 = T 10+ G+ (—1—n+1)

. . _ 34+2n _ (B+m)(142n)
for their calculation see (35). We find «; = Gomamn: K2 = — G
b(=2n—3t—2nt)

— BT TIemanD- Combining this solution with entries of B delivers

108(1 4+ n)(2 4+ n)(3 + 2n)S(n) — 54(2 + n) (21 + 301 + 8n)S(1 + n)
+3(831 + 1634n + 7950 + 114n°)S(2 + n)
+ (— 1227 — 2556n — 1095n* — 134n°)S(3 + n)
+ (283 + 6321 + 2430 4 26n°)S(4 +n) — (5 4+ n)*(1 +2n)S(5 + n) = 0.
(37)

Algorithm 1 with the tactics RPT,, RPT5 will deliver the same recurrence. Apply-
ing RPT, we will obtain for d = 5 the basis Bs from above and have to find a solution
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for (36). Since there is no solution g4 € G (and the tactics from RPT,, RPTj fail),
we continue and construct the X -extension (G[t], o) of (G, o) witho (t) =7+ ¢
and get the solution g4 = 7. Gluing all the building blocks together, Sigma delivers

54(14+n)2 +n)(5+2n)S(n) — 272+ n)(28 + 27n + 6n2)S(1 +n)
+3(418 + 544n + 2250 +30n%)SQ2 + n) — (414 + 504n + 187n° +220°)S(3 + n)

n
" (4+5i+2n+2i
+(4+n)2(3+2n)S(4+n)=2n+(1+n)(2+n)ZM%. (38)
i=0

We remark that the found sum on the right hand side can be turned to an expression
in terms of indefinite nested objects (like for the sum (8)) and the right hand side can
be simplified to (1 4 2n)22+".

(B) In the second round, we will exploit the recurrence (9) and set up a h.o.L
extension defined over a properly chosen RIT X'-extension (A, o) of (G, o). In this
setting we search for a solution g = go xo + g1 x| + g of Problem RPT with gy, g, €
G and g, in A or in a properly chosen RITX-extension of (A, o). If we apply
tactic RPT; or RPT,, we will get (37). However, if we apply RPT3, we find

—36(1 + )22 +n)G+n)Sn) +6(1 + )2+ n) B +n)(12 + Tn)S(1 + n)
+2(—19-8n)(1+n)2+n)B+n)SQ+n)+2(1+n)2+n)(3+ n)25(3 +n)
=21+ )2 +23%" (1 +n)(3 +2n). (39)

Finally, if we activate tactic RPT4 in Sigma, we end up at the recurrence
—9(1+n)Sn)+3@3+2n)SA+n)+(-2—-—nFQ+n)

_ 2"@43n) 3141 (5+4n) 1+n I4+ng (3
= T — e T2 Sin) =2 Si(3.n).

Note that we obtained in both cases first a recurrence where on the right hand side
definite sums pop up which afterwards are simplified to indefinite versions.

(C) In a third round, one can use the zero-order recurrence (10) following the
standard Sigma-approach [60] and can apply purely the tools from Sect.2.1 (see
Remark 2.1). In contrast to the variants (A) and (B), these calculations are more
involved since they have to be carried out within a much larger RIT ¥ -extension.

Solving any of the found recurrences in terms of d’ Alembertian solutions yields

Sn) =3"(—2851(m)S1(3,n) —285:(3.n)=51.1(3. 3. n)
+3811(3. L, n) + S1(0)* + S:(n)).

Summary: we provided different holonomic summation tactics in the context of
RIT ¥ -extensions to find linear recurrences. The smaller the obtained recurrence
order is, the more the underlying difference ring algorithms are challenged to handle
many RITX-extensions. Conversely, the higher the recurrence order is, the larger
will be the computed coefficients of the recurrence and thus the underlying arithmetic
operations get more involved.
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3 A Multi-sum Method to Determine Recurrences

We aim at computing a recurrence of an m-fold definite nested multi-sum

Ly(n) Ly(n,k1) Ly (n,ki,.oskin—1)

Smy= Y hin.k) Y hkik) Y hu(ki . k)
ky=ay ko= k=0,

(40)
where for 1 < i < m the following holds: o; € N, L;(n, ki, ..., k;—1) stands for an
integer linear expression or equals 0o, and h; (n, ki, . . ., k;) is an expression in terms
of indefinite nested sums over hypergeometric products w.r.t. the variable k;.

Definition 3.1 Let f(k) be an expression that evaluates at non-negative integers
(from a certain point on) to elements of a field K. f (k) is called an expression in
terms of indefinite nested sums over hypergeometric products w.r.t. k if it is com-
posed of elements from the rational function field K(k), by the three operations
(+, —, *), by hypergeometric products of the form ]_[I;zl h(j) with/ € N and a ratio-

nal function A (¢) € K(¢) \ {0}, and by sums of the form Zl;zz F(j) with/ € N and
where F (j), being free of &, is an expression in terms of indefinite nested sums over
hypergeometric products w.r.t. j.

For this task we will improve substantially the multi-sum approach introduced
in [54] by exploiting our new difference ring machinery from Sect. 2. More precisely,
we will process the sums in (40) from inside to outside and will try to compute for
each sub-sum X (n, k) a refined holonomic system’ w.r.t. k.

Definition 3.2 Consider a multivariate sequence X (n, k) with the distinguished
index k and further indices n = (ny,...,n,) and let e; be the ith unit vector of
length u. A refined holonomic system for X (n, k) w.r.t. k is a set of equations of the
form

X k+s+1)=Aom k)X, k) +---+ A, k) X(n, k +5) + Ag1 (0, k),

41
X(n+e, k) =AY,k X0, k) + -+ APm, k) X, k+5)+ A7) (n, k)
42)

with 1 <i < u which holds within a certain range of k and n and where the A ;(n, k)
and A;’)(n, k) with 0 < j < s and 1 <i < u are rational functions in K (n, k) for

some field K and the A;y;(n, k) and A‘E’ll (n, k) for 1 < i < u are indefinite nested
sums over hypergeometric products w.r.t. k.

7Also in [34] coupled systems are constructed to handle multi-sums. Here we restrict to a special
form so that the full power of our tools from Sect.2 can be applied without using any Grober bases
or uncoupling computations. In particular, the recurrences can have inhomogeneous parts which
can be represented in [T X'-fields and RIT X'-extensions. Also the coefficients could be represented
in general I7 ¥'-fields (see [54]), but we will skip this more exotic case.
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Base case. We process the trivial sum X (n, ky, ..., k,) = 1 and can construct the
refined holonomic system X(n + 1, ky,...,k,) = X(n, ki, ..., k) and X (n, k;,
ki1, k) =Xk, .. ki, .. k) forall 1l <0< m.
Now suppose that we succeeded in treating the sum
Ly (n,ky, . ky) Ly (n,ky s kim—1)
Xnkiook)= > G Y hyki k).
ku—1=0t—1 k=0t
(43)

For convenience, set n = (ny,...,n,) := (n, ky, ..., k,_1) and k = k,; further

setn = (ny,...,n,_1). By assumption we computed a refined holonomic system

for X(n, k) = X(n, n,, k) w.r.t. k as given in Definition 3.2.
If u = 0, we are done. Otherwise we proceed as follows.
Recursion step. Consider the next sum

Ly (n)
Xm) =X, n,) =Y Fm. k)

k=ay,

with F(n, k) = h,(n, k)X (n, k). Then we aim at computing a refined holonomic
system for X(n) w.r.t. n,. Namely, set F;(k) = Fm+ (i — 1)e,, k) = F(n,n, +
i — 1, k). Then using the rewrite rules (41) and (42) we can write F; (k) as

Fi(k) = Fm+ (@ —1)e,, k) = Fiok) X(k) +--- + Fis(k) X (k +5) + Fisq1(k)

where for 1 <i <dand 0 < j < s+ 1the F; ;(k) are indefinite nested sums over
hypergeometric products w.r.t. k. Given this form, we try to construct an RITX-
extension (A, o) of a IT X'-field (G, o) with the following properties: we can rephrase
the A; (k) from (41) with 1 < j < sbya; in G and Asy; by a4 in A, and simulta-
neously, we can rephrase the F; j(k) with1 <i < dand0 < j <sby f; ;inG and
the F; ;41 with 1 <i < d by fis41in A,

Remark 3.1 (1) Consider the special case u = m. Looking at the base case, we get
s = 0 with ap = 1 and a; = 0. Further, F;(n, k) = h,,(n, k) is given in terms of
indefinite nested sums over hypergeometric products, and also the shifted versions
Fi(n, k) =h,(m+ (@ — 1)e,, k) fori > 2 are again from this class. All these objects
can be rephrased in one common RIT X -extension (A, o) of the rational difference
field (G, o) with G = K(¢) and o (t) = ¢ + 1 using the algorithms from [46, 55, 61,
63]. In a nutshell: for this special case the desired construction is always possible.
(2)Ifh,(n, k) € K(n, k) (for some field K), then F; ;(k) € K(n, k) forall1 <i <d
and 0 < j <'s. In addition, A;(n, k) € K(n, k) for all 0 < j <s by our recur-
sive construction. Further, F; ;4 1(n, k) with 1 <i < d and A1 (n, k) are indefi-
nite nested sums over hypergeometric products w.r.t. k. Hence by using our tools
from [46, 55, 61, 63], we can accomplish this construction.
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If h,(m, k) (1 < u < m)is more involved, we refer to part (3) of Remark 3.2.

If this rephrasing in G and A is possible, take the h.o.l. (H, o) of (A, o) with
H = Alxo, ..., x;] with (12). In other words, we model F;(k) by (29). Now we
activate our Algorithm 1 by choosing an appropriate tactic RPT, withr € {1, 2, 3, 4}:
ford =0,1,2,... we check with the input f = (f, ..., fy) if we find a solution
for Problem RPT,. If we succeed for d (d is minimal for a given tactic) and rephrase
the found solution in terms of indefinite nested sums and products, we obtain the
summand recurrence (1) and summing this equation over the summation range®
yields a recurrence of the form (41) for the next sum X (n, ny).
Similarly, choose i with I < i < u. Then we can set FO(') = F(n + e;, k) and using
the rewrite rules (41) and (42) we obtain

Fy'(k)y=Fm+e. k) = F (k) X(k) + -+ FO (k) Xk + ) + F, (k)

where the F J.(i)(k) are indefinite nested sums over hypergeometric products w.r.t. k.
As above, we try to represent these elements by fom = ()(i) xo 4+ fOxs +

f;f:l with fj(") eG for 0< j <s and fs(i)l € A in an RITX-extension (A, o)
of a [TX-field (G, o). Now we activate again Algorithm 1 with the input f =
(f(’), fi,-.., fs) for 6 =0, 1,.... In all our applications we have been success-
ful for a § with § < d by choosing one of the tactics RPT; with j € {1, 2, 3, 4}
(usually, with the tactic RPT, that lead to (41)). In other words, reinterpreting this
solution in terms of indefinite nested sums and products and summing the found
equation over the summation range will produce a recurrence of the form (42) for
X, n,).

Performing this calculation for all i with 1 < i < u yields a system of recurrences
for X (R, n,) of the form (41) and (42). To turn this to a refined holonomic system,
one has to face an extra challenge. The inhomogeneous sides Ay (k) and AE’J)A (k)
often contain definite sums (see, e.g., the recurrences (7) and (38)). To rewrite them
to indefinite nested versions (which are expressible in an RIT X-extension) further
symbolic simplifications are necessary; see Sect.3.2.2 below. If this is not possible,

our method fails. Otherwise, this completes the recursion step of our method.

Remark 3.2 (1) If arefined holonomic system with s = 0 arises in one of these recur-
sion steps (this is in particular the case if we treat the first summation), Algorithm 1
boils down to solve Problem RPT in (A, o); compare also Remark 2.3.

(2) If the expression X (n) in the recursion step is free of n; (1 <i < u), one gets
trivially X (n + ¢;) = X (n).

(3) Given (40), the summands k; (n, ky, ..., k;) with i < m (i.e., not the innermost
summand 4,,) might introduce complications. The indefinite nested sums over hyper-
geometric products w.r.t. k; in the /; and their shifted versions in the parameters
(n, ki, ....k;_1) must be encoded in a ITX-field (G, o); see Remark 3.1. If this

81f there are exceptional points within the summation range, we refer to Sect.3.2.3. Further, if the
upper bound is oo, limit computations are necessary. For wide classes of indefinite nested sums
asymptotic expansions can be computed [1, 10, 12, 13] that can be used for this task.
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is not possible, our method fails. If it works, Problem PRS has to be solved in
(G, o). Hence the ITX-field should be composed only by a reasonable sized set
of generators to keep the algorithmic machinery efficient. Conversely, if one sets
hy=---=h,_; =1 in (40) and moves all summation objects into %,,, one can
choose for (G, o) the rational difference field; see Remark 3.1. However, in this
case the inhomogeneous parts of the refined holonomic system will blow up. In our
experiments we found out that choosing /; as a hypergeometric product (that can be
formulated in a I7T X'-field) was a reasonable trade-off to gain speed up and to keep
the [T ¥'-field simple; see Example 2.5 for a typical application.

Our machinery works also for sums (40) where the ; depend on mixed multi-basic
hypergeometric products. This means that in Definition 3.1 one also allows products
of the form ]_[Ij-zl fG,qi,....ql) where f(t,1,...,1,) is a rational function. The
only extra adaption is to take as ground field instance (3) of Example 2.2.

3.1 Illustrative Examples

Our working example (see Examples 2.2 and 2.5) follows precisely the above multi-
sum method. Namely consider our sum S(n) =) ;_, (Z)X (n, k) with X(n, k) =
Zf‘:o (’;) S1(j)?. We worked from inside to outside and computed a refined holo-
nomic system for each summand. First, we took the inner sum X (k) = X (n, k) and
computed a recurrence purely in kK demonstrating our different telescoping strategies.
Since X (k) is free of n, we get trivially the recurrence X (n + 1, k) = X (n, k). After-
wards, we applied our multi-sum machinery to the second sum: namely, as worked
out in Example 2.5 we computed a recurrence of S(n) by exemplifying our different
summation tactics.

Now let us turn to a Mathematica—implementation of the refined holo-
nomic approach called RhoSum. It is built on top of Sigma, HarmonicSums [1]
and EvaluateMultiSums [60]. The first step is to load these packages,
= << Sigma.m

Sigma - A summation package by Carsten Schneider © RISC

in2i= << HarmonicSums.m
HarmonicSums by Jakob Ablinger — © RISC

in@El= << EvaluateMultiSums.m
EvaluateMultiSums by Carsten Schneider — © RISC

n4i= << RhoSum.m
RhoSum by Mark Round — © RISC
By loading these packages one obtains recurrence finding and solving tools from
Sigma, special function algorithms for indefinite nested sums [1, 10, 12, 13] from
HarmonicSums, and summation technologies from EvaluateMul tiSums and
finally the refined summation package itself, RhoSum. Then with a single command
the above method is applied to our double sum to deliver a recurrence.
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In[5):= FindRecurrence[(E) (l;) S1li1, {4j, 0, k}, (K, 0, n}}, {n}, {0}, {co}]

ous= — 36(1 +1n)%(2 +1n)(3 + n)nsuMn] + 6(1 +n)(2 + n)(3 + n)(12 + 7n)nSUM
[14+n]4+2(—19 —8n)(1 +n)(2 +n)(3 +n)nSUM[2 + n]
+2(1+n)2+n)3 +n)?nSuM[3 +n] == —23"7(1 +n)? +2 3> (1 +n)
(3 +2n)

Internally, RhoSum used up to a certain complexity the subroutines of Sigma
with the tactic RPTj3 (see Theorem 2.3) and delivers the recurrence (39). If one wants
to solve the recurrence in addition in terms of d’ Alembertian solutions (in case this
is possible), one can execute the command

k
In[6]:= Findsum[(z) <j>sl (j)za {{j’ 0, k}, {k, 0, n}}, {n}, {0}, {oo}]
out[]= 3n(*251[1’1]81[%, n]7252[%, 1'1] — Sl.l[%y %, 1’1] + 351.1[%, 1, 1’1] + Sl[n]2 + Sg[n])

We will concentrate on the slightly more involved triple sum

=:by,
N n+N &k 2
(n+ N
S(N) = ZZZ&(])( . )
n=0 k=0 j=0 J
=CN.nk

in order to outline all steps of our multi-sum method. Our aim is to compute a refined
holonomic system for the complete multi-sum S(N). This refined holonomic system
is particularly simple, it consists of just one recurrence of shifts in N. To compute the
recurrence our algorithm is to encode the summand by , in to a refined holonomic
system too. This is a system of two recurrences involving shifts in N and n. Again
this will be done by encoding the summand cy , x in yet another refined holonomic
system. This is the base case because we can compute with the summand explicitly.
Using Sigma the refined holonomic system

n+N\? (k=n—NY | (k=n—N)
_CN,n,k +CN,n,k+1 = k ( (1+k)3 + (1+k)2 Sl (k))

20 +2n+2N)eyux — (I +n+ N)ey 1k = E(N, n, k)
2(14+2n+2N)ey o — (I +n+ N)enginn = E(N, n, k)

can be computed with

2 —1—4n—
E(N,n k) = (550048 4 (1 — 2k + 30 4+ 3N)S1(0) (") + S22 (0 +s(0)
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. . 2 .
which contains the extra sum s (k) = Zf: 1 ("tN) . Next we use this system to com-
pute a refined holonomic system for the sequence by ,. Using Sigma we get a

recurrence purely shifted in 7n:

2=1+n+N)1+2n+2N)by,, — (=2 +n+ N)(1 +n+ N)by n11
=2(14+2n4+2N)enpo+40 +2n+2N)Cy N+

(5+20n=Tn?—4n>+20N —14nN—12n> N=TN>~12n N> ~4N")
+ S0y (1 +s(n+N)).

Notice that the middle line contains “telescoping points” (see also Sect.3.2.2) and
s(n + N) turns to a definite sum (the integer parameters N and n arise inside the
sum and at the upper bound). These give three new summation problems. cy ,.0 = 0
is trivial, while the remaining sums can be treated similar to the sum in Example 2.2.
Namely, we get

n+N n+N

‘ - N2 3 QnA2N)IS| (i N) (20 +2N)! |

NNk = gsl(l)( I TN ) (P 112 ; 21
L @ntan)

s(n+ N) = ]+7((n+N)!)2'

The result contains a cyclotomic harmonic sum [12]. Replacing these definite
sums with their indefinite nested sum representations leads to the final recurrence
for by , purely with shifts in n. There is also a recurrence shifted in N (note that n
and N are symmetric) and we end up at the refined holonomic system

2=1+n+N)1 + 20+ 2N)byu—(=2+n+ N)Y(1 4+ 1+ N)by ps1 = r(N, n),
2=1+4n+N)A+2n+2N)byy — (=24+n+ N)(1 +n+ N)byi1.n =r(N,n)

with the same right hand side

n+N 1
32n+2N)NSi(n+N)  @Cn+2N)1Y 0 5
r(N,n) =4(1 +2n + 2N — :
( ) ( )( 2((n + N)!)2 ((n+ N)H? )
(54+20n—Tn2 —4n>+20N ~14nN — 1202 N—TN? - 12nN?~4N3) (2n 4 2N)!
2(14+n+N) (n + N)'2 .

Finally, this system can be used to compute a recurrence for the entire multi-sum.
Using Sigma one obtains

3(144N)(749N) S, (2N) + (434378 N+527N>—312N3—828N*—288N°) (4N)'

(—1+N)(1+N)(1+2N) +b

A—T+N)(+N 2 (T+2N)? QN2 TN

2N
|
(1-3N-38N>—40N by 2044Ny74on)  (4N)! L _
+ TCEmamaey) T CiHMI+N 2N (2N)12 Z 2j—1_S(N) S(N + D).
.
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There are two telescoping points by y and by o to evaluate which turn out to be
two double sums. Applying our machinery again to these sums gives recurrences
in N and solving them produces closed form solutions in terms of indefinite nested
sums. Plugging these simplifications into the telescoping points provides the final
result: a recurrence for S(N) in terms of indefinite nested sums. We remark that this
recurrence can be also solved in terms of indefinite nested sums over hypergeometric
products, but the result is too big to be printed here.

3.2 Implementation Remarks

This section contains a discussion of various technical components, knowledge of
which is required for an efficient implementation of the underlying machinery in
RhoSum. Some remarks refer to how the recurrence should be computed and handled
before being returned by the recurrence finding technology. As such, in terms of our
multi-sum approach described in the beginning of Sect. 3, these comments fit inside
the calls to the recurrence finding technology.

Usually recurrence finding technologies are very costly. In general, a multi-
summation algorithm based on refined difference field theory will compute up to
m(m + 1)/2 recurrences in an m-fold sum. This makes controlling the individual
recurrences very important because if any individual recurrence is too large in size
or the underlying difference ring consists of too many RI7X-monomials then the
inherently high cost of recurrence finding technologies may easily lead to the entire
multi-sum problem becoming intractable. Notice also that because recurrences are
computed from sums of lower depth, efficiency issues can become cumulative; a
recurrence which is not expressed in a simple form is likely to lead to longer com-
putation times when used as an input for another calculation. This further serves to
highlight the importance of the technical details of recurrence computations. We will
discuss some of the specific issues that fit into this central problem.

3.2.1 Managing Recurrence Computation Time

When computing a recurrence, one must define the desired type of recurrence. The
definition corresponds to how one constructs g, in Theorem 2.3. A configuration
that searches for minimal order recurrences translates to applying tactic RPT, where
d is minimal. Such an approach is, relatively speaking, cheap to compute; the linear
system one must solve for the homogeneous part is of minimal size and one takes
the first available solution then extends the ring to get an inhomogeneous solution.
The potential penalty is to adjoin a X¥'-extension which might be rather complicated
which afterwards has to be converted to an expression in terms of indefinite nested
sums. At the other extreme, one can use tactic RPTy, i.e., to relax the condition
of minimal order and try to compute g, in the difference ring that one uses to
describe the input problem—and if this fails to increase the recurrence order d of the
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parameterized telescoping problem. When working with harder sums the different
approaches, including tactics RPT, and RPT3, may have very different computation
times. The different possibilities are carried out in Example 2.5.

There are several reasonable heuristics, one could choose a single methodology for
all recurrence computations. In the case of particle physics sums this can be useful. In
fact, if a minimal order approach is taken for sums originating from particle physics,
then the computations are likely to be representative of an optimum balance of the
two methods. This is a strong motivation for pursuing refined holonomic summation.
It offers the best approach to particle physics sums as compared to other techniques.
Always applying a non-minimal order approach is likely to require computations
that are not feasible with modern computer power. One could also choose to switch
between the two methods. For example a crude but simple approach would be to adopt
some non-minimal order approach and if the search is yet to return a result after a
given time limit one switches to a minimal order approach. Another option would be
to limit the order the non-minimal search takes place over. When that order has been
exceeded one would then switch to a minimal order approach. Implementing both a
time and recurrence order limit is recommended to avoid the scenario that a low but
non-minimal order recurrence is very slow to compute and so must be avoided but
at the same time allow the implementation to find simple recurrences of relatively
high order.

3.2.2 Definite Sums Inside of Recurrences

As already observed in part (3) of Remark 3.2, one has to deal with definite sums
that arise within the calculation of recurrence relations. Namely, given a summand
recurrence (1) for properly chosen summands F;(k), one obtains a recurrence rela-
tion (3) where h(n) comes from G(L(n) + 1) — G (1) which either evaluates nicely
or otherwise turns to definite sums. More precisely, one either obtains the so-called
telescoping points X (/) or X (L(n) + i) withi € N or one gets definite sums coming
from certain X -extensions. In both cases, these sums are simpler summation prob-
lems: in the first case, they are simpler than the main multi-sum because they are
at specific values, in the second case they come from our RIT X¥'-extensions which
can be formulated in a simpler RIT X -extension (the summand can be formulated
in a smaller difference ring). In other words, we have to solve simpler summation
problems and the resulting recursive calls of our algorithms (i.e., calling FindSum)
will eventually terminate. We remark that higher-order recurrences lead to larger
numbers of telescoping points (tactic RPT;) but more involved RIT X -extensions
(tactic RPTy4) might also lead to more complicated definite sums. Here tactics RPT,
and RPT; can be an interesting alternative to reduce the calculation time concerning
the treatment of extra definite sums and avoiding any slow down of our refined holo-
nomic summation implementation. With modern computers it is likely however that
the telescoping points can be computed simultaneously by using parallelization.
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3.2.3 Exceptional Points

It may be that the function G (k) computed in solving the parameterized telescoping
problem (compare to (1)) is not defined for some values in the range of summation.
Thus when one tries to sum over the expression to obtain (2), one encounters ill-
defined expressions even though the original summation problem is well-defined
at that point. Usually such exceptional points restrict the summation range by a
difference of one or two, should they occur at all. E.g., consider the sum b, ; =
ZI;=0 Cn k,j for which we want to compute a refined holonomic system, and suppose
that we find a refined holonomic system for ¢, x, ; which is only valid within the range
Jj=Ji,...,k— jo for some j;, j» € N. If one wishes to continue with a refined
approach, there are two options. One could accept the restricted ranges returned
by the summation technology and continue without making any adjustments. Then
the final expression will be valid for a different sum which is contained within the
original sum and it is most likely that only significantly simpler sums are required
to solve the entire problem. However by disturbing the structure of the multi-sum,
many unwanted, and possibly hard, sums might not cancel and one is faced with extra
work to treat these sums. Alternatively one can compute the values of the exceptional
points and compensate in the problem. To do this consider the rewriting

k Ji—1 k—ja k—ja
bn,k = E Cnk,j = E Cn.k,j + E Cn k, ] E Cnk,j = K + E Cnk,j-
j=0 J=k—j+1 J= J=i

The expression for K is just given by two definite sums, which are often easy
to handle. Within this approach there is a subtlety as to where one places K in the
multi-sum expression. The choices are

k—ja n k—j
— K .
E (K + E c,,k]> or a, = E E <k7j27j1+1 +cn,k,]>.
k=0 J=h k=0 j=ji

In general, our heavy calculations coming from particle physics gave the experi-
ence that the second strategy is more preferable: within the summand further can-
cellations arise and the processing of the summations turn out to be easier.

4 Examples from Elementary Particle Physics

Perturbative calculations in quantum field theory lead to various summation prob-
lems [30], and one of the challenges is to find recurrence relations of a certain order
and polynomial degree, where the polynomials contain an integer variable N and a
series of parameters. One of which is the dimensional parameter ¢ = D — 4, which
is required to handle divergences in the Feynman diagrams. This introduces a small
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parameter ¢ > 0 inside of the sum (40). Some of our results reproduce calculations
that have only recently entered the particle physics literature [3, 7, 27]. In some
very rare cases one can apply directly our method FindRecurrence to compute
a recurrence for S(n) or to apply FindSum to compute a closed form in terms of
indefinite nested sums. In such cases the derived sums usually depend on the ¢ param-
eter. However, in most cases one will fail to solve the arising recurrences within this
class. In particular, the definite sums inside of our method as outlined in Sect.3.2.2
cannot be expressed in our RIT X' -extensions.

In the following we use the fact that the Laurent expansion of the Feynman integrals
(and the underlying summation problems) around ¢ = 0 to a finite order is of primary
interest to the physics community. Consider (40); for simplicity, we will assume that
h; = 1for1 <i < m and we set h = h,,. Then a more flexible tactic is to focus on
the Laurent expansion of

h(n ki, k) = filn ki, oo ke + -4 fr(n ki, o ke + O

(44)
w.r.t. € up to a certain order » with r > [/; in 3-loop calculations one expects [ = —3.
If the sums in (40) are finite, one obtains the first coefficients
Li(n)  Ly(ky,kp_y)
Fimy= Y- Y filn k... kn) (45)

ki=a k=0
of the desired e-expansion
S(n) = Fi(n)e' + -+ F.(n)e" + 0(e"™).

If also infinite sums are involved, extra care has to be taken into account. As it
turns out the f; themselves can be again written in terms of hypergeometric products
together with harmonic numbers and cyclotomic harmonic sums [12]. Hence one
option is to apply our summation methods to (45) which is free of €. Then in basi-
cally all our calculations the arising definite sums turn out to be solvable within our
difference ring approach. However, the coefficients f; in (44) and thus the summands
in (45) get more and more involved (in particular they depend more and more on the
harmonic sums) which blow up the calculations.

More successfully one can apply our new algorithms in combination with the
following clever g-expansion technique [11] to our simple example (46). As an
illustration of the refined approach for a particle physics sum consider the following

Son = i n—k— 1L DIk D1 5), (2 %), (n - 2) )
R o G =i (3+5), ' '

We start to compute a refined holonomic system for the inner sum denoted by
bn,k:
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0=—(1+k)(2—e+2k)bux+ (14 +e& — &>+ 14k + ek
+4k* — en — 2kn)by g1 — 22 + & + k)3 + k — n)b, k42,
0=(2— &+ 2k + ek + 2k* +2n — en — 2kn + 2n*)b,

20 +e+kQC+k—n)byj1+(—14+e—nQR+e+2n)byy1r. 47
The complete double sum can be written as, S(n) = Z;g "Tﬁ;l by k. Using Sigma
once more the sequence obeys a recurrence only valid for the upper bound n — 4.
For this adjusted sum S’ (n) we get

20+ n)*Q+n)Q2+¢e+2n)Sn)
— (2+n)(2+8+2n)(—8+28+82 —10n +¢en —4n2)S/(1 +n)

+ (A +n)(—24+e-—nQR2+e+2nM@E+e+2n)S'2+n)=r(s,n)
(48)

where r (¢, n) depends on by, g, b,| and b, ,,_a, by, ,—3. Rewriting these definite sums,
that depend on &, to an expression in terms of indefinite nested sums is not possible.
Therefore, we compute the e-expansion of the arising sums (e.g., by expanding
the summands and applying the summation quantifiers to the coefficients of their
expansion as proposed above). Solving these telescoping points, i.e., computing the
first coefficients of their e-expansion gives

16 (336-%48n—248nz—70n3 +186n*—121n°+138n°—81n7 42613 +7n° —6n'04n!! )

r(e,n) = o)y (—Im a2 (In)
4(—403247104n 4.~ Tn541) 161 mys, (o)
+e[ - Commcm e — e (49)

Finally, given the first initial values F;(j) withi =0, 1 and j =2,3in S(2) =
Fo2)+ Fi(2)e+ ... and S(3) = Fy(3) + F1(3)e + ... one can activate Sigma’s
e-expansion solver [30] to (48) and obtains the coefficient Fy(n) and F)(n) of
S'(n) = Fy(n) + Fi(n)e + O(e?). Taking care of the extra pointsk =n —2,n — 3
one finally obtains the expansion of the input sum S(n). With the implementation
RhoSum a complete automation is possible with the function call
(=D (=1=k+m) (2 4001 (1-5), (2-5)

1+k) G—e)jx (3+5)

7= FindSum| i1, 0,0 —k =2}, {k, 0,n —2}},
j+k

J {n}, (3), (oo}, ExpandIn — {e, 0, 1}]

(5+n)
1+n

—2nS3(n) + 6nS4(n) +nSz,1(n) — 4nS3 1 (n) — 2n52,1,1(n)}

our- { — 4S51(n) + 8nS3(n) — 4nSz 1 (n), — S1(n) — S1(m)* + 352(n) + 2nS2 (n)°

Instead of calculating the expansions of the sums in (49) in the old-fashioned
way (i.e., by expanding the summands and applying the summation quantifiers to the
coefficients of their expansion), one can apply recursively our proposed technology
to obtain the expansion (49).
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More generally, following the strategy in Sect. 3, we will calculate stepwise from
inside to outside a refined holonomic system given by the recurrences (41) and (42)
but in each step we will expand the inhomogeneous parts in an g-expansion whose
coefficients can be expressed in an RIT X -extension. E.g., the inhomogeneous parts of
the recurrences in (47) are 0 and the e-expansion is trivial. Further, the recurrence (48)
with (49) can be a component of a refined holonomic system that might be used to
tackle another sum which is on top.

More practically, RhoSum has been applied to solve many such sums being with
many more summation quantifiers that originate in particle physics. Here we would
like to mention the calculation of the massive 3-loop contributions to the heavy quark
effects for the structure functions in deep-inelastic scattering [29]. This has already
contributed to arich literature [2—4, 6-9, 24-28] which has made new physical insight
possible [5]. When this project is completed, the strong coupling constant aS(M§)
and the charm quark mass m. can be measured from the deep-inelastic world data
with unprecedented accuracy and a significant improvement of the gluon distribution
function of the nucleon can be achieved. This has important consequences for all
precision measurements at the LHC (Large Hadron Collider, CERN), because these
quantities determine the QCD corrections to the corresponding production cross
sections.

5 Summary

A new method of summation known as the refined holonomic approach has been
introduced that extends significantly the ideas worked out in [54]. Its main features
are the ability to work with inhomogeneous recurrences and to balance the difficulty
of a telescoping problem with the number of ring extensions made to find a solution.
These techniques have proved useful in particle physics where inhomogeneous recur-
rences are essential to modern computation. A future development may consist of
the application of the algorithm to summation problems in which further real param-
eters, beyond the dimensional parameter &, are present. This is of high relevance for
multi-leg scattering processes at high energy colliders like the LHC and a planned
future eTe™ collider. These parameters may be the masses and/or the virtualities of
the external legs of the corresponding Feynman diagrams. RhoSum is expected to
handle problems of this kind more efficiently than other implementations. The algo-
rithm has been implemented in Mathemat ica to employ the technique in practical
situations and problems from particle physics involving large numbers of sums have
been successfully solved.

The earlier approach [54] served as the central tool to provide the first computer
assisted proof [20] of Stembridge’s celebrated TSPP theorem [64] in the context of
plane partitions. In that time the computation steps have been carried out manually.
First experiments show that our new package RhoSum in interaction with Sigma
can support the user heavily: many steps can be carried out now mechanically and
critical special cases are discovered automatically. In a nutshell, our tools can guide
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the user to a big extend through these complicated and subtle calculations. It is
expected that this machinery will contribute further in difficult calculation combing
from particle physics but will also assist in new challenging problems in the context
of combinatorics.
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Bivariate Extensions of Abramov’s
Algorithm for Rational Summation

Shaoshi Chen

Dedicated to Professor Sergei A. Abramov on the occasion of
his 70th birthday

Abstract Abramov’s algorithm enables us to decide whether a univariate rational
function can be written as a difference of another rational function, which has been a
fundamental algorithm for rational summation. In 2014, Chen and Singer have gen-
eralized Abramov’s algorithm to the case of rational functions in two (g-)discrete
variables. In this paper we solve the remaining three mixed cases, which completes
our recent project on bivariate extensions of Abramov’s algorithm for rational sum-
mation.

Keywords Abramov’s algorithm - Discrete residues - Ostrogradsky—Hermite
reduction - Symbolic integration + Symbolic summation

1 Introduction

Symbolic summation has been a powerful tool in combinatorics and mathemati-
cal physics, whose history is as long as that of symbolic computation. Abramov’s
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algorithm [1] for rational summation is one of the first few fundamental algorithms
in symbolic summation. The central problem in symbolic summationis whether the
sum of a given sequence can be written in “closed form”. A given sequence f(n)
belonging to some domain D is said to be summable if f(n) = gn+ 1) — g(n)
for some sequence g € D. The problem of deciding whether a given sequence is
summable or not in D is called the summability problem in D. For example, if D
is the field of rational functions, then for f = 1/(n(n 4+ 1)) we can find g = 1/n,
while for f = 1/n no suitable g exists in D. When f is not summable in D, there
are several other questions we may ask. One possibility is to ask whether there is a
pair (g, r) in D x D suchthat f(n) = g(n + 1) — g(n) + r(n), where r is minimal
in some sense and » = 0 if f is summable. This problem is called the decomposition
problem in [3].

For univariate sequences, extensive work has been done to solve the summability
and decomposition problems. In 1971, Abramov solved the summability problem for
univariate rational functions in [1]. The Gosper algorithm [19] solves the summability
problem for univariate hypergeometric terms. This was then used by Zeilberger [30]
in 1990s to design his celebrated telescoping algorithm for hypergeometric terms.
The Gosper algorithm was extended further to the D-finite case by Abramov and
van Hoeij in [6, 7], and to a more general difference-field setting by Karr [22, 23]
and Schneider [29]. The decomposition problem was first considered by Ostrograd-
sky [25] in 1845 and later by Hermite [20] in the continuous setting for rational
functions. The discrete case was solved by Abramov in [2], with alternative methods
later presented by Abramov himself in [3], and also by Paule [26] and Pirastu [28].
Abramov’s decomposition algorithm was later extended to the hypergeometric case
in [4, 5], as well as to continuous extensions in [9, 13, 17].

In 1993, Andrews and Paule [8] raised the general question: is it possible to provide
any algorithmic device for reducing multiple sums to single ones? This question is
related to symbolic summation in the multivariate case. To make the problem more
tractable, we will focus on the first non-trivial case, namely the bivariate rational
functions. To this end, let us first introduce some notations. Throughout the paper,
let k be a field of characteristic zero and k(x, y) be the field of rational functions in x
and y. For any f € k(x, y), we define the shift operators oy, o, by

o(fx,y)=fx+1,y), o(f(x,y)=f(x,y+1),

and the g-shift operators with g € k \ {0} by

Tx,q(f(xvy)):f(qxvy)v Ty,q(f(x’y)):f(x’qy)

LetA,:=0,—1and A, , := 71,4, — 1 be the difference and g-difference opera-
tors with respect to v € {x, y}, respectively. On the field k(x, y), we can also define
the usual derivations Dy := /9, and D, := 9/9,.
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Definition 1 A rational function f € k(x, y) is said to be exact with respect to the
pair (0, 0y) € {Dy, Ay, Ay g} X {Dy, Ay, Ay Yink(x, y)if f = 0,(g) + 9, (h) for
some g, h € k(x,y).

We study the following problem, which is a bivariate extension of the summability
problem for univariate rational functions.

Exactness Testing Problem. Given a rational function f € k(x, y), decide
whether or not fis exact with respect to (9,, dy) in k(x, y).

According to different types of (9, d,), the above problem has six different cases
up to the symmetry between x and y. In the pure continuous case, the problem is
also called integrability problem, which was first solved by Picard [27, vol 2, p. 220],
and see [14] for a more up-to-date presentation. Chen and Singer [16] presented the
first necessary and sufficient conditions for the exactness in the pure discrete and
q-discrete cases. Based on the theoretical criteria in [16], Hou and Wang [21] then
gave a practical algorithm for deciding the exactness in the corresponding cases. The
goal of this paper is to solve the remaining three mixed cases of the exactness testing
problem, which completes our recent project on bivariate extensions of Abramov’s
algorithm for rational summation.

2 Residues and Reduced Forms

In this section, we will prepare some basic tools for testing the exactness of bivariate
rational functions. We first introduce the classical residues and their discrete analogue
for univariate rational functions. After this we will define reduced forms for bivariate
rational functions.

Let K be a field of characteristic zero and K (z) be the field of rational functions
in z over K. We first define residues with respect to the derivation D, on K (z). By
irreducible partial fraction decomposition, we can always uniquely write a rational

function f € K(z) as
n m;
aj j
f =P+ZZF, (D

i=1 j=1 %

where p,a; ;,d; € K[z], deg,(a; ;) < deg (d;) and all of the d;’s are distinct irre-
ducible polynomials. We call a; ; the D.-residue of f at d;, denoted by resp_(f, d;).

We now recall the discrete analogue of D, -residues introduced in [15, 21]. Let ¢
be an automorphism of K (z) that fixes K. For a polynomial p € K[z], we call the
set{¢'(p) | i € Z} the ¢p-orbit of p, denoted by [p],. Two polynomials p, g € K|[z]
are said to be ¢-equivalent (denoted as p ~ ¢) if they are in the same ¢-orbit, i.e.,
p = ¢'(q) for some i € Z. When ¢ = o, we can uniquely decompose a rational
function f € K (z) into the form
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n m; €ij

F=r@+Y. 33" Uf(;‘) -, )

i=1 j=1 =0

where p, a; ¢, d; € K[z], deg_(a; j¢) < deg,.(d;) and all of the d;’s are irreducible
polynomials such that any two of them are not o,-equivalent. We call the sum

é’ o . j.e) the o;-residue of f atd; of multiplicity j, denoted by res,. (f, d;, ).
The following lemma shows some commutativity properties of the residues at

some special irreducible polynomials.

Lemmal Let f =a/b € k(x, y) and d € k[y] be an irreducible factor of b. Then
the following commutativity formulae hold:

(i) resp,(0x(f),d) =ox(resp,(f,d));
(ii)  resp,(Tcq(f),d) = Ty y(resp, (f, d));
(iii)  resq, (Txg(f).d, j) = Tayg (resq, (f, d, j))forall j € N.

Proof To show the first formula, we decompose f € k(x, y) into the form

nom;

f= p+ZZ :

ll]ll

where p, a; ; € k(x)[y], d; € k[x, y] with degy (aij) < degy(d,-) and the d;’s are dis-
tinct irreducible polynomials with d; = d € k[y]. Since o, is an automorphism of
k(x,y), we have that

x(al ]) ox(al /)

ax<f>—ox<p>+2 ZZMM
j=1 =2 j=I1

is the irreducible partial fraction decomposition of o, (f) with respect to y over

k(x). Thenresp, (0. (f),d) = ox(ar1) = ox(resp,(f, d)). The second formula can
be proved similarly. To show the third formula, we decompose f into the form

n m; €ij

RS » ¥

i=1 j=1 £=0

where p,a; ;¢ € k(x)[y],d; € k[x, y] with deg (a; ;) < deg,(d;) and the d;’s are
irreducible polynomials in distinct o, -orbits with d 1=d e k[y]. Since o, is an auto-
morphism of k(x, y), the polynomial d € k[y]is not o,-equivalent to any irreducible
polynomial d’ € k[x, y] withdeg, (d") # 0. Then we can decompose 7, ,( f) into the

form
mp €1,

qu(f)—fxq(p)+zzfxq(al/z) 43

j=1¢=0 Z(d)J !
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where s € k(x)[y] and ¢ € k[x, y] satisfying that degy(s) < degy (t) and any irre-
ducible factor of ¢ is not o, -equivalent to d. Then for all j € N we have

er,j el,j
resny(fx,q (f)s d, ]) = Zo'y_l'[x,q(al,j,l) =Txq (Z gy_z(al,j,é)> =Txq (resﬂ_y(.f7 d, J))

=0 =0
This completes the proof. U

Let ¢ be any automorphism of k(x, y) that fixes k(y) which will be taken as
T4 Or 0y in the next section. Then ¢ commutes with D,. To study the exactness
testing problem with respect to the pair (¢, D), we define reduced forms for rational
functions in k(x, y) as follows.

Definition 2 A rational function r = Z:" " - with g; € k(x)[y] and d; € k[x, y]is
said to be (¢, Dy)-reduced if deg (a;) < degv(d ) and the d;’s are irreducible poly-
nomials in dlstmcth orbits. Let f € k(x, y). We call the decomposition f = ¢(g) —

g+ Dy(h)+r with g, h,r € k(x,y) and r being (¢, D,)-reduced a (¢, D,)-

reduced form of f.

We next show that (¢, Dy)-reduced forms always exist for rational functions
in k(x, y). For any rational function f € k(x, y), Ostrogradsky—Hermite reduction
[20, 25] decomposes f into the form

f=D+Y 3)
i=1 !

where h € k(x,Vy),a; € k(x)[y], d; € k[x, y] satisfying that degy(a,-) < degy(d,v)
and the d;’s are irreducible over k(x). Let ¢, ¢, be two automorphisms of k(x, y)

such that ¢1(¢d2(f)) = ¢2(¢1(f)) for all f € k(x, y). Then for any a, d € k(x)[y],
m, n € N, we have the following reduction formula

where |
] l’ﬂ n— —m
@y, T ET@
j=0 ¢ ¢2 (d) P ¢2 (d)

By applying the above reduction formula to (3) with ¢; = ¢ and ¢, = id, we can
further decompose f as

Q.z| Ny

=9 —g+Dyh+ Z
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where g € k(x, y) and the d;’s are in distinct ¢-orbits, which is a (¢, D,)-reduced
form of f. The above process for obtaining such a (¢, D,)-reduced form of f is
called a (¢, D,)-reduction.

Next we will define reduced forms for rational functions in k(x, y) with respect
to the pair (74, 0y). Two polynomials p, p’ € k[x, y] are said to be (ty 4, oy)-
equivalent if p =t} o7'(p’) for some m,n € Z. The set {t};qqo; (p) € klx, y] |
i, ] € Z} is called the (7, 4, oy)-orbit of p, denoted by [pl,,.0,)-

Definition 3 A rational functionr = )_;_, ZT:I % € k(x,y) witha; ; € k(x)[y]
and d; € k[x, y] is said to be (1, 4, 0y)-reduced if degy(a,-,j) < degy (d;) and the
d;’s are irreducible polynomials in distinct (7, 4, 0,)-orbits. The decomposition f =
Ay q(8) + Ay(h) +r with g, h, r € k(x, y) and r being (ty 4, 0y)-reduced is called

a (x4, 0y)-reduced form of f.

The existence of (ty4,0,)-reduced forms for rational functions relies on
Abrramov’s reduction [3] that decomposes a rational function f € k(x, y) into the
form

n o m;

f=Ay(h)+ZZ%,

i=1 j=1 %

where h € k(x,y), a;; € k(x)[yl, d; € k[x, y]satisfying that deg), (a;,j) < degy(di)
and the d;’s are irreducible polynomials in distinct o,-orbits. Using the formula (4)
with ¢; = 7, , and ¢, = o, we can further decompose f as

n

f=ag@+am+Y Y c;—j’

i=1 j=1 %

where g € k(x, y) and the d;’s are in distinct (z, 4, 0y)-orbits, which is a (7, 4, 0,)-
reduced form of f. The above process for obtaining such a (z, 4, oy)-reduced form
of f is called a (zy 4, 0y)-reduction.

3 Exactness Criteria

We first solve the exactness testing problem for the case in which g € k is a root of
unity. Assume that m is the minimal positive integer such that ¢ = 1 and k contains
all mth roots of unity. For any f € k(x, y), itis easy to show that 7, ,(f) = f if and
only if f € k(y)(x™). Note that k(x, y) is a finite algebraic extension of k(y)(x™)
of degree m. We recall a lemma in [16] on reduced forms for rational functions with
respect to Ty 4.

Lemma 2 Let g be such that g™ = 1 with m minimal and let f € k(x, y).

(a) f =1:4(g) — g for some g € k(x,y) if and only if the trace Tryx y)/k(y)(xm)
(f)=0.
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(b) Any rational function f € k(x, y) can be decomposed into
f=14(8) —g+c, wheregek(x,y)andc e k(y)(x™). 5)

Moreover, f is T, 4-summable in k(x, y) if and only if c = 0. We call this decom-
position a Ty 4-reduced form for f.

Theorem 1 Let g be such that g™ = 1 with m minimal and let f € k(x, y). Assume
that f = 1, 4(g) — g +cwithg € k(x,y) and ¢ € k(y)(x™) is a T, 4-reduced form
of f. Then f is exact with respect to (ty 4, dy) with 9, € {A,, D,} if and only if
¢ = 0,(d) for some d € k(y)(x™).

Proof The sufficiency is clear. To show the necessity, we assume that f is exact with
respect to (ty 4, d,) With 9, € {A,, D },s0isc,ie., c = Ay 4(u)+ 9,(v) for some
u,v € k(x,y). Write u = Zm_ol uix' and v =3 1" 0] vixt with u;, vi € k(y, x™).
Then we have

c=ui(qg—Dx+ - +uu_ (@ —Dx"" + Zay("i)xi-

Since 1, x, ..., x" ! are linearly independent in k(x, y) over k(y, x™), we get

that ¢ = 9, (vo). (Il

From now on, we assume that ¢ € k \ {0} is not a root of unity. For any f €
k(x,y), we have 7, ,(f) = f if and only if f € k(y). We next solve the exactness
testing problem in the case when 0, € {A,, A, ,} and 9, = D,,.

Theorem 2 Let ¢ € {0y, 7c 4} and f € k(x,y). Assume that f = ¢(g) —
Dy(h) + 2?1:1 a;/d; with a; € k(x)[yl and d; € k[x, y] be a (¢, D,)-reduced form
of f. Then f is exact with respect to (0., Dy) with 0, = ¢ — 1 if and only if for
eachi € {1,...,m}, d; € kly] and a; = 9, (b;) for some b; € k(x)[y].

Proof The sufficiency is clear. To show the necessity, we assume that f is exact
with respect to (dy, D,). This implies that r = Zf":l a;/d; is also exact with
respect to (dy, Dy), i.e., r = ¢(u) —u + D,(v) for some u,v € k(x, y). By the
Ostrogradsky—Hermite reduction, we first decompose u into the form

s
~ Vi

u = Dy(lzt) + E ;l.,
i=1

where i1 € k(x, y), v; € k(x)[y], and the w;’s are irreducible polynomials in k[x, y].
Then we have

r_Zal—T+D(v) with T = Z(gf((v‘: —::) ndv=¢@) —u+v.
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Since ¢ is an automorphism of k[x, y], the polynomials ¢ (w;) are also irreducible
and all of the simple fractions in the irreducible partial fraction decomposition of T
have simple poles.

We first show that all of the d;’s are in k[y]. Set Z :={d;,...,d,} and # :=
{wi, ..., ws}. Note that all of the simple fractions in D, (V) have at least double
poles. This implies that r = T and each simple fraction a; /d; can only be cancelled
with some simple fractions of 7. Then for eachi € {1, ..., m}, d; is equal to w;, or
¢(w;,) forsome j; € {1,...,s}. Assume thatd; = w;,. If p(w; ) = w;,, thenw; €
k[y] by [15, Lemma 3.4]. Otherwise, ¢ (w;,) = w;, for some j, € {1,...,s}\ {j1}.
Indeed, If ¢ (w;,) = d; withi # j, then d; is ¢-equivalent to d;, which contradicts
with the assumption that the d;’s are in distinct ¢p-orbits. If w;, = ¢ (w,), we also get
that w;, is in k[y] and so is d;. Otherwise ¢(w;,) = wy, for some jz € {1, ..., s} \
{Jj1, j»}. Continuing this process, we either conclude that d; € k[y] or get a series of
equalities

di =wj, ¢Wj) =wjp, p(Wj,) =wj,, ...

Since the set % is finite, there exists f with 1 < ¢ < s such that ¢(w;) = w;. with
1 <f<t. Then Wi = ‘f’t_;H(er)’ which implies that w;, is in k[y] and so is d;.
Similarly, we have d; € k[y] whend; = ¢(w;,).

Since d; € k[y], applying the commutativity formulae in Lemma 1 yields

a; =tesp, (r.dj) = resp (p(u) — u + Dy(v). dj) = resp () — u. d;) = p(b;) — b

where b; = resp, (u, d;) € k(x)[y]. O

Example 1 By Theorem 2, the rational function 1/(x + y) is not exact with respect
to Ax and D, since x + y is not in k[y]. So is the rational function 1/(xy) since
1/x # A,(g) forany g € k(x, y).

We now consider the exactness testing problem in the case when 9, = A, , and
d, = A,. To this end, we first recall a lemma which is a special case of Lemma 5.4
in [10].

Lemma 3 Let p be anirreducible polynomial ink[x, y]. Assume that ch qoyj (p)=p
for some i, j € Zwithi # 0. Then p € k[y].

Let f € k(x,y). We assume that f = A, ,(g) +A,(h) +r is a (74, 0y)-

reduced form of f. Writer = ) ", ZT:I %,where a; j € k(x)[ylandd; € k[x, y]

satisfying that degy (ai,j) < degy (d;) and theld,' ’sareindistinct (zy 4, 0y)-orbits. Then
fisexactwithrespectto (Ay 4, Ay)ifandonlyif r isexact withrespectto (Ay 4, Ay).
Note that the operators 7, , and o, preserve the multiplicities of irreducible factors
in the denominators of rational functions. Therefore the rational function r is exact
with respect to (A 4, A,) if and only if for each j, the rational function

m

rj:Z% ©6)

i=1 i
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is exact with respect to (A, 4, Ay). By the same argument in the proof of Lemma 3.2
in [21], r; is exact with respect to (A, 4, A,) if and only if each simple fraction
a; /dij is exact with respect to (A 4, A,). We now give an exactness criterion for
rational functions of the form a/d"™.

Lemma4 Let f =a/d", where m € N, d € k[x, y] is an irreducible polynomial
and a € k(x)[y] is nonzero and degy (a) < degy (d). Then f is exact with respect to
(Axy, Ay) ifand only if d € k[y] and a = A, 4() for some b € k(x)[y].

Proof The sufficiency is clear. For the necessity, we will outline the same argument
used in the proof of Theorem 3.7 in [16] or that of Proposition 3.4 in [21]. We assume
that f is exact with respect to (A, 4, Ay), i.e., there exist g, h € k(x, y) such that

f= Ax,q (g) + Ay(h)- @)
We decompose the rational function g into the form

My (8)
Tiyd™ Tiydm’

g=o0y,(g1)—8g +&+

where A, € k(x)[y], ur € Z, g1, g € k(x, y) such that g, is a rational function hav-
ing no terms of the form A/ (z{';d™) in its partial fraction decomposition with respect
to y, and the (ty.,d™)’s are irreducible polynomials in distinct oy -orbits.

The following claim can be shown by the same argument as in [16, 21].

Claim 1 Let
— [ M s i+l st1
A= {rx‘;d,...,tx’qd, tx;j d,...,fm d}.

Then: (1) at least one element of A is in the same o,-orbit as d; (2) for each n € A,
there is one element of (A\{n}) U {d} that is o-equivalent to 7.

. L . | +1

Claim 1 implies that either d ~,, Ti.5d ord ~g, rxlf‘qu d for some p) € {p1, ...,
s} Assume thatd ~,, r;f},d. By the same argument as in [ 16, 21], we can show that
there exists a positive integer# < sand j € Zsuchthat t/ qo)j, (d) = d, whichimplies

d € k[y] by Lemma 3. Similarly, if d ~oy tff_,i;rld, then we also have d € k[y].

Since d € k[y], applying the commutativity formulae in Lemma 1 yields
a = resoy(fa d,m) = IeSq, (Ax,q(g) +Ay(h),d, m) = reSJy(Ax,q(g)» d,m) = Ax,q(b)a
where b = res;, (g, d, m) € k(x)[y]. O
We conclude the above discussions by the following theorem.

Theorem 3 Let f € k(x, y) and assume that

noom;

i=1 j=1 %
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witha; ; € k(x)[ylandd; € k|x, ylisa (x4, 0y)-reduced formof f. Then f is exact
with respect to the pair (Ay 4, Ay) if and only if for each i € {1, ...,n}, d; € k[y]
and for each j € {1, ..., m;}, a; j = A, 4(b; ;) for some b; ; € k(x)[y].

Example 2 By Theorem 3, the rational function 1/(x + y) is not exact with respect
to A, , and A, since x + y is not in k[y]. But the rational function 1/(xy) is exact

. L q
with respect to Ay 4 and Ay. In fact, = = Ay ( =557 )-

Remark 1 The exactness criteria given above reduce the exactness testing problem
in the bivariate case to two subproblems: one is testing whether an irreducible poly-
nomial p € k[x, y] is free of x, the other is testing whether a rational function is
(g)-summable or not with respect to x. The first subproblem is easy and the second
one can be solved by Abramov’s algorithm and its g-analogue for univariate rational
summation.

4 Conclusion

We conclude this paper by recalling the following open problem proposed in [12]:

Problem 1 Develop an algorithm which takes as input a multivariate hypergeo-
metric term 4 in m discrete variables k1, ..., k,,, and decides whether there exist
hypergeometric terms gi, ..., g such that

h = A](gl) + -+ Am(gm)-

Here, A; is the forward difference operator with respect to the variable &;, i.e.,
Aiflky, oo ky) = flky, .o ki + 1,000 k) — flky, oo ki ooy k).

A solution of this problem would be an important step towards the development
of a Zeilberger-like algorithm for multisums. Together with the results in [16, 21],
the exactness criteria in previous section enable us to completely solve the above
problem in the case of bivariate rational functions. The summability criteria in [16,
21] were used in [11] to derive some conditions on the existence of telescopers
for trivariate rational functions. Hopefully, the results in this paper can be used to
solve the corresponding existence problems for the three mixed cases. An answer
to the above open problem may analogously allow for the formulation of existence
criteria for telescopers in the multivariate setting. In the long run, we would hope
that a multivariate Gosper algorithm serves as a starting point for the development
of a reduction-based creative telescoping algorithm for the multivariate setting. A
necessary condition for bivariate hypergeometric summability has been given in [18]
with applications to proving congruences for double sums in [24] but the summability
criterion in this case is still missing and further new ideas and tools are needed to be
developed.
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1 Introduction

g-Hypergeometric terms are basic objects in g-analysis. An important question con-
cerning g-hypergeometric terms is to decide whether such a term is the g-difference
of another term of the same kind. This question is referred to as the g-summability
problem, which can be solved by a direct g-analogue of Gosper’s algorithm devel-
oped by Koornwinder in [12], or an algebraically motivated g-analogue by Paule
and Riese in [14]. Both analogues need to compute a polynomial solution of some
auxiliary linear g-recurrence equation of first order.

An alternative approach to dealing with g-summability problem is to decompose
a given g-hypergeometric term as the sum of two terms of the same kind such that the
former is g-summable and the latter is minimal in some technical sense. Moreover,
the latter is zero if and only if the given term is g-summable. How to compute such
a decomposition is referred to as the g-additive decomposition problem.

A rational function over a field of constants can be viewed as a usual hyper-
geometric or a g-hypergeometric term. For the usual shift case, Abramov in [1]
developed an algorithm to decompose a rational function into a summable rational
function and a nonsummable one whose denominator is of least possible degree.
Moreover, a rational function is summable if and only if the nonsummable one in its
additive decomposition is equal to zero. Abramov’s algorithm can be easily adapted
for solving the additive decomposition problem in the g-shift case. Both Abramov’s
algorithm and its g-analogue do not require computing polynomial solutions of any
auxiliary (g-)recurrence equation. Schneider in [15] worked out a general approach
to decomposing a rational function over a nonconstant difference field under the
assumption that some parametric linear recurrence equation of first order is solvable
in the difference field.

Abramov and PetkovSek developed an algorithm for computing an additive
decomposition for usual hypergeometric terms in [2, 3]. We call it the Abramov-
Petkovsek reduction. Their algorithm needs to compute polynomial solutions of
some auxiliary recurrence equation. Part of the Abramov-Petkovsek reduction is
translated to the g-case by Chen et al. in [9] on the way to establish a criterion on the
termination of the g-analogue of Zeilberger’s algorithm. Chen et al. in [6] present
a modified Abramov-Petkovsek reduction for usual hypergeometric terms to avoid
computing polynomial solutions of any auxiliary recurrence equation. This feature
is crucial for reduction-based creative-telescoping methods.

The goal of this paper is to further develop a g-analogue of the modified Abramov-
Petkovsek reduction, which provides a solution to the g-additive decomposition prob-
lem. The analogue also avoids solving any auxiliary g-recurrence equation. Similar
to the modified Abramov-Petkovsek reduction, it consists of two steps, namely, shell
and polynomial reductions. In the usual shift case, the shell reduction was carried out
by calculating dispersions and partial fraction decomposition. When implementing its
g-analogue in Maple, we observe that a combination of g-shift homogeneous factor-
ization [3, 13] with the above two calculations yields an overall better performance.
This is because the partial fraction decomposition of g-rational functions tends to be
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faster when their denominators split into powers of irreducible factors, which is par-
ticularly true when q is an indeterminate. So the step for shell reduction is described
in terms of g-shift homogeneous factorization. Moreover, in order to obtain g-shift-
free denominators, we need to allow some numerators to be Laurent polynomials,
which complicates the step for polynomial reduction. Experimental results illustrate
that the g-analogue of the modified Abramov-Petkovsek reduction outperforms g-
Gosper’s algorithm when the g-dispersions of the denominators of shells become
large. Please see Sect.6 for more details. Hopefully, this g-analogue may enable
us to develop a reduction-based creative-telescoping method for g-hypergeometric
terms in a similar way as in [4, 6].

2 Summability and Congruences

Throughout the paper, let C be a field of characteristic zero, and o be an auto-
morphism of C[x] such that C is the subfield of constants with respect to . Then
o(x) = Ax + pn with A € C\{0} and u € C, where either u # 0 or A # 1 (cf. [11]).
We call o the usual shift operator if (A, u) = (1, 1); and call it a g-shift operator if
(&, w) = (g, 0), where g is not a root of unity. The automorphism o can be naturally
extended to C(x). Let A be the difference operator 0 — 1 on C(x), where 1 stands
for the identity map from C (x) to itself.

Let R be aring extension of C (x). Assume that o can be extended to a monomor-
phismof R. Anelementr € Riscalledaconstantif o (r) = r. The subset of constants
in R forms a subring, which is denoted by Ckg.

An invertible element T of R is said to be hypergeometric with respect to o
or o-hypergeometric for short if its o-quotient o(T)/T belongs to C(x). Every
nonzero element of C(x) is o-hypergeometric. When o is a g-shift operator, o -
hypergeometric terms are also called g-hypergeometric terms. All conclusions in
this section are valid for general o -hypergeometric terms.

Two o-hypergeometric terms are said to be similar if their ratio belongs to C(x).
A o-hypergeometric term 7 is said to be summable if there exists another o-
hypergeometric term G such that T = A(G). It is straightforward to verify that two
o-hypergeometric terms 7 and G are similar if 7 = A(G). A key idea on determin-
ing summability of a given o -hypergeometric term 7 is to write T = f H, where f
is a nonzero element of C(x), and H is another o-hypergeometric term whose o -
quotient satisfies certain properties (see [2]). With such a multiplicative decompo-
sition at hand, we see that determining the summability of 7 amounts to finding a
rational function g such that f H = A(gH). Assume that K is the o-quotient of H.
Then f H is summable if and only if f = Ko (g) — g for some g € C(x). In other
words, determining the summability of f H amounts to finding a rational solution
of the first-order linear recurrence equation Ko (z) —z = f.

Let us formulate the above deduction in a different way, which will be convenient
to describe various congruences in the sequel. Let K be a nonzero rational function
in C(x). Then Ko is a C-linear automorphism of C(x) that maps f to Ko (f).
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We define a C-linear map Ax = Ko — 1 from C(x) to itself. Then, for any o-
hypergeometric term H with o (H)/H = K, we have f H is summable if and only
if f € im(Ag). This image is a C-linear subspace contained in C(x).

Our reduction in the sequel relies on four congruences modulo the image of Ag.
The first two congruences are given below.

Lemma 2.5 Let K be anonzero rational functionin C (x). Then, forevery f € C(x),
f=Ko(f) mod im(Agx) and f = (K(r)’l(f) mod im(Ag).

Proof The first congruence follows immediately from the definition of Ak . To prove
the second one, we note that K o is a bijection. Therefore, there exists g € C(x) such
that f = Ko (g). By the first congruence, g = Ko (g) mod im(Ag). Replacing g
with (Ko)~!( f) yields the second congruence. m|

Corollary 2.1 Let K be a nonzero rational function of C(x). Then, for every f €
C(x) and m € N, we have

m—1

f=o"(H]o'(K) mod im(Ax)

i=0

and

f= a’m(f)nofi (K’l) mod im(Ag).
i=1

Proof By Lemma 2.5 and a straightforward induction, we see that
f=(Ko)"(f) mod im(Ag) and f = (Ko)"(f) mod im(Ag).
The corollary follows from the definition of Ko and its inverse. O

The two congruences in the above corollary will be called the forward and back-
ward congruences, respectively.

Remark 2.2 The two congruences in Lemma 2.5 can be translated into two equalities:

f=24x(=f)+Ko(f) and f = Ax(g)+ (Ko) ' (f),

where g = (Koo)' (f). It follows that both forward and backward congruences can
be translated into equalities.

The notions of shift and g-shift reduced rational functions are introduced in [2]
and [9], respectively. We extend them slightly, because the next two congruences
hold in both shift and g-shift cases. Let K € C(x) be a nonzero rational function
with numerator # and denominator v. We say that K is reduced with respect to o or
o-reduced for short if u and o’ (v) are relatively prime for all i € Z.
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Lemma 2.6 Let K € C(x) be a o-reduced rational function with numerator u and
denominator v. Then, for every a € C[x] and n € N, there exist two polynomials b,
and b, in C[x] such that

a by a

. b .
W57 mod im(Ag) and mzf mod im(Ag).
i=0 j=1

Proof We prove the first congruence by induction on n. Let w, = [['_, o' (v). The

congruence is trivial when n = 0. Assume that it holds for n — 1. Setting f = a/w,
in the second congruence in Lemma 2.5, we see that

1 fav o (a) .
o —— | = ——— mod im(Ag).
W, U w10~ (u)

a
Wy
Since K is o-reduced, ged(w,—1, o~ '(u)) = 1, there exist e;, e; € C[x] such that

o (a) ey e

2 .
- d im(Ag).
Wy—10 7 w)  w,— o) a2

a
Wy
By the induction hypothesis, the first summand is congruent to b /v for some b]
in C[x]. Setting f = e>/o " (u) in the first congruence in Lemma 2.5, we see that
the second summand is congruent to o (ey)/v. Setting b; = b} + o (e) establishes
the first congruence in this lemma.
To prove the second congruence, we notice that the product in the denominator
equals one when n = 0 and then there is nothing to show in this case. Forn = 1, we
set f = a/o~'(u) in the forward congruence in Lemma 1 to get

a ( a ) o (a) .
Ko = mod im(Ag),
v

o) o~ (u)

which is exactly the second congruence with n = 1. The induction can be completed
in a similar way as in the proof of the first congruence. O

Remark 2.3 In the above proof, all congruences are obtained from the congruences
in Lemma 2.5. So they can be translated into equalities by Remark 2.2.

3 Kernels, Shells and o -Factorizations in the g-Case

From now on, we assume that ¢ is an automorphism of C(x) such that o (x) = ¢ x,
where ¢ is neither zero nor any root of unity in C. According to [14], a polynomial
p in C[x] is said to be g-monic if p(0) = 1. Assume that p is g-monic. Then so is
o'(p) foralli € Z.If, moreover, p is irreducible, then o/ (p) and p are coprime for
alli € Zwithi # 0.Let f be anonzero rational function in C (x) with denominator a
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and numerator b. By a factor of f, we mean a factor of either a or b. We say that f
is g-monic if both a and b are g-monic.

For anonzero rational function f in C (x), there exist a o -reduced rational function
K and a nonzero rational function S such that

o (S)
f=K 5
We call K a kernel and S the corresponding shell of f. They can be computed by
gcd-calculations (cf. [9]).

Recall that an element of C(x) is proper if its numerator has degree lower than
that of the denominator, and that it is a Laurent polynomial if the denominator is
a power of x. All Laurent polynomials in C(x) form a subring, which is denoted
by C[x, x~']. Every nonzero rational function can be decomposed as the sum of a
Laurent polynomial and a proper rational function whose denominator is g-monic.
This decomposition enables us to deal with Laurent polynomials and proper rational
functions with g-monic denominators separately. A

A nonzero Laurent polynomial f can be written in the form »;_  ¢;x’, where
m,n € Z withm < n and ¢, Cpys1, - - ., ¢y € C with ¢,,¢,, # 0. We call n the head
degree of f and m the tail degree of f. They are denoted by hdeg(f) and tdeg(f),
respectively. Moreover, we define hdeg(0) = —oo and tdeg(0) = +o00. Such a con-
vention agrees with the inequalities: for all f, g € C[x, x~'],

hdeg(f + g) < max(hdeg(f), hdeg(g)) and tdeg(f + g) > min(tdeg(f), tdeg(g)).

Furthermore, the ring of Laurent polynomials in o over Z, denoted by Z[o, o ~'], is
useful to describe a number of notions uniformly in the sequel.
Let p be a nonzero polynomial and @ = Y 7 k;o' be in Z[o, o ~']. We define

p=[Te' "

i=m

Clearly, p“ is a polynomial if and only if & belongs to N[o, o ~'].

Accordingto[11, Definition 11] and [3, Definition 1], two irreducible polynomials
a, b € C[x] are said to be equivalent with respect to o or o-equivalent for short
if a | o' (b) for some i € Z. The o-equivalence of two polynomials can be easily
recognized by comparing coefficients. A rational function f € C(x) is said to be
q-shift homogeneous if all nonconstant irreducible factors of the numerator and
denominator of f belong to the same o -equivalence class.

For any nonzero rational function f € C(x), by grouping together o-equivalent
factors of its numerator and denominator, it can be written in the form

f=cx"T]p 1)
i=1
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wherec € C\{0},m € Z,s € N,a; € Z[o, 0], p; € C[x]is nonconstant, g-monic
and irreducible fori = 1, ..., s, and the p;’s are pairwise inequivalent with respect
to o. Each p; is both g-monic and g-shift homogeneous. Note that there are many
different ways to express p;" in (1), because

@ ot o’ftx,'
P = (Pi )

for all £ € Z. Nonetheless, the g-monic and g-shift homogeneous components p;"’s
are uniquely determined by f, since C[x] is a unique factorization domain. So we
call (1) the g-shift-homogeneous factorization of f or o-factorization for short.

Let f be a nonzero rational function in C(x), and p be a g-monic and irreducible
polynomial of positive degree. Then there exists a unique element « € Z[o, 0]
such that f/p® has no factor o -equivalent to p. We call « the o -exponent of p in f.
In addition, the multiplicity of x in f is also called the o -exponent of x in f.

Note that a rational function K is o -reduced if and only if, for every nonconstant,
g-monic and irreducible polynomial p, the nonzero coefficients of the o-exponent
of p in K have the same sign. The next proposition describes a special property of
o-reduced rational functions and will be used to distinguish rational and irrational
g-hypergeometric terms.

Proposition 3.1 Let r be a o -reduced rational function in C(x). Ifr = o*(f)/f for
some f € C(x) and k € Z, then r is a power of q.

Proof The conclusion clearly holds if k = 0. Assume that & is nonzero and that the
o -factorization of f is given in (1). Suppose that s > 0. Then

r=q"pi" - pl,
where m € Z and 8; = o*o; — a; # 0 for all i with 1 < i < s. It follows that 8;
must have both positive and negative coefficients. On the other hand, the coefficients

of B; are either all nonpositive or all nonnegative, because r is o-reduced. This
contradiction implies that s = 0, i.e.,r = qk”‘. 0O

Corollary 3.2 Let T € R be a q-hypergeometric term. Assume that K is a kernel
ofo(T)/T. Then K is a power of q if and only if T is of the form cf for some c € Cg
and f € C(x).

Proof Assume that K = g™ for some integer m. Theno (T)/T = q" o (S)/S, where
S is the corresponding shell of o (7T)/T with respect to K. It follows from the
equality ¢ = o (x™)/x™ that T/(x™S) is a constant, say c, of the ring R. Thus T =
cx™S. Taking f = x™S yields the assertion. Conversely, assume that T = c¢f with
ceCrand f € C(x). Then o(T)/T =0 (f)/f = Ko (S)/S. Thus, K =o(r)/r
with » = f/S, which belongs to C(x). By Proposition 3.1, K is apowerof g. O
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Note that R can be chosen so that Cr coincides with the field C if C is further
assumed to be algebraically closed. Indeed, with an algebraically closed field C, we
are able to construct a Picard-Vessiot extension of C (x) that having no new constants
and containing all o-hypergeometric terms that interest us (cf. [5, 10]).

4 Shell Reduction

Let T be a g-hypergeometric term whose o -quotient has a kernel K and the cor-
responding shell S. Then there exists another g-hypergeometric term H with o-
quotient K such that T = SH, which is called a multiplicative decomposition of T .
We are going to reduce the shell S modulo im(Ag) to a rational function r, which
is minimal in some sense. The reduction leads to T = A(G) + r H for some g-
hypergeometric term G. Some special properties of » and H will make it easy to
decide the g-summability of 7. We begin with a description on the properties that »
should satisfy.

Definition 4.4 A nonzero and g-monic polynomial f € C[x] is called g-shift-free
or o -free for short if gcd(f, o' (f)) = 1 for all nonzero integer i.

The reader may find a more general definition of g-shift free polynomials in [9].

Remark 4.1 For a nonzero polynomial with the o-factorization given in (1), the
polynomial is o-free if and only if m = 0 and every «; is a monomial in N[o, o ~'].

Definition 4.5 Let K € C(x) be a o-reduced rational function whose numerator
and denominator are u# and v, respectively. A nonzero polynomial f € C[x] is said
to be strongly coprime with K if gcd(o? (f), u) = ged(o = (f),v) = 1 foralli € N.

Remark 4.2 Let the o-factorization of a nonzero polynomial f be given in (1).
Assume that A; and p; are the o -exponents of p; inu and v, respectively,i =1, ..., s.
Then f is strongly coprime with K if and only if

tdeg(o;) > hdeg();) and hdeg(e;) < tdeg(u;) foralli with 1 <i <.

The next lemma is used to verify the minimality of our additive decomposition in
the sequel.

Lemma 4.1 Let K € C(x) be a o-reduced rational function with numerator u and
denominator v. Let g € C(x) with denominator d, which is o-free and strongly
coprime with K. If there exist two rational functions g and r such that

v(g —8) — (uo(r) —vr) € Clx,x '], 2)

then the degree of d is no more than that of the denominator of g.
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Proof Let d be the denominator of g. There is nothing to show if d € C. Now
assume that d ¢ C and consider a nontrivial irreducible factor p € C[x] of d with
multiplicity k. Since d is strongly coprime with K, it is coprime with v. Since d is
o-free, it suffices to prove that o¢(p)* | d for some ¢ € Z. To this end, we let e be
the denominator of 7. Suppose that p* does not divide d, otherwise we have done.
Then it follows from (2) that either p* | e or p* | o (e).

If p* | e, then there is an integer £ > 1 such that o*~!(p)¥ | e but a*(p)* {e.
Moreover, o*(p)* | o(e). On the other hand, o‘(p) 1 d because d is o-free; and
a‘(p) 1 u because d is strongly coprime with K. Thus, (2) implies that o*(p)* | d.

If p* | o (e), then there is an integer £ < —1 such thato*(p)* | ebuta®'(p)k 1 e,
i.e.,a’(p)* { o(e). Observe that o (p) 1 d because d is o-free, and o* (p) { v because
d is strongly coprime with K. Thus, o¢(p)* | d by (2). O

Now, we describe how to perform shell reduction “locally”.

Lemma 4.2 Let K € C(x) be a o-reduced rational function with numerator u and
denominator v. Let f € C(x) be a nonzero rational function with denominator p?,
where p € C[x]isnonconstant, q-monic and irreducible and « € N]o, o). Assume
that . and [ are the o-exponents of p in u and v, respectively. Then we have the
following two assertions.

(i) If w = 0, then, for every integer £ with £ > hdeg(w), there exist k in N and a, b

in C[x] such that

b
f=——+2 mod im(Ag). 3)
p \%

(ii) If » = O, then, for every integer £ with £ < tdeg(«), there exist k in N and a, b
in C[x] such that (3) also holds.

Proof If ¢ = 0, then f € C[x]. Sowe justneedtosetk =0,a = f and b = 0, and
assume that « is nonzero in the rest of the proof.

(i) Assume that @ = Zl":m kio', where m < n, k; € N and k,,k, # 0. Since p is
g-monic and irreducible, the polynomials p°", p°""', ..., p°" are pairwise coprime.
Then we have a partial fraction decomposition f = >_!_ f;, where f; is either zero
or has the denominator p"f"' foralli withm <i <n.

Assume that f; is nonzero. By the forward congruence in Corollary 2.1, for every
integer £ with £ > n, there exists g; € C[x] such that

f= il mod im(Ag).
phio’ Hf;lof] ol (v)

It follows from pu = 0 that p“[ is coprime with any g-shifts of v. Then there exist
two polynomials g;, a; in C[x] such that

a; + El,'
kiot l—i—=1 _;
Pt T o)

fi= mod im(Ag). “4)
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Applying the first congruence in Lemma 2.6 to the second summand in the right-hand
side of the above congruence, we find b; € C[x] such that

a;

fi = e

bi
+ — mod im(Ag).
v

Summing up all these congruences yields

a b .
f= —= + — mod im(Ag),
P
where a, b € C[x] and k € N with k < max(k,,,, kppi1s ..., kn).

(ii) The congruence (3) can be proved by a similar argument, in which we use the
backward congruence in Corollary 2.1 and the second congruence in Lemma 2.6.
Moreover, A = 0 implies that p”[ is coprime with any g-shifts of u. Therefore, a
partial fraction decomposition similar to (4) holds, in which o/ (v) is replaced with
o~/ (u) and j ranges from 1 toi — £. i

The above lemma leads to a key step for the shell reduction.

Corollary 4.1 Let K, f, p and a be the same as those in Lemma 4.2. Then there
exist two polynomials a, b € C[x] and a monomial B € N[o, 0~ such that

a

+ mod im(Ag). (5)

< |

Moreover, p? is both o -free and strongly coprime with K.

Proof Let A and u be the o-exponents of p in u and v, respectively. Then either A
or u is zero since K is o-reduced.

First, assume that p* is strongly coprime with K. Set £ = hdeg(«) when @ = O or
{ = tdeg(a) when A = 0. By Lemma 4.2, the congruence (5) holds in which g = kot
is a monomial. Hence, p” is o-free and strongly coprime with K.

Second, assume that p® is not strongly coprime with K. Then either tdeg(«) is
no greater than hdeg(A) or hdeg(«) is no smaller than tdeg(u).

If tdeg(o) < hdeg(A). then neither o nor A equals zero. Thus, u = 0 because K
is o-reduced. Set £ = max (hdeg(«), hdeg(r) + 1). By Lemma 4.2 (i), the congru-
ence (5) holds, in which g is a monomial. Consequently, p/3 is o-free. Moreover, it
is strongly coprime with K, as tdeg(f) > hdeg(A) and hdeg(8) < tdeg(u) = +oo.

If hdeg(a) > tdeg(w), then neither @ nor w is zero. So A = 0. The congruence (5)
holds by Lemma 4.2 (ii), in which £ is set to be min (tdeg(«), tdeg(u) — 1). ]

The main result of this section is given below.

Theorem 4.4 Let K € C(x) be a o-reduced rational function whose numerator and
denominator are u and v, respectively. For every rational function f € C(x), there



A g-Analogue of the Modified Abramov-Petkovsek Reduction 115

exists a proper rational function g € C(x) and a Laurent polynomial h € C[x, x™']
such that

h
f=g+ ; mod im(Ag) (6)

with the property that the denominator of g is o-free and strongly coprime with K.
Moreover, the denominator of g is of minimal degree in the sense that if there exists
another pair (g, h) with § € C(x) and h € C[x, x~'] such that

f=g+ mod im(Ag) (7

< | S

then the degree of the denominator of g is no greater than that of g. In particular,
g=0if f €im(Ag).

Proof Letcex™ [1i_, p{" be the o -factorization of the denominator of f, as described

in (1). Then a partial fraction decomposition of f is

f=a+Y fi
i=1

where a is a Laurent polynomial and f; is proper with denominator p;" fori = 1,
..., 5. By Corollary 4.1, we have, for all i with 1 <i <,

i b .
fi= a_ﬂ + — mod im(Ag),
%

28

where a;, b; € C[x] and pf} " is o-free and strongly coprime with K. Then (6) holds
with g = > 1 a;/ piﬂ “and h = va + Y_;_, b;. Note that the irreducible polynomi-
als py, ..., ps are g-monic and mutually inequivalent with respect to o. Thus, the
denominator of g is o-free. It is clearly strongly coprime with K. Moreover, g is
proper since the forward and backward congruences do not change the degrees.

It remains to verify that the degree of the denominator of d is minimal. Assume
that there exist g € C(x) and heC [x, x~'] such that (7) holds. By (6) and (7), there
exists a rational function » € C(x) such that

h u . h
g+-—=—o(r)—r+g+-.
v 1% 1%

Clearing the denominators in this equality, we see that deg(d) is no greater than
the degree of the denominator of ¢ by Lemma 4.1.

Assume that f € im(Ag). Then f =0 mod im(Ag). Taking g = h=0in(7)
implies that g € C[x] by the minimality of deg(d). Since g is proper, it is zero. O

Remark 4.3 On the way to compute g and 4 in (6), we can obtain another rational
function r such that
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h
f =AK(V)+8+;s
because all the reductions are based on the forward and backward congruences, which
can be easily transformed into equalities, as described in Remark 2.2.

Let us translate Theorem 4.4 into the g-hypergeometric setting. This leads to a
g-analogue of Proposition 3.3 in [6].

Corollary 4.2 Let T be a q-hypergeometric term whose o -quotient has a kernel K
with the denominator v. Then we have the following assertions.

(i) There exist two rational functions r,g € C(x), a Laurent polynomial h €
Clx, x~ ", and a g-hypergeometric term H with o (H)/H = K such that

T:A(rH)—l—(g—I—%) H.

Moreover, g is proper, and its denominator is o -free, strongly coprime with K.
(ii) If T is g-summable, then g = 0.

Proof (i) Let S be the shell of o(T')/ T corresponding to K. By Theorem 4.4,
h .
S=g+4+— mod im(Ag), )
v

where g is a proper rational function whose denominator is o-free and strongly
coprime with K, and & belongs to C[x, x~']. Consequently, there exists r € C(x)
such that

h
S=Ko(r)—r+g+—.
y

Set H=T/S. Theno(H)/H = K. It follows that
h

T=A(0rH)+|g+—-)H.
v

(i) Assume now that T is g-summable, that is, SH is g-summable, which is
equivalent to the fact S € im(Ag). Therefore, g = 0 by Theorem 4.4 and (8). m|

The shell reduction for g-hypergeometric terms renders us an additive decompo-
sition for g-rational functions.

Corollary 4.3 For T € C(x), there exist f, g € C(x) and ¢ € C such that
T=A(f)+g+c, )

where g is a proper rational function with o -free denominator d. Moreover, if there
exist f, g in C(x) and ¢ in C such that
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T=A(f)+§+¢ (10)

then deg(d) is no greater than the degree of the denominator of g. In particular, T
is g-summable if and only if g = ¢ = 0.

Proof Let K be a kernel of o(T)/T. By Corollary 3.2, K = g™ for some m € Z.
So we may take 1 as the denominator of K. By Corollary 4.2 (i), there exist a
rational function r € C(x), a proper rational function s € C(x) with o-free denom-
inator d, a Laurent polynomial ¢ € C[x, x~!], and a g-hypergeometric term H with
o-quotient ¢ such that T = A(rH) + (s +¢) H. Thus, H belongs to C(x), and,
consequently, is equal to ¢’x™ for some ¢’ € C. It follows that

T = A(rx™) + /sx™ 4+ tx™,

Moreover, we can split ¢’sx™ into the sum of a Laurent polynomial and a proper ratio-
nal function g whose denominator is equaltod.So T — A(c¢'rx™) — g € C[x, x 1,

which, together with the fact

cixizA( ,Ci 1xi> foralli € Z withi A0 and ¢; € C,
ql_

implies that (9) holds.
It follows from (9) and (10) that

g—8—(c(f=NH—(f = D) eclral

Setting # = 1 and v = 1 in Lemma 4.1, we see that deg(d) is no greater than the
degree of the denominator of g.

If both g and ¢ in (9) are equal to zero, then T is clearly g-summable. Conversely,
assume that T is g-summable. Then one can choose both g and ¢ to be zero in (10). It
follows from the minimality of deg(d) that g = 0. Consequently, ¢ is g-summable,
and, thus, ¢ = 0. 0O

Corollary 4.3 is derived from the shell reduction. It may also be obtained by
translating the results in [1] directly into the g-case.

At last, we turn the proof of Theorem 4.4 into an algorithm, named after ShellRe-
duction. To this end, we need to assume that one can factor univariate polynomials
over C in the rest of this paper. For example, C is an algebraic number field over Q
or the field of rational functions in several variables other than x over Q.

ShellReduction. Given a o-reduced rational function K € C(x) whose numerator
and denominator are u and v, respectively, and a nonzero rational function f € C(x),
compute two rational functions r, g € C(x) and a Laurent polynomial 2 € C[x, x~!]
such that

h
fZAK(V)‘*‘g‘F;’
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and g is proper whose denominator is o -free and strongly coprime with K.

1. Compute the o-factorization cx™ p}' - - - p% of the denominator of f, where ¢ €
C\{0},m € N, py, ..., ps are g-monic and irreducible in C[x]\C, inequivalent
to each other with respect to o, and «y, .. ., o belong to N[o, o~ 1\{0}.

2. Compute the partial fraction decomposition of f to get

f=a+d s
i=1

where a € C[x, x~'] and fi is proper with denominator pf” fori=1,...,s.
3. For i from 1 to s do the following. Apply Corollary 4.1 to f; and find a rational
function r; in C(x), a;, b; in C[x] and a monomial B; in N[o, o~!] such that

a; b;
fi= AK(Vi)-F%—i-—l.
i y
Di
4. Set
S 5 a: s
ri= ri; g=2%, h::va+Zb,
i=1 i=1 p i=1
and return.

Example 4.3 Let (q; q), := [['_,;(1 — ¢') be a g-Pochhammer symbol and

T() = (¢ q)n’
1+¢g"
which is a g-hypergeometric term witho (T (n)) = T (n + 1) and¢” = x. Thentheo-
quotient of T has akernel K = —gx + 1 and the corresponding shell S = 1/(x + 1).
Shell reduction yields
1 0
S=4xk0) + ——+ -
k(0 e 1y
where v = 1 and the second summand is nonzero. By Corollary 4.2 (ii), T is non-
summable.

Example 4.4 Let T = —¢"*'(q: q),. Then a kernel K of the o-quotient of T is
equal to —g%x + ¢ and the corresponding shell S is equal to 1. According to the shell
reduction algorithm, S = Ag(0) + 0+ 1/v, where v = 1. But T is g-summable as
T =Aq; 9n)-

The above example illustrates that the shell reduction cannot decide g-summability
completely. One way to proceed is to find a Laurent polynomial solution of an aux-
iliary first-order linear g-recurrence equation, as in the usual shift case [2, 3]. We
show how this can be avoided in the next section.
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5 Reduction for Laurent Polynomials

Corollary 4.2 (ii) provides us with a necessary condition on the summability of g-
hypergeometric terms. To obtain a necessary and sufficient condition, we confine the
numerator 4 in (6) into a finite-dimensional linear subspace over C. This idea was
first presented in [4], and has been extended in various ways [6-8].

To deal with Laurent polynomials whose tail and head degrees are arbitrary, we
shall first reduce negative powers and then positive ones. To guarantee the termination
of our reduction, we introduce the notion of reduction index, abbreviated as rind. For
a Laurent polynomial f € C[x, x~!],

tdeg(f) if tdeg(f) <O
rind(f) :=
hdeg(f) if tdeg(f) >0

Note that rind(0) is equal to —oo, and that nonzero Laurent polynomials with
distinct reduction indices are linearly independent over C.

Lemma 5.1 Let K € C(x) be a o-reduced rational function with numerator u and
denominator v. Define

ok : Clx,x™'1 — C[x,x™1]
f — uo(f)—vf.

Then we have the following assertions.

(i) The C-linear map ¢ is injective if K is not a power of q.
(ii) Define

im(¢g) " = span; {xd | d # rind(p) forall p € im(gbK)} .

Then C[x, x~ '] = im (¢g) ® im(pg)".

Proof (i) Assume that K is not a power of g. If ¢ (f) = 0 for some f € C[x, x~!],
then either f =0 or v/u = o (f)/f. The latter implies that K is a power of g by
Proposition 3.1, which is impossible. So f = 0, that is, ¢k is injective.

(i) By the definition of im(¢x) ", we have im(¢x) Nim(¢x) " = {0} and there is
a Laurent polynomial

f € im(¢g) Uim(px) "

such that rind( f,,) = m for every integer m € Z. Set B = { f,, | m € Z}, which con-
sists of linearly independent Laurent polynomials. It suffices to show that B is a
C-basis of C[x, x']. Let g be a nonzero Laurent polynomial whose reduction index
equals r.

Case 1. Assume that » > 0. Then g is a C-linear combination of fy, fi, ..., f.
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Case 2. Assume that r < 0. Then there is a C-linear combination % of f,, f.41, ...,
f—1 such that g — & is of nonnegative tail degree. It follows from case 1 that g — h
belongs to the span of B over C, and so does g.

Hence, B is a C-basis of C[x, x~!]. O

The map ¢k defined in the above lemma is called the reduction map for Laurent
polynomials with respect to K or the LP-reduction map for short when K is clear
from the context, and im(¢x) " is called the standard complement of im(¢k). The
LP-reduction map is equal to the restriction of vAg on C[x, x~!], where v is the
denominator of K.

The importance of standard complements is described in the next lemma.

Lemma 5.2 Let K be a o -reduced rational function with denominator v, and ¢k be
the LP-reduction map. If g € im(¢x)" and g/v € im(Ay), then g is equal to zero.

Proof Assumethatg € im(¢g)" and g/v € im(Ak). Itfollows from g/v € im(Ax)
that there exists f € C(x) such that

uo(f) —vf =g, (1)

where u is the numerator of K. Suppose that f is not a Laurent polynomial. Then
its denominator d has a nonconstant, irreducible and g-monic factor p. Let « be the
o-exponent of p in d with tail and head degrees k and ¢, respectively. Then o*(p) is
not a divisor of o (d). It follows from (11) that o*(p) divides v. Similarly, o “*!(p)
divides u, as it is a divisor of the denominator of o (f) but not a divisor of d. We
have reached a contradiction with the assumption that K is o-reduced. Thus, f is a
Laurent polynomial. Hence, g € im(¢g) Nim(¢pg) ", which implies that g = 0. O

Next, we develop an algorithm for projecting a Laurent polynomial onto the image
of an LP-reduction map and its standard complement, respectively.

Let K € C(x) be o-reduced but not a power of g. By Lemma 5.1 (i), im (¢ ) hasa
C-basis {¢x (x*) | k € Z}. From this basis, we can compute another C-basis whose
elements have distinct reduction indices, which will be referred to as an echelon
basis. With such a basis, we can project a Laurent polynomial by linear elimination.
To this end, we let K = u/v with u, v € C[x] and ged(u, v) = 1. Set

d d
u= E u;x' and v= E vix',
i=0 i=0

where the u; and v; belong to C foralli withO < i < d andd = max(deg(u), deg(v)).
So at least one of u, and v, is nonzero. Moreover, either u or vg is nonzero because
ged(u,v) = 1. Forall k € Z,

bk (xk) = (uoqk — vo) xk+ (ulqk — vl)xk+' +. 4 (uqu — vd) xk+e, (12)

We make a case distinction to construct respective echelon bases of im(¢g)
and im(¢x) ". In what follows, Z~ stands for the set of all negative integers.
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Case 1. Assume that, forallk € Z—, uoqk — vy is nonzero. Then the reduction index
of ¢k (xk) is equal to k for all k € Z~ by (12). To compute the reduction index of
bk (xk) for k € N, we need to consider two subcases.

Case 1.1. Assume further that uyq* — v, # 0 for all k € N. Then the reduction
index of ¢y (x¥) is equal to d + k for all k € N by (12). So the images of distinct
powers of x under ¢ ¢ have distinct reduction indices, and thus form an echelon basis
of im(¢g). It follows that im(¢x) " has a basis {1, Xy nn, xd_l} .

Case 1.2. Assume that uyq* — vy = 0 for some £ € N. The integer ¢ is unique,
because g is not a root of unity. Similar to case 1.1, the reduction index of ¢ (xk)
is equal to d + k for all k € N with k # €. However, the reduction index of ¢ (x*)
is less than d + €. Eliminating x*™~!, x?™=2, x4 from ¢ (x*) successively
by ok (Xl_l), bk ()CE_Z), ceey Ok (XO), we find cp_1,co_a,...,co € Candr € C[x]
with deg(r) < d such that

-1
¢k (x) =) cipx () +r.
i=0
Note that r is a nonzero polynomial in C[x], because ¢x (x°), ..., g (x*7'),

bk (x’z) are linearly independent over C. Thus, an echelon basis of im(¢k) is
{r}U{ox ") | k € Z with k # ¢} .

Consequently, im(¢x) " has a C-basis

deg(r)—1 . .deg(r)+1 d—1 _d+t
{1,x,...,x gr)=l - pdegy+1l -0 d=l oy }

Case 2. There exists a negative integer £ such that uog® — vy = 0. Then the integer £ is
unique. By (12), the reduction index of ¢ ¢ (xk) isequaltok forallk € Z~ withk # ¢,
while the reduction index of ¢ (xz ) is greater than ¢ and less than d. Eliminating
X X2 x ! from ¢k (x*) successively, we find ce41, ce42, ..., c—1 € C and
a nonzero polynomial r, € C[x] with deg(r,) < d such that

-1

¢k (x) = > gk (x') +re. (13)

i=0+1

We also need to consider two subcases.
Case 2.1. Assume that uyq* — v, # 0 for all k € N. Then the reduction index of
¢k (x*) is equal to d + k for all k € N. So im(¢x) has an echelon basis

ok () 1k e Z™ k # €} Ulrg U ok (x*) | k e N}.

Consequently, im(¢x) " has a C-basis
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4 deg(ry)—1 deg(ry)+1 d—1
{x,l,x,...,x glrg =1 ydegtro+l -y }

Case 2.2. Assume that uyq™ — vy = 0 for some m € N. The integer m is again
unique. By (12), the reduction index of ¢k (x¥) is d + k for all k € N with k # m,
and the reduction index of ¢k (x™) is a nonnegative integer less than d + m. So
there exist co, 1, ..., cn—1 € C and a nonzero polynomial r,, € C[x] with degree
less than d such that

m—1

¢x (x") =Y i (x)) + rm. (14)

j=0

Moreover, ry and r,, are linearly independent over C, for otherwise, the images

dx (x°) .k (xF) bk (671 k (60), Pk (), . ()

would be linearly dependent, a contradiction to Lemma 5.1 (i). Set p, = r; and

T'm if deg(r¢) # deg(ry,)
Pm =
lc(r)re — lc(re)r,  otherwise.

Then py, pn, and r¢, r,, span the same linear subspace over C, but the degrees of
pe and p,, are distinct elements in {0, 1, ...,d — 1}. It follows that im(¢g ) has an
echelon basis

{ox (") 1k € 27k # €} Upe, pud U [ (5*) [ k € Nk # m)
and that im(¢x) " has a C-basis
{xe, 1,x,..., xdﬁl,x‘””‘} \ {xdeg(l’«)’ xdeg(pm)} )

The above detailed case distinction leads to two interesting consequences. The
first one tells us that all elements in a standard complement are “sparse” Laurent
polynomials, as their numbers of terms are bounded.

Proposition 5.1 Let K = u/v, whereu,v € C[x]andgcd(u, v) = 1. Assume that K
is o -reduced and not a power of q. Then the standard complement of the LP-reduction
map is of dimension max(deg(u), deg(v)).

Proof 1t is immediate from the last conclusions in cases 1.1, 1.2, 2.1 and 2.2. m]

Example 5.1 Let u = x> +¢q'" and v = ¢*°x* + 1. Then K = u/v is o-reduced.
Note that uoq’“ — vy =0, and lc(u)q20 —lc(v) = 0, where ug and vy are the coef-
ficients of x° in u and v, respectively. It follows from (13) and (14) that r_;; and
o are polynomials of degrees 1 and 2, respectively. As rind(r_;;) # rind(ry), we
set p_1; =r_y; and pag = ry0. Thus, im(¢g)" = span.{x~!!, 1, x?*} by the last
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conclusion made in case 2.2. Consequently, every element of im(¢x) " has at most
three terms.

Second, the case distinction enables us to project a Laurent polynomial onto
im(¢x) and im(¢x) ", respectively.

LPReduction. Given a Laurent polynomial 2 € C|x, x 1, compute a € C[x, x 1
and b € im(¢g)" such that i = ¢k (a) + b.

1. If h = 0, then set a = 0 and b = O; return.

2. Findthe subset{f1, ..., fi} € Clx, x~!] consisting of the preimages of all poly-
nomials in an echelon basis of im (¢ ) whose reduction indices are no more than
hdeg(h) and no less than tdeg(h).

3. Order the echelon basis such that

rind(¢x (f1)) < -+ <rind(¢k (/) < rind(@k (fi+1)) < ... < rind(¢x (f5)).

with rind(¢k (f;)) < 0 and rind(¢g (fi+1)) = 0.
4. Fori =1,2,...,t,perform linear elimination to find ¢; € C such that

gi=h—> cipg(f) € Clx]+im(¢x) .

i=1
5. Fori =s,5s —1,...,t + 1, perform linear elimination to find ¢; € C such that

s

bi=g— ) cdx(f) €im(r)’.

i=t+1

6. Seta =3 !_, ¢ f; andreturna, b.

The truncated echelon basis in step 2 can be easily constructed according to the
above case distinction. In step 4, we eliminate all negative power of x in & except
those appearing in im(¢g)". In step 5, we eliminate all positive powers of x in g
except those appearing in im(¢x) " . Then the resulting Laurent polynomial b is the
projection of 4 on im(¢x) . Tracing back the two elimination processes, we obtain
the preimage of the projection of 4 on im(¢k ).

In summary, we have the following additive decomposition for irrational g-
hypergeometric terms.

Theorem 5.1 Let T be anirrational q-hypergeometric term whose o -quotient has a
kernel K. Let u and v be the numerator and denominator of K, respectively, and ¢
be the LP-reduction map. Then the following four assertions hold.

(i) There is an algorithm to compute a q-hypergeometric term H, two rational
functions f, g € C(x) and a Laurent polynomial p € im(¢g)" such that

T = A(fH) + (g+€) H, (15)



124 H.Duetal.

where the o-quotient of H is equal to K, g is proper, and its denominator is
o -free and strongly coprime with K.

(ii) p has at most max(deg(u), deg(v)) many nonzero terms.

(iii)  If there exist f,§ € C(x) and p € C[x, x~'] such that

T = A(fH) + (g+§> H, (16)

then the degree of the denominator of g is no greater than that of g.
(iv) T is g-summable if and only if both g and p are equal to zero.

Proof (i) Let S be the shell of o(T)/T with respect to K and H = T/S. Applying
the shell reduction algorithm to S, we obtain r, g € C(x) and h € C[x, x~'] such
that

T — AGH) + <g + ﬁ) H, (17)
\%

where g is a proper rational function whose denominator is o-free and strongly
coprime with K.

The LP-reduction algorithm computes two Laurent polynomials @ and p such
that i = ¢ (a) + pand p € im(¢g) . Hence, h = uo (a) — va + p. It follows that

h
—=K0(a)—a+£=Ak(a)+£,
v v v

which, together with (17), implies that (15) holds (setting f = r + a).
(i) It is immediate from Proposition 5.1.

(iii) Assume that both (15) and (16) hold. Then

s=AK(f)+g+§=AK<f>+§+§.

It follows from Theorem 4.4 that the degree of the denominator of g is no greater
than that of g.

@iv) If both g and p are equal to zero, then T is clearly g-summable. Conversely,
assume that T is g-summable. By (17) and Theorem 4.4, g = 0. Hence, (p/v)H is
also g-summable. In other words, p/v € im(Ag). By Lemma 5.2, p = 0. O

We now present an algorithm to decompose a g-hypergeometric term into a g-
summable term and a non-summable one, which determines ¢g-summability without
solving any auxiliary g-recurrence equation explicitly. The algorithm, named g-MAP,
is a g-analogue of the modified Abramov-Petkovs$ek algorithm.

q-MAP. Given a g-hypergeometric term 7', compute two g-hypergeometric terms
T, and T, such that T = A(T) + T, with the property that 7, is minimal in the sense
of Theorem 5.1 (iii) and 7 is g-summable if and only if 7, is zero.
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1. Compute a kernel K and the corresponding shell S of o(T)/T. Set v to be the

denominator of K. Set H =T/S.
2. Apply ShellReduction to S to find f, g € C(x) and & € C[x, x~'] such that

h
T:A(fH)+(g+;>H.
3. If K = g™ for some integer m, then compute a € Clx, x~!7and ¢ € C such that
hx" = A(a) +c,
according to the proof of Corollary 4.3 (In this case, v = 1 and H = x™). Set
T, := fx"4+a and T :=gx" +¢;
and return.
4. If K # g™ forany integer m, then apply LPReductionto / and finda € C[x, x ']
and b € im(¢g)" such that
h = ¢ (a) + b,

where ¢ is the LP-reduction map. Set

b
T =(f+a)H and T, := (g—l——) H;
v

and return.

Example 5.2 Consider the same term in Example 4.4. By shell reduction,

1
S=AK(O)+0+;,
where v = 1. Then apply the LP reduction on the numerator 1 to get
S = Ag(=(gx)") +0+0,

which implies that T is g-summable and T = A ((g; q)»).

6 Experimental Results

We have implemented our g-analogue of the modified Abramov-Petkovsek reduction
in the computer algebra system MAPLE 18, and compared with two analogues of
Gosper’s algorithm in [12, 14], respectively.
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The first analogue, named g-Gosper’s algorithm,' has three steps:

1. Compute a g-Gosper form (a, b, c) of the o-quotient of the input term.
2. Estimate degree bounds for a Laurent polynomial solution of a g-analogue of
Gosper’s equation in the form

ao(z) —o Y (b)z =c. (18)

3. Compute the Laurent polynomial solution by solving a linear system over C.

It takes little time to compute g-Gosper forms and estimate the head and tail degree
bounds of Laurent polynomial solutions of (18). So most of the time is spent on
solving a linear system over C.

The other g-analogue is named after g Telescope by the authors of [14]. It uses
greatest factorial factorization to compute three polynomials P, Q, R such that P is
coprime with both Q and R, and Q is coprime with every positive g-shift of R, and
then computes a polynomial solution of a variant of (18) in the form

Qo(Z)—RZ=P (19)

by solving a linear system over C. Our implementation of the g Telescope algorithm
is based on the description given in [14].
The test suite was generated by

n—1

a Ui
re , @0
p1 ot (p1) p2 ot (p2) g ViV

where

() a, p1, p» € Q(g)[q"] are random with deg(a) = 30, deg(p1) = deg(p2) =d,
where ¢ is transcendental over Q, and # is an integral variable;
(i) uy, uz, vy, v2 € Q(g)[g"] are random whose degrees are all equal to 1;
(i) £y1,4, e N.

In all the examples given above, the g-dispersion of p1o® (p1) p2o®(p,) is equal
to max(£y, £). All timings are measured in seconds on an OS X computer with
16 GB 1600 MHz DDR3 and 2.5 GHz Intel Core i7 processors.

Table 1 contains the timings of the g-Gosper’s algorithm (g-Gosper), g Telescope
algorithm (gTelescope) and the g-analogue of the modified Abramov-Petkovsek
reduction (g-MAP) for input 7 given in (20) with different choices of £; and ¢,.
In general, randomly-generated terms in the form (20) are non-summable. In this
case, both g-Gosper’s algorithm and gTelescope algorithm return a message “non-
summable”’; while the g-MAP algorithm not only determines the non-summability,
but also presents an additive decomposition. The experimental results illustrate that
the g-MAP algorithm outperforms the two g-analogues of Gosper’s algorithm when

'We thank Dr. Haitao Jin for sending us his maple scripts on g-Gosper’s algorithm.
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Table 1 Non-summable case: d = 5 and (£1, ;) varies

Algorithm | (¢, ¢7)

2,2) 2,3) 3,49 |44 4,5 (5,5 (5, 10) (10, 10)
q-Gosper 18.615 |45.718 | 99.296 | 125.136 | 271.063 | 328.437 | 3332.533 | 7707.963
gTelescope | 23.413 |46.952 |120.891 | 120.495 | 173.247 | 405.994 | 2541.752 | 7574.879
q-MAP 3355 | 4.626 8.182| 10.181| 12.829| 15.611 47.104 90.532

Table 2 Non-summable case: (£1, £2) = (1, 1) and d varies

Algorithm | d

1 5 10 15 20 25 30
q-Gosper 2.3 2.1 0.6 0.03 0.04 0.04 0.04
qTelescope | 3.1 3.8 1.7 0.5 0.8 1.3 1.8
q-MAP 39 1.6 5.5 323 150.4 517.1 1523.1

Table 3 Summable case: d = 5 and (¢, £;) varies

Algorithm | (¢, ¢7)

2,2) [(55) (5,10) |(10,10) |(10,20) |(20,20) |(20,30) | (30,30)
q-Gosper | 0.992 | 3.288 8.637 |13.481 76.261 | 104.880 | 383.131 479.860
gTelescope | 4.719 |13.464 |29.991 |42.078 |147.516 |256.348 |923.929 | 1823.568
qg-MAP 3.288 | 11.546 |18.939 |22.203 40.440 | 44.703 | 90.023 88.876

the degree d is equal to five and the g-dispersion of p;o* (p;) pro®(p») is greater
than one.

Table 2 contains the timings of the three algorithms for input 7' given in (20), in
which the g-dispersion of p,o(p)) poo®(p>) is equal to one. One can show that
the estimation on the degree bound in the second step of g-Gosper’s algorithm has
already implies that (18) has no Laurent polynomial solution when d > 15. Thus,
q-Gosper’s algorithm determines the non-summability of 7 instantly, and so does
the algorithm g Telescope.

Table 3 contains the timings of the three algorithms for input A(T"), where T is
the same as in Table 1. So all the input terms are g-summable. Both g-Gosper and
g Telescoper are either faster than or comparable with the g-MAP reduction when
£, and ¢, take small values. In this case, the g-dispersion of the denominator of the
input rational function in the shell reduction is less than or equal to 10. When the
g-dispersion is more than 10, the g-modified Abramov-Petkovsek reduction outper-
forms both of the g-analogues.

When the degree bound estimates are loose in g-Gosper’s algorithm, the g-
modified Abramov-Petkovsek reduction is markedly superior to g-Gosper’s algo-
rithm, as illustrated in the next example.
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Example 6.1 Let

_ @+ d"@ + ¢ +2)(x = D@ = Dx = 2)(¢%x = 2)
T(@F + DG 23+ 2)(gx — D(gMx = Digx —2)(g*'x —2)

f

be the o-quotient of some g-hypergeometric term 7.
Applying g-Gosper’s algorithm to the term A(T'), we compute a g-Gosper form
(a, b, ¢) of the o-quotient of A(T), where

a=x+g"MHx =D —=2) and b= (¢x>+ 1)(¢"%x — D)(gPx —2).

As the ratio of the leading coefficients, as well as that of the tailing coefficients,
is a power of g, the estimates on both head and tail degrees are not sharp. Indeed, the
bounds on head and tail degrees estimated in g-Gosper’s algorithm are 52 and —11,
respectively. But a Laurent polynomial solution of the g-Gosper equation is of head
degree 33 and tail degree 0. It takes about 35 to find the indefinite sum of A(T).

Similarly, 63 is the degree bound for a polynomial solution of (19) in the algo-
rithm gTelescope, and a polynomial solution of (19) is equal to x!! p, where p is a
polynomial of degree 33. It takes about 9 to find the indefinite sum of A(T').

On the other hand, g-MAP takes less than 0.3 s to find the indefinite sum, although
the case 2.2 happens in the LP-reduction.

Acknowledgements We thank the anonymous referee for helpful comments and valuable refer-
ences.
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Factorization of C-Finite Sequences

Manuel Kauers and Doron Zeilberger

Dedicated to Sergei A. Abramov on the occasion of his 70th
birthday

Abstract We discuss how to decide whether a given C-finite sequence can be written
nontrivially as a product of two other C-finite sequences.

Keywords Recurrence equations - Computer algebra + Closure properties

1 Introduction

It is well known that when (a,)52, and (b,);2, are two sequences that satisfy some
linear recurrences with constant coefficients, then the product sequence (a,b,);2
also satisfies such a recurrence. Sequences satisfying linear recurrences with constant
coefficients are called C-finite [8, 17, 19], and the fact just refered to is one of several
closure properties that this class of sequences enjoys. In this paper, we will consider
the inverse problem: given a C-finite sequence (c,)2, can we write it in a nontrivial
way as the product of two other C-finite sequences? This question is of interest in its
own right, but it is also useful in some applications in combinatorics. For example, the
celebrated solution by Kasteleyn, and Temperley-Fisher, of the dimer problem [3, 7]
as well as the even more celebrated Onsager solution of the two-dimensional Ising
model [10] can be (re)discovered using an algorithm for factorization of C-finite
sequences.

A C-finite sequence is uniquely determined by a recurrence and a choice of suf-
ficiently many initial values. The prototypical example of a C-finite sequence is the
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Fibonacci sequence (F,);2, defined by
Fn+2_Fn+1_FnZOa F0=0,F1=1.

Whether a C-finite sequence (c,);-, admits a factorization depends in general on
both the recurrence as well as the initial values. For example, the sequence (3" +
4" 4+ 6" + 8")° ), which satisfies the recurrence

Cnaa — 21cpy3 + 158¢,40 — 504¢,41 + 576¢, = 0,

can be factored as 3" + 4" 4+ 6" 4+ 8" = (1 + 2")(3" 4 4"), while the sequence 3" +
4" + 6" — 8", which satisfies the same recurrence, cannot be factored.

We shall consider a variant of the factorization problem that does not depend on
initial values but only on the recurrence equations. Linear recurrences may be viewed
as polynomials p = po + p1x +--- + pax? € k[x] acting on sequences (a,),-, via

P (@)nzy = (Poan + prans1 + - -+ + Palnia)yey-

For every fixed p € k[x], denote by V(p) the set of all sequences (a,);2, with
p - (ay);2y = (0)52,,1.e., the solution space of the recurrence equation encoded by p.
This is a vector space of dimension deg(p). For any two operators p, g € k[x] \ {0}
there exists a unique monic polynomial € k[x] such that V (r) is the vector space
generated by all sequences (a,b,);>, with (a,)52, € V(p) and (b,);2, € V(q),ie.,
Vir)=V(p)®@V(g). Wewriter = p®gq.

Our problem shall be to decide, for a given monic polynomial r € k[x], whether
there exist p, g € k[x] such that r = p ® ¢q. In principle, it is known how to do this.
Singer [12] gives a general algorithm for the analogous problem for linear differential
operators with rational function coefficients; the problem is further discussed in [6].
Because of their high cost, these algorithms are mainly of theoretical interest. For
the special case of differential operators of order 3 or 4 (still with rational function
coefficients), van Hoeij [15, 16] combines several observations to an algorithm which
handle these cases efficiently. For the recurrence case, Cha [1] gives an algorithm
for operators of order 3 with rational function coefficients.

Also the case of recurrence equations with constant coefficients has already been
considered. Everest et al. give an algorithm [2] based on a structure theorem of
Ritt [11]. This algorithm relies on Ge’s algorithm [4], which is efficient in theory but
according to our experience rather costly in concrete examples. An alternative algo-
rithm for the case of constant coefficients and arbitrary order was recently sketched
by the second author [19]. This description, however, only considers the “generic
case”. The present paper is a continuation of this work in which we give a complete
algorithm which also handles “degenerate” cases. Our algorithm is efficient in the
sense that it does not depend on Ge’s algorithm or on Grobner basis computations,
but it is inefficient in the sense that it requires a search that may take exponential
time in the worst case.
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2 Preliminaries

To fix notation, let us recall the basic facts about C-finite sequences. Let k be an
algebraically closed field.

Definition 1 1. A sequence (a,)5, is called C-finite, if there exist pg, ..., ps € k
with py # 0 # p, such that for all n € N we have poa, + - - - + paan+a = 0.
2. In this case, the polynomial p = py + pix + - - - + pgx? is called a character-
istic polynomial for (a,);2.
3. For p € k[x], the set V (p) denotes the set of all C-finite sequences whose char-
acteristic polynomial is p. It is called the solution space of p.

Theorem 1 [8, 13] Let p = (x — ¢1)" - - (x — ¢ € k[x] for pairwise distinct
D1, ... Om € k\{0}. Then V(p) is the k-vector space generated by the sequences

¢?7 DR n€1*1¢ll'l’

-1
¢£’7 DR nez ¢£‘5

It is an immediate consequence of this theorem that for any two polynomials
p.q € k[x] we have V(ged(p,¢q)) = V(p) N V(g) and V(em(p, q)) = V(p) +
V(q). The latter says in particular that when (a, )52, and (b,)52, are C-finite, then so

is their sum (a, + b,)°%,,. A similar result holds for the product: write p = [ /- (x —
¢;)¥ and g = ]_[ﬁzl(x — ;)% and define
r:=pQ®q:=Ilem], lcmﬁ-:l(x — ¢,»w,-)ef+5/‘“. (1)

Then r is a characteristic polynomial for the product sequence (a,b,)5>,. Note
that deg(p) + deg(q) < deg(r) < deg(p) deg(q) for every p, g € k[x] of degree at
least 2. Note also that p ® g = g ® p for every p, g € k[x].

Our goal is to recover p and g from a given r. The problem is thus to decide
whether the roots of a given polynomial r are precisely the pairwise products of the
roots of two other polynomials p and g. Besides the interpretation as a factorization of
C-finite sequences, this problem can also be viewed as the factorization of algebraic
numbers: given some algebraic number «, specified by its minimal polynomial r,
can we write « = By where B, y are some other algebraic numbers with respective
minimal polynomials p and g.

Trivial decompositions are easy to find: For each » we obviously have r = r ®
(x — 1). Moreover, for every nonzero ¢ we have (x — ¢) ® (x — ¢~ ') = (x — 1), s0
we can “decompose” r into r ® (x — ¢) and x — ¢~ In order for a decomposition
r = p ® g to be interesting, we have to require that both p and ¢ have at least
degree 2.
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Even so, a factorization is in general not unique. Obviously, if r = p® g is a
factorization, then for any nonzero ¢ also r = (p ® (x — ¢)) ® ((x - H® q).
Translated to sequences, this ambiguity corresponds to the facts that for every ¢ # 0,
both (¢");2, and (¢");2, are C-finite, and that a sequence (a,);-, is C-finite iff for
all ¢ # O the sequence (a,¢"); 2, is C-finite. But there is even more non-uniqueness:
the polynomial

r=x—-2)x+2)(x —3)(x +3)

admits the two distinct factorizations

r=x—-Dx+1DHRx—-2)(x+3)
=x-Dx+D®x—-2)(x—3)

which cannot be obtained from one another by introducing factors (x — ¢) and
(x — ¢~1). Our goal will be to compute a finite list of factorizations from which all
others can be obtained by introducing factors (x — ¢) ® (x — ¢~ ).

There is a naive but very expensive algorithm which does this job when r is
squarefree: For some choice n, m of degrees, make an ansatz p = (x — ¢;) -+ - (x —
¢p) and g = (x — ) - - - (x — ¥,,) with variables ¢y, ..., ¢, Y1, ..., ¥,. Equate
the coefficients of r — []\_, ]_[Tzl(x — ¢ij) with respect to x to zero and solve
the resulting system of algebraic equations for ¢y, ..., ¢,, V1, ..., ¥y, After trying
all possible degree combinations n > m > 2 with n +m < deg(r) < nm, either a
decomposition has been found, or there is none.

3 The Generic Case

Typically, when p and g are square-free polynomials and ¢, ..., ¢, # O are the
roots of p and ¥, ..., ¥, # 0 are the roots of ¢, then the products ¢;v; for i =
1,...,n,j=1,..., mwill all be pairwise distinct. In this case, r = p ® g will have
exactly nm roots, and the factorization problem consists in recovering ¢y, ..., ¢,
and ¥y, ..., ¥, from the (known) roots p, ..., Pun Of 1.

As observed in [19], a necessary condition for » to admit a factorization into
two polynomials of respective degrees n and m is then that there is a bijection

m:{l,...,n} x{1,...,m} — {1, ..., nm} such that for all j;, j, we have
Pr(lj) _ Pr@jy _ . _ Pr)
Pr(l,jn) Pr(2,j2) Pr(n, jp)

and for all i1, i, we have

Pr@,) _ P2 _  _ Prm)
Pr(iz,1) Pr(iz,2) Pr(iy,m)
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The explanation is simply that when a factorization exists, then the roots p, of r are
precisely the products ¢;v;, and if we define 7 so that it maps each pair (i, j) to the
corresponding root index £, then the quotients

Py _ SV _ Yi
Pr(i,j) o wjz wjz

do not depend on i and the quotients

Privg) _ PV _ #i

Pr(ia, j) b, V; ®i,

do not depend on j.
In fact, the existence of such a bijection 7 is also sufficient for the existence of a
factorization: choose ¢, # 0 arbitrarily and set ¥} := pr(1.1)/¢1 and

Pr (i1 .
¢ = ) (=2, n)
Pr(1,1)

and

Pr(1,j .
yi= g 2 (=2, m).
Pr(1,1)

Then we have pr(; j) = ¢;; forall i, j, and therefore for p = (x — ¢1) - - - (x —
¢p)andg = (x — ¥1) -+ - (x — ¥,,) wehaver = p ® ¢.Note that p and g are square-
free, because if we have, say, ¢;, = ¢;, for some iy, i, then oz, 1) = Pr(,,1), and
then 7w (iy, 1) = m (i, 1), and then i; = i>.

Example 1 1. Consider r = (x —4)(x — 6)(x +6)(x +9), i.e.,, p1 =4, po =6,
p3 = —6, ps = —9. A possible choice for 7 : {1,2} x {1,2} — {1,2,3,4} is
given by the table

|12
1{12
2134

(to be read like, e.g., w(2, 1) = 3), because

Pra2) _ P26 =9 ps_ preo

oriy P14 =6 p3 pren

pran _ P3 =6 =9 ps_ proo

Pr(1,1) L1 4 6 P2 Pr(1,2) .
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@ —19HE - ® (x — ) +3)
= (- 155+ 15H (0 — LA+ £
=(x—Hx+6)(x—6)(x+9),

as required.
In this example, no other factorizations exist except for those that are obtained
by replacing p and g by p ® (x — £) and (x — £~!) ® g for some £ # 0. This
degree of freedom is reflected by the arbitrary choice of ¢;.

2. The polynomial (x — 1)(x —2)(x — 3)(x — 4) cannot be written as p
two quadratlc polynomials p and ¢, because ; :, ; %, e % % *
3’ 4 # 3 2°

3. Consider r = (x —2)(x +2)(x —3)(x + 3), ie., p1 =2, pp = -2, p3 =3,
p4 = —3. We have seen that in this case there are two distinct factorizations. They
correspond to the two bijections r, w': {1, 2} x {1, 2} — {1, 2, 3, 4} defined via

® g for
41
2 F

[(1,1) (1,2) 2, 1) (2,2)
x| 1 2 3 4
|1 2 4 3

4 Product Clashes

Again let p, g € k[x] be two square-free polynomials, and write ¢, . .., ¢, for the
roots of p and ¥y, ..., ¥, for the roots of g. Generically, the degree of p ® ¢q is
equal to deg(p) deg(g). It cannot be larger than this, and it is smaller if and only if
there are two index pairs (i, j) # (i’, j') with ¢;¥; = ¢ ;. In this case, we say
that p and g have a product clash. Recall from Eq. (1) that p ® ¢ is formed as the
least common multiple of the factors x — ¢;1/;, not as their product.

Product clashes appear naturally in the computation of p ® p. For example, for
p = (x — ¢1)(x — ¢2) we have

PO p=Ilecm(x — ¢1P1, x — P1$2, X — 21, X — P2¢h2)
=X —¢19)(x — d1¢2) (x — P2h2),

because ¢1¢, = ¢r¢; is a clash. More generally, if p is a square-free polynomial of
degree d > 2, then deg(p ® p) < %d(d +1) <d?

As an example that does not come from a product of the form p ® p, consider

=x—-Dx-2)(x — 4) and g = (x — é)(x — i). Here we have the clashes 1 -
1=2-1and2-{=4 1 sothatp®q = (x — I)(x — 1)(x — 1)(x — 2) only has
degree 4.

In order to include product clashes into the framework of the previous section,
we need to relax the requirement that 7w be injective. We still want it to be surjective,
because every root of » must be produced by the product ¢ of some root ¢ of p and
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some root ¥ of g. If the ¢; and the v; are defined according to the formulas above,
it can now happen that ¢;, = ¢;, for some i; # i,. We therefore adjust the definition
of pandgtop=Ilem(x —¢y,...,x — ¢,),q =lem(x — Yy, ..., x — ¥,). Then
p and g are squarefree and for the set of roots of p ® g we obtain

{¢i1//_,~:i=1,...,n;j=1,...,m}={,01,...,pg},
as desired.

Example 2 1. To find the factorization (x — ¢12)(x — 1) (x — ¢%) =(x—¢1)

(x = ¢2) ® (x — 1) (x — ), set 1 = 7, p2 = $12, p3 = ¢5. Then asuitable
choice for : {1, 2} x {1, 2} — {1, 2, 3} is given by

|12
1112
2123
because
Py _ PL_ Pt P2 Pre)
Prt2y P2 P2 Pz PR
and

Px() _ PL _P1 _ P2 Pr(2)
Pz P2 $2 P3 Pr2)

2. Considerr = (x — Hx = Hx = Dx —2)ie, o=t m=4p3=1Lp =
2. A possible choice for 7 : {1, 2} x {1,2,3} — {1,2,3,4}1is

w|123
1{134
21213
because
{pn(l,l) 1071(2,1)} . {ﬂ &} _ {l]
Pn(1,2)7 Pr(2,2) /03’ L1 2
{pn(l,l) Pn<2.1)} . {& &} _ {l}
Pn(1,3)’ Pr(2,3) ,04’ 3 4
{Pna,z) Pn(z,z)} . {@ ﬂ} _ {l}
pn(1,3)’ Pr(2,3) /04’ Pr3 2
and

{pn(l.l) Pr(1,2) Pn(l,s)} _ {& P3 &} _ {2}
Pr1) Pr2) Pr23) P2’ p1’ p3
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5 Searching for Assignments

We now turn to the question how for a given r = (x — p) -+ - (x — p¢) € k[x] we
can find a map m as required. Of course, since ¢ is finite, there are only finitely many
possible choices for n and m such that n +m < £ < nm, and for each choice n, m
there are only finitely many functions 7 : {1, ...,n} x {1,...,m} — {1,...,£}. We
can simply try them all. But going through all these (nm)* many functions one by
one would take very long.

In order to improve the efficiency of the search, we can exploit the fact that for
most partial functions m it is easy to see that they cannot be extended to a total
function with the required properties. We can further reduce the search space by
taking into account that the order of the roots of the factors is irrelevant, i.e., we
can restrict the search to functions 7 with 7(1,1) <7 (2,1) <--- <mw(n, 1) and
a(l,1) <m(1,2) <--- <m(l, m). Furthermore, because of surjectivity, the root
p1 must be reached, and we can choose to set 7 (1, 1) = 1 without loss of generality.
Next, discard all functions with (i, j;) = 7 (i, j») for some i, j;, j» with j; # j,
or with 7 (iy, j) = 7 (in, j) for some iy, ip, j with i; # i, because these just signal
some roots of a factor of r several times without providing any additional information.
So we can in fact enforce | =x(1,1) <7 (2,1) <--- <m(n, 1) and w(1,1) <
7(1,2) <--- <mw(l,m). Next, w isasolutioniff 7 : {1,...,m} x {1,...,n} —
(1,..., ¢}y withmw T(i, j) = m(j, i) is a solution. We can therefore restrict the search
to functions where n < m.

The following algorithm takes these observations into account. It maintains

an assignment table M which encodes a function w: {1,...,n} x {1,...,m} —
{1,..., £} with

Pr(1,j) _ Pr(2,j1) L Pr(n, ji)

Pr(1, ) Pr(2, ) Pr(n, j»)
for all i, jj, j, and

Pri) _ P2 _ _ Prim)

Pr(ir.1) Pr(iy.2) Pr(in,m)

foralliy, i, j. Atevery recursion level, the candidate under consideration is extended
to a function 7 withw(n + 1, 1) = p for some p. As soon as p is chosen, there is for
each j =2,...,m at most one choice g € {1, ..., £} for the value of 7 (n + 1, j).
The matrix M stores these values g and marks the indices j for which no g exists
with ¢ = 0. The result is a function {1, ..., n+ 1} x {1,...,m} — {1, ..., ¢} for
some m < m. If this function is surjective, we have found a solution. Otherwise,
we proceed recursively unless we already have n 4+ 1 = m, because in this case any
further extension could only produce transposes of solutions that will be found at
some other stage of the search.

INPUT: The roots py, ..., p; of some square-free polynomial r € k[x].
OUTPUT: A list of functions 7 as required for solving the factorization problem.
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let M = (M[i, j1))¢ be a matrix with M[1, jl=jforj=1,...,¢.

i,j=1
call the procedure addRow (M, 2) as defined below.

1

2

3 stop.

4 procedure addRow(M, n)

5 forp=M[n—1,1]+1,...,¢do:

6 set the nth row of M to (p, 0, ..., 0) and let J be the empty list

7 forj=2,...,¢do:

8 ifM[n — 1, j] # Oandthereexistsqg € {1, ..., £}suchthatp;/p, = p;/pq
and p1/p; = pp/Pq

9 set M[n, j] = g and append j to J
10 if{M[i,jl:i=1,...,n;jeJ}={1,..., £} then:
11 report the assignment m: {1,...,n} x{1,...,|J|} = {1,...,£} with

(i, j) = MlJi, J[j]] foralli, j.
12 elseif |{j : M[n, j] # 0}| < n then
13 recursively call the procedure addRow (M, n + 1)

In the interest of readability, we have refrained from some obvious optimizations.
For example, an actual implementation might perform some precomputation in order
to improve the search for g in Step 8.

It is not hard to implement the algorithm. A Mathematica implementation by the
authors is available on the website of this paper,

http://www.math.rutgers.edu/~zeilberg/mamarim/mamarimhtml/Cfac.html.
The relevant function is CFiniteFactor.
Example 3 Letr = (x — p1)--- (x — pg) where p; = —8, 00 = —6,p3 = —4,p4 =
=3,p05=-2, ps = —1.
After initialisation, at the first level of the recursion, there are five choices for the

first entry in the second row of M. Each of them uniquely determines the rest of the
row, as follows (writing - for 0):

123456

123456
345.6

(13177).
(535%5°)
(123439).
<123456>
(62777%)

23456
6. - - ..


http://www.math.rutgers.edu/~zeilberg/mamarim/mamarimhtml/Cfac.html
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The second of these matrices corresponds to a solution
w:{1,2} x {1,2,3,4} - {1,2,3,4,5, 6},
which gives rise to the factorization
r=@x—-DEx-—HU+8)(x+6)(x+4(x+2),

while the other partial solutions cannot be continued to further solutions.

6 Multiple Roots

Letus now drop the condition that r € k[x] is square free. Write »* for the square free
part of r. It is clear from Eq. (1) that when p, g € k[x] are such thatr = p ® ¢, then
r* = p* ® g*, where p*, ¢* denote the square free parts of p and g, respectively. It
is therefore natural to first determine factorizations of the square free part r* of r and
in a second step obtain p and ¢ from p* and ¢g* (if possible) by assigning appropriate
multiplicities to their roots. As the multiplicities in p or ¢ cannot exceed those in r,
there are again just finitely many candidates and we could simply try them all. And
again, the search can be improved because many possibilities can be ruled out easily.
In fact, the freedom for the multiplicities is so limited that we can compute them
rather than search for them.

First consider the case when p* and ¢* were obtained from an injective map 7,
i.e., the case when there are no product clashes. In this case, each root p; of r*
corresponds to exactly one product ¢;y; of a root ¢; of p* and a root ¥; of g*.
The multiplicities e; of ¢; in p and ¢; of ¥; in g, respectively, must be such that
e; + &; — 1 equals the multiplicity of p, in r. This gives a linear system of equations.
Every solution of this system in the positive integers gives rise to a factorization
for r, and if there is no solution for the linear system of any of the factorizations of
the square-free part r*, then r admits no factorization.

When there are product clashes, there are roots p of r which are obtained in several
distinct ways as products of roots of p and ¢, for instance p = ¢;, V;, = ¢;, V¥, for
some (i1, j1) # (i2, j»). If m is the multiplicity of p in r, then the requirement for
the multiplicities e;,, e;,, €}, €j, of ¢i,, ¢i,, ¥}, ¥}, in p and g, respectively, is that

max(e;, +¢&;, — 1,6, +¢&j, — 1) =m.

We obtain a system of such equations, one equation for reach root of r, and they
can be solved by exhaustive search.

Example 4 1. Letr = (x —2)(x + 2)*(x — 3)?(x + 3)3. We have seen earlier that
the square free part r* of r admits two distinct factorizations
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rFr=@-DEx+D®x—-2)(x+3)
=x—-Dx+1DHRx—-2)x—13).

Assigning multiplicities to the first, we get

E=D"x+D?® x —2)"(x +3)*
— (x+2)e'+£'_1(x—3)e'+£2_1(x—2)82+£1_1(x+3)62+82_1,

Comparing the exponents to those of r gives the linear system

61+81—1=2, €1+£2—1=2,
et+e —1=1, e+e—1=23,

which has no solution. For the second factorization, we get

(x=D"(x+D?®(x —2)"(x —3)*
— (x+2)61+8]71(x+3)€1+£271(x_2)€z+8171(x_3)82+£271.

Comparing the exponents to those of r gives the linear system

er+e—1=2, el +e& —1=3,
e+e —1=1, et+e—1=2,

whose unique solution in the positive integersise; =2,e, = 1,1 = 1,6, =2,
thus
r=x—-12x+1)® x—2)(x—3)%

2. Letr =(x — %)z(x — %)(x — 1)2(x — 2)3. We have seen earlier that the square
free part r* of r admits the factorization

Fr=x-DE-D®x—Dx—-2)(x—4.
Assigning multiplicities to the factors, we get

(= PIE—PTOE - DT - x — 4"
=(x — %)maX(e1+sl—l,ez+ez—l)

(x _ l)max(€1+5271,82+8371)
(x _ 2)6]7‘»5371(}: _ }1)624»8]71.
Comparing the exponents to the exponents of the factors of » gives a tropical

linear system in the unknowns ey, 3, €1, €2, €3, Which turns out to have two
solutions. They correspond to the two factorizations
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r=x - -Her-Dx-2)x -4
= -2 -hHen-DHx-2>2x-4°

7 When We Don’t Want to Find the Roots

Sometimes our polynomials are with integer coefficients, and we prefer not to factor-
ize them over the complex numbers. Of course, all the roots are algebraic numbers, by
definition, and computer-algebra systems know how to compute with them (without
“cheating” and using floating-point approximations), but it may be more convenient
to find the tensor product (in the generic case: no product clashes and no repeated
roots) of p=po+---+ pux™ and g = go + - - - + g,x", a certain polynomial r
of degree mn, as follows. If the roots of p are ¢y, ..., ¢, and the roots of g are
Y1, ..., Y, then the roots of p ® g are, of course

{¢pivjl1<i=m 1=<j=n}
Let Pe(p) :== > -, ¢f‘ be the power-sum symmetric functions [9], then of course
P(p®q) = P(p)Pi(q), 1=<k=nm.

Now using Newton’s relations (e.g. [9], Eq. 1.(2.11”) p. 23), one can go back and forth
from the elementary symmetric functions (essentially the coefficients of the polyno-
mial up to sign) to the power-functions, and back, enabling us easily to compute the
tensor product without factorizing.

If you define the reverse of a polynomial p,tobe p(x) := x4 p(1/x), where d is the
degree of p,then p ® p has, of course, the factor (x — 1)¢ but otherwise (generically)
all distinct roots, unless it has good reasons not to. On the other hand, if r = p ® ¢
for some non-trivial polynomials p and ¢ then r ® r has repeated roots other than
1 — x, and the repetition profile can be easily predicted as above, or “experimentally”.
So using this approach it is easy to test quickly whether r “factorizes” (with high
probability), in the tensor-product sense. However, to actually find the factors would
take more effort.

This is implemented in the Maple package accompanying this article, linked to
from

http://www.math.rutgers.edu/~zeilberg/mamarim/mamarimhtml/Cfac.html.

The tensor product operation is called Mul and the testing procedure is TestFact.


http://www.math.rutgers.edu/~zeilberg/mamarim/mamarimhtml/Cfac.html
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8 Linear Combinations of Factorizations

For almost all polynomials r € k[x] there does not exist a factorization. When no
factorization exists, we may wonder whether r admits a decomposition of a more
general type. For example, we can ask whether there exist polynomials py, p2, g1, ¢>
of degree at least two such that

r=Ilem(p; ® g1, P2 ® q2).

Translated to the language of C-finite sequences, this means that we seek to write
a given C-finite sequence (a,);2, as

ay = bncn + Uy vy,

for C-finite sequences (b,).2, (Cn)acg, (Un)oey, (Vn)oe,, none of which should
satisfy a first-order recurrence in order to make the problem nontrivial.

It is not difficult to adapt the algorithm in Sect. 5 so that it can also discover such
factorizations. Suppose that r is squarefree. Then, instead of searching for a single
surjective map

m:{l,...,n} x{1,....m} = {1,..., ¢},

it suffices to find two functions

T {l,...,nl}x{l,...,ml}—>{1,...,6}
{1, ...,n} x{1,...,my}—{1,...,¢}

satisfying the same conditions previously requested for w but with surjectivity
replaced by imm; Uimm, = {1, ..., £}. Once two such maps m, 7, have been
found, we can construct pi, p2, g1, g2 by choosing ¢11 and ¢12 arbitrarily, setting

Yl = pra.0/P1s i = pryin/df and

1 1 Pmi .1 1 1 Pri(1.))
b =b——. ‘//j =Yi———>
Pri(1,1) Pri(1,1)

2 2 Pmy(i.1) 2 2 Pmy(1,))
97 = ¢ 2D v =itk
Prr(1,1) Pry(1,1)

for all i, j in question. Then p; := [, (x —¢}), q1 :== ]~ (x — w}), P2 =
[T2 (= ¢7), g2 := [172, (x — ¥7), are such that r = lem(p; ® g1, p2 ® g2).

In order to search for a pair 7, 7,, we can search for 7r; very much like we searched
for = before, and for each partial solution encountered during the recursion, initiate a
search for another function r, which is required to hit all the indices 1, . . ., £ not hit
by the partial solution ;. Note that it is fine if some indices are hit by both 7 and 7.
The suggested modification amounts to replacing lines 12 and 13 of the algorithm
from Sect.5 by the following:
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12 else

13 letQ={M[i,jl:i=1,...,n;jeJ}.

14 let M5, be an £ x {-matrix with (1, ..., £) as first row.
15 call the procedure addRow,(M>, 2, Q) defined below.
16 for each function ; it reports, report (7, 75).

17 if no m is found and |{j : M[n, j] # 0}| < n then

18 recursively call addRow (M, n + 1)

19 procedure addRow, (M, n, Q)
20 [lines 5-9 literally as in the definition of addRow]
21 if {1,...,}\Q C{Mli,jl:i=1,...,n;j € J}then:

22 [literally as line 11 in the definition of addRow]
23 else if |{j : M[n, j] # 0}| < n then
24 recursively call addRow, (M, n + 1, Q).

This settles the case of square free input. The extension to arbitrary polynomials
is like in the previous section. For every factorization of the square free part we
can assign variables for the multiplicities of all the roots and compare the resulting
multiplicities for lem(p; ® g1, p2» ® ¢2) to those of r. This gives again a tropical
linear system of equations which can be solved with Grigoriev’s algorithm [5].

Example 5 The polynomial r = (x — D)(x —2)(x —3)(x —4)(x — 6)(x — 12)
cannot be written as r = p ® ¢ for some p, g € k[x]. However, we have the repre-
sentation

r=lem(p; ® q1, p2 ® q2)

for

pr=x—-—Dx-2), p2=x—Dx—=3),
q1 = (x —2)(x —3), g = (x — D)(x —4).

Note that the roots 3 and 4 of » are produced by both p; ® ¢; and p, ® g».

9 Examples

Our main motivation for studying the factorization problem for C-finite sequences
are two interesting identities that can be interpreted as such factorizations. They both
originate from the transfer matrix method.

The first is a tiling problem studied in [3, 7], and more recently in [18]. Given
a rectangle of size m x n, the question is in how many different ways we can fill it
using tiles of size 2 x 1 or 1 x 2. If n and m are even, it turns out that
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m/2 n/2

Ty = 27 2 cos? (—7) 4 2 cost(1)
, l—[l_[<zmcos o + z; cos P

i=1 j=1

is a bivariate polynomial in the variables z_, z; where the coefficient of a monomial
7"z, is exactly the number of tilings of the m x n rectangle that uses exactly u tiles
of size 2 x 1 and v tiles of size 1 x 2. The transfer matrix method can be used to
prove this result automatically for every fixed m and arbitrary n (or vice versa). For
every fixed choice of m (say), it delivers a polynomial r which encodes a recurrence
for (T, m),=,- For every fixedi € {1, ..., m}, the sequence

2n/2 2cosz(i—ﬂ)+ 20052< T )
jl_[l(z““ my1) " n+1

1
— T, (Jw) + (1
w

)2 U (/)

1
w

withw =1+ (%‘; cos(m"%))2 and 7, and U, the Chebyshev polynomials of the first

and second kind, is C-finite with respect to n. An annihilating polynomial is

pi = x> — Z(ZEZ +272 cosz(zlq’ﬁl))x +z.

The formula for 7,, ,, can be proven for each particular choice of m and arbitrary
n by checkingr = p; ® - -+ ® p,, and comparing the first 2" initial terms. While the
standard algorithms can confirm the correctness of some conjectured factorization,
the algorithm described in the present paper can help discover the factorization in
the first place, taking only r as input. Fisher, Temperly [3] or Kasteleyn [7] would
probably have found it useful back in the 1960s to apply the algorithm to m =
2,4,6, 8, 10 and to detect the general pattern from the outputs.

The second identity which motivated our study has a similar nature. It describes the
Ising model on ann x m grid wrapped around a torus [10, 14]. Starting from a certain
model in statistical physics that we do not want to explain here, the transfer matrix
method produces for every fixed m € N an annihilating polynomial r of degree 2™
for a certain C-finite sequence in n. The asymptotic behaviour of this sequence for
n — oo is of interest. In view of Theorem 1, it is goverend by the root of r with the
largest absolute value. Onsager discovered that this largest root of r is equal to

(2sinhv))"? exp(3 (71 + 3 + -+ + Yau-1))
where v is some physical constant and y; is defined as
yx = arccosh(cosh(2v) coth(2v) — cos(Z£))

fork=1,3,...,2m — 1 (compare eq. (V.5.1) (p. 131) in [14]).
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Let us translate these formulas to a more familiar form. First note that because of
periodicity and symmetry of the cosine, we have y; = y»,,— fork = 1,3, ....Hence
each of the y; in the argument of exp appears twice, except the middle term y,,, which
only appears for odd m. Set z = exp(v) and x; = exp(yx) fork =1,3,...,2m —
1. Then 2sinh(2v) = z? — 772, and Onsager’s expression for the largest root of r
simplifies to

P+ 27" 2x1x3 -+ X1 if m is even
2+ 27" D21 4 22)x1x3 - - - Xy if m is odd.

For the second case we have used v/ (z2 + z72)x,, = 1 + z%. The equation for y; says
that x; is a root of

(z*+1)?

2 wk
=x"+ (2005 —)—
Pk ) @2

)x—i—l.

Setg =x — (22 — z7%)™/? when m is even and set q=x— (22 = 77Hm=Dr2(1 4

z?) when m is odd. Then Onsager’s formula says that the largest root of r is equal to
the largestrootof ¢ @ p1 @ p3 Q@ -+ - Q P—1-

In fact, the polynomial ¢ ® p;1 @ p3 ® - -+ ® pu—1 € Q(2)[x] happens to be
exactly the irreducible factor of r € Q(z)[x] corresponding to the largest root of .
Therefore, our algorithm applied to this irreducible factor of r could have helped
Onsager discover his formula.
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1 Introduction

Difference equations are one of the central tools within symbolic summation. In one
of its simplest forms, the telescoping equation plays a key role: given a sequence
f(k), find a solution g(k) of

k) =gk +1) — g(k).

Finding such a g(k) in a given ring/field or in an appropriate extension of it (in
which the needed sequences are represented accordingly) yields a closed form of
the indefinite sum Zzza f(k) =g+ 1) — g(a). Slightly more generally, solving
the creative telescoping and more generally the parameterized telescoping equation
enable one to search for linear difference equations of definite sums. Finally, linear
recurrence solvers enhance the summation toolbox to find closed form solutions of
definite sums. This interplay between the different algorithms to solve difference
equations has been worked out in [1-6] for hypergeometric sums and has been
improved, e.g., by difference ring algorithms [7—11] to the class of nested sums over
hypergeometric products, g-hypergeometric products or their mixed versions, or by
holonomic summation algorithms [12, 13] to the class of sequences/functions that
can be described by linear difference/differential equations.

More generally, coupled systems of difference equations are heavily used to
describe problems coming from practical problem solving. E.g., big classes of Feyn-
man integrals in the context of particle physics can be described by coupled systems
of linear difference equations; for details and further references see [14]. Here one
ends up at n Feynman integrals 7; (k), . .., I,,(k) which are solutions of a coupled sys-
tem. More precisely, we are given matrices Ag(k), ... A;(k) € K(k)™*" with entries
from the rational function field K(k), K a field containing the rational numbers, and
a vector b(k) of length m in terms of nested sums over hypergeometric products such
that the following coupled system holds:

Lik+1) Litk+1-1) 1, (k)
A (k) : + A1 (k) : +oF+ Ak | | =bk).

Then one of the main challenges is to solve such a system, e.g., in terms of
d’Alembertian [15, 16] or Liouvillian solutions [17, 18]. Furthermore, solving
coupled systems arises as crucial subproblem within holonomic summation algo-
rithms [12]. In many situations, one proceeds as follows to get the solutions of such
a coupled system: first decouple the system using any of the algorithms described
in [16, 19-22] such that one obtains a scalar linear recurrence in only one of the
unknown functions, say /; (k), and such that the remaining integrals I, (k), . .. I,,(k)
can be expressed as a linear combination of the shifted versions of /;(k) and the
entries of b(k) over K(k). Thus solving the system (1) reduces to the problem to
solve the derived linear recurrence and, if this is possible, to combine the solutions
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such that 7, (k) can be expressed by them. Then given this solution, one obtains for
free also the solutions of the remaining integrals I,(k), ..., I, (k). This approach
in general is often rather successful since one can rely on the very well explored
solving algorithms [7, 15-18, 23-29] to determine, e.g., d’ Alembertian and Liouvil-
lian solutions for scalar linear recurrence relations and can heavily use summation
algorithms [8, 10, 30, 31] to simplify the found solutions.

The main drawback of this rather general strategy of solving a decoupled system is
efficiency. First, the decoupling algorithms themselves can be very costly; for further
details see [20]. Second, the obtained scalar recurrences have high orders with rather
huge coefficients and the existing solving algorithms might utterly fail to find the
desired solutions in reasonable time. Thus it is highly desirable to attack the original
system (1) directly and to avoid any expensive reduction mechanisms and possible
blow-ups to a big scalar equation. Restricting to the first-order case (m =n = 1),
this problem has been treated the first time in [32]. Given an invertible matrix A(¢)
from K(z)"*", find all solutions y(¢) = (y;(¢), ..., y,(t)) € K(¢)" such that

ye+1)—-Ay®) =0 @)

holds. As for many other symbolic summation approaches [1-4, 7, 8, 23, 25, 29,
31] one follows the following strategy (sometimes the first step is hidden in certain
normal-form constructions or certain reduction strategies):

1. Compute a universal denominator bound, i.e., ad(¢) € K[¢]\{0} such that for any
solution y(r) € K(z)" of (2) we have d(¢) y(¢) € K[z]".

2. Given such ad(r), plugging y(t) = % into (2) yields an adapted system for the
unknown polynomial y'(r) € K[¢]". Now compute a degree bound, i.e.,ab € N
such that the degrees of the entries in y’ are bounded by b.

3. Finally, inserting the potential solution y’ = yo + y; ¢+ ---+ y, t” into the
adapted system yields a linear system in the components (yo1, ..., You, -« - » Vb1,

.., Yon) € K"@*D of the unknown vectors yo, . .., y, € K". Solving this system
yields all yyp, ..., y» € K" and thus all solutions y(¢) € K(¢)" for the original

system (2).

For an improved version exploiting also ideas from [26] see [33]. Similarly, the
g-rational case (i.e., t — ¢t instead of ¢ + ¢ + 1) has been elaborated in [34, 35].
In addition, the higher order case m = n € N has been considered in [36] for the
rational case.

In this article, we will push further the calculation of universal denominators (see
reduction step (1)) to the general difference field setting of I7 X' -fields [8] and more
generally to the framework of IT X'-extensions [8]. Here we will utilise similar as
in [36, 37] algorithms from [38] to transform in a preprocessing step the coupled
system to an appropriate form. Given this modified system, we succeed in generalis-
ing compact formulas of universal denominator bounds from [39, 40] to the general
case of [T X-fields. In particular, we generalise the available denominator bounds
in the setting of IT ¥'-fields of [7, 28] from scalar difference equations to coupled
systems. As consequence, the earlier work of the denominator bounding algorithms
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is covered in this general framework and big parts of the g-rational, multibasic and
mixed multibasic case [41] for higher-order linear systems are elaborated. More
generally, these denominator bound algorithms enable one to search for solutions of
coupled systems (1) where the matrices A; (k) and the vector b(k) might consist of
expressions in terms of indefinite nested sums and products and the solutions might
be derived in terms of such sums and products. Furthermore, these algorithms can
be used to tackle matrices A; (k) which are not necessarily square. Solving such sys-
tems will play an important role for holonomic summation algorithms that work over
such general difference fields [42]. In particular, the technologies described in the
following can be seen as a first step towards new efficient solvers of coupled systems
that arise frequently within the field of particle physics [14].

The outline of the article is as follows. In Sect. 2 we will present some basic proper-
ties of I7 X' -theory and will present our main result concerning the computation of the
aperiodic part of a universal denominator of coupled systems in a I7 X' -extension. In
Sect. 3 we present some basic facts on Ore polynomials which we use as an algebraic
model for recurrence operators and introduce some basic definitions for matrices.
With this set up, we will show in Sect. 4 how the aperiodic part of a universal denom-
inator can be calculated under the assumption that the coupled system is brought into
particular regularised form. This regularisation is carried out in Sect. 6 which relies
on row reduction that will be introduced in Sect.5. We present examples in Sect.7
and conclude in Sect. 8§ with a general method that enables one to search for solutions
in the setting of IT X'-fields.

2 Some IT1 ¥-Theory and the Main Result

In the following we model the objects in (1), i.e., in the entries of Ay(k), ..., A;(k)
and of b(k) with elements from a field! F. Further we describe the shift operation
acting on these elements by a field automorphism o : ' — . In short, we call such a
pair (I, o) consisting of a field equipped with a field automorphism also a difference
field.

Example 2.1 1. Consider the rational function field F = K(z) for some field K
and the field automorphism o : [ — [F defined by o (c) = ¢ for all ¢ € K and
o(t) =t + 1. (F, o) is also called the rational difference field over K.

2. Consider the rational function field K = K'(g) over the field K’ and the rational
function field ' = K(#) over K. Further define the field automorphismo : F — F
defined by o(c) = c for all c € K and o (¢t) = g ¢. (F, o) is also called the g-
rational difference field over K.

3. Consider the rational function field K = K'(gy, ..., g.) over the field K’ and
the rational function field F = K(zy, ..., t,) over K. Further define the field
automorphismo : ' — F definedby o (c) = cforallc € Kand o (f;) = g; ¢, for

I'Throughout this article, all fields contain the rational numbers Q as subfield.
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all1 <i < e. (F,o)isalsocalledthe (g1, ..., g.)-multibasic rational difference
field over K.

4. Consider the rational function field K = K'(gy, ..., g.) over the field K" and
the rational function field F = K(z#y, ..., t,, t) over K. Further define the field
automorphism o : ' — FF defined by o(¢) = cforallc € K, o(f) =t 4 1 and
o(t;))=gq;t; for all 1 <i <e. (F,o) is also called the mixed (g, ..., g.)-

multibasic rational difference field over K.

More generally, we consider difference fields that are built by the following type
of extensions. Let (IF, o) be a difference field; i.e., a field IF together with an auto-
morphism o : F — . Elements of ' which are left fixed by o are referred to as
constants. We denote the set of all constants by

constF ={celF|ao()=c}.

A IT X -extension (F(t), o) of (IF, o) is given by the rational function field F(¢) in the
indeterminate ¢ over IF and an extension of o to IF(¢) which can be built as follows:
either

1. o(t) =t + B for some g € F\{0} (a X¥’-monomial) or
2. o(t) = at for some o € F\{0} (a I7-monomial)

where in both cases we require that const F'(f) = const [F; compare [8, 43]. More
generally, we consider a tower (F(#)) ... (z.), o) of such extensions where the #; are
either /7T-monomials or X-monomials adjoined to the field F(¢;) ... (z;_;) below.
Such a construction is also called a IT X-extension (F(#;)... (%), o) of (F, o). If
F(t1) ... (t,) consists only of /T-monomials or of ¥-monomials, it is also called a
IT- or a X-extension. If F = const ¥, (F(¢;) ... (t,), o) is called a IT X'-field over FF.

Note that all difference fields from Example 2.1 are I7 X'-fields over K. Further
note that I7 X' -extensions enable one to model indefinite nested sums and products
that may arise as rational expressions in the numerator and denominator. See [8] or
[9] for examples of how that modelling works.

Let (IF, o) be an arbitrary difference field and (IF(z), o) be a IT ¥'-extension of
(F, o). In this work, we take a look at systems of the form

Aoty + -+ Ajoy+ Agy =b 3)

where Ao, ..., Ay € F[¢]"" and b € F[¢]". Our long-term goal is to find all rational
solutions for such a system, i.e., rational vectors y € F(#)" which satisfy (3) following
the three steps presented in the introduction. In this article we will look at the first step:
compute a so-called denominator bound (also known as a universal denominator).
This is a polynomial d € F[7]\{0} such thatdy € F[¢]" is polynomial for all solutions
y of (3). Once that is done, we can simply substitute the denominator bound into
the system and then it will be sufficient to search for polynomial solutions. In future
work, it will be a key challenge to derive such degree bounds; compare the existing
results [8, 43, 44] for scalar equations. Degree bounds for the rational case (/ = 1)
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and the g-rational case ([ arbitrarily) applied to the system (3) can be found in [45,
46], respectively. Once a degree bound for the polynomial solutions is known, the
latter problem translates to solving linear systems over F if F = const IF. Otherwise,
one can apply similar strategies as worked out in [7, 8, 29] to reduce the problem to
find polynomial solutions to the problem to solve coupled systems in the smaller field
[F. Further comments on this proposed machinery will be given in the conclusion.

In order to derive our denominator bounds for system (3), we rely heavily on
the following concept [1, 7]. Let a, b € F[¢]\{0} be two non-zero polynomials. We
define the spread of a and b as

spread(a, b) = {k > 0 | ged(a, o* (b)) ¢ F}.

In this regard note that o*(b) € F[t] for any k € Z and b € F[¢]. In particular, if
b is an irreducible polynomial, then also o*(b) is an irreducible polynomial.

The dispersion of a and b is defined as the maximum of the spread, i.e., we declare
disp(a, b) = max spread(a, b) where we use the conventions max ) = —oo and
max § = oo if S is infinite. As an abbreviation we will sometimes use spread(a) =
spread(a, a) and similarly disp(a) = disp(a, a). We call a € F[t] periodic if disp(a)
is infinite and aperiodic if disp(a) is finite.

Itis shownin [7, 8] (see also [43, Theorem 2.5.5]) that in the case of X'-extensions
the spread of two polynomials will always be a finite set (possibly empty). For I7-
extensions the spread will certainly be infinite if 7 | @ and ¢ | b as o*(¢) | ¢ for all k.
It can be shown in [7, 8] (see also [43, Theorem 2.5.5]), however, that this is the only
problematic case. Summarising, the following property holds.

Lemma 2.1 Let (F(¢), o) be a I1 X -extension of (F, o) and a € F[t]\{0}. Then a
is periodic if and only if t is a I[1-monomial and t | a.

This motives the following definition.

Definition 2.1 Let (F(¢), o) be a IT X-extension of (F, o) and a € F[¢]\{0}. We
define the periodic part of a as

1 iftis a XY-monomial,
per(a) = e . . . .
t™ if t is a IT -monomial and m € N is maximal s.t. t"* | a

a
per(a)’

Note that ap(a) = a if t is a ¥'-monomial. In this article we will focus on the problem
to compute the aperiodic part of a denominator bound d of the system (3). Before
we state our main result, we will have to clarify what me mean by the denominator
of a vector.

and the aperiodic part as ap(a) =

Definition 2.2 Let y € F(z, ..., )" be a rational column vector. We say that y =
d‘lzisareducedrepresentation foryifd e F[ty,...,t,]\{O}andz = (21, ...,2,) €
Flt, ..., t]" are such that? ged(z, d) = ged(zy, ...y 20, d) = 1.

2If z is the zero vector, then the assumption ged(z, d) = 1 implies d = 1.
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With all the necessary definitions in place, we are ready to state the main result.
Its proof will take up the remainder of this paper.

Theorem 2.1 Let (F(t),0) be a Il ¥-extension of (F,o) and let Ay, ..., A; €
F[t]"*", b € F[t]™. If one can compute the dispersion of polynomials in F[t], then
one can compute the aperiodic part of a denominator bound of (3). This means that
one can compute a d € F[t]\{0} such that for any solution g~' p € F(t)" of (3) with
g~ ' p being in reduced representation we have ap(q) | d.

Note that such a d in Theorem 2.1 forms a complete denominator bound if 7 is a
Y’ -monomial. Otherwise, if ¢ is a IT-monomial, there exists an m € N such that " d
is a denominator bound. Finding such an m algorithmically in the general IT ¥'-case
is so far an open problem. For the g-rational case we refer to [46].

In order to prove Theorem 2.1, we will perform a preprocessing step and regu-
larise the system (3) to a more suitable form (see Theorem 6.1 in Sect. 6); for similar
strategies to accomplish such a regularisation see [36, 37]. Afterwards, we will apply
Theorem 4.1 in Sect. 4 which is a generalisation of [39, 40]. Namely, besides comput-
ing the dispersion in [F[#] one only has to compute certain o - and gcd-computations
in F[¢] in order to derive the desired aperiodic part of the universal denominator

bound.

Summarising, our proposed denominator bound method is applicable if the dis-
persion can be computed. To this end, we will elaborate under which assumptions the
dispersion can be computed in [F[z]. Define for f € F\{0} and k € Z the following
functions:

fo(f)...o*=(f) itk >0 fo.0) + fo) ++ -+ f1.0) ifk>0

fkoy =11 ifk=0 fuoy =10 ifk=0
1 . .

J_I(f)..ﬂ_k(f) ifk < 0’ _(f(—]’o') +--+ f(k,(r)) ifk <0.

Then analysing Karr’s algorithm [8] one can extract the following (algorithmic)
properties that are relevant to calculate the dispersion in [7 X -extensions; com-
pare [47].

Definition 2.3 (I, o) is weakly o *-computable if the following holds.

1. There is an algorithm that factors multivariate polynomials over [ and that solves
linear systems with multivariate rational functions over F.

2. (F, o) is torsion free for all r € Z, i.e., for all r € Z, for all k € Z\{0} and all
g € F\{0} the equality (Z£)" = 1 implies & = 1.

3. IT-Regularity. Given f, g € F with f not a root of unity, there is at most one
n € Z such that f, -y = g. There is an algorithm that finds, if possible, this n.

4. X-Regularity. Given k € Z\{0} and f, g € F with f = 1 or f not aroot of unity,
there is at most one n € Z such that f{, ,; = g. There is an algorithm that finds,
if possible, this 7.

Namely, we get the following result based on Karr’s reduction algorithms.



156 J. Middeke and C. Schneider

Lemma 2.2 Let (IF(t), o) be a I1 X -extension of (IF, o). Then the following holds.

1. If (F, o) is weakly o*-computable, one can compute the spread and dispersion
of two polynomials a, b € F[t]\F.
2. If (F, o) is weakly o *-computable, (F(t), o) is weakly o*-computable.

Proof (1) By Lemma 1 of [28] the spread is computable if the shift equivalence prob-
lem is solvable. This is possible if (I, o) is weakly o *-computable; see Corollary 1
of [47] (using heavily results of [8]).

(2) holds by Theorem 1 of [47]. m|

Thus by the iterative application of Lemma 2.2 we end up at the following result
that supplements our Theorem 2.1.

Corollary 2.1 Let (F(t), o) be a I1 X-extension of (IF, o) where (F, o) with F =
G(ty) . ..(t.) is a I[1 X -extension of a weakly o *-computable difference field (G, o).
Then the dispersion of two polynomials a, b € F[t]\F is computable.

Finally, we list some difference fields (G, o) that one may choose for Corollary 2.1.
Namely, the following ground fields (G, o) are weakly o *-computable.

1. By [48] we may choose const G = G where G is a rational function field over an
algebraic number field; note that (F, o) is a IT X'-field over G.

2. By [47] (G, o) can be a free difference field over a constant field that is weakly
o*-computable (see item 1).

3. By [49] (G, o) can be radical difference field over a constant field that is weakly
o-computable (see item 1).

Note that all the difference fields introduced in Example 2.1 are [T ¥'-fields which
are weakly o *-computable if the constant field K is a rational function field over an
algebraic number field (see item 1 in the previous paragraph) and thus the dispersion
can be computed in such fields. For the difference fields given in Example 2.1 one
may also use the optimised algorithms worked out in [41].

Using Theorem 2.1 we obtain immediately the following multivariate case in the
setting of IT X'-extensions which can be applied for instance for the multibasic and
mixed multibasic rational difference fields defined in Example 2.1.

Corollary 2.2 Let (E, o) be a I1X-extension of (F, o) with E = F(#))(t;) ... (t.)
where o (t;) = a; t; + Bi (o; € F*, B; € F) for 1 <i < e. Let Ay, ..., A € E™,

b € E. Then there is an algorithm that computes a d € F[ty, ..., t,, t]\{0} such
that d' :=1t]"" ---1"d is a universal denominator bound of system (3) for some
mi,...,m, € Nwhere m; =0 ift; is a ¥-monomial. That is, for any solution y =

q~'p € F" of (3) in reduced representation we have that q | d'.

Proof Note that one can reorder the generators in E = F(¢, . .., f,) without chang-
ing the constant field const [E = const IF. Hence for any i with 1 <i < e, (A;(;), o)
is a [T X' -extension of (A;, o) with A; = F(#;) ... (t;—1)(ti+1) - .. (t.). Thus for each
i with I < i < e, we can apply Theorem 2.1 (more precisely, Theorems 6.1 and 4.1)
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to compute the aperiodic part d; € A;[#;]\{0} of a denominator bound of (3). W.l.o.g.

we may suppose thatd,, ..., d, € A :=F[r, ..., t.]; otherwise, one clears denom-
inators: for d; one uses a factor of A;). Finally, compute d := lem(dy, ..., d,) in A.
Suppose thatd #]"' - - - 1 is not a denominator bound for any choice my, ..., m, € N

wherefor 1 < i < e,m; = 0ift; isa X-monomial. Then we findasolutiony = ¢~ ' p
of (3) in reduced representation with p € A" and ¢ € A and an irreducible 7 € A\F
with i | ¢ and h 1 d where h # t; for all i where #; is a IT-monomial. Let j with
1 < j<esuchthath € Aj[t;]\A;. Since d; is the aperiodic part of a denominator
bound w.r.t. ;, and the case h = ¢; is excluded if ¢; is a [T-monomial, it follows that
hw = d; for some w € Aj[t;]. Write w = ¢ withu € Aandv € A;. Since d; € A,
hw € A and thus the factor v € A must be contained in 7 € A. But since 4 is irre-
ducible in A, v € F\{0} and thus w € A. Hence h divides d; and thus it divides also
d =lem(d,, ...,d,) in A, a contradiction. O

3 Operators, Ore Polynomials, and Matrices

For this section, let (F, o) be a fixed difference field. An alternative way of expressing
the system (3) is to use operator notation. Formally, we consider the ring of Ore
polynomials F(t)[o] over the rational functions F(¢) w.r.t. the automorphism o and
the trivial o-derivation.> Ore polynomials are named after @ystein Ore who first
described them in his paper [50]. They provide a natural algebraic model for linear
differential, difference, recurrence of g-difference operators (see, e.g., [50-53] and
the references therein).

We briefly recall the definition of Ore polynomials and refer to the aforementioned
papers for details: As a set they consist of all polynomial expressions

a,0' + -+ ao0 +a

with coefficients in F(¢) where we regard o as a variable.* Addition of Ore poly-
nomials works just as for regular polynomials. Multiplication on the other hand is
governed by the commutation rule

o-a=oc(a) -0 foral aeTF().

(Note that in the above equation o appears in two different roles: as the Ore
variable and as automorphism applied to a.) Using the associative and distributive
law, this rule lets us compute products of arbitrary Ore polynomials. It is possible to
show that this multiplication is well-defined and that [F(#)[o] is a (non-commutative)
ring (with unity).

3Some authors would denote F(#)[o] by the more precise F(¢)[o; o, 0].

*A more rigorous way would be to introduce a new symbol for the variable. However, a lot of
authors simply use the same symbol and we decided to join them.
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For an operator L = a,c” + --- 4+ ag € F(¢)[o] we declare the application of L
to a rational function o € F(t) to be

L(a) = a0’ (@) + - + ajo (@) + ape.

Note that this turns [F(¢) into a left IF(¢) [0 ]-module. We extend this to matrices of
operators by setting L («) = (Z?:l Lij (ozj))j foramatrix L = (L;;);; € F(@t)[o]™™"
and a vector of rational functions @ = (e;); € F(r)[o]". Itis easy to see that the action
of F(t)[o]"*" on F(¢)" is linear over const [F. With this notation, we can express the
system (3) simply as A(y) = b where

A=A+ -+ A0+ Ay e F()[o]™".

The powers of o form a (left and right) Ore set within F(¢)[o] (see, e.g.,
[54, Chap. 5] for a definition and a brief description of localisation over non-
commutative rings). Thus, we may localise by o obtaining the Ore Laurent poly-
nomials F(t)[o, 0 ~']. We can extend the action of F(¢)[o'] on F(¢) to F(¢)[o, o]
in the obvious way.

We need to introduce some notation and naming conventions. We denote the -
by-n identity matrix by 1, (or simply 1 if the size is clear from the context). Similarly
0,,.» (or just 0) denotes the m-by-n zero matrix. With diag(ay, ..., a,) we mean a
diagonal n-by-n matrix with the entries of the main diagonal being ay, ..., a,.

We say that a matrix or a vector is polynomial if all its entries are polynomials in
F[t]; we call it rational if its entries are fractions of polynomials; and we speak of
operator matrices if its entries are Ore or Ore Laurent polynomials.

Let M be a square matrix over F[z] (or F(t)[o] or F(¢)[o, 0~']). We say that
M is unimodular if M possesses a (two-sided) inverse over F[z] (or F(¢)[o] or
F(t)[o, o', respectively). We call M regular, if its rows are linearly independent
over F[t] (or F(t)[o] or F(t)[o, o ~'], respectively) and singular if they are not lin-
early independent. For the special case of a polynomial matrix M € F[¢]"*", we can
characterise these concepts using determinants’: here, M is singular if det M = 0;
regular if det M # 0; and unimodular if det M € F\{0}. Another equivalent char-
acterisation of regular polynomial matrices is that they have a rational inverse
M~ e F(r)™ ",

We denote the set of all unimodular polynomial matrices by GL,, (F[#]) and that
of all unimodular operator matrices by GL, (F(t)[o]) or by GL,, (F(¢)[o, 0 ~']). We
do not have a special notation for the set of regular matrices.

Remark 3.1 Let A € F(r)[o]™*" and b € F(r)™. Assume that we are given two
unimodular operator matrices P € GL,,(F(t)[o, 0 ~']) and Q € GL,(F(t)[o, 0~ ']).
Then the system A(y) = b has the solution y if and only if (PAQ)(y) = P(b)
has the solution § = Q~!(y): Assume first that A(y) = b. Then also P(A(y)) =
(PA)(y) = P(b) and furthermore we have P(b) = (PA)(y) = (PA)(QQ~'(y)) =

5The other two rings do not admit determinants since they lack commutativity.
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(PAQ)(Q7'(y)) = (PAQ)(¥). Because P and Q are unimodular, we can easily go
back as well. Thus, we can freely switch from one system to the other.

Definition 3.1 We say thatthe systems A(y) = band (PAQ)(y) = P(b) in Remark
3.1 are related to each other.

4 Denominator Bounds for Regularised Systems

Let (F(¢), o) be again a IT ¥-extension of (IF, o). Recall that we are consider-
ing the system (3) which has the form A,o'y +---+ Aoy + Agy = b where
Ao, ..., Ay € F[r]™*" and b € F[r]™. We start this section by identifying systems
with good properties.

Definition 4.1 We say that the system in Eq. (3) is head regular it m = n (i.e., all
the matrices are square) and detA, # 0.

Definition 4.2 We say that the system in Eq. (3) is tail regular if m =n and
dCtA() ;ﬁ 0.

Definition 4.3 The system A(y) = b in Eq. (3) is called fully regular if it is head
regular and there exists a unimodular operator matrix P € GL,(F(t)[o, 0 ~']) such
that the related system (P A)(y) = P (b) is tail regular.

We will show later in Sect. 6 that any head regular system is actually already fully
regular and how the transformation matrix P from Definition 4.3 can be computed.

Moreover, in Definition 4.3, we can always choose P in such a way that the
coefficient matrices A~0, el AZ and the right hand side of the related system
(PA)(y) = P(b) are polynomial: simply multiplying by a common denominator
will not change the unimodularity of P.

The preceding Definition 4.3 is very similar to strongly row-reduced matrices
[37, Definition 4]. The main difference is that we allow an arbitrary transformation
P which translates between a head and tail regular system while [37] require their
transformation (also called P) to be of the shape diag(c™, ..., o) for some spe-
cific exponents my, ..., m, € Z. At this time, we do not know which of the two
forms is more advantageous; it would be an interesting topic for future research to
explore whether the added flexibility that our definition gives can be used to make
the algorithm more efficient.

Remark 4.1 1In the situation of Definition 4.3, the denominators of the solutions of
the original system A(y) = b and the related system A(S/) = b are the same: By
Remark 3.1, we know that y solves the original system if and only if y solves the
related system. The matrix Q of Remark 3.1 is just the identity in this case.

We are now ready to state the main result of this section. For the rational difference
field this result appears in various specialised forms. E.g., the versionm = n = 1 can
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be also found in [40] and gives an alternative description of Abramov’s denominator
bound for scalar recurrences [23]. Furthermore, the first order case / = 1 can be
rediscovered also in [39].

Theorem 4.1 Let the system in Eq. (3) be fully regular, and let y = d~'z € F(t)"
be a solution in reduced form. Let (P A)(y) = P (b) be a tail regular related system
with trailing coefficient matrix Ao € F[t1". Let m be the common denominator of
A; " and let p be the common denominator of Ay'. Then

disp(ap(d)) < disp(o ™~ @p(m), ap(p)) = D )
and
D . D )
ap(@) | ged([To ™ @pem), [T’ @p(p)). 5)
j=0 j=0

We will show in Sect. 6 that any coupled system of the form (3) can be brought
to a system which is fully regular and which contains the same solutions as the
original system. Note further that the denominator bound of the aperiodic part given
on the right hand side of (5) can be computed if the dispersion of polynomials in [F[¢]
(more precisely, if D) can be computed. Summarising, Theorem 2.1 is established
if Theorem 4.1 is proven and if the transformation of system (5) to a fully regular
version is worked out in Sect. 6.

Remark 4.2 Let (F(t;)...(t,), o) be a IT X-extension of (IF, o) witho (t;,) = «; t; +
Bi (o; € F*, B; € F) for 1 < i < e. In this setting a multivariate aperiodic denomi-
nator bound d € F[t4, ..., £ ]\{0} has been provided for a coupled system in Corol-
lary 2.2. Namely, within its proof we determine the aperiodic denominator bound d
by applying Theorem 2.1 (and thus internally Theorem 4.1) for each /7 ¥'-monomial
t;. Finally, we merge the different denominator bounds d; to the global aperiodic
denominator bound d = Iem(dy, ..., t.). In other words, the formula (5) is reused
e times (with possibly different Ds). This observation gives rise to the following
improvement: it suffices to compute for 1 < i < e the dispersions D; (using the for-
mula (4) for the different IT X-monomials t;), to set D = max(Dy, ..., D,) and to
apply only once the formula (5). We will illustrate this strategy in an example of
Sect.7.

For the sake of clarity we split the proof into two lemmata.

Lemma 4.1 With the notations of Theorem 4.1, it is
disp(ap(d)) < disp(oc~“(ap(m)), ap(p)) = D.

Proof For the ease of notation, we will simply write p instead of ap(p) and we will
do the same with 7 = ap(m) and d = ap(d).

Assume that disp(d) = A > D for some A € N. Then we can find two irre-
ducible aperiodic factors a, g € F[r] of d such that 6*(a)/g € F. In particular, due
to Lemma 2.1 we can choose a, g with this property such that A is maximal.



Denominator Bounds for Systems of Recurrence Equations Using /7 X'-Extensions 161

We distinguish two cases. First, assume that a | p. We claim that in this case we
have o*(g) { m. Otherwise, it was g | o ~*(77) which together with g | 0% (a) | o*(P)
implied A € spread(c ~‘ (i), p) which contradicts D < A. Moreover, o*(g) cannot
oceur in o’ (d) for 0 < i < € because else o¢(g) | o' (d) and thus b = o*~/(g) | d
implied that a and § are factors of d. Now, since 6**¢~/(a) /g = o'~/ (6*(a)/g) € F,
this contradicts the maximality of A. Thus, o‘z(g) must occur in the denominator of

At )+ Ao T )+ 4 Ajo () + Aoy = b e F[1]" (6)

for at least one component: Let Agl =mU forsome U € F[¢]"*". ThenUA, = ml,
and

UApot () +UAr_10 )+ + UA1o(y) + UAgy
——
=ml
mol(z) Zj;éz(nk;éj,e U‘/(3)>UA/'"](Z)

= + — =Ub e F[t]"
aol(g) [yl @ =

for some o € F[¢]" such that o¢(d) = ao’(g). The equation is equivalent to

(]’[ af'(z))m’f(z) - ((H a/’(Z))Ub - Z( I1 oj(3)>UAjoj(z)>ome(g).
e j#t

J#EE k#EjL

Note that (every component of the vector on) the right hand side is divisible by o (g).
For the left hand side, we have

o(g) J(m]_[o—/(Z).
4t

Also, we know that g 1 z; for at least one j. Thus, o*(g) does not divide (at least one
component of) the left hand side. This is a contradiction.

We now turn our attention to the second case a 1 p. Here, we consider the related
tail regular system A 502 (y) + - - - + Agy = b instead of the original system. Recall
that y remains unchanged due to Remark 4.1. Similar to the first case, let Aa L=pv,
ie., VAy = pl, for some V € F[¢]"*". Note that a t o' (d) forall i > 1; otherwise,
o' (a) was a factor of d with 0+ (¢~ (a))/b € F contradicting the maximality of
A. Let now 3

VAio!(y) 4+ VAio(y) +pl,y =& e F1]".

We write again y = Eilz. Then, after multiplying with the common denominator
do(d) - - - 0*(d) and rearranging the terms we obtain
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1@ )= ([~ @)~ ([T @)v a0

k#£0 = j=1 k#j

where every term on the right hand side is divisible by a. However, on the left hand
side a does not divide the scalar factor ﬁ]_[k £0 o*(d) and because of gcd(z, d) =1
there is at least one component of z which is not divisible by a. Thus, a does not
divide the left hand side which is a contradiction. O

Lemma 4.2 With the notations of Theorem 4.1, we have

D D
ap(@) | eed([To~ . [T’ ().
j=0 j=0

Proof Again, we will simply write p, 7 and d instead of ap(p), ap(m) and ap(d),
respectively. As in the proof of Lemma 4.1, we let U € F[¢]"*" be such that UA, =
m1. Multiplication by U from the left and isolating the highest order term transforms
the system (3) into

o' ==u(b ZA /(). )

Now, we apply o' to both sides of the equation in order to obtain an identity for

oy
£—1

a(U)(a(b) - Za(Aj)oH(y))-

j=0

1
{—1 _
o ()= o=1G7)

We can substitute this into (7) in order to obtain a representation

-1 =2
o' = = U(b = A l( oU)(a ) - Za(A,,-)oH(y))—ZA,vf'(y))
:ma_l(m) o(5- Z Ajol(v)

j=—1

forot(y)intermsof 6 ~2(y), ..., o~ (y) where b € F[¢]" and A~g_2, e, A_l, U e
F[l]n xn

We can continue this process shifting the terms on the right side further with each
step. Eventually, after D steps, we will arrive at a system of the form

1 t—D—1

Py U G ,;) Ay’ ) ®

ol(y) =
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where b’ € F[t]" and A’ . ..., A, ,_,, U € F[e]"".

Assume now that y =_371z is a solution of (3) or thus of (8) which is in reduced
representation for some d € F[¢] and a vector z € F[¢]". Substituting this in Eq. (8)
yields

t—D-1

1 ? _ 1 1 _ ’ 1 J
@O e oo U j;D Y@ @)
1 (6—12[—1 ) Z—i—l l—[ ' ) )
= = U ol(d)-b - ot (d) - Ao’ (2)
M go=im T2 i@ 10, IS ik !

or, equivalently after clearing denominators,

D {—D—1
[[e7@m) [] o/@ o'
j=0 j=—D
-1 {—D—1
=o'@-U([To 2@ v = 3. [le*@ a,0’@). ©
j=0 j=—D k#j

Let further ¢ € F[¢] be an irreducible factor of the aperiodic part of d. Then

o‘(g) divides the right hand side of Eq. (9). Looking at the left hand side, we see that
o *(g) cannot divide ]_[f;é) o/~P(d) since D = disp(d) and there is at least one entry

7 of z with 1 < k < n such that g { z; because E_IZ is in reduced representation.
It follows that o(q) | ]_[?:0 o~/ (m), or, equivalently, ¢ | I—[f:() o~/ (m). We can
thus cancel ¢ from the equation. Reasoning similarly for the other irreducible factors
of the aperiodic part of d we obtain d | H?:o o~ (m).

In order to prove d | ]_[?20 o/ (p), we consider once more the related tail regular
system Aioz(y) 4+ -+ Aoy = b. Recall that by Remark 4.1 y is both a solution of

the original and the related. Let V Ay = p1 for some V € F[¢]"*". Multiplying the
related system by V and isolating y yields

y = lV(E - ZZ:A,-UJ‘@)).
P o

Now, an analogous computation allows us to shift the orders of the terms on the
right hand side upwards. We obtain an equation

1 (1 : G i
v= ﬁa(ﬁ)...gD(ﬁ)V (b B ;AJUDH(}))>
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for suitable matrices V', A/l, e A’Z e F[¢]™" and b’ € F[t]". Substituting again

——1 . . . . -
y =d z and clearing denominators we arrive at an equation similar to (9) and
using the same reasoning we can show that d | I—[jD:O o’ (p). O

5 Row and Column Reduction

We will show in Sect. 6 below that it is actually possible to make any system of the
form (3) fully regular. One of the key ingredients for this will be row (and column)
reduction which we are going to introduce in this section. The whole exposition
closely follows the one in [38]. We will concentrate on row reduction since column
reduction works mutatis mutandis basically the same.

Consider an arbitrary operator matrix A € F(¢)[o]"*". When we speak about the
degree of A, we mean the maximum of the degrees (in o) of all the entries of A.
Similarly, the degree of a row of A will be the maximum of the degrees in that row.

Let v be the degree of A and let vy, ..., v, be the degrees of the rows of A. For
simplicity, we first assume that none of the rows of A is zero. When we multiply A
by the matrix A = diag(c"™", ..., o"~"") from the left, then foreachi = 1,..., m
we multiply the ith row by o"~". The resulting row will have degree v. That is,
multiplication by A brings all rows to the same degree. We will write the product as

AA=A, 0"+ -+ Ao+ A

where Ay, ..., A, € F(:)™*" are rational matrices. Since none of the rows of A is
zero, also none of the rows of A, is zero. We call A, the leading row coefficient
matrix of A and denote it by A, = LRCM(A). In general, if some rows of A are
zero, then we simply define the corresponding rows in LRCM(A) to be zero, too.

Definition 5.1 The matrix A € F(¢)[o]"*" is row reduced (w.r.t. ) if LRCM(A)
has full row rank.

Remark 5.1 1f A(y) = bisahead reduced system where A = Aol +- 4+ Ao+
Ap for Ag, ..., Ay € R™", then A is row-reduced. This is obvious since in this case
LRCM(A) = A, and det Ay, # 0. Conversely, if A is row-reduced, then AA (with A
as above) is head regular.

mxn

It can be shown that for any matrix A € F(¢)[o] there exists a unimodular

operator matrix P € GL,,(F(¢)[o]) such that

()

for some row reduced A € F(r)[o]"*" where r is the (right row) rank of A over

F(t)[o]. (For more details, see [38, Theorem 2.2] and [38, Theorem A.2].)
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Itis a simple exercise to derive an analogous column reduction of A. Moreover, it can
easily be shown that it has similar properties. In particular, we can always compute
0 € GL,(F(t)[o]) such that the product will be

AQ =(A0)
for some column reduced A € F(¢)[o]"*" where r is the (left column) rank of A.
We remark that in fact » in both cases will be the same number since the left

column rank of A equals the right row rank by, e.g., [55, Theorem 8.1.1]. Therefore,
in the following discussion we will simply refer to it as the rank of A.

6 Regularisation

In Theorem 4.1, we had assumed that we were dealing with a fully regular system.
This section will explain how every arbitrary system can be transformed into a fully
regular one with the same set of solutions.

Represent the system (3) by an operator matrix A € F(7)[o]™*". We first apply
column reduction to A which gives a unimodular operator matrix Q € GL,(F(¢t)[o])
such that the non-zero columns of AQ are column reduced. Next, we apply row
reduction to A Q obtaining P € GL,,(IF(#)[o']) such that in total

A0
PAQ = ( 0 0)
where A € F(r)[o]"*" will now be a row reduced square matrix and r is the rank of A.
If we define the matrix A as in the previous Sect. 5, then the leading coefficient

matrix of AP A Q and thatof P A Q will be the same. Moreover, since A is unimodular
over F(t)[o, 07", also AP is unimodular over F(¢)[o, o ~']. Thus, if we define

A e F(t)[o]™ by R
APAQ = (g 8) ,

A=A,0" 4+ -+ Ao + A

then we can write

where v is the degree of A and where Ao, R Av € F(#)"*" are rational matrices.
Since A is still row reduced, we obtain that its leading row coefficient matrix AV has
full row rank.

Assume now that we started with the system A(y) = b. Then (APAQ)(y) =
(AP)(D) is arelated system with the same solutions as per Remark 3.1. More con-
cretely, let us write
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N Bt . 51
y= <y2> and (AP)(D) = <52>

where y; and by € F(t)" are vectors of length r, y, € F(¢)" ™" has length m — r, and
by € F(¢)"™" has length n — r. Then (APAQ)(y) = (AP)(b) can be expressed as

A(yl) =b] and O=b2.

The requirement that b, = 0 is a necessary condition for the system to be solvable.
We usually refer to it as a compatibility condition. Moreover, we see that the variables
in y, can be chosen freely.

If the compatibility condition does not hold, then the system does not have any
solutions and we may abort the computation right here. Otherwise, A(y) = b is
equivalent to a system A(y)) = by of (potentially) smaller size. Clearing denomi-
nators in the last system does not change its solvability nor the fact that A is row
reduced. Thus, we have arrived at an equivalent head regular system.

It remains to explain how we can turn a head regular system into a fully regular
one. Thus, as above we assume now that the first regularisation step is already done
and that the operator matrix A € F(z)[o]"*" is such that A(y) = b is head regular.
That does in particular imply that A is row reduced and hence that n equals the rank
of A over F(¢)[o].

We claim that n is also the rank of A over F(¢)[o, o ~!], i.e., that the rows
of A are linearly independent over F(¢)[o, 0 ~!]. Assume that vA = 0 for some
v € F(t)[o, 0 ~']". There is a power o* of o such that c¥v € F(r)[o]". Since then
(6%v)A = 0, we obtain that A did not have full rank over F(¢)[o]. The claim follows
by contraposition. Note that also the other direction obviously holds.

Let £ be the degree of A and write A as

A=At + -+ Ao+ A

where Ay, ..., A, € F(1)"". We multiply A over F(¢)[o, 0 ~'] by o ~¢ from the left.
This does not change the rank. The resulting matrix ot A will be in F(1)[o 11",
Using a similar argument as above, we see that the rank of o ~¢A over F(z)[o '] is
still n. We have

oAy =07 Ao - oA )T F oA,

i.e., 0t A is similar to A with the coefficients in reverse order.

We can now apply row reduction to 0 "“A w.r.t. the Ore variable® o ~'. Just as
before we may also shift all the rows afterwards to bring them to the same degree.
Let the result be y

Wo'A= A"+ + Ao+ A;

SNote that the commutation rule o ~la = ¢~ (a)o =1 follows immediately from the rule oa =
o(a)o.
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where 7 is the new degree, W € GL,(F(¢)[o, o~']) is a unimodular operator matrix,
the matrices Ao, LA 7 € F()"" are rational, and where the non-zero rows of AO
are independent. However, since the rank of o ~“A is n (over F(¢)[c ~']), we obtain
that Ay does in fact not possess any zero-rows at all. Thus, A has full rank.

Multiplication by o* from the left, brings everything back into F(¢)[c]"*";
we have

ie.,
o' WolA =o' (Ao’ + -+l (Ao + o' (Ay)

where /(Ay) still has full rank and where the transformation matrix o‘Wo ¢ is
unimodular over F(¢)[o, o ~']. In other words, we have found a related tail regular
system. Since we started with a head regular system, we even found that it is fully
reduced.

We can summarise the results of this section in the following way. An overview
of the process is shown in Fig. 1.

Theorem 6.1 Any system of the form (3) can be transformed into an related fully
regular system. Along the way we acquire some compatibility conditions indicating
where the system may be solvable.

We would like to once more compare our approach to the one taken in [37]. They
show how to turn a system into strongly row-reduced form (their version of fully
regular as explained after Definition 4.3 in the proof of their [37, Proposition 5].
Although they start out with an input of full rank, this is not a severe restriction
as the same preprocessing step (from A to A) which we used could be applied in
their case, too. Just like our approach, their method requires two applications of row
reduction. They do, however, obtain full regularity in the opposite order: The first
reduction makes the system tail regular while the second reduction works on the
leading matrix. In our case, the first row reduction (removes unnecessary equations)
and makes the system head regular while the second one works on the tail. The

A €F(t)[c]™" arbitrary
row/column reduction w.r.t. G

(AP)AQ = <'3 8) with A € F(r)[6]"™" head regular

assuming the compatibility conditions hold

A head regular o'Wo A tail regular

row reduction w.r.t. 6~

Fig. 1 Outline of the regularisation
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other big difference is that our second reduction is w.r.t. o ~! while [37] rewrites the
system in terms of the difference operator A = o — 1 and then reduces w.r.t. A. As
mentioned after Definition 4.3, we cannot with certainty tell yet which of the two
approaches is preferable. That will be a topic for future research.

7 Examples

As a first example, we consider the system

22—t +1 0 ¢+ D)
25— 1503 — 81430 +3 —17 =20 — 45—t — 73 — 82 —41)”

N 4 — 13+ 22 4 — 13 +2¢2 ®
0 7430 145 5% 193 1 62)°

0
- (2t5 + 3¢ 413 4 82 +4z> '

Here, we have F = Q and we are in the X -extension case with o () =1 + 1. We
can easily see that the leading and trailing matrices are both regular. Inverting them
and computing common denominators, we arrive at

m= 2t —Dtt> +1+2)(t* —t +2)(t + 1)°

and
p =121+ D> —1+2)(*+ 3t +3).

We have spread(c~'m, p) = {0} and thus the dispersion is 0. We obtain the

denominator bound
ged(o ™ 'm, p) =12(1* — 1t +2).

This does fit well with the actual solutions for which a QQ-basis is given by

1 (2 —1t+2) nd 1 —2t*—t+2)
2R —t+2)\ £—17+1 a 2R —t+2) \ -t =32 +1)°

(We can easily check that those are solutions; and according to [37, Theorem 6] the
dimension of the solution space is 2).

For the second example, we consider a (2, 3)-multibasic rational difference field
over F = Q; i.e., we consider Q(t1, ;) with o (t;) = 2t; and o (t) = 3t,. The system
in this example is
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=:Ax(11,12)

((111‘]2‘2 — 1)(@36Ht, — 1) —(11t1t, — 1)(3611t, — 1)) <y](4l1, 9t2)>

(4 —9)(2t —31) (4t — 91) (2t — 31r) y2(4t1, 91)

+ — (6111, — 1)(14311t, — 3) (6111, — 1)(143111, — 3) y1(2l1,3l2)
—6(21) — 3n)(f) —26) —6(21) — 3n)(H —26) ) \y2(211, 31)

N <2(l1f2 — (661112 — 1) =2(t112 — 1) (66111 — 1)> <y1(t1, t2)> _ <0>
4t —9n)(t — 1) 4t —9n)(t — 1) y2(t1, 1) 0}

=:Ao(11,12)

This is a 2-by-2 system of order 2 over Q(t;, ;)[o]. Both the o-leading matrix
A, and the o-trailing matrix A are invertible, which means that the system is both
head and tail regular; hence it is fully regular. The denominator of A; Vis

m = 2(11t1t, — 1)(36t1t, — 1)(4t; — 91) (2, — 31)
and the denominator of A, Vis
p =4t — 166615, — 1)(411 — ) (1) — 12).
We have ap(m) = m and ap(p) = p. Following the strategy/algorithm proposed

in Remark 4.2 we compute the dispersions w.r.t. #; and #, (which turn out to be the
same in this example); obtaining

D = disp,, ,,(c~*(ap(m)). ap(p)) = 0.
By Corollary 2.2 it follows that the denominator bound for this system is
d = ged(0 > (ap(m)), ap(d)) = (112 = 1)(11 — 12).
This fits perfectly with the actual Q-basis of the solution space which is given by
1 L+ D@ —1) 1 12—t +1
2t — Dt — 1) ((1‘2 - D+ 1)) C 2t — 1) <—tf + ity + 1) ’

1 217 — 2111, + 4t — 31
4(t) — 1) \—2{ + 20112 + 41 — 31 )

1 42ty =303 =2t + 1
4(tit, — D)t — 1) 4l12l2 - 3t1t22 — 61 +5)°

and

(It is easy to check that these are solutions; and they are a basis of the solutions
since the dimension of the solution space is 4 according to [37].)
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8 Conclusion

Given a [T ¥-extension (F(¢), o) of (I, o) and a coupled system of the form (3)
whose coefficients are from F(¢), we presented algorithms that compute an aperi-
odic denominator bound d € F[t] for the solutions under the assumption that the
dispersion can be computed in F[7] (see Theorem 2.1). If ¢ represents a sum, i.e., it
has the shift behaviour o () = ¢ + B for some § € F, this is the complete denomi-
nator bound. If 7 represents a product, i.e., it has the shift behaviour o (f) = « ¢ for
some o € [F*, then ™" d will be a complete denominator bound for a sufficiently large
m. It is so far an open problem to determine this 7 in the /7-monomial case by an
algorithm; so far a solution is only given for the g-case with o (t) = ¢ ¢ in [56]. In
the general case, one can still guess m € N, i.e., one can choose a possibly large
enough m (m = 0 if ¢ is a ¥-monomial) and continue. Namely, plugging y = t}—d
with the unknown numerator y’ € F[¢]" into the system (3) yields a new system in
y’" where one has to search for all polynomial solutions y" € F[¢]". It is still an open
problem to determine a degree bound b € N that bounds the degrees of all entries
of all solutions y’; for the rational case o (t) =t + 1 see [32] and for the g-case
o (t) = q t see [56]. In the general case, one can guess a degree bound b, i.e., one can
choose a possibly large enough b € N and continues to find all solutions y’ whose
degrees of the components are at most b. This means that one has to determine the
coefficients up to degree b in the difference field (F, o).

If F = const(F, o), this task can be accomplished by reducing the problem to a
linear system and solving it. Otherwise, suppose that F itself is a [T ¥'-field over a
constant field K. Note that in this case we can compute d (see Lemma 2.1), i.e., we
only supplemented a tuple (m, b) of nonnegative integers to reach this point. Now
one can use degree reduction strategies as worked out in [7, 8, 29] to determine the
coefficients of the polynomial solutions by solving several coupled systems in the
smaller field F. In other words, we can apply our strategy again to solve these systems
inF = F'(t) where 7 is again a [T ¥-monomial: compute the aperiodic denominator
bound d’ € F'[t], guess an integer m’ > 0 (m’ =0 if 7 is a X-monomial) for a
complete denominator bound 7' d’, guess a degree bound »’ > 0 and determine the
coefficients of the polynomial solutions by solving coupled systems in the smaller
field . Eventually, we end up at the constant field and solve the problem there by
linear algebra.

Summarising, we obtain a method that enables one to search for all solutions of
a coupled system in a I7 X'-field where one has to adjust certain nonnegative integer
tuples (m, b) to guide our machinery. Restricting to scalar equations with coefficients
from a IT ¥'-field, the bounds of the period denominator part and the degree bounds
has been determined only some years ago [57]. Till then we used the above strategy
also for scalar equations [29] and could derive the solutions in concrete problems
in a rather convincing way. It is thus expected that this approach will be also rather
helpful for future calculations.

Influenced by Abramov’s pioneering article [23] basically all existing difference
equations solvers that hunt for rational solutions follow the same strategy: compute
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a denominator bound and reduce the problem to search for polynomial solutions. In
Karr’s work [8] there is another approach to solve first order difference equations.
Inspired by that, one could derive denominator bounds for all factors which are shift
equivalent. Further, exploiting partial fraction decomposition techniques from [8]
one could split these subproblems further to deal only with denominators that are,
up to multiplicities, irreducible. Summarizing, instead of finding one big solution for
a coupled system, one could look for many small subparts of the solution that have to
be combined accordingly. Exploring this Karr-type reduction mechanism further (or
combining it in parts with Abramov’s strategy) might lead to new and rather efficient
algorithms.

Acknowledgements We would like to thank Michael Karr for his valuable remarks to improve the
article.
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Abstract In recent years, Karr’s difference field theory has been extended to the
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1 Introduction

Symbolic summation in difference fields has been introduced by Karr’s groundbreak-
ing work [12, 13]. He defined the so-called [1X-fields (I, o) which are composed
by a field F and a field automorphism o : F — F. Here the field F is built by a
tower of transcendental field extensions whose generators either represent sums or
products where the summands or multiplicands are elements from the field below.
In particular, the following problem has been solved: given such a [1X-field (F, o)
and given f € . Decide algorithmically, if there exists a g € [ with

f=o0( —g. (1)

Hence if f and g can be rephrased to expressions F(k) and G(k) in terms of
indefinite nested sums and products, one obtains the telescoping relation

Fk)y=Gk+1) - Gk). (2)

Then summing this telescoping equation over a valid range, say a < k < b, one
gets the identity Y 0_ F(k) = G(b + 1) — G(a).

In a nutshell, the following strategy can be applied: (I) construct an appropriate
[M1X-field (IF, o) in which a given summand F' (k) in terms of indefinite nested sums
and products is rephrased by f € F; (II) compute g € F such that (1) holds; (III)
rephrase g € I to an expression G (k) such that (2) holds.

In the last years various new algorithms and improvements of Karr’s difference
field theory have been developed in order to obtain a fully automatic simplification
machinery for nested sums. Here the key observation is that a sum can be either
expressed in the existing difference field (I, o) by solving the telescoping problem (2)
or it can be adjoined as a new extension on top of the already constructed field F;
see Theorem 2.1(3) below. By a careful construction of (I, o) one can simplify sum
expressions such that the nesting depth is minimized [26], or the number [29] or the
degree [24] of the objects arising in the summands are optimized.

In contrast to sums, representing products in I1X-fields is not possible in general.
In particular, the alternating sign (—1)¥, which arises frequently in applications, can
be represented properly only in a ring with zero divisors introducing relations such as
(I — (D" (1 + (=% = 0. In [23] and a streamlined version worked out in [28],
this situation has been cured for the class of hypergeometric products of the form
]_[f;, f(@@) with [ € N and f(k) € Q(k) being a rational function with coefficient
from the rational numbers: namely, a finite number of such products can be always
represented in a I1X-field adjoined with the element (—1)*. In particular, nested
sums defined over such products can be formulated automatically in difference rings
built by the so-called RITX-extensions [30, 32]. This means in difference rings
that are built by transcendental ring extensions and algebraic ring extensions of
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the form o where « is a primitive root of unity. Within this setting [30, 32], one
can then solve the telescoping problem for indefinite sums (see Eq. (1)) and more
generally the creative telescoping problem [19] to compute linear recurrences for
definite sums. Furthermore one can simplify the so-called d’ Alembertian [3, 5, 11,
18] or Liouvillian solutions [20, 21] of linear recurrences which are given in terms
of nested sums defined over hypergeometric products. For many problems coming,
e.g., from combinatorics or particle physics (for the newest applications see [33]
or [1]) this difference ring machinery with more than 100 extension variables works
fine. But in more general cases, one is faced with nested sums defined not only
over hypergeometric but also over mixed multibasic products. Furthermore, these
products might not be expressible in Q but only in an algebraic number field, i.e., in
a finite algebraic field extension of Q.

In this article we will generalize the existing product algorithms [23, 28] to cover
also this more general class of products.

Definition 1.1 Let K = K(q;,...,q.) be a rational function field over a field
K andletF = K(x, 11, ..., t,) be arational function field over K. ]_[Z:l f(k, q{‘, e,
qk) is a mixed (qi, ..., q.)-multibasic hypergeometric product in n, if f(x,
t,...,t,) € F\ {0} and [ € N is chosen big enough (see Example 2.9 below) such
that f(E,qf,...,qf) has no pole and is non-zero for all £ € N with £ > [. If
f(t,...,t) € Fwhichis free of x, then ]_[Zzl f(q{‘, cey qf) iscalleda(qy, ..., g.)-
multibasic hypergeometric product in n. If e = 1, then it is called a basic or g-
hypergeometric product in n where g = ¢gy.If e = 0 and f € K(x), then [ [;_, f (k)
is called a hypergeometric product in n. Finally, if f € K, it is called constant or
geometric product in n.

Let g" denote g7, ..., q. and t denote (11, ...,1.). Further, we define the set
of ground expressions' K(n) = {f(n) | f(x) € K(0)}, K(@") = {f@") | @) €
K@)} and K(n,q") = {f(n,q") | f(x,t) € K(x,t)}. Moreover, we define Prod (X)
with X € {K, K(n), K(g"), K(n, g")} as the set of all such products where the mul-
tiplicand is taken from X. Finally, we introduce the set of product expressions
ProdE(X) as the set of all elements

D iy () PL ()" - Py () 3)

[CZ Up)ES

withm e N, § € Z™ finite, a,,,...,,)(n) € Xand Pi(n), ..., P,(n) € Prod(X).

,,,,,

For this class where the subfield K of K itself can be a rational function field over
an algebraic number field, we will solve the following problem.

I'Their elements are considered as expressions that can be evaluated for sufficiently large n € N.
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Problem RPE: Representation of Product Expressions.

Let Xk € {K, K(n), K(g"), K(n,q")}. Given P(n) € ProdE(Xk);
find Q(n) € ProdE(Xk ) with K’ a finite algebraic field extension® of K and a
natural number ¢ with the following properties:
1. P(n) = Q(n) foralln € Nwithn > d;
2. The product expressions in Q(n) (apart from products over roots of unity)
are algebraically independent among each other.
3. The zero-recognition property holds, i.e., P(n) = 0 holds for all n from a
certain point on if and only if Q(n) is the zero-expression.

UMK=K(FKp, ..o, &)1y q.) is a rational function field over an algebraic number
field K, then in worst case K is extended to K’ = K'(xy, ..., k) (qLs - - qe) where K’ is
an algebraic extension of K. Subsequently, all algebraic field extensions are finite.

Internally, the multiplicands of the products are factorized and the monic irre-
ducible factors, which are shift-equivalent, are rewritten in terms of one of these
factors; compare [2, 4, 8, 17, 23]. Then using results of [10, 27] we can conclude
that products defined over these irreducible factors can be rephrased as transcendental
difference ring extensions. Using similar strategies, one can treat the content coming
from the monic irreducible polynomials, and obtains finally an RITX-extension in
which the products can be rephrased. We remark that the normal forms presented
in [8] are closely related to this representation and enable one to check, e.g., if the
given products are algebraically independent. Moreover, there is an algorithm [15]
that can compute all algebraic relations for c-finite sequences, i.e., it finds certain ide-
als from ProdE(KK) whose elements evaluate to zero. Our main focus is different. We
will compute alternative products which are by construction algebraically indepen-
dent among each other and which enable one to express the given products in terms
of the algebraic independent products. In particular, we will make this algebraic inde-
pendence statement (see property (2) of Problem RPE) very precise by embedding
the constructed RITX-extension explicitly into the ring of sequences [19] by using
results from [32]. The derived algorithms implemented in Ocansey’s Mathematica
package NestedProducts supplement the summation package Sigma [25] and
enable one to formulate nested sums over such general products in the setting of
RITX-extensions. As a consequence, it is now possible to apply completely auto-
matically the summation toolbox [4, 7, 12, 23-32] for simplification of indefinite
and definite nested sums defined over such products.

The outline of the article is as follows. In Sect.2 we define the basic notions of
RITX-extensions and present the main results to embed a difference ring built by
RITX-extensions into the ring of sequences. In Sect. 3 our Problem RPE is reformu-
lated to Theorem 3.1 in terms of these notions, and the basic strategy is presented
how this problem will be tackled. In Sect.4 the necessary properties of the constant
field are worked out that enable one to execute our proposed algorithms. Finally, in
Sects. 5 and 6 the hypergeometric case and afterwards the mixed multibasic case are
treated. A conclusion is given in Sect.7.
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2 Ring of Sequences, Difference Rings and Difference
Fields

In this section, we discuss the algebraic setting of difference rings (resp. fields) and
the ring of sequences as they have been elaborated in [12, 30, 32]. In particular,
we demonstrate how sequences generated by expressions in ProdE(K(n)) (resp.
ProdE(K(n, g"))) can be modeled in this algebraic framework.

2.1 Difference Fields and Difference Rings

A difference ring (resp. field) (A, o) is aring (resp. field) A together with a ring (resp.
field) automorphism o : A — A. Subsequently, all rings (resp. fields) are commuta-
tive with unity; in addition they contain the set of rational numbers Q, as a subring
(resp. subfield). The multiplicative group of units of a ring (resp. field) A is denoted
by A*. A ring (resp. field) is computable if all of it’s operations are computable. A
difference ring (resp. field) (A, o) is computable if A and o are both computable.
Thus, given a computable difference ring (resp. field), one can decide if o(c) = c.
The set of all such elements for a given difference ring (resp. field) denoted by

const(A, o) ={ce Alo(c) =c}

forms a subring (resp. subfield) of A. In this article, const(A, o) will always be a
field called the constant field of (A, o). Note that it contains Q as a subfield. For any
difference ring (resp. field) we shall denote the constant field by K.

The construction of difference rings/fields will be accomplished by a tower of
difference ring/field extensions. A difference ring (A, 5) is said to be a difference
ring extension of a difference ring (A, o) if A is a subring of Aand forall a € A,
o(a) = o(a) (i.e., o]y = o). The definition of a difference field extension is the same
by only replacing the word ring with field. In the following we do not distinguish
anymore between ¢ and 7.

In the following we will consider two types of product extensions. Let (A, o) be a
difference ring (in which products have already been defined by previous extensions).
Let o € A* be a unit and consider the ring of Laurent polynomials A[z, t~'] (i.e., ¢ is
transcendental over A). Then there is a unique difference ring extension (A[z, 1~ 1, 0)
of (A, o) with o(t) = at and o(t~!) = a~'+~'. The extension here is called a
product-extension (in short P-extension) and the generator is called a P-monomial.
Suppose that A is a field and A(7) is a rational function field (i.e., ¢ is transcendental
over A). Let a € A*. Then there is a unique difference field extension (A(¢), o) of
(A, o) with o (t) = a.t. We call the extension a P-field extension and t a P-monomial.
In addition, we get the chain of extensions (A, o) < (A[r, 71, 0) < (A@0), 0).

Furthermore, we consider extensions which model algebraic objects like ¢¥ where
¢ is a A-th root of unity for some A € N with A > 1. Let (A, o) be a difference ring
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and let ¢ € A* be a primitive A-th root of unity, (i.e., (* = 1 and A is minimal).
Take the difference ring extension (A[y], o) of (A, o) with y being transcendental
over A and o(y) = ( y. Note that this construction is also unique. Consider the ideal
I := (y* — 1) and the quotient ring E := A[y]/I. Since [ is closed under ¢ and o~
i.e., I is areflexive difference ideal, we have a ring automorphism o : E — [ defined
by o(h+ I) = o(h) + I. In other words, (E, o) is a difference ring. Note that by
this construction the ring A can naturally be embedded into the ring E by identifying
acAwitha+ 1€k, ie,ar>a+ 1. Nowsetd:=y+ I. Then (A[Y],0) is a
difference ring extension of (A, o) subject to the relations ¥* = 1 and o () = (V.
This extension is called an algebraic extension (in short A-extension) of order A. The
generator, 1 is called an A-monomial and we define A = min{n > 0|a” = 1} as its
order. Note that the A-monomial 19, with the relations ¥* = 1 and o (¢)) = ¢ ¥ models
¢* with the relations (¢¥)* = 1 and ¢¥*! = ¢ ¢*. In addition, the ring A[?] is not an
integral domain (i.e., it has zero-divisors) since (9 — 1) W'+ .- +9+1) =0
but (W —1) £0# W'+ +9+1).

We introduce the following notations for convenience. Let (IE, o) be a difference
ring extension of (A, o) with ¢t € E. A(t) denotes the ring of Laurent polynomials
Alr, %] (i.e., t is transcendental over A) if (A[z, %], o) is a P-extension of (A, o).
Lastly, A(t) denotes the ring A[¢] with ¢ ¢ A but subject to the relation t* = 1 if
(A[r], o) is an A-extension of (A, o) of order A. We say that the difference ring
extension (A(z), o) of (A, o) is an AP-extension (and ¢ is an AP-monomial) if it is
an A- or a P-extension. Finally, we call (A(z;) - - - {t.), o) a (nested) AP-extension/P-
extension of A, ¢ if it is built by a tower of such extensions.

Throughout this article, we will restrict ourselves to the following classes of
extensions as our base field.

Example 2.1 Let K(x) be arational function field and define the field automorphism
oK) - Kx) witho(f) = fly = xx1. We call (K(x), o) the rational difference
field over K.

Example 2.2 Let K= K(qi,...,q.) be a rational function field (i.e., the g; are
transcendental among each other over the field K and let (K(x), o) be the ratio-
nal difference field over K. Consider a P-extension (E, o) of (K(x),o) with
E = K(x)[z, %] -t %] and o(t;) = q; t; for 1 <i < e. Now consider the field
of fractions F = Q(E) = K(x)(#;) - - - (z.). We also use the shortcutt = (¢{,...,1,)
and write ' = K(x)(t) = K(x, ¢). Then (IF, o) is a P-field extension of the difference
field (K(x), o). It is also called the mixed q-multibasic difference field over K. If
F =K(#)) - -- (t.) = K(t) which is free of x, then (F, o) is called the g-multibasic
difference field over K. Finally, if e = 1, then ' = K(#,) and (F, o) is called a g- or
a basic difference field over K.

Based on these ground fields we will define now our products. In the first sections
we will restrict to the hypergeometric case.

Example 2.3 LetK = Q(s, (—l)é) and let (K(x), o) be a rational difference field.
Then the product expressions
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[Tvs []en: 4)
k=1 k=1

from Prod (K (n)) can be represented in an A-extension as follows. Here ¢ is the com-
plex unit which we also write as (—1)%. Now take the A-extension (K(x)[%], o)
of (K(x), o) with o() = (—1)% ¥ of order 12. The A-monomial ; models
((—=1)#)" with the shift-behavior S,((—=1)%)" = ((=1)¢)""" = (=1)s ((=1)s)".
Further, (K(x)[9]1[1,], o) is also an A-extension of (K(x)[¥], o) with o (1},) = 11,
of order 4. The generator ¥, models ()" with S, (¢)" = ¢ (1)".

Example 2.4 The product expressions

]_[~/_ ]_[7 1_[169 5)

from Prod(K(n)) with K = Q(+/13) are represented in a P-extension of the rational
difference field (K(x), o) with o(x) = x + 1 as follows.

1. Consider the P- extension (Al, o) of (K(x), o) with A} = K(x)[y, i] o(y) =

(v/13) y; and a( o) = 75 . In this ring, we can model polynomial expressions

in (\/ 13)' and («/ 13)7 W1th the shift behavior S, («/ 13)" =413 («/ 13) and
1 1 1 n 1 1
S”W =75 T Here, («/13) and ST are rephrased by y; and I
respectively.
2. Constructing the P extension (A, 0) of (A, o) with Ay = A([y,, l] o(y) =

7y, and O’( S) = , we are able to model polynonnal expressions in 7" and
77" with the shift behav1or S, 7" =77" and S, 71,, = 7” by rephrasing 7" and
7% with y, and %, respectively.

3. Introducing the P-extension (A3, o) of (A;, o) with Az = As[ys, yi}], o(y3) =
169 y3 and o (5- ! ) =

: é9 vl one can model polynomial expressions in (169)" and

(169)™" with the shift behavior S, (169)" = 169(169)” and S, a7 = 165 e
by rephrasing (169)" and (169) " by y3 and - o respectively.
Example 2.5 The hypergeometric product expressions
n n
Pin) =[]k Py =]](k+2) (6)
k=1 k=1

from Prod(Q(n)) can be represented in a P-extension defined over the rational dif-
ference field (Q(x), o) in the following way. Take the P extension (Q(x)[zl, L ], o)

of (Q(x), o) with o(z;) = (x + 1) z; and a( ) = (x+1) . In this extensmn one
can model polynomial expressions in the product express10n P (n) with the shift

behavior S, Pi(n) = (n+ 1) Pi(n) and S, -+— 7 (n) (njrl) o) by rephrasing P;(n)
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and -—— Y0 (n) by z1 and 1 . Finally, taking the P-extension (Q(x)[zl, 1 ][Zz, l] o) of

(Q(x)[zl, ] o) w1th 0(z2) = (x +3) 2> and 0'( ) = (x+3) Z,» We can represent
polyn0m1a1 expressions in the product expressmn P>(n) with the shift- behav10r

S, P,(n) = (n+3) P,(n) and S, 51— Pz(n) (n-1k3) Yol by rephrasing P,(n) and

Py(n) (n)
by z, and 4 > respectively.

In this article we will focus on the subclass of RIT-extensions.

Definition 2.1 An AP-extension (A- or P-extension) (A(z)---(t.), o) of (A, o)
is called an RII-extension (R- or IT-extension) if const(A{t;)---{t.), o) = const
(A, o). Depending on the type of extension, we call #; an R-/TI-/RIT-monomial.
Similarly, let A be a field. Then we call a tower of P-field extensions (A(#) - - - (¢.), o)
of (A, o) a IT-field extension if const(A(#;) - - - (¢,), o) = const(A, o).

We concentrate mainly on product extensions and skip the sum part that has been
mentioned in the introduction. Still, we need to handle the very special case of
the rational difference field (K(x), o) with o(x) = x + 1 or the mixed g-multibasic
version. Thus it will be convenient to introduce also the field version of X -extensions
[12, 22].

Definition 2.2 Let (IF(z), o) be a difference field extension of (IF, o) with ¢ transcen-
dental over F and o (t) = ¢t + (8 with 3 € F. This extension is called a 3-extension if
const(IF(¢), o) = const(IF, o). In this case 7 is also called a X-monomial. (IF(¢), o) is
called a [TX-extension of (IF, o) if itis either a [T- or a X-extension. L.e., ¢ is transcen-
dental over IF, const(IF(¢), o) = const(IF, o) and ¢ is a [T-monomial (6 (¢) = a ¢t for
some o € F*) ort isa X-monomial (c(¢) = ¢t + S forsome 3 € F). (F(ty) - - - (t.), o)
is a [1X-extension of (IF, o) if it is a tower of I1X-extensions.

Note that there exist criteria which can assist in the task to check if during the
construction the constants remain unchanged. The reader should see [30, Proof 3.16,
3.22 and 3.9] for the proofs. For the field version, see also [12].

Theorem 2.1 Let (A, o) be a difference ring. Then the following statements hold.

1. Let (Alt, ] o) be a P-extension of (A, o) with o(t) = ot where o € A*. Then
this is a H extension (i.e., const(A[z, t], o) = const(A, o)) iff there are no g €
A\ {0} andv € Z\ {0} witho(g) = o' g.

2. Let (A[Y], o) be an A-extension of (A, o) of order A > 1 with o(¥)) = (v
where ( € A*. Then this is an R-extension (i.e., const(A[¥], o) = const(A, o))
iff thereareno g € A\ {O}andv € {1,...,A\— 1} witho(g) =" g. Ifitis an
R-extension, « is a primitive Ath root of unity.

3. Let A be a field and let (A(t), o) be a difference field extension of (F, o) with t
transcendental over F and o(t) =t + [ with 3 € F. Then this is a X-extension
(i.e., const(F(t), o) = const(F, o)) if there isno g € F witho(g) = g + 0.

Concerning our base case difference fields (see Examples 2.1 and 2.2) the
following remarks are relevant. The rational difference field (K(x), o) is a X-
extension of (KK, o) by part (3) of Theorem 2.1 and using the fact that there is no
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g € K with o(g) = g + 1. Thus const(K(x), o) = const(K, o) = K. Furthermore,
the mixed g-multibasic difference field (I, o) with F = K(x)(#;) - - - (¢,) is a [1-field
extension of (K(x), o). See Corollary 5.1 below. As a consequence, we have that
const(IF, o) = const(K(x), o) = K.

We give further examples and non-examples of RIT-extensions.

Example 2.6 1. In Example 2.3, the A-extension (K(x)[¥;], ) is an R-extension
of (K(x), o) of order 12 since there are no g € K(x)* and v € {1, ..., 11}

with o(g) = ((—1)%)V g. However, the A-extension (K(x)[¢][¢,], o) is not
an R-extension of (K(x)[#], o) since with g = 19? e Kx)[¥]andv =1, we
have o(g) =t g. In particular, we get ¢ = 19? ¥, € const(K(x)[9][I2], o) \
const(K(x)[%], o).

2. The P-extension (A}, o) of (K(x), o) in Example 2.4(1) with o(y;) = V13 y,
is a [T-extension of (K(x), o) as there are no g € K(x)* and v € Z \ {0} with
o(g) = (\/ﬁ)v g. Similarly, the P-extension (A;, o) in Example 2.4(2) with
o(yz) =7y, is also a IT-extension of (Aj, o) since there does not exist a
g€ A \{0} and a v € Z\ {0} with o(g) = 7" g. However, the P-extension
(A3, 0) in part (3) of Example 2.4 is not a [T-extension of (A,, o) since with
g =y} €Ay we have o(g) = (169)g. In particular, w = yf4 y3 € const
KO, 5102, 55103, 571,00 \ const® @)y, 37102, 371, ).

3. Finally, in Example 2.5 the P-extension (Q(x)[z, %], o) is a IT-extension of
(Q(x), o) with o(z;) = (x + 1) z; since there are no g € Q(x)* and v € Z \
{0} with o(g) = (x 4+ 1)" g. But the P-extension (Q(x)[z;, %][12, %], o) with
0(z2) = (x + 3) z» is not a IT-extension of (Q(x)[zy, %], o) since with g =
(x+2)(x+1)z; and v =1 we have o(g) = (x + 3) g. In particular, we get
¢ = £ € const(Q(x) (z1) (z2), 0) \ const(Q(x) (z1), 0).

We remark that in [12, 30] algorithms have been developed that can carry out
these checks if the already designed difference ring is built by properly chosen RII-
extensions. In this article we are more ambitious. We will construct AP-extensions
carefully such that they are automatically RIT-extensions and such that the products
under consideration can be rephrased within these extensions straightforwardly. In
this regard, we will utilize the following lemma.

Lemma 2.1 Let (F, o) be a [1X-extension of (K, o) with const(K, o) = K. Then
the A-extension (F[¥], o) of (F, o) with order \ > 1 is an R-extension.

Proof By [13, Lemma 3.5] we have const([F, %) = const(F, o) for all k € N\ {0}.
Thus with [32, Proposition 2.20], (F[¢¥], o) is an R-extension of (F, o).
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2.2 Ring of Sequences

We will elaborate how RIT-extensions can be embedded into the difference ring of
sequences [32]; compare also [21]. Precisely this feature will enable us to handle
condition (2) of Problem RPE.

Let K be a field containing Q as a subfield and let N be the set of non-negative inte-
gers. We denote by K" the set of all sequences (a (n))n20 = (a(0), a(l), a2), ---)

whose terms are in K. With component-wise addition and multiplication, K forms
a commutative ring. The field K can be naturally embedded into K" as a subring,
by identifying ¢ € K with the constant sequence (c, c, c, ...) € K. Following the
construction in [19, Sect. 8.2], we turn the shift operator

KN - KN

(a@0), a(l), a?), ...) = {a(l), a@), a3, ...)

into a ring automorphism by introducing an equivalence relation ~ on sequences
in KN. Two sequences a := (a(n)) _ and b := (b(n)) _ are said to be equivalent
if and only if there exist a natural number & such that a (n) = b() for all n > 4.
The set of equivalence classes form a ring again with component-wise addition
and multiplication which we will denote by .#(K). For simplicity, we denote the
elements of .7 (K) (also called germs) by the usual sequence notation as above. Now
itis obvious that S : . (K) — .¥(K) is aring automorphism. Therefore, (. (K), §)
forms a difference ring called the (difference) ring of sequences (over K).

Example 2.7 The hypergeom. products in (4), (5) and (6) yield the sequences .Z =

{(((_l)é)n>n>0’ (Ln>n>o’ <(~/1_)">,,>ov (7n>n>o’ ((169)n>n>0’ {(P1(n))n>0,
(Pa(n))nzo} with S{ay), o = (S an), -, fora, € A .

Definition 2.3 Let (A, o) and (A’, ¢’) be two difference rings. We say that 7 : A —
A is adifference ring homomorphism between the difference rings (A, o) and (A', ')
if 7 is aring homomorphism and for all f € A, 7(o(f)) = o'(7(f)). If T is injective,
then it is called a difference ring monomorphism or a difference ring embedding. Con-
sequently, (7(A), o) is a sub-difference ring of (A’, o') where (A, o) and (7(A), o)
are the same up to renaming with respect to 7. If 7 is a bijection, then it is a difference
ring isomorphism and we say (A, o) and (A’, ¢’) are isomorphic.

Let (A, o) be a difference ring with constant field K. A difference ring homo-
morphism (resp. monomorphism) 7 : A — ¥ (K) is called K-homomorphism (resp.
-monomorphism) if for all ¢ € K we have that 7(c) = ¢ := (¢, c,c, ...).

The following lemma is the key tool to embed difference rings constructed by
RTII-extensions into the ring of sequences.
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Lemma 2.2 Let (A, o) be a difference ring with constant field K. Then:

1. The map 1 : A — S (K) is a K-homomorphism if and only if there is a map
ev:A XN — Kwith7(f) = (ev(f,0), ev(f, 1),...) forall f € A satisfying
the following properties:

a. forall c € K, there is a natural number § > 0 such that
Vn=>6:evic,n) =c;
b. forall f, g € A there is a natural number § > 0 such that

nzo:ev(fg,n) =ev(f,n)evig,n),
Vn>=90:ev(f+g,n =ev(f,n) +ev(g,n);

c. forall f € Aandi € Z, there is a natural number 6 > 0 such that
Vn>=0:ev(o (f),n) =ev(f,n+i).

2. Let (A(t), o) be an AP-extension of (A, o) with o(t) = at and suppose that
7: A — LK) as given in part (1) is a K-homomorphism.
Take some big enough § € N such that ev(a, n) # 0 for all n > 6. Further, take
u € K*; ift* = 1 forsome X > 1, we further assume that u® = 1 holds. Consider
the map 7 : A{t) — S (K) with 7(f) = {ev(/, n)),>o where the evaluation
function ev’' : A{t) x N — K is defined by

ev/(z hit',n) = Zev(hi, n) ev'(t, n)’

with .
ev(t,n)=u l_[ev(a, k—1).

k=9

Then T is a K-homomorphism.
3. If (A, 0) is a field and (E, o) is a (nested) RI1-extension of (A, o), then any
K-homomorphism 7 : E — . (K) is injective.

Proof 1. The proof follows by [22, Lemma 2.5.1].
2. The proof follows by [32, Lemma 5.4(1)].
3. By [32, Theorem 3.3], (E, o) is simple that is, any ideal of [E which is closed
under o is either E or {0}. Thus by [32, Lemma 5.8] 7' is injective. |

In this article, we will apply part (2) of Lemma 2.2 iteratively. As base case,
we will use the following difference fields that can be embedded into the ring of
sequences.
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Example 2.8 Take the rational difference field (K(x), o) over K defined in Exam-
ple 2.1 and consider the map 7 : K(x) — /(K) defined by 7(%) = (ev (%, n)))n>0
with a, b € K[x] where

. oo itbmy =0
ev (5.7) _{% if b(n) % 0. ™

Then by Lemma 2.2(1) it follows that 7 : K(x) — .(K) is a K-homomorphism.
We can define the function:

Z(p) = max ({k € N| p(k) = 0}) + 1 forany p € K[x] (8)

with max (&) = —1. Now let f = § € K(x) where a, b € K[x], b # 0. Since a(x),
b(x) have only finitely many roots, it follows that 7(3) = 0 if and only if § = 0.
Hence ker(7) = {0} and thus 7 is injective. Summarizing, we have constructed a
K-embedding, 7 : K(x) — %(K) where the difference field (K(x), o) is identi-
fied in the difference ring of K-sequences (¥ (K), S) as the sub-difference ring
of K-sequences (7(K(x)), S). We call (7(K(x)), S) the difference field of rational
sequences.

Example 2.9 Take the mixed g-multibasic difference field (I, o) with F = K(x, )
defined in Example 2.2. Then, 7 : F — /(K) defined by 7(5) = (ev (% n)>n>0 for
a,b € K[x, t] with

v (1) = g e ) ©
Do g if b(n, g") #0

is a K-homomorphism. We define the function
Z(p) = max ({k e N| p(k,q*) = 0}) + 1 forany p € K[x,1] (10)

with max (@) = —1. We will use the fact that this set of zeros is finite if p # 0 and
that Z(p) can be computed; see [6, Sect. 3.2]. For any rational function, f = % eF
with g, h € K[x, t] where h # 0 and g, h are co-prime, let § = max({Z(g), Z(h)}).
Then f(n) # 0 for all n > 4. On the other hand, 7(£) = 0 if and only if £ = 0.
Hence ker(7) = {0} and thus 7 is injective. In summary, we have constructed
a K-embedding 7 : F — . (K) where the difference field (IF, o) is identified in
(L (K), S) as (7(IF), S) which we call the difference field of mixed q-multibasic
rational sequences.
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3 Main Result

We shall solve Problem RPE algorithmically by proving the following main result
in Theorem 3.1. Here the specialization e = 0 covers the hypergeometric case. Sim-
ilarly, taking g-multibasic hypergeometric products in (11) and suppressing x yield
the multibasic case. Further, setting e = 1 provides the g-hypergeometric case.

Theorem 3.1 Let K = K(k1, ..., Kk,)(q1, .-, q.) be a rational function field over
a field K and consider the mixed q-multibasic hypergeometric products

Pin) = [hitk,g"), ... Pu(n)=]]hu(k ¢") € Prod(K(n,q") (11)
k=0, k=t

with £; € N and h;(x,t) € K(x,t) s.t. hi(k,q*) has no pole and is non-zero for
k=Y.
Then there exist irreducible monic polynomials fi, ..., f; € K[x,t] \ K, nonnega-
tive integers U, . .., L, and a finite algebraic field extension K' of K with a A-th root
of unity ¢ € K’ and elements o, . .., a, € K'* which are not roots of unity with the
following properties.

One can choose natural numbers pi;, 6; € N for 1 <i < m, integers u; j with 1 <
i<m, 1 <j<w, integersv; j with1 <i <m, 1 < j <s and rational functions
ri € K(x,t)* for 1 < i < m such that the following holds:

1. Foralln € Nwithn > §;,

Pi(n) = (¢")" (o) () " ri(n, g™ (H filk, qk>) o Cﬂ ik, q%) - (12)

=t =t

2. The sequences with entries from the field K' = K'(ky, ..., k) (q1s - -+ » qe),

(0"11),120’ cee (O‘nw)n>o’ (1_[ filk, qk)>n>0’ cee (1_[ [k, qk)>n>0’ (13)

k= k=¢,

are among each other algebraically independent over T(K’(x, t))[(C")n>0],'
here 7 : K'(x,t) — Z(K') is a difference ring monomorphism where 7(%) =

(ev (% n)>n>0 fora,b € K'[x,t] is defined by (9).

If K is a strongly o-computable field (see Definition 4.1 below), then the components
in (12) are computable.

Namely, Theorem 3.1 provides a solution to Problem RPE as follows. Let P(n) €
ProdE(K(n, ¢")) be defined asin (3) with S € Z™ finite, ay, ... ,,)(n) € K(n, q") and
where the products P;(n) are given as in (11). Now assume that we have computed
all the components as stated in Theorem 3.1. Then determine A € N such that all
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An,....n,) (M) have no pole for n > A, and set § = max(}, dy, ..., d,). Moreover,
replace all P; with 1 < i < m by their right-hand sides of (12) in the expression
P (n) yielding the expression Q(n) € ProdE(K'(n, g")). Then by this construction
we have P(n) = Q(n) for all n > §. Furthermore, part (2) of Theorem 3.1 shows
part (2) of Problem RPE.

Finally, we look at the zero-recognition statement of part (3) of Problem RPE.
If 0 =0, then P(n) =0 for all n > ¢ by part (1) of Problem RPE. Conversely, if
P(n) = 0 for all n from a certain point on, then also Q(n) = 0 holds for all #n from
a certain point on by part (1). Since the sequences (13) are algebraically indepen-
dent over 7(K'(x, ))[{(")1>0], the expression Q(n) must be free of these products.
Consider the mixed multibasic difference field (K'(x,t), o) and the A-extension
(K'(x, t)[V], o) of (K'(x, 1), o) of order A with o()) = ( ¢J. By Corollary 5.1 below
it follows that the mixed multibasic difference field (K'(x, t), o) is a [1X-extension of
(K, o) with const(K’, o) = K'. Thus by Lemma 2.1 it follows that the A-extension
is an R-extension. In particular, it follows by Lemma 2.2 that the homomorphic
extension of 7 from (K'(x, 1), o) to (K'(x, £)[9], o) with 7() = ((")n>0 is a K'-
embedding. Since Q(n) is a polynomial expression in (" with coefficients from
K'(n,gq") (¢" comes from (12)), we can find an i(x,t,9) € K'(x, t)[9] such that
the expression Q(n) equals & (n, g", (). Further observe that 7 () and the produced
sequence of Q(n) agree from a certain point on. Thus 7(4) = 0 and since 7 is a
K’-embedding, & = 0. Consequently, Q(n) must be the zero-expression.

We will provide a proof (and an underlying algorithm) for Theorem 3.1 by tackling
the following subproblem formulated in the difference ring setting.

Given a mixed g-multibasic difference field (IF, o) with F = K(x)(#;) - - - (¢.)
where 0(x) = x + 1 and o(ty) = qeto for 1 < € < e; given hy, ..., h, € F*.
Find an RT1-extension (A, o) of (K'(x)(#) - - - (f,), o) where K’ is an algebraic
field extension of K and g1, ..., g» € A\ {0} where 0(g;) = o(h;) g; for 1 <
i < m.

Namely, taking the special case F = K(x) with o(x) = x 4 1, we will tackle the
above problem in Theorem 5.1, and we will derive the general case in Theorem 6.2.
Then based on the particular choice of the g; this will lead us directly to Theorem 3.1.
We will now give a concrete example of the above strategy for hypergeometric
products. An example for the mixed g-multibasic situation is given in Example 6.1.

Example 3.1 Take the rational function field K = K (k) defined over the algebraic
number field K = Q((L + ﬁ), «/—13) and take the rational function field K(x)
defined over K. Now consider the hypergeometric product expressions

Po) = [[m@® + [[ha) +[[ 1) € ProdE® ) (14)
k=1 k=1 k=1

with
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_ —13J/-13k _ —784 (k+1)%x _ —17210368 (k+1)° x
hi(x) = x s ha(x) = 13V/=13 (t+v3)* K (x+2)2° hy = 13V/=13 (t+/3)19 & (x+2)3

5)

where hy, hy, h3 € K(x). With our algorithm (see Theorem 5.4 below) we construct
the algebraic field extension K’ = Q((—l)é, \/1_3) of K, take the rational func-
tion field K’ = K’(x) and define on top the rational difference field (K'(x), o) with
o(x) = x + 1. Based on this, we obtain the RIT-extension (A, o) of (K'(x), o) with

A=K MWy, vy 102, v3 103, 3 s, i 1z 271 (16)

and the automorphism o(9) = (—1)s¥, o(y)) = V13 y1, c(y2) =7 y2, o(y3) =
kY3, 0(¥4) = (k + 1) y4, 0(z) = (x + 1) z; note that const(A, o) = K'. Now con-
sider the difference ring homomorphism 7 : A — .#(K’) which we define as fol-
lows. For the base field (K'(x), o) we take the difference ring embedding T(%) =
(ev (b, ))n>0 for a, b € K'[x] where ev is defined in (7). Further, applying iter-
atively part (2) of Lemma 2.2 we obtain the difference ring homomorphism 7 :
A — Z(K') determined by 7(9) = (((=1)*)"uz0. 7(v1) = (v13) )0, 7(32) =
(720, T(3) = (K")uz0,7(7) = (5 + 1)")uz0 and 7(2) = {(n!),0. In addition,
since (A, o) is an RIT-extension of (K'(x), o), it follows by part (3) of Lemma 2.2
that 7 is a K'-embedding. Hence 7(K'(x))[T(D1[T (1), 7(ry D1 -+ - [T(va), 7(vy D]
[7(z), 7(z~")] is a Laurent polynomial ring over the ring 7(K'(x))[7(¥)] with
7@) = {((=13)'),. ;. In addition, we find

0= 9 yi 3 A Iyl i 3 9y y; (17
z x4+ D2(x 422y yz (x4 D5 (x +2)5y] y3 24
=8 =& =g

where 0(g;) = o(h;) g; fori = 1,2, 3. Thus the g; model the shift behaviors of the
hypergeometric products with the multiplicands #; € K(x). In particular, we have
defined Q' such that 7(Q’) = (P (n)),>0 holds. Rephrasing x <> n, ¥ <> ((—1)%)",
yi < (V13), v < 7" y3 < K", ys < (k+ 1)"and z < n!in (17) we get

(D)) (WD) w40 () (s + 1))’
n! (n+ D2 (n +2)%((v/13)" ¥ k!

32 (((—1)5)) (7) (( )")5 € ProdE(K(n)).
(n+ 1D (0 +2)° (V13)") w7 ()’

Q(n) =

(18)

Note: n! and a”" with a € K™* are just shortcuts for [ ];_, k and [];_, a, respectively.
Based on the corresponding proof of Theorem 3.1 at the end of Sect. 5.4 we can ensure
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that P(n) = Q(n) holds foralln € N withn > 1. Further details on the computation
steps can be found in Examples 5.3 and 5.4.

4 Algorithmic Preliminaries: Strongly o-Computable
Fields

In Karr’s algorithm [12] and all the improvements [4, 14, 24, 26, 29, 30, 32] one
relies on certain algorithmic properties of the constant field K. Among those, one
needs to solve the following problem.

Problem GO for oy, ..., o, € K*

Given a field K and af, .. ., oy, € K*. Compute a basis of the submodule

w
l_[ai”f = 1} of Z" over Z.

i=l1

V= {(ul,...,uw)eZw

In [23] it has been worked out that Problem GO is solvable in any rational function
field K = K (ky, ..., k,) provided that one can solve Problem GO in K and that one
can factor multivariate polynomials over K. In this article we require the following
stronger assumption: Problem GO can be solved not only in K (K with this property
was called o-computable in [14, 23]) but also in any algebraic extension of it.

Definition 4.1 A field K is strongly o-computable if the standard operations in K
can be performed, multivariate polynomials can be factored over K and Problem GO
can be solved for K and any finite algebraic field extension of K.

Note that Ge’s algorithm [9] solves Problem GO over an arbitrary number field
K. Since any finite algebraic extension of an algebraic number field is again an
algebraic number field, it follows with Ge’s algorithm, that any number field K is
o-computable.

Summarizing, in this article we can turn our theoretical results to algorithmic
versions, if we assume that K = K (ky, ..., k) is a rational function field over a
field K which is strongly o-computable. In particular, the underlying algorithms
are implemented in the package NestedProducts for the case that K is a finite
algebraic field extension of Q.

Besides these fundamental properties of the constant field, we rely on further
(algorithmic) properties that can be ensured by difference ring theory. Let (F[¢], o)
be a difference ring over the field IF with ¢ transcendental over F and o (t) = ot + 3
where « € F* and 3 € F. Note that for any & € F[t] and any k € Z we have ok (h) e
F[¢]. Furthermore, if / is irreducible, then also o* (k) is irreducible.

Two polynomials f, h € F[¢] \ {0} are said to be shift co-prime, also denoted by
ged, (f, h) = 1, if for all k € Z we have that gcd(f, o*(h)) = 1. Furthermore, we
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say that f and h are shift-equivalent, denoted by f ~, h, if there is a k € Z with
# € F. If there is no such k, then we also write f <, h.

It is immediate that ~,, is an equivalence relation. In the following we will focus
mainly on irreducible polynomials f, 7 € F[¢]. Then observe that f ~, h holds if
and only if ged_(f, h) # 1 holds. In the following it will be important to determine
such a k. Here we utilize the following property of I1X-extensions whose proof can

be found in [12, Theorem 4] ( [7, Corollary 1.2] or [22, Theorem 2.2.4]).

Lemma 4.1 Let (F(t), o) be a [1X-extension of (F, o) and f € F(t)*. Then ”kj(,f) €
Fforsomek#Oiﬁ@ eFand f =ut" withu € F* and m € Z.

Namely, using this result one can deduce when such a k is unique.

Lemma 4.2 Let (F(¢), o) be a T1X-extension of (F, o) with o(t) = at + (3 for

ae€lF* and B €F. Let f,h € F[t] be irreducible with f ~, h. Then there is a
k

unique k € Zwith%f) e F* lﬁ‘@ ¢Forf=atandh = bt for somea, b € F*.

Proof Suppose on the contrary that 5 = 0 and f =t = h. Then # € F* for all
k € 7 and thus k is not unique. Conversely, suppose that o*' () = u h and o (f) =
vhwithk; > ky. Then ) — & ¢ F* Thus by Lemma4.1, % € Fand f = at
for some a € F*. Thus also 4 = bt for some b € F*. |

Consider the rational difference field (K(x), o) with o(x) = x + 1. Note that
x is a X-monomial. Let f, h € K[x] \ K be irreducible polynomials. If f ~, h,
then there is a unique k € Z with # € K. Similarly for the mixed g-multibasic
difference field (K(x)(#)---(t.), o) with o(x) =x + 1 and o(t;) = ¢g; t; for 1 <
i < e we note that the #; are [T-monomials; see Corollary 5.1 below. For 1 <i < e
and E = K(x)(#) - - - (ti—1), let f, h € E[#;] be monic irreducible polynomials. If
f ~ h,thenthere is aunique k € Z with # € Eifandonly f # t; # h. Inboth
cases, such a unique k can be computed if one can perform the usual operations in
K; [14, Theorem 1]. Optimized algorithms for theses cases can be found in [6, Sect.
3]. In addition, the function Z given in (8) or in (10) can be computed due to [6].
Summarizing, the following properties hold.

Lemma 4.3 Let (IF, o) be the rational or mixed q-multibasic difference field over
K as defined in Examples 2.1 and 2.2. Suppose that the usual operations® in K are
computable. Then one compute

1. the Z-functions given in (8) or in (10);
2. one can compute for shift-equivalent irreducible polynomials f, h in K[x] (orin
K11, -, ti-D)t]) a k € Zwith T8 € K (or T2 € K()(1, ..., -1)).

For further considerations, we introduce the following Lemma which gives a
relation between two polynomials that are shift-equivalent.

2This is the case if K is strongly o-computable, or if K is a rational function field over a strongly
o-computable field.
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Lemma 4.4 Let (F(¢), o) be a difference field over a field F with t transcendental
over Fand o(t) = at + [ where « € F* and 3 € F. Let f, h € F[t] \ F be monic
and f ~, h. Then there isa g € F(t)* with h = %g) f-

Proof Since f ~, h, there is a k € Z and u € F* with o*(f) = uh. Note that
deg(f) = deg(h) = m. By comparing coefficient of the leading terms and using
that f, h are monic, we get ut™ = o*(t"™). If k >0, set g := ]_[f-‘;(; al =" f).

0@ _ e _ oMH™ _ _hurm _ h _ o8 —

Then e = T = fotem = Totam = 7.Thus,h == f.Ifk <0,setg:=
—k i o(g) _ " _ Mok hu h .

[[.L, 0 (—f). Then = = gt = o = F Hence again h =

7@
e /- [

5 Algorithmic Construction of RII-Extensions
for ProdE(K(n))

In this section we will provide a proof for Theorem 3.1 for the case ProdE(K(n)).
Afterwards, this proof strategy will be generalized for the case ProdE(K (%, g")) in
Sect. 6. In both cases, we will need the following set from [12, Definition 21].

Definition 5.1 For a difference field (F, o) and f = (f1, ..., fy) € (F*)® we define
M(f.F) = {(Vl’”‘vvs) e | % = f{" -+ f¥ for some g GF*}.

Note that M (f, IF) is a Z-submodule of Z° which has finite rank. We observe further
that for the special case const(A, o) = A we have % =1 for all g € A*. Thus

M(f,A) ={(,...,v) €Z°| f{"--- f =1}

which is nothing else but the set in Problem GO.
Finally, we will heavily rely on the following lemma that ensures if a P-extension
forms a [T-extension; compare also [10].

Lemma 5.1 Ler (F, o) be a difference field and let f = (fi, ..., f;) € (F*)°. Then
the following statements are equivalent.

1. Thereareno (vy,...,vy) € Z*° \ {0;} and g € F* with (31), i.e., M (f,F) = {0,}.

2. One can construct a T-field extension (F(zy) - -- (z5), 0) of (F, o) with 0(z;) =
fizi, for 1 <i <.

3. One can construct a Il-extension (F[z;, zl_l] cee [zx,z;l],a) of (F, o) with
o(zi)) = fizi, for 1 <i <.

Proof (1) < (2) is established by [27, Theorem 9.1]. (2) = (3) is obvious while
(3) = (2) follows by iterative application of [32, Corollary 2.6]. |
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Throughout this section, let (K(x), o) be the rational difference field over a con-
stant field K, where K = K (k, ..., k) is a rational function field over a field K.
For algorithmic reasons we will assume in addition that K is strongly o-computable
(see Definition 4.1). In Sect.5.1 we will treat Theorem 3.1 first for the special case
ProdE(K). Next, we treat the case ProdE(K) in Sect.5.2. In Sect.5.3 we present
simple criteria to check if a tower of [T-monomials #; with o(t;)/#; € K[x] forms a
[T-extension. Finally, in Sect.5.4 we will utilize this extra knowledge to construct
IT-extensions for the full case ProdE(K(n)).

5.1 Construction of RII-extensions for ProdE(K)

Our construction is based on the following theorem.

Theorem 5.1 Let~y,, ...,y € K*. Then there is an algebraic field extension K’ of
K together with a A-th root of unity ( € K' and elements & = (a1, ..., ay) € K’
with M (a, K/) = {0y} such that foralli =1, ...,s,

— CI‘-I’ all‘i-l .. a’;}i.w (19)

holds for some 1 < p; < Aand (uiy, ..., u;y) € Z%.
If K is strongly o-computable, then (, the «; and the i;, u; j can be computed.

Proof We prove the Theorem by induction on s. The base case s = 0 obviously
holds. Now assume that there are a A-th root of unity ¢, elementsa = (v, ..., ay) €
(K’*)w with M (e, K') = {0,}, 1 < p; < Nand (vi1, ... vi,w) € Z" such that ; =
CHal" - any” holds forall 1 <i <s — 1.

Now cons1der in addition v, € K*. First suppose the case
M ((ov, ...,aw,%), K') = {0,41}. With a4y :=,, we can write 7, as v, =
Cajteab gy with A = v = -+ = v, = 0. Further, with v; ,41 = 0, we can
write y; = C“’ heag” ot for all 1 <i < s — 1. This completes the proof for
this case.

Otherwise, suppose that M ((ov, ..., o, %), K') # {041} and take
(U1, -, Uu, tts) € M ((aury ..oy 2y Y5)s K') \ {0441} Note that us # 0 since
M (a, K ’) = {0, }. Then take all the non-zero integers in (vy, . .., Uy, iy) and define

\._
|_

d to be their least common multiple. Define &; := «;*' € K" for 1 < j < w where
K" is some algebraic field extension of K’ and let \' = lcm(é, A). Take a primitive

X-th root of unity (' := e v . Then we can express 7, in terms of &, . .., @&, by

= ()" l_[a =" H (@)~ siente) (20)

j=1
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with I < vy < N Note that for each j, —v; - sign(uy) € Z. Thus we have been able
to represent vy, as a power product of ' and elements @ = (ay, ..., &w) e (K"™)w
which are not roots of unity. Consequently, we can write 7; = (¢')* &' - - - au" for
1<i<s—1,whereu; ; = |us|v;jforl <j<wandl < py <N, Nowsuppose
that M (@, K") # {0,)}. Then there is a (m, ..., m,) € Z" \ {0,} such that

w w

=Tl =16 = [T =1 o a7 =

j=l j=1 j=I

with (my, ..., m,) # 0,;contradicting the assumption that M (e, K') = {0,,} holds.
Consequently, M (Ez, K ”) = {0,,} which completes the induction step.

Suppose that K is strongly o-computable. Then one can decide if M (a, K ’) is
the zero-module, and if not one can compute a non-zero integer vector. All other
operations in the proof rely on basic operations that can be carried out. |

Remark 5.1 Let~y,...,~, € K*andsuppose that the ingredients (, «y, . . ., oy, and
the y1; and u; ; are given as stated in Theorem 5.1. Let n € N. Then by (19) we have
that

fy,"=l'[%—l"[<”'l'[a”"- l'la“'"— ¢ (af) ™ (al)
k=1

k=1

The following remarks are relevant.

1. SinceM (a, K’) = {0,}, we know thatthereareno g € K'*,and (uy, ..., u,) €
7"\ {0,} with 1 = % = a'f‘ -+ odw . In short we say that a, . .., a, satisfy
no integer relation. Thus it follows by Lemma 5.1 that there is a [T-extension
(E, o) of (K', o) withE = K'[y, y;'1- - [yw, y; ' 1and o (y;) = a; y; for j =
1,..., w.

2. Consider the A-extension (E[J], o) of (E, o) with o(¥) = (¢ of order A. By
Lemma 2.1 this is an R-extension. (Take the quotient field of IE, apply Lemma 2.1,
and then take the corresponding subring.)

3. Summarizing, the product expressions 7, ...,y can be rephrased in the RIT-
extension (K'[y1, yl_'] < [, yujl][ﬂ], o) of (K’, o). Namely, we can represent
o’ by y; and (" by 9.

4. If K = Q (orif K is the quotient field of a certain unique factorization domain),
this result can be obtained without any extension, i.e., K = K’; see [23].

So far, Ocansey’s Mathematica package NestedProducts contains the algo-
rithmic part of Theorem 5.1 if K is an algebraic number field, i.e., a finite algebraic
field extension of the field of rational numbers Q. More precisely, the field is given
in the form K = Q(0) together with an irreducible polynomial f(x) € Q[x] with
f(6) = 0 such that the degree n := deg f is minimal ( f is also called the minimal
polynomial of ). Let 0y, ..., 8, € C be the roots of the minimal polynomial f (x).
Then the mappings ¢; : Q(G) — C defined as ¢; (Z"_(l) v ) = Z'};(l) v; 9 with
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vj € Q are the embeddings of Q(6) into the field of complex numbers C for all
i = 1,...,n. Note that any finite algebraic extension K’ of K can be also repre-
sented in a similar manner and can be embedded into C. Subsequently, we consider
algebraic numbers as elements in the subfield ; (Q(6)) of C for some i.

Now let K be such a number field. Applying the underlying algorithm of The-
orem 5.1 to given vy, ..., v, € K* might lead to rather complicated algebraic field
extensions in which the «; are represented. It turned out that the following strategy
improved this situation substantially. Namely, consider the map, || || : K — R where

1

R is the set of real numbers with v +> (7, )2 where (7, ) denotes the product of
~ with its complex conjugate. In this setting, one can solve the following problem.

Problem RU for v € K*.

Given v € K*. Find, if possible, a root of unity ¢ such that v = ||| ¢ holds.

Lemma 5.2 If K is an algebraic number field, then Problem RU for v € K* is
solvable in K or some finite algebraic extension K’ of K.

Proof Letvy € K = Q(«) where p(x) is the minimal polynomial of «. We consider
two cases. Suppose that ||v|| ¢ K. Then using the Primitive Element Theorem (see,
e.g., [34, p. 145]) we can construct a new minimal polynomial which represents
the algebraic field extension K’ of K with ||y|| € K'. Define ¢ := IIYW € K'. Note
that ||C|| = 1. It remains to check if ¢ is a root of unity,’ i.e., if there is an n € N
with ¢" = 1. This is constructively decidable since K’ is strongly o-computable.
In the second case we have ||| € K, and thus { := H:_//H € K. Since K is strongly
o-computable, one can decide again constructively if there is an n € N with (" = 1.

As preprocessing step (before we actually apply Theorem 5.1) we check algorith-
mically if we can solve Problem RU for each of the algebraic numbers v, ..., 7.
Extracting their roots of unity and applying Proposition 5.1, we can compute a com-
mon A-th root of unity that will represent all the other roots of unity.

Proposition 5.1 Let a and b be distinct primitive roots of unity of order \, and
b, respectively. Then there is a primitive \.-th root of unity ¢ such that for some
0 <mgy, my < Ao we have ¢ = a and ¢™ = b.

2m

Proof Take primitive roots of unity of orders A\, and A, say, « = e’ and B=e.
Leta=a"and b =" for0 <u < A, and 0 < v < \p. Define A, :=lcm(\,, Ap)

and take a primitive \.-th root of unity, ¢ = e * . Then withm, = u i— mod A, and
mp =7v i—l mod . the Proposition is proven. |

3¢ lies on the unity circle. However, not every algebraic number on the unit circle is a root of unity:
1
Take for instance % + % ¢ and its complex conjugate; they are on the unit circle, but they

are roots of the polynomial x* — 2x3 — 2x 4 1 which is irreducible in Q[x] and which is not a
cyclotomic polynomial. For details on number fields containing such numbers see [16].
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Example 5.1 With K = Q¢ + V3, +/—13), we can extract the following products

n

784 —17210368
—13/=13 .
1!_[1 _ H13«/—1 (L + /34 }_[113JT(L+I)10 @b

=7

73

from (14). Let v, = —13, 7> = +/—13, 73 = —784, 74 = 13, 75 = (1 + +/3) and
Y6 = —17210368. Applying Problem RU to each 7; we get the roots of unity
1, -1, # with orders 1, 2,4, 12, respectively. By Proposition 5.1, the order
of the common root of unity is 12. Among all the possible 12-th root of unity, we
take ( := e = (—1)%. Note that we can express the other roots of unity with less
order in terms of our chosen root of unity, (. In particular, we can write 1, —1, ¢ as
¢'2, ¢, ¢3, respectively. Consequently, (21) simplifies to

((=D%) ]_[13J_ (((=n#H)"" 1—[13%’ (= DHY 1—[1136?/0113'

k=1 k=1
(22)
The pre-processing step yields the numbers 7 = /13, 75 = 13, 75 =49 and
s = 16807 which are not roots of unity. Now we carry out the steps worked

out in the proof of Theorem 5.1. NestedProducts uses Ge’s algorithm [9]
to given a; = +/13 and o, =49 and finds out that there is no integer relation,
ie, M ((al, a5), K’) = {0,} with K’ = Q((—l)?lv, \/ﬁ) For the purpose of work-
ing with primes whenever possible, we write o, = 3 where a; = 7. Note that,
M ((a1, a2), K') = {0,}. Now take the AP-extension (K'[9]1[y1, y; '1[y2, ¥5 '1, o)
of (K', o) witho (1}) = (—l)éﬂ, o(y1) = V13 yrand o (y2) = 7 y». By our construc-
tion and Remark 5.1 it follows that the AP-extension is an RIT-extension. Further,
with o, and a; we can write 13 = («/1_3)2 79, 49 = (V13)" - 72 and 16807 =
(v13)" - 7°. Hence for a] = #° y3, a) = 2y ,ay = bl
i = 1,2, 3. Thus the shift behavior of the pr(l)ducts in (21) is modeled by a}, a5, d,
respectively. In particular, the products in (21) can be rewritten to

=~} a] for

1ym 9 m3 o hymyil (7n)2 _neYy (711)5
(Do) A(VI3)) ((=D9)) (WO (=D¢)") ((m)nf@)

5.2 Construction of RII-extensions for ProdE(K)

Next, we treat the case that K = K (xy, ..., k,) is a rational function field where we
suppose that K is strongly o-computable.
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Theorem 5.2 LetK = K (k1, ..., k) be a rational function field over a field K and
let i, ...,~vs € K* Then there is an algebraic field extension K’ of K together with
a \-th root of unity ( € K' and elements o = (avy, . .., o) € K'(K1, ..., k)" with
M (a, K'(ki,..., /{u)) = {0y} such that foralli = 1, ..., s we have (19) for some
1< < XNand (ujq, ..., uiw) € Z.

If K is strongly o-computable, then (, the «; and the i;, u; j can be computed.

Proof There are monic irreducible* pairwise different polynomials f, ..., f; from
K[k1, ..., k] and elements ¢y, ..., c; € K* such that for all i with 1 <i < s we
have

v = ¢ lZL] ;L2 . fSZi,A (24)

withz; ; € Z.By Theorem5.1 thereexista = (ay, ..., ay) € (K’*)¥ in an algebraic
field extension K’ of K with M (a, K /) = {0,,} and a root of unity ¢ € K’ such that

ci =M o/f’"l R (25)
holds for some m;, u; ; € N. Hence ; = (" off’”' Y f’"' zz” oo i Now let
Wls e Vs Aty ey Ag) € ZPFS with 1 = o' @2 - £ f32 - £ Since the
f; are all irreducible and the «; are from K’ \ {0}, it follows that \; = --- = A\; = 0.
Note that o' a3* - - - o = 1 holds in K’ if and only if it holds in K'(k1, ..., fy).
Thus by M (a, K’) = {0,} we conclude that vy = --- = v, = 0. Consequently,

M ((al, e Qs Sl ey f5), K/ (R, . /-@u)) = {0415}

Now suppose that the computational aspects hold. Since one can factorize poly-
nomials in K[k, ..., k], the representation (24) is computable. In particular, the
representation (25) is computable by Theorem 5.1. This completes the proof. |

Note that again Remark 5.1 is in place where K'(ky, ..., K,) takes over the role
of K’: using Theorem 5.2 in combination with Lemma 5.1 we can construct a I1-
extension in which we can rephrase products defined over K. Further, we remark that
the package NestedProducts implements this machinery for the case that K is
an algebraic number field. Summarizing, we allow products that depend on extra

parameters. This will be used for the multibasic case with K = K (¢, ..., g.) fora
field K (K might be again, e.g., a rational function field defined over an algebraic
number field). We remark further that for the field K = Q(xy, ..., k,) this result can

be accomplished without any field extension, i.e., K' = K; see [23].

Example 5.2 (Cont. 5.1) Let K’ = K'(k) with K’ = Q((—l)%, V4 13) and consider

41t would suffice to require that the f; € K[~K1, ..., k,] \ K are monic and pairwise co-prime. For
practical reasons we require in addition that the f; are irreducible. For instance, suppose we have to
deal with (k(x + 1))". Then we could take f; = k(x + 1) and can adjoin the [T-monomial o(¢) =
/1t to model the product. However, if in a later step also the unforeseen products " and (x + 1)"
arise, one has to split # into two monomials, say ?1, t, with o(¢1) = k] and o(t2) = (K + 1) 2.
Requiring that the f; are irreducible avoids such undesirable redesigns of an already constructed
RII-extension.
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n n

- —784 (k + 1)? —17210368 (k + 1)°
—13/—13 &, , (26)
g—:_:—/ 513«/—13(%\@)% 513«/—13@%/5)1%

1
2 =73

which are instances of the products from (14). By Example 5.1 the products
in (21) can be modeled in the RII-extension (K/[ﬁ][yl,yfl][yg,y{l],a) of
(K’, o). Note that x, (k+ 1) € K[x]\ K are both irreducible over K. Thus
M ((«/13, 7.k k4 1), K’) —{0,) holds. Consequently by Remark 5.1,
(K9] (y1) (32) {¥3) (y4), o) is an RII-extension of (K’, o) with o(y3) = x y; and
0(y4) = (k + 1) y4. Here the [I-monomials y; and y, model " and (x + 1)", respec-
tively. In particular, fori = 1, 2, 3 we get o(a;) = 7; a; with

— 9" y3vg P y3 53 (27)

— 99,3 _
ap =7 Y1 Vs, a T as = Vs

In short, a;, a;, a3 model the shift behaviors of the products in (26), respectively.

5.3 Structural Results for Single Nested Il1-extensions

Finally, we focus on products where non-constant polynomials are involved. Similar
to Theorem 5.2 we will use irreducible factors as main building blocks to define our
[T-extensions. The crucial refinement is that these factors are also shift co-prime;
compare also [23, 28]. Here the following two lemmas will be utilized.

Lemma 5.3 Let (F(t), o) be a I1Z-extension of (F, o) witho(t) = at + 3 (a € F*
and 3 =0ora=1and B € F). Let f = (fi,..., fy) € (F[t] \ F)*. Suppose that

Vi,jd<i<j<s):ged,(fi, fi) =1 (28)

holds and that for i with 1 <i < s we have that

%ew Vv Yk eZ\{0}: ged(fi, o (f) = 1. (29)

Then for all h € F* there does not exist (v, ..., vy) € Z* \ {0s} and g € F(¢)* with
o(g) _ . v

9O _ g, (30)

In particular, M (f, F(¢)) = {0,}.

Proof Suppose that (28) and (29) hold. Now let 2 € F* and assume that there are a
geF@)* and (v, ...,vs) € Z° \ {0,} with (30). Suppose that 3 =0 and g = u "

SWe note that (29) could be also rephrased in terms of Abramov’s dispersion [2, 7].
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for some m € Z and some u € IF*. Then % € F. Hence v; = O for 1 < i < s since
the f; are pairwise co-prime by (28), a contradiction. Thus we can take a monic
irreducible factor, say p € F[t] \ F of g where p # ¢ if § = 0. In addition, among
all these possible factors we can choose one with the property that for k > 0, o%(p)
is not a factor in g. Note that this is possible by Lemma 4.2. Then o(p) does not
cancel in %. Thus o(p) | f; for some i with 1 <i < s. On the other hand, let
r < 0 be minimal such that 0" (p) is the irreducible factor in g with the property
that " (p) does not occur in o(g). Note that this is again possible by Lemma 4.2.
Then ¢” (p) does not cancel in =£> ”(g) . Therefore, 0" (p) | f; forsome j with 1 < j <'s.
Consequently, ged, (fi, f;) # 1 By (28) it follows that i = j. In particular by (29) it
followsthato(f;)/f; € F.By Lemmad4.1 thisimplies f; = wt™ withm € Z, w € F*
and § = 0. In particular, p = ¢, which we have already excluded. In any case, we
arrive at a contradiction and conclude thatv; = --- = v, = 0. [ |

Note that condition (28) implies that the f; are pairwise shift-coprime. In addition
condition (29) implies that two different irreducible factors in f; are shift-coprime.
The next lemma considers the other direction.

Lemma 5.4 Let (F(¢), o) be a difference field extension of (F, o) with t transcen-
dental over F and o(t) = at + S wherea« e F*and 3 € F. Let f = (fi1,..., fs) €
(F[t]1\ F)* be irreducible monic polynomials. If there are no (v, ..., vs) € Z* \ {0;}
and g € F(t)* with

o(g) = flvl e f;v" y (31)

Le, if M(f,F(t)) = {0}, then (28) holds.

Proof Suppose there are 7, j with 1 <i < j < sand ged, (f;, f;) # 1. Since f;, f;
are irreducible, f ~ g. Thus by Lemma 4.4 there is a g € F(¢)* with f; = % fi

Hence ”‘g> = f; f; " and thus we can find a (v, ..., v,) € Z° \ {0,} with (30). W
Summanzmg, we arrive at the following result.

Theorem 5.3 Let (F(t), o) be a I1Z-extension of (F, o). Let f = (f1,..., fs) €
(F[t1\F)* be irreducible monic polynomials. Then the following statements are
equivalent.

1. Vi, j:1<i<j<s, ged,(fi, fj)=1
2. There does not exist (vi,...,vs) € Z*\ {0;} and g € F(t)* with % =
Ve fY e, M(FLF(2) = {04).
3. One can construct a Tl-field extension (F(t)(z1)---(z5),0) of (F(¢), o) with
o(zi) = fizi, for1 <i <s.
4. One can construct a T1-extension (F(t)[zy, z| Nl 2o L o)of (F(t), o) with
o(z;) = fizi, for1 <i <.

Proof Since the f; are irreducible, the condition (29) always holds. Therefore
(1) = (2) follows from Lemma 5.3. Further, (2) = (1) follows from Lemma 5.4.
The equivalences between (2), (3) and (4) follow by Lemma 5.1. |



200 E. D. Ocansey and C. Schneider

5.4 Construction of RII-extensions for ProdE(K(n))

Finally, we combine Theorems 5.2 and 5.3 to obtain a IT-extension in which expres-
sions from ProdE(K(n)) can be rephrased in general. In order to accomplish this
task, we will show in Lemma 5.6 that the [T-monomials of the two constructions in
the Sects.5.2 and 5.3 can be merged to one RIT-extension. Before we arrive at this
result some preparation steps are needed.

Lemma 5.5 Let (F(t), o) be a X-extension of (F, o) with o(t) =t + 3 and let
(E, o) be a -extension of (F, o). Then one can construct a X-extension (E(t), o)

of (B, o) witho(t) =t + [3.

Proof Let (E, o) be a [T-extension of (I, o) withE = FF(¢) - - - (¢,) and suppose that
there is a g € [E with o(g) = g + 3. Let i be minimal such that g € F(¢;) - - - (1;).
Since F(r) is a X-extension of F, it follows by part (3) of Theorem 2.1 that there is
no g € F with o(g) = g + 5. Then [13, Lemma 4.1] implies that g cannot depend
on #;, a contradiction. Thus there is no g € E with o(g) = g + 3 and by part (3) of
Theorem 2.1 we get the X-extension (E(¢), o) of (E, o) witho(t) =t + (. |

As a by-product of the above lemma it follows that the mixed g-multibasic difference
field is built by I[T-monomials and one X-monomial.

Corollary 5.1 The mixed q-multibasic diff. ring (F, o) with F = K(x)(#;) - - - (t.)
from Example 2.2 is a T1 Z-extension of (K, o). In particular, const(F, o) = K.

Proof Sincetheelementsq, ..., g, are algebraically independent among each other,
there areno g € K* and (vq, ..., v,) € Z°\ {0} with 1 = %g) =g " ---q). There-
fore by Lemma 5.1, (E, o) with E = K(#)) - - - (¢.) is a [T-extension of (K, o) with
o(t;) =¢q; t; for 1 <i <e. Since (K(x), o) is a X-extension of (K, o), we can
activate Lemma 5.5 and can construct the X-extension (E(x), o) of (E, o). Note
that const(E(x), o) = const(E, o) also implies that const(K(x)(t;)--- (%), o) =
const(K(x), o) = K. Inparticular, the P-extension (K(x)(#,) - - - (t.), o) of (K(x), o)
is a [T-extension. Consequently, (F, o) is a I1X-extension of (K, o). [ |

Proposition 5.2 Let (F(t))--- (t,), 0) be a I1X-extension of (IF, o) with o(t;) =
a; t; + B; where 8; ZQora; = 1. Let f € F*. If thereisa g € F(ty, ..., t,)" with
% = f, then g = wt|" -t} where w € F*. In particular, v; = 0, if ; # 0 (i.e.,
t; is a X-monomial) or v; € Z, if B; = 0 (i.e., t; is a II-monomial).

Proof See [22, Corollary 2.2.6, p. 76]. |

Lemma 5.6 Ler (K(x), o) be the rational difference field with o(x) = x + 1 and
let (K(x)[z1, Zl_l] - lzs, 2771, ) be a M-extension of (K(x), o) as given in The-
orem 5.3 (item (4)). Further, let K' be an algebraic field extension of K and let
(K'[y, yfl] < [yw, ¥ '1, o) be a M-extension of (K, o) with @ € K'\ {0}. Then
the difference ring (E, o) withE = K'(x)[y, yfl] o ws 1z, Zfl] N A
is a M-extension of (K'(x), o). Furthermore, the A-extension (E[9], o) of (E, o) with
o(¥) = (9 of order X\ is an R-extension.



Representing (g—)Hypergeometric Products and Mixed Versions in Difference Rings 201

Proof By iterative application of [32, Corollary 2.6] it follows that (I, o) is a I1-
field extension of (K', o) with F = K/'(y;)--- (y,). Note that (K'(x), o) is a -
extension of (K’, o). Thus by Lemma 5.5 (F(x), o) is a Z-extension of (F, o). We
will show that (E, o) with E = F(x)(zy) - - - (z,) forms a IT-extension of (F(x), o).
Since (K(x)[z1, zfl] - zs, z;l], o) is a [T-extension of (K(x), o) as given in The-
orem 5.3 (item (4)), we conclude that also (item 2) of the theorem, i.e., condi-
tion (28) holds. Now suppose that there is a g € F(x)* and (/y, ..., [;) € Z° with
% = fll P ff € K(x). By reordering of the generators in (F(x), o) we get the I1-
extension (K'(x)(y1) - - - (yw), o) of (K'(x), o). By Proposition 5.2 we conclude that
g=qy/" -yl withny,...,n, € Zand g € K'(x)*. Thus %g) = ”(q—q)a'f‘ el
and hence

—ufl (32)

for some u € K'*. Now suppose that f;, f; € K[x] C F[x] withi # j are not shift-
coprime in F[x]. Then there are ak € Z and v, fi, f; € Flx]\ F with o*(f;) = v f;

and f; = v f;. But this implies that f; % = ak(fj) € K[x]. Since f;, o(f;) € K[x],
this implies that % € K(x). Since f;, o(f;) are both irreducible in K[x] we conclude

that ? € K. Consequently, f; and f; are also not shift-coprime in K[x], a contradic-

tion. Thus the condition (28) holds not only in K[x ] but also in F[.x ]. Now suppose that
gcd(fi, o¥(fi)) # 1 holds in F[x] for some k € Z \ {0}. By the same arguments as
above, it follows that o* (f;) = u f; for some u € K. By Lemma 4.1 we conclude that
fi =t and o(t)/t € F. Therefore also condition (29) holds. Consequently, we can
activate Lemma 5.3 and it follows from (32) that/; = --- = [,, = 0. Consequently,
we can apply Theorem 5.3 (equivalence (2) and (3)) and conclude that (E, o) is a
[T-extension of (IF(x), o). Finally, consider the A-extension (E[], o) of (E, o) with
o(¥) = (9 of order \. By Lemma 2.1 it is an R-extension. Finally, consider the sub-
difference ring (E, o) with E = K'()[y1, y;'1+ -+ [y, v, 21, 2771+ [z 25 110]
which is an AP-extension of (K'(x), o). Since const(E, ) = const(K'(x), o) = K/,
it is an RIT-extension. |

Remark 5.2 Take (E,0) with E =K@y, y 'l D vy Mz, 271
[zs, z; ][9] as constructed in Lemma 5.6. Then one can rearrange the generators in E
and gets the RIT-extension (K'(x)[9][y1, yl_l] Ly vy 21, Zl_l] o lzg, 2o, 0)
of (K'(x), o).

With these considerations we can derive the following theorem that enables one
to construct RIT-extension for ProdE(K(n)).

Theorem 5.4 Let (K(x), o) be the rational difference field with o (x) = x + 1 where
K = K(k1, ..., Ky) is a rational function field over a field K. Let hy, ..., h,, €
K(x)*. Then one can construct an RI1-extension (A, o) of (K'(x), o) with

A=K MWy v T D v Mz 20 T [z, 257
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and K' = K'(ky, ..., ky) where K' is an algebraic field extension of K such that
e o(¥) = (¥ where ( € K’ is a A\-th root of unity;
° % =a; € K'\ {0} for 1 < j < w where the «; are not roots of unity;
J
° @ = f, € K[x]\ K are irreducible and shift co-prime for 1 < v <'s;

holds with the following property. For 1 < i < m one can define

gizlvﬂmy?J”,y$waln.4hg;A (33)
withO < pi S A—1 uip, .o uiwvin, ..., Vis € Zandr; € K(x)* such that
o(g) = o(hi) g (34

If K is strongly o-computable, the components of the theorem can be computed.

Proof For 1 < i < m we can take pairwise different monic irreducible polynomials®
Pis-oos Pn € KIXINK v1, ...,y € K* and d; 1, ...,d;, € Z such that o(h;) =
Vi pf"“ e pﬁ"" holds. Note that this representation is computable if K is strongly
o-computable. By Theorem 5.2 it follows that there are a A-th root of unity ¢ € K’,
elements a = (a, ..., a,) € (K™)® with M (a, K/) = {0,} and integer vectors
Uity iy) € ZY and p; € N with 0 < gy < A such that 4; = ¢% o)™ -+ - ay™
holds for all 1 < i < m. Obviously, the o; with 1 < j < w are not roots of unity.
By Lemma 5.1 we get the [T-extension (K'[yy, yl_'] o [yw, yy'1, o) of (K', ) with
o(yj) =«ajyjforl < j < w and we obtain

aj = 9"yt y (35)

with
ola;) =i a; (36)

for 1 < i < m.Nextwe proceed with the non-constant polynomials in K[x] \ K. Set
4 ={p1, ..., pn}. Then there is a partition & = {&7, ..., &} of .# with respect to
~,1.e., each &; contains precisely the shift equivalent elements of Z2. Take a repre-
sentative from each equivalence class &; in & and collect themin % := {fi, ..., fi}.
Since each f; is shift equivalent with every element of &;, it follows by Lemma 4.4 that
for all h € &, there is a rational function r € K(x)* with & = "rr) fiforl <i <s.

Consequently, we getr; € K(x)* and v; ; € Z with pf"" p;‘f“f = @ I

SInstead of irreducibility it would suffice to require that the p; € K[x] \ K satisfy property (29).
However, suppose that one takes, e.g., p1 = x(2x + 1) leading to the IT-monomial ¢ with o(t) =
x (2x + 1). Further, assume that later one has to introduce unexpectedly also x and 2 x + 1. Then
one has to split 7 to the [T-monomials ¢, t, with o (f;) = x tj and o (t2) = (2x + 1) 1, i.e., one has to
redesign the already constructed RIT-extension. In short, irreducible polynomials provide an RTTX-
extension which most probably need not be redesigned if other products have to be considered.



Representing (g—)Hypergeometric Products and Mixed Versions in Difference Rings 203

for all 1 < i < s. Further, by this construction, we know that gcd (f;, f;) = 1 for
1 <i < j <s. Therefore, it follows by Theorem 5.3 that we can construct the
IT-extension (K(x)[zy, zl_l] -z, z;l], o) of (K(x), o) with o(z;) = f; z;. Now

Vil

define b; = r; t,"' ---1;"". Then we get
o(b;) = p‘lii-‘ R pgm b;. (37)

Finally, by Lemma 5.6 and Remark 5.2 we end up at the RIT-extension (A, o)
of (K'(x), o) with A =K ()[Ilyr, yi 1+, yp' llz1, 27 1+ [ze, 2,1 with
o) =(v,0(y;) =qa;yjforl <j<wando(z) = fiziforl <i <s.

Now let g; be as defined in (33). Since g; = a; b; with (36) and (37), we con-
clude that (34) holds. If K is strongly o-computable, all the ingredients delivered by
Theorems 5.1 and 5.3 can be computed. This completes the proof. |

Example 5.3 Let K = K (k) be the rational function field over the algebraic number
field K = Q(¢ 4+ +/3, /—13) and take the rational difference field (K(x), o) with
o(x) = x + 1. Given (15), we can write

o) = p;', o(ha) =7 p1 p5 7, o(h3) =y pipy°

where the 7, 72, 3 are given in (26) and where we set py =x + 1, pp =x +3
as our monic irreducible polynomials. Note that p; and p, are shift equivalent:
gcd(pa, %(p1)) = pa. Consequently both factors fall into the same equivalence class
& ={o"(x +1) |k € Z}) = {o"(x +3) | k € Z}. Take p; = x + 1 asarepresentative
of the equivalence class &. Then by Lemma 4.4, it follows that there is a g € K(x)*
that connects the representatives to all other elements in their respective equivalence
classes. In particular with our example we have x + 3 = % (x + 1)whereg = (x +

1) (x + 2). By Theorem 5.3, it follows that (K(x)[z, z~'], o) is a [T-extension of the
difference field (K(x), o) witho(z) = (x + 1) z. Inthisring, the [T-monomial z mod-
els n!. By Lemma 5.6 the constructed difference rings (K'[¥] (y1) (y2) (y3) (v4), 0)
and (K(x) (z), o) from Example 5.2 with K’ = Q((—l)%, V13)(k) can be merged
into a single RIT-extension (A, o) where A is (16) with the automorphism defined
accordingly. Further note that for b; = %, by = m, by = m we
have that o(by) = p]_1 by, 0(by) = py p2_2 by and o(b3) = p; pz_5 b3. Thus together
ai, az,as in (27) with o(y;) = a;v; for i =1,2,3, we define g; = a; b; for i =
1,2, 3 and obtain 0(g;) = o(h;) g;. Note that the g; are precisely the elements given
in (17).

Now we are ready to prove Theorem 3.1 for the special case ProdE (K (n). Namely,
consider the products

Pi(n) = [[m). ... Pu(n) =[] hu(k) € Prod(K(n))

k=¢, k=¢,
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with ¢; € Z where £; > Z(h;). Further, suppose that we are given the components
as claimed in Theorem 5.4.

e Now take the difference ring embedding T( ) = (ev (b, ))n>0 for a, b € K[x]
where ev is defined in (7). Then by iterative apphcatlon of part (2) of Lemma 2.2 we
can construct the K'-homomorphism 7 : A — .#(K’) determined by the homomor-
phic continuation of

o 7(V) = <Cn)n>()7
o 7(¥i) = {(a)u>o for1 <i < wand
o 7(z;) = { Z o fik = D)yso with € = Z(f) + 1 for 1 <i <s

In particular, since (A, ) is an RIT-extension of (K'(x), 0), it follows by part (3) of
Lemma 2.2 that 7 is a K'-embedding.
e Finally, define for 1 < i < m the product expression

Gi(n) = ri(n) ()M (&)1 -+ (o) (1_[ filk — 1))%r ... (1_[ filk — 1))
k=e, k=¢,

from Prod(K'(n)) and define ¢; = max(¢;, £}, ...
(G;(I’l))n>0 with

Z(r;)). Observe that 7(g;) =

731

Gl(n) = (38)

By (34) and the fact that 7 is a K’-embedding, it follows that S(7(g;)) = S(7(h;))
7(g;). In particular, forn > §; we have that G;(n 4+ 1) = h;(n + 1) G;(n). By defini-
tion, we have P;(n + 1) = h;(n + 1) P;(n) forn > §; > ¢;. Since G;(n) and P;(n)
satisfy the same first order recurrence relation, they differ only by a multiplica-
tive constant. Namely, setting Q;(n) = ¢ G;(n) with ¢ = g ((i)) € (K')* we have
that P;(6;) = Q;(5;) and thus P;(n) = Q;(n) forall n > §;. This proves part (1) of
Theorem 3.1.

Since 7 is a K'-embedding, the sequences

(O‘?>n>o""’ n>0’ Hfl(k—l) n>0"" " HfS(k_l) n>0

k={} k=,

are among each other algebraically independent over T(K’(x))[((") which

proves property (2) of Theorem 3.1.

n>0]

Example 5.4 (Cont. Example 5.3) We have o(g;) = o(h;) g; fori = 1,2, 3 where
the h; and g; are given in (15) and (17), respectively. For the K’-embedding defined in
Example 3.1 we obtain ¢; 7(g;) = (P;(n)),>0 With P;(n) = ]_[Zzl hi(k)and c¢; =1,
¢y = 4 and ¢3 = 32. Since there are no poles in the g; we conclude that for
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1N\ 9 3 Ly 11 2 2
(1) (220 RSP (1) W R (20)3
(n+1)2 (n+2)? ((m) ) K" n!

Gymy = 2L @) () )

(+1)5 (142)5 ((\@))3 W (n!)4

’

we have P;(n) = G;(n) forn > 1. With P(n) = P;(n) + P>(n) + P3(n) (see (14))
and Q(n) = G (n) + G2(n) + Gs(n) (see (18)) we get P(n) = Q(n) forn > 1.

6 Construction of RII-extensions for ProdE(K(n, g"))

In this section we extend the results of Theorem 5.4 to the case ProdE(K(n, ¢")). As
a consequence, we will also prove Theorem 3.1.

6.1 Structural Results for Nested I1-extensions

In the following let (., o) be a [1X-extension of (Fy, o) with F, = Fo(t;) - - - (t,)
with O'(t,') =q; t; +,6, and o; € Fé, ﬂ,‘ € ]F() for 1 <i<e. We setF,- = Fo(tl) s
(t;) and thus (IF;_ (t;), o) is a [TX-extension of (F; _;,0) for 1 <i < e.

We will use the following notations. For f = (fi, ..., fy)and h we write f A h =
(f1, ..., fs, h) for the concatenation of f and /. Moreover, the concatenation of f
andh = (hy, ..., h,)isdenoted by f AL = (fi1,..., fs, b1, ..., ).

Lemma 6.1 Ler (F,, o) be a [1Z-extension of (Fy, o) as above. If the polynomials
in fi e F1[t1\F;_1)% for 1 <i <eands; € N\ {0} are irreducible and shift
co-prime, then M (fy A -+ A fe, F,) = {05} where s =s; + -+ - + 5.

Proof Letvy € Z”,...,v, € Z* and g € I} with
78 _ pnipre g, (39)

Suppose that not all v; with 1 < i < e are zero-vectors and let » be maximal such
thatv, # 0y, . Thus theright hand side of (39) isin IF, and it follows by Proposition 5.2

that g = *ytr"jr*l‘ -+ -tle with v € F} and u; € Z; if t; is a X-monomial, then u; = 0.
Hence ™)

oy —u, —Uy £V Vr— " »

_,-Y =ar+l+l“'aeu ]l'.'fr—llf‘r/ :hf:

with h =, " oy f1' -+ fi-) € Fr_,. Since the entries in f)" are shift
co-prime and irreducible, conditions (29) and (30) hold for these entries. Hence

Lemma 5.3 is applicable and we get v, = 0, , a contradiction. |
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We can now formulate a generalization of Theorem 5.3 for nested ITX-extensions.

Theorem 6.1 Let (IF,, o) be the T1X-extension of (Fy, o) from above. For 1 < i <
e, let fi = (fi1,-.., fis,) € @i [G]1\ Fi_)% with s; € N\ {0} containing irre-
ducible monic polynomials. Then the following statements are equivalent.

1. ged, (fi ), fix) =1foralll <i<eandl1 < j <k <
2. There does not exist vy € 7', , Ve € Z* withvy A ... /\ve #05and g € F}

such that (2)
a(g
27 — .. f:e

holds. That is, M (fi A --- A fe,F,) = {0} where s = 51 + - - - + 5.

3. One can construct a T1-field extension (Fe(z1,1) - (21,5,) - - (Ze1) -+ - (Zeys,), O)
of B, o) witho(zix) = fixzixfor 1 <i <eand1 <k < s;

4. One can construct a Tl-extension (E, o) of (F,, o) with the ring of Laurent
polynomials E =F,[z, 1, z;i] Lz, zfjl] < [ze, Z;i] < [Zeyses ze__;e] and
0(zix) = fikzixfor1 <i <eand1 <k <s;.

Proof (1) = (2) follows by Lemma 6.1.

(2) = (3): We prove the statement by induction on the number of ITX-
monomialsty, ..., t,. Fore = O nothing has to be shown. Now suppose that the impli-
cation has been shown for F,_j,e > Oand set E = F,_;(z1.1,...,21.5) " (Ze=1.1,

-y Ze—1.5,.,)- Suppose that (E(z. 1, ..., Ze.s,), o) is not a [T-extension of (E, o) and
let £ be minimal with s, < s, such that (E(z. 1, ..., zes), 0) is a II-extension of
(E, o). Then by Theorem 2.1(1) there are a v, 5, € Z \ {0} and an w € E(z 1, ...,
Zes;)* with j =€ — 1 such that o(w) = ;;'” w holds. By Proposition 5.2, w =

e, 1

Vel 2" ith 75 and F* . Thus Z& — £Vl ..

82,1 Zes; With (ver,...,ves,) € ZY and g € F; . Thus . =f
Ves; s
fe,s, ! ev,s/ .

(3) = (2). We prove the statement by induction on the number of [TX-
monomials ty, ..., t.. For the base case ¢ = 0 nothing has to be shown. Now suppose
that the implication has been shown already for e — 1 ITX-monomials and set E =
IFe(Zl,ls B Zl,sl) e (Zefl,lv ey Zefl,se,1)~ SuPpose that (E(Ze,lv ey Ze,se)s U) isa
[T-extension of (E, o) and assume on the contrary that thereisa g € I} andv, € Z* \
{0,,} such that ‘T(g) 1o+ fue) fre holds. Let j be maximal with v, ; # 0 and

—Ve_1 Vel Ve i1 —y;
define ~ —gz1 ez T 2z, € Bzets v, 2o jo1)* where 77T =

Zig ™ for 1 <i <eand g €F*. Then 22 = f:,"]i" with v,, # 0; a con-
tradictlon smce (E(ze,15 - - -5 Ze,j), 0) is a IT-extension of (E(z,.1, ..., Ze j—1), 0) by
Theorem 2.1.

(2) = (1). We prove the statement by induction on the number of [T1X-
monomials tj, ..., t. For e = 0 nothing has to be shown. Now assume that the
implication holds for the first e — 1 [TX-monomials. Now suppose that there
are k, £ with 1 <k, ¢ <s, and k # ¢ such that gcd_ (fek, fee) 7 1 holds. Since
ged, (feks fer) 7 1 we know that they are shift equivalent and because f, x, f.¢ are
monic it follows by Lemma 4.4 that there is a g € I} with % fex = fe.¢ and thus
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% = f}' -+ fr holds withv; = ---v,.; =0and v, = (0,...,0,v.4,0,...,0,
Ve, 0,...,0) € Z°\ {0,,} where v,y = —l and v, = 1.
(3) = (4) is obvious and (4) = (3) follows by [32, Corollary 2.6]. |

6.2 Proof of the Main Result (Theorem 3.1)

Using the structural results for nested I1X-extensions from the previous subsection,
we are now in the position to handle the mixed g-multibasic case. More precisely,
we will generalize Theorem 5.4 from the rational difference field to the mixed g-
multibasic difference field (I, o) with ¢ = (q1, ..., g.—1). Here we assume that
K= K(ki,...,k)(q1,---,qe—1) is a rational function field over a field K where
K is strongly o-computable. Following the notation from the previous subsection,
we setlFy :=KandF; = Fy(t)) ... (&) for 1 <i < e. This means that (IFy(t;), o) is
the X-extension of (IFy, o) with o(t;) = t; + 1 and (IF;_ (t;), o) is the IT-extension
of (F;_y,0) witho(;)) =¢qi 1t for2 <i <e.

As for the rational case we have to merge difference rings coming from different
constructions. Using Theorem 6.1 instead of Theorem 5.3, Lemma 5.6 generalizes
straightforwardly to Lemma 6.2. Thus the proof is omitted here.

Lemma 6.2 Let (IF,, o) be the mixed q-multi-basic difference field with Fy = K
from above. Further, let (K[y, y; N D, yl; 1, 0) be a T-extension of (K, o)
with 292 € K* and (Folz1,1, 211"+ 21 200, 1+ [2ets 2041+ (e, 2oL 1, 0) be
all- extenswn of (Fy, 0) as given in Theorem 6.1 with item (4). Then (E, o) with E =
Felyi, yi ' D v Mzt 2] [z 21y, 1 [2en 201+ [Zews,s 2oh 1 is @
[T-extension of (F., o). Furthermore, the A-extension (E[J], o) of (E, o) with
o(¥) = (9 of order X is an R-extension.

Gluing everything together, we obtain a generalization of Theorem 5.4. Namely,
one obtains an algorithmic construction of an RIT-extension in which one can repre-
sent a finite set of hypergeometric, g-hypergeometric, g-multibasic hypergeometric
and mixed g-multibasic hypergeometric products.

Theorem 6.2 Let (F,, o) be a mixed q-multibasic difference field extension of
(Fo, o) with Fy = K where K = K(ky, ..., ku)(q1, ..., qge—1) IS a rational func-
tion field, o(t;) =t + 1 and o(t;) = qe—1t for 2 < € < e. Let hy, ..., h, €F;.
Then one can define an RI1-extension (A, o) of (K, o) with

A=K () Wy v ' T Dy Menns 201 (2 2ia 1 et 2o 1 [Zes, - 20,1 (40)

and K' = K'(ky, ..., kW) (q1, - - ., qe—1) Where K' is an algebraic field extension of
K such that

e 0(9) = (VY where ( € K' is a A-th root of unity.
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o(v:

o ) = € K'\ {0} for 1 < j < w where the aj are not roots of unity;
J

° @ = fi,j € Fi_1[t;]1 \ F;_y are monic, irreducible and shift co-prime;
i, j

holds with the following property. For 1 < k < m one can define’

_ TR Ukw _Vi,1,1 Viclsy _Vk2,1 V2,5 Vk.e.1 Vik,e,se
gk_rkﬁlkyl yl Zl,l ...ZLSI 12’1 ...Zz’sz ...Ze,l "'Ze,sys (41)

withO < e <KX= 1, up; € Z, vy, € Z and v € F; such that

o(gr) = o(hy) gk.

If K is strongly o-computable, the components of the theorem can be computed.

Proof Take irreducible monic polynomials & = {py, ..., p,} C Folti, ta, ..., t.]
andtake i, ..., v, € Fjsuchthatforeachk withl <k <mwegetdy 1,...,dy, €
Z with o(hy) = v; p‘lik'l -+ pikr Following the proof of Theorem 5.4, we can con-
struct an RIT-extension F((x)[Y][y1, yl_l] < [yws ¥ ' of (Fy(x), o) with constant
field [, = K'(k1, ..., ku)(q1, - - -, qe—1) Where K’ is an algebraic extension of K
and the automorphism is defined as stated in Theorem 6.2 with the following prop-
erty: we can define a; of the form (35) in this ring with (36).

Set 7, = {we BlweKlt, to, ..., 6] \K[t;, o, ..., ]} for  <i <eand
define I = {1 <i < e| % # {}}. Then for each i € I there is a partition &; =
{&i1, ..., &) of # w.rt. the shift-equivalence of the automorphism defined for
eacht;,i.e.,each&; ; with1 < j < s;andi € I contains precisely the shift equivalent
elements of &7;. Take a representative from each equivalence class &; ; in &; and
collect them in .%; := {fi1, ..., fi}- By construction it follows that property (1)
in Theorem 6.1 holds; here we put all t; with i ¢ I in the ground field. Therefore by
Theorem 6.1 we obtain the IT-extension (F,(z1.1) - (21.5,) - (Ze1) - (Zews,)s O)
of (F,,o0) with 0(z;x) = fixzix forall i € I and 1 <k <s; with 5; € N\ {0};
for i ¢ I we set s; = 0. By Lemma 6.2 and Remark 5.2, (A, o) with (40) is an
RIT-extension of (F(t;) - - - (t.), o). Leti, j withi € I and 1 < j < s;. Since each
fi,j is shift equivalent with every element of & ;, it follows by Lemma 4.4 that
for all & € & ;, there is a rational function 0 % r € F; \ F;_; with h = ‘T(r—’) fij-
Putting everything together we obtain for each k with 1 <k <m,an0 #r, € F,

. d d.,
and v ; = (Viits .-, Viis) € Z% with p“' -+ p"" = %Zk) fi'--- fue. Note that
for
_— Vi, 1,1 VkLsp _Vk2.1 Vk.2.57 Vk,e,1 Vk.e.se
bk = rkZl,l .“Zl,s‘l Z2,1 ...Zz’sz '“Ze,l "'Ze,se EA

we have that o(by) = pfk" e p,’f"‘” bi. Now let g; € A be as defined in (41). Since

gr = ay bi where a; equals (35) and has the property (36), we conclude that o(g;) =
o (hy) gk The proof of the computational part is the same as that of Theorem 5.4.H

7We remark that this representation is related to the normal form given in [8].
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We are now ready to complete the proof for Theorem 3.1. To link to the notations
used there, we setq = (q1, - . ., g.—1) and set further (x, #1, ..., f—1) = (4, ..., t),
in particular we use the shortcutt = (t, ..., t,_;). Suppose we are given the prod-
ucts (11) and that we are given the components as stated in Theorem 6.2. Then we
follow the strategy as in Sect.5.4.

e Take the K'-embedding 7 : K'(x, 1) — ./ (K') where 7(%) = (ev (%, n))u>0 for
a,b € K'[x, t]isdefined by (9). Then by iterative application of part(2) of Lemma2.2
we can construct the K’-homomorphism 7 : A — . (K') determined by the homo-
morphic extension with

o 7(J) = ((")n>0,
o 7(yi) = (a})uxo for I <i < wand

o 7(zij) = ([] fijk—1.¢" D)uzo with € ; = Z(fi )+ 1for 1 <i <e, 1<
k=t ;
J < s

In particular, since (A, o) is an RIT-extension of (K'(x, t), o), it follows by part (3)
of Lemma 2.2 that 7 is a K’-embedding.
e Finally, define for 1 < i < m the product expressions

G, (n) =r;(n) (C")" (@)1 - ()i

(ﬁfu(k - 1,qk71)>v,-_l-1 (li[fl,x,(k B 1’qk71)>v"vl»sl

k=¢) | k=t
(TTferte=1.41)"" (l_[fe L= 1,gH)""
k=t , k=t,,
and define §; _max(ﬁ,,ﬂ’ll,..., H,Z(r,)) Then observe that 7(g;) =

(G (n)),>0 with (38). Now set Q;(n) := ¢ G;(n) with ¢ = 2 ‘{”) € K'. Then as for
the proof of the rational case we conclude that P;(n) = Q; (n) for all n > §;. This
proves part (1) of Theorem 3.1. Since 7 is a K'-embedding, the sequences

(O‘rll>n>o""’ n>0’ l_[f“(k_l q" l)n>0"' Hf”e(k_l q'” 1))n>0

k=t , k=t

e,se

are among each other algebraically independent over T(K’(x))[({”) which

proves property (2) of Theorem 3.1.

n>0]
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Example 6.1 Let K = K(q1, q2) be the rational function field over the algebraic
number field K = Q(+/—3, +/—13), and consider the mixedq = (¢, g»)-multibasic
hypergeometric product expression

n k n 2 k k 2 n k k k k
Pln) = l—[ V=13 (kg +1) LTI (k+at ab) N 1—[ 169 (k ¢t g +qi+k g} +1) “2)
k? (qf“ q§+'+k+1) i V=3 k1) (kqf+2+2qf+2+1) k2

k=1

Now take the mixed g-multibasic difference field extension (K(x)(#;)(%,), o) of
(K, o) with o(x) = x + 1, o(t;) = g1 t; and o(t2) = ¢2 t>. Note that h; (k, ¥, g5),
ha(k, qf, %) and h3(k, gf, g%) with

_ V=13 (xt;+1) _ x2 (x+4 12)2 _ 169 (x 1) tr+tr+x 41
hy = x2(q1 1 g2 +x+1)° hy = V=3 (D2 hs = (xqii+2gi0+1) x2 € Kix, 11, 12)

are the multiplicands of the above products, respectively. Applying Theorem 6.2
we construct the algebraic number field extension K’ = (@((— 1) %, V3, \/E) of K
and take the ITX-extension (F, o) of (K, o) with F' = K'(x)(#;)(#;) where o(x) =
x+ 1,0(t1) = g1ty and o (f2) = q» 1. Ontop of this mixed multibasic difference field
over K’ we construct the RIT-extension (A, o) with A = F'[9] (y1) (y2) (z1) (22) (z3)
(z4) where the R-monomial ¢} with o (¢) = (— 1)% 1 and the IT-monomials y;, y, with
o(yy) = V3 vy and o(yy) = J13 ¥, are used to scope the content of the polynomi-
als in hy, hy, hz. Furthermore, the IT-monomials zy, 22, z3, 74 With o(z;) = (x +
Dz, 0@) =(x+Dgiti +1)22, 0(z3) = (2o + D z3, 0(z4) = (@2 q1 1) +
x + 1) z4 are used to handle the monic polynomialsin /iy, h;, h3. These I[T-monomials
are constructed in an iterative fashion as worked out in the proof of Theorem 6.2. In
particular, within this construction we derive

__ @a+Dinn 0z (g1 +1) (2gf +1)y3 23
(@aon+x+1)ziz (x+17y  (+Dan+1)(@+2qin+1)7
=81 =83
= =g =8

such that o(g;) = o(h;) g; holds fori =1, 2, 3.

Now take the K'-embedding 7 : K'(x, 1) — . (K) where 7($) = (ev (. 1))ux0
for a, b € K'[x, t] is defined by (9). Then by iterative application of part (2) of
Lemma 2.2 we can construct the K'-embedding 7 : A — . (K’) determined by the
homomorphic continuation of 7(1¥) = ((—1)%)@0, T(y1) = ((\/g)n)@o, T(y2) =
(V13)")uz0.7(@) = ()0, 7(22) = (TTioy kgt + D)uzo.7(z3) = ([T (@5 +
D)nzoand 7(z4) = (]_[Zzl (q§ q{‘ + k))n>0. By our construction we can conclude that
7(g1), 7(g2) and 7(g3) equal the sequences produced by the three products in (42),
respectively. In particular, 7(Q) = (P (n)),>o. Furthermore, if we define
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((I2111 +1) I\n 1
Q(n) = (=12 kq +1 Y
(@ gt 1) ( A 2 l_[ ] l_[ L (45 a1 + k)

1

+ —— (2"’ Hq2q1+k>

(n+l)

(@1+1) (2¢7 +1)
((n + 1) q"+l ) ((n +2) qn+2 l)

(V13

then we can guarantee that P(n) = Q(n) foralln > 1 The sequences generated by

(«/§)", (\/E)", n!, 1_[ (kqt +1), l_[ (a5 +1), 1_[ (g5 gt + k) are algebraically
k=1 k=1 k=1
independent among each other over 7(K'(x, #))[{((— 1)%)")”20] by construction.

7 Conclusion

We extended the earlier work [23, 28] substantially and showed that any expression
in terms of hypergeometric products ProdE(K(n)) can be formulated in an RITX-
extension if the original constant field K satisfies certain algorithmic properties. This
isin particular the case if K = K (xy, . .., k) is arational function field over an alge-
braic number field K. In addition, we extended this machinery for the class of mixed
g-multibasic hypergeometric products. Internally, we rely on Ge’s algorithm [9] that
solves the orbit problem in K and we utilize heavily results from difference ring
theory [10, 27, 30, 32]. This product machinery implemented in Ocansey’s pack-
age NestedProducts in combination with the summation machinery available in
Sigma [25] yields a complete summation toolbox in which nested sums defined over
ProdE(K(n, g")) can be represented and simplified using the summation paradigms
of telescoping, creative telescoping and recurrence solving [19, 25].
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Linearly Satellite Unknowns in Linear
Differential Systems

Anton A. Panferov

Abstract Let K be a differential field of characteristic 0. Consider a linear differ-

ential system S of the form y' = Ay, where A € K" and y = (y1,...,y,)  isa
vector of unknowns. In the present work we introduce a concept of linearly satellite
unknowns: for the nonempty set of selected unknowns s = {y;,, ..., y;} an unse-

lected unknown y; is called linearly satellite if the j-th component of any solution to
S can be linearly expressed over K only via selected components of this solution and
their derivatives. We present an algorithm for linearly satellite unknown recognition
and its implementation in Maple. The ability to determine linearly satellite unknowns
can be used for partial solving of differential systems.

Keywords Differential systems - Selected unknowns - Satellite unknowns
Computer algebra

1 Introduction

Let K be a differential field of characteristic O with the derivation . We assume that
its field of constants Const(K) = {c € K | ¢/ = 0} is algebraically closed. Consider
a linear differential system S of the form

y = Ay, (1)
where A € K", y = (y1,..., y,)T is a vector of unknowns. Suppose that s =
{i,» ..., yi, } is a given nonempty set of selected unknowns (components of vector y)

that does not contain all unknowns (i.e. 0 < k < n).
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Earlier in [5, 8] we introduced the concept of satellite unknowns: an unselected
unknown y; of a given system S is called satellite for a set of selected unknowns s if
the j-th component of any solution to S belongs to any differential field extension Fj
of K containing all selected components of any solution to S. We recall this notion
with some details in Sect. 2.1. We also recall the proposed satellite unknown testing
algorithm in Sect.2.3.

One of the problems that arises with differential systems is that of solving a linear
differential system with respect to a part of the unknowns [1]. This is also related
to the problem of partial stability of solutions with respect to a part of the variables
and partial control ([10]). Satellite unknowns possess similar nice properties as the
selected ones. Thus the possibility algorithmically determining satellite unknowns
is useful in the context of these problems.

The Satellite testing algorithm that we proposed in [5, 8] allows one to con-
struct the set of all satellite unknowns for a given system S and a fixed set of
selected unknowns s for the case K = Q(x). One of its steps checks the embed-
ding of Picard—Vessiot extensions that can be done by means of the algorithm from
[3, Sect.5.3.3 (H)]. That algorithm is based on Hrushovski’s algorithm [2] whose
complexity is rather high. This fact makes it difficult to implement the Satellite test-
ing algorithm in computer algebra systems and to use it in practice. That is why
the partial satellite testing algorithms, which do not always solve the problem, were
developed and implemented ([7]).

In the present work we introduce the concept of linearly satellite unknowns.
Contrary to satellite unknowns, the definition of linearly satellite unknowns does
not concern selected components of all solutions at once. An unselected unknown
y; is said to be linearly satellite unknown if the j-th component of any solution
to S belongs to the K-linear span of the selected components of this solution and
their derivatives. In other words, y; is said to be linearly satellite unknown for a set
of selected unknowns s if the j-th component of any solution to S can be linearly
expressed over K only via selected components of this solution and their derivatives.

In this paper we also present the Linearly satellite testing algorithm, which has
much lower complexity than that of the Satellite testing algorithm. So it can be easily
implemented in computer algebra systems. One such implementation in Maple is
presented in Sect.3.3. In Sect.4 we shall show how the presented algorithm can be
generalized for the case of linear homogeneous differential systems of higher order
and how this algorithm can be used for partial solution construction.

The work [1] of Sergei Abramov and Manuel Bronstein was the starting point
of this research. The AB-algorithm, described there, is the basis for recognition
algorithms, which will be discussed in this paper.
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2 Preliminaries

Consider a differential system S of the form (1) with a set of selected unknowns s.

Definition 6 ([9, Prop. 1.22]) A Picard—Vessiot extension over K for anormal differ-
ential system y' = Ay, with A € K",y = (y1, ..., y,)7,is adifferential extension
Ks O K satisfying:

e Const(Ks) = Const(K).

e There is a fundamental matrix B for y’ = Ay with coefficients in K, i.e., the
invertible matrix satisfies B’ = AB.

e Ky is generated over K by the entries of B.

It is known (see [9]) that a Picard—Vessiot extension exists for any differential
system of the form (1) over K.

Denote by Vi the solution space of Sin K¢: Vs = {y € K¢ | ' = Ay}, and denote
by m;(Vy) the projection of Vs onto the selected unknowns s.

The number of the equations of § is called the size of the system and denoted
by |S]. It is obvious that the size of § is equal to the number of rows or columns of
the matrix A, and also is equal to the length of the unknown vector y.

2.1 Satellite Unknowns

Let F; be a differential extension of K satisfying:

1. n,(Vs) C FS", where k is a cardinality of s (that is the amount of selected
unknowns).
2. Forany F D K if m,(Vy) € F¥ then F, C F.

The extension F; may be considered as the differential field generated over K by
all selected components of all solutions to S.

Definition 7 ([8, Def.2]) An unselected unknown y; is called satellite unknown for
a set of selected unknowns s in § if the y; component of any solution to § belongs
to Fj.

Example 13 Consider the following differential system:

I/x 0 O
y=1| 3 —1/x0 |y, )
0 0 1
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where y = (y1, y2, y3)T. The general solution to (2) can be represented in the form

X 0 0
y=C | x> |+C| 1/x |+C5| 0], 3)
0 0 e*

where Ci, C,, C3 are arbitrary constants. From (3) it follows that, for any solution
to (2), its components y; and y, belong to @(x), but y; ¢ @(x) in general. So, if
s = {y1}, then it is clear that y; is a satellite unknown, but y; is not.

Since y; € Q(x, ¢*) D Q(x), we see that both y; and y, are satellite unknowns
for s = {y3}.

As it was noted in the introduction, all selected components of all solutions to
S are used in the definition of satellite unknowns. So these satellite unknowns may
be called as satellite unknowns with respect to the system. In Sect.3 we shall intro-
duce the concept of linearly satellite unknowns, which are defined only by selected
components of concrete solution.

2.2 AB-Algorithm

Our Satellite testing algorithm is based on the AB-algorithm that was proposed by
S. Abramov and M. Bronstein in [1]. We shall not present its formal description here
but recall some facts about it.

The AB-algorithm for a given differential system S of the form (1) and a set of
selected unknowns s produces a new differential system

7 = Bz, )

where B is a square matrix over K whose size is less or equal to the size of A, and
the components of the new unknown vector z are the selected components from s
and, possibly, some of their derivatives.

Denote system (4) (i.e. the result of application of the AB-algorithm to the sys-
tem S with respect to the set of selected unknowns s) by S*B.

The AB-algorithm has the following properties (see [1, Prop. 1]):

1. For any differential field extension L of K, if we let V' (resp., VSAB) denote the
projection of the solution space of S (resp., SA®) over L, then the projections of
V and VB onto the subspaces generated by the components from s are identical.

2. If a solution to the system S“B is such that its selected components belong to
some differential extension of K, then all the components of this solution belong
to this extension.

3. If the size of B is equal to the size of A and the system S has a solution whose
selected components belong to some differential extension of K, then all the
components of this solution belong to this extension.
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Remark 7 Property 3 can be reformulated in the following stronger form (see [1,
Sect.2]): if the size of B is equal to the size of A then the systems S and SAB are
equivalent over K ,1i.e. there exists a nonsingular matrix H € K"*" suchthatz = Hy.
In this case any unknown of S can be linearly expressed over K via the unknowns
of SJAB, which are the selected unknowns from s and their derivatives.

The AB-algorithm was implemented in Maple as a part of the OreTools pack-
age (in the subpackage Consequences) in the form of the ReducedSystem
procedure.

2.3 Satellite Testing Algorithm

Here we shortly recall our Satellite testing algorithm. We shall confine ourselves to
present only its formal description, details and the proof of the correctness can be
found in [8].

ALGORITHM : Satellite testing

Input: e A differential system S with a set of selected unknowns s.
e An unselected unknown y; ¢ s.

Output: YES if y; is a satellite unknown for s in S and NO otherwise.

Construct the system S5,

If |SAB| = | S|, then return YES.

Construct the system S?B, where § = s U {y;}.
If |S2B| = |S*B|, then return YES.

If Kgae 2 Kgas, then return YES.

Return NO.

Qs P =

The most complicated step of the algorithm is step 5, where Picard—Vessiot exten-
sions are to be compared. The problem of testing whether the Picard—Vessiot exten-
sion of some differential system is a subfield of the Picard—Vessiot extension of
another system can be solved algorithmically. Such an algorithm was proposed
by A.Minchenko, A.Ovchinnikov and M. Singer in [3]. The algorithm from [3,
Sect.5.3.3(H)] uses Hrushovski’s algorithm [2] for computing differential Galois
groups. Hrushovski’s algorithm has rather high complexity (in some cases, the
degrees of the defining polynomials on the output of the algorithm are estimated
to be from four-fold to six-fold exponential in the size of system matrix). So the
complexity of the Satellite testing algorithm is very high.
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3 Linearly Satellite Unknowns

The differential extension F from Definition 7 depends on Vg and includes selected
components of all solutions to S. This yields that the notion of satellite unknown is
determined by all solutions of the system. Here we propose the concept of linearly
satellite unknowns. An unselected unknown y; is said to be linearly satellite unknown
for a set of selected unknowns s if the j-th component of any solution to S belongs to
the minimal differential extension of K containing all nonzero selected components
of this solution. If all selected components of the solution are zero, we require the
linearly satellite component to be zero too.

Example 14 Consider the following system

1/x 1/(2x) —1/x
yi=12/x 3/x =2/x |y, (%)
1/x 3/(2x) —1/x

where y = (1, y2, 3)7. System (5) has only rational solutions (i.e. all components
of any solution to (5) belong to @(x)). This means that any unknown y; is satellite
for any set s such that @ # s C {yi, y2, y3} and y; ¢ s. In particular, y; is a satellite
unknown for {y;}. At the same time (0, x2, x*/2)7 is the solution to (5). Therefore y,
is not linearly satellite for {y;}. But y;, is linearly satellite for {ys}: the y, component
of any solution to (5) with y; = 0 is also equal to zero.

3.1 Definition

Consider F; defined in Sect.2.1 as a differential extension generated by K and all
selected components of all solutions to S. F also can be regarded as a linear space
over K. Let y = (¥, ..., y,)T be a solution to S. Define F;(y) as the minimal
K -subspace of F; that contains all selected components of y and their derivatives.
F;(y) also can be regarded as the linear space generated over K by the selected
components of the solution y and their derivatives. It is important to note that F(y)
is not a differential field in general: if all selected components of the solution y are
zero, then F(y) = {0}.

Example 15 Consider system (2) from Example 13. Suppose s = {y;}. Asitis easy
to check, y = (x, x2, )7 is a solution to (2). F(y) for this solution is equal to
Q(x). At the same time 7 = (0, —1/x, 0)7 is also a solution to (2). For this solution
F,(3) = {0}, which is not a differential extension of K = Q(x).

Definition 8 An unselected unknown y; is called linearly satellite unknown for a
set of selected unknowns s in S if for any solution y its j-th component belongs to

Fs(y).
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Itis clear that if y; is a linearly satellite unknown for s then y; is a satellite unknown
for s (y; € Fy(y) C F; for any solution y).

Linearly satellite unknowns can be recognized algorithmically and the formal
description of one such algorithm will be presented in the next section.

3.2 Algorithm

Our “Linearly satellite testing” algorithm is based only on the AB-algorithm and
repeats the Satellite testing algorithm with the exclusion of its step 5. As it will be
shown, it is sufficient to test whether a given unselected unknown y; is a linearly
satellite unknown for a set of selected unknowns s.

ALGORITHM : Linearly satellite testing

Input: e A differential system S with a set of selected unknowns s.
e An unselected unknown y; ¢ s.

Output: YES if y; is a linearly satellite unknown for s in § and NO other-
wise.

Construct the system SAB.

If |SAB| = | S|, then return YES.

Construct the system S28, where § = s U {y;}.
If |SAB| = |SAB|, then return YES.

Return NO.

S

Proposition 3 The Linearly satellite testing algorithm is correct.
To prove Proposition 3 we need the following lemma.

Lemma 11 Suppose that s| and s, are nonempty sets of the unknowns of S such that
S| # 82, 81 C 8o, then the following conditions are equivalent:
(i) ISP < IS3P;
(ii) dimm,, (Vs) < dim g, (Vs);
(iii) There exists a solution to S in K such that all the components corresponding
to the unknowns from s| are zero but at least one component corresponding to
the unknown from s, \ s1 is nonzero.

Proof To prove the equivalence of (i) and (ii) we should note that for any nonempty
set s of unknowns K SAB is a subfield of K, since the unknowns of SSAB are only
unknowns from s and, possibly, some of their derivatives. Denote the solution spaces
of S and S by Vg and Vs respectively. Then, from Property 1 of the AB-algorithm
it follows that m;(Vs) = ms(Vsas). Moreover, being derivatives of the unknowns



222 A. A. Panferov

from s, additional unknowns of S*® do not affect the dimension of the solution space;
thus dim 7, (Vsas) = dim Vgas. Note that dim Vgas = |S2B|; and this completes the
proof.

To prove the equivalence of (ii) and (iii) consider subspace P € V (5) that contains
only solutions to S whose components corresponding to unknowns from s; are zero:

P={z=(z1,....20) € V(S)|Vi: y; € sy = z; = 0}.

Then (ii) becomes equivalent to condition dimm,,(P) > 0, that is equivalent
to (iii). |

Proof (of Proposition 3) The correctness of step 2 follows immediately from
Property 3 (Remark 7) of the AB-algorithm.

To prove the correctness of step 4 we should notice that (SAB)2B = SAB. So, if
we consider the system S?B as the initial system with the set of selected unknowns
s C 5, then by Property 3 (Remark 7) of the AB-algorithm we get that all unselected
unknowns in S_?B are linearly satellite for s; y; is an unselected unknown of S?B, SO
it is a linearly satellite unknown.

To conclude the proof, it remains to show the correctness of step 5. Indeed, in
this case we have |S*B| < |S2B|. It follows from Lemma 11 that S has a solution
in which the selected components are zero but the component corresponding to y;
is not zero. The existence of such a solution means that y; is not a linearly satellite
unknown for s. ]

Example 16 We continue with system (5) from Example 14. Denote this system
by S. Suppose s = {y;}, and let us test whether y, is linearly satellite for s. The
AB-algorithm gives the following matrices

01 0
|:8(1)] and 00 O
022/x

of systems S2® and S} respectively. The different sizes (2 x 2 versus 3 x 3) of
these matrices show that y, is not linearly satellite for {y;} (as it was demonstrated
in Example 14).

For s = {y3} the AB-algorithm produces the following 3 x 3 matrix of the sys-
tem SAB:

010

001
000

Thus |S§*B| = |S|, and both y, and y, are linearly satellite for {ys}.
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3.3 Maple Implementation

Due to the existence of the AB-algorithm implementation in Maple (see procedure
OreTools:-Consequences: -ReducedSystem), the implementation of the
Linearly satellite testing algorithm is short enough. Instead of results YES and NO
we use true and false respectively.

LinearlySatelliteTesting :=proc (A::Matrix, s::set (posint), v::posint)
local R, S1, S2;

R := OreTools:-SetOreRing(x, 'differential’);
S1 := OreTools:-Consequences:-ReducedSystem(A, s, R)[1];
if op(l, A) = op(l, S1) then return true end if;
S2 := OreTools:-Consequences:-ReducedSystem (A, sunion {v}, R) [1];
if op(1l, S1) = op(l, S2) then return true end if;
return false
end proc

The LinearlySatelliteTesting procedure has the following parameters:

e A—the matrix of the differential system S;
e s—a set of positive integers—the indices of selected unknowns;
e v—the index of the testing unknown.

We assume that the matrix A is a square matrix, s is a nonempty set whose
elements are correct indices of the unknowns (lie between 1 and |S|), v is a positive
integer that is a correct index of the testing unknown and v ¢ s.

The ReducedSystemprocedure is based on the functionality of the OreTools
package and requires one to specify the Ore ring for computations. We use the
local variable R to specify the differential ring. The result of the ReducedSystem
procedure is a tuple [B, Z], where B is the matrix of S‘f\B, and Z is a set of pairs,
the first entry of each is the index of a selected unknown in S and the second one is
the index of the same unknown in SAB. We use only the first element of this tuple.
To retrieve the sizes of the constructed system matrices we use the built-in Maple
function op. Given 1 as the first parameter and a matrix as the second parameter, op
returns the size of this matrix as a pair (rows, cols).

4 Differential Systems of Higher Order

The Linearly satellite testing algorithm can be extended to handle higher order linear
homogeneous differential systems of the form

Ay + Ay 4+ Agy =0, (6)

where r € N is called the order of the system, A; € K" (0 <i <r), A, #0,
y=01,.--, yn)T is a vector of unknowns. We assume that system (6) is of full rank,
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i.e. its equations are independent. We also assume that a subset of the unknowns is
selected and denote the set of selected unknowns by s.

We define linearly satellite unknowns as previously (see Definition 8), considering
F;(y) as the linear space generated over K by the selected components of y and all
their derivatives.

It is known that any differential system of the form (6) of order r > 1 can be
reduced to a differential system of the form (1) or to a first order differential-algebraic
system of the form Aly/ + Ao y = 0 (see [4, 8] for details). Thus it remains to discuss
the case of differential-algebraic systems.

4.1 Differential-Algebraic Systems

Consider a linear differential-algebraic system S of the form

Ay 4+ Agy =0, (7N
where Aj, Ag € K", A #0, detA; =0, y=(y1,...,y,)! is a vector of
unknowns; s C {yi, ..., y,} is a nonempty set of selected unknowns.

To generalize the algorithm from Sect. 3.2 for systems of the form (7) we proceed
similarly as when we generalized the Satellite testing algorithm in [8, Sect. 4] as an
application of the Extract algorithm [4].

The details of the Extract algorithm can be found in [4] (see also [6]), and here we
shall confine ourselves to present only an informal description. The Extract algorithm
for a differential-algebraic system S of the form (7) with a set of selected unknowns s,
using a properly organized elimination process for unknowns, allows one to construct
a partition s = 51 U sy (51 Ns, = &) and get a pair of systems S; and S, with the
following properties. System S is a differential system of the form y’ = Ay, where
A is a square matrix over K, and a new vector of unknowns y contains only part of the
unknowns of S (¥ C y), butincludes all unknowns from s;. System S, is an algebraic
system of the form y;, = Bys,, where y;, (i = 1, 2) denotes a column vector whose
entries are the unknowns from s;, B is a matrix (not necessary square) over K. So,
system S, can be used to determine the part of the selected unknowns corresponding
to s, from the part corresponding to s;. From the form of S, it follows that every
selected unknown from s, is linearly expressed over K via selected unknowns from s .
The part s, of the selected unknowns can be obtained from S,. Systems S, and S, are
consistent with the initial system S and the set of selected unknowns s. This means
that the selected components s of solutions to S in any differential extension of K
are uniquely determined by S; and S, (see [6] for details).

Applying the Extract algorithm to (7) with respect to the set of selected unknowns
§ =5 U{y;}, where y; ¢ s is the unknown we are testing, we get two systems Sy
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and S,. If y; occurs in algebraic system §, (it can be an element of s, or it can
appear in the right-hand side of some equation with a nonzero coefficient), then it
can be linearly expressed via the selected unknowns from s; and this means that y;
is linearly satellite for s in (7). If y; does not occur in S, then it is an unknown in
S, and the problem for the differential-algebraic system S is reduced to the problem
for the differential system S,.

Example 17 Consider the following differential system

Vi +xy;—xy,+y3+ys+y6=0
(x 4+ Dxy, +xys —ys —(x + Dys =0

Xy, + Y5+ ys—ys— Y6 =0 ®)
’

yy—y3=0

yi—ys—Y=0

yi+xy; =0

System (8) can be presented in the form (7) where

—-10x —x 00 00101 1
000(x+Dx0x 0000—-1-(x+1D
A = 000 X 11 A = 0000-1 -1
000 1 00|’ 00-100 0 ’
000 0 00 —-10 0 0 1 1
000 0 00 1 x000 0

and y = (y1, y2, ¥3, Y4, Y5, ¥6)© . Suppose that the set of selected unknowns contains
only yi,i.e. s = {y;}. As it will be shown, the y;-th component of any solution to (8)
belongs to the extension Q(x, ¢*) and can be presented as a Laurent series. This is
not so for all other unknowns. By determining the set of linearly satellite unknowns
for s, we can build the partial solution of this system using the procedure to construct
Laurent solutions (e.g., LinearFunctionalSystems: -LaurentSolution
procedure from Maple).

As it follows from the last equation of (8), y; is linearly satellite for {y;}. Let us
show how this fact can be recognized algorithmically. The Extract algorithm being
applied to (8) with respect to the set of selected unknowns {y;, y,} gives the following
systems:

1—1/x 1 00
0 —1/x00 | .
0 1/ 00 Y, Sa: Y1 = —Xy2,

1 x+101

where ¥ = (32, y3, Y4, ¥6)© . There is y, in S,, so it is a linearly satellite unknown
for {y;}, and corresponding components of solutions to (8) also can be presented as
a Laurent series in x.
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Let us check that yj is also linearly satellite for {y; }. The result of the Extract algo-
rithm for § = {y;, y3} contains only a differential system S, since all the unknowns
from § are in y (system S, is empty in this case):

1 —x 00

< 0 —-1/x00] . .

y = 0 1/x00 Y, y:(yl,y3,y4,y5)T. 9)
—1/x 1 01

It remains to check if ys; is linearly satellite for {y;} in (9). The AB-algorithm
gives the following matrices

01 d I —x
ot| ™™ lo-1/x
for systems (S;)2B and (Sd)?B respectively. This implies that y; is also linearly

satellite for {y;}. Systems (Sy)(}") and (Sa){}; ,,, can be easily solved and we get for
components yi, ¥, and y3 the following general solutions:

yi=Cie" +Cy, yr=—(Cie* +Cr)/x, y3=0Co/x, (10)

where C|, C, are arbitrary constants. The application of the procedure for construct-
ing series solutions directly to system (8) or (9) does not make it possible to find
solutions (10) due to presence of the unknowns y4, ys, g, because the components
of solutions corresponding to these unknowns cannot be presented as Laurent series
in general.
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Abstract Many generating functions for partitions of numbers are strongly related
to modular functions. This article introduces such connections using the Rogers-
Ramanujan functions as key players. After exemplifying basic notions of partition
theory and modular functions in tutorial manner, relations of modular functions
to g-holonomic functions and sequences are discussed. Special emphasis is put on
supplementing the ideas presented with concrete computer algebra. Despite intended
as a tutorial, owing to the algorithmic focus the presentation might contain aspects of
interest also to the expert. One major application concerns an algorithmic derivation
of Felix Klein’s classical icosahedral equation.

Keywords g-holonomic functions * g-series * g-products + Modular functions

1 Introduction

The main source of inspiration for this article was the truly wonderful paper [14]
by William Duke. When reading Duke’s masterly exposition, the first named author
started to think of writing kind of a supplement which relates the beautiful ingredients
of Duke’s story to computer algebra. After starting, the necessity to connect to readers
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with diverse backgrounds soon became clear. As a consequence, this tutorial grew
longer than originally intended. As a compensation for its length, we hope some
readers will find it useful to find various things presented together at one place the
first time. Owing to the algorithmic focus, some aspects might have a new appeal
also to the expert.

Starting with partition generating functions and using the Omega package, in
Sect. 2 the key players of this article are introduced, the Rogers-Ramanujan functions
F(1) and F(q).

To prove non-holonomicity, in Sect. 3 the series presentations of F(1) and F(q)
are converted into infinite products. Viewing things analytically, the Dedekind eta
function, also defined via an infinite product on the upper half complex plane H,
is of fundamental importance, in particular, owing to its modular transformation
properties.

Section4 presents basic notions and definitions for modular functions associated
to congruence subgroups I" of the modular group SL,(Z). These groups are acting
on H and, more generally, also on HU Q U {oc}. When restricting this extended
action of I" to Q U {oo} the resulting orbits are called cusps; cusps play a crucial role
for zero recognition of modular functions.

Section 5 presents concrete examples of modular functions for congruence sub-
groups I like the Klein j-invariant for I" := SL,(Z), the modular discriminant
quotient @,(t) := AQ2t)/A(7) for I := I(2), the (modified) Rogers-Ramanujan
functions G(t) and H (t) being quasi-modular functions for I" := I'((5), and the
Rogers-Ramanujan quotient r(t) := H(t)/G(t) for I'(5). To obtain information
about congruence subgroups the computer algebra system SAGE [35] is used.

Section 6 introduces basic ideas of zero recognition of modular functions. To this
end, one passes from modular functions g defined on the upper half complex plane
to induced functions g* defined on compact Riemann surfaces. By transforming
problems into settings which involve modular functions with a pole at co only, zero
recognition turns into a finitary algorithmic procedure.

In Sect.7 we present examples for zero recognition which despite being ele-
mentary should illustrate how to prove relations between g-series/q-products using
modular function machinery. Among other tools, “valence formulas” are used which
describe relations between orders of Laurent series expansions.

The example given in Sect. 8 shows that by transforming zero recognition prob-
lems into ones involving solely modular functions with a pole at co only, one gets
an “algorithmic bonus”: a method to derive identities algorithmically.

Many modular functions connected to partition generating functions are not holo-
nomic. But there are strong connections to g-holonomic sequences and series which
are briefly discussed in Sect.9. Again the Rogers-Ramanujan functions serve as il-
lustrating examples; here also g-hypergeometric summation theory comes into play.

Section 10 is devoted to another classical theme, the presentation of the Rogers-
Ramanujan quotient r(t) as a continued fraction. Evaluations at real or complex
arguments are briefly discussed: most prominently, Ramanujan’s presentation of
r(i) in terms of nested radicals.
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Finally, Sect. 11 returns to a main theme of Duke’s beautiful exposition [14]. Name-
ly, there is a stunning connection, first established by Felix Klein, between the fixed
field of the icosahedral group and modular functions. In the latter context Ramanu-
jan’s evaluation of r (i) finds a natural explanation as a root of Klein’s icosohedral
polynomial. An algorithmic derivation of this polynomial is given.

In Sect. 12 (Appendix 1) we briefly discuss general types of function families the
Rogers-Ramanujan functions belong to. One such class are generalized Dedekind
eta functions which were studied by Meyer [24], Dieter [12], and Schoeneberg [33,
Chap. 8] in connection with work of Felix Klein. These functions form a subfamily
of an even more general class, the theta functions studied extensively by Farkas and
Kra [15].

In Sect.7 “valence formulas” for I" = SL,(Z) and I" = I(H(2) were used. The
Rogers-Ramanujan function setting used in Sect. 11 connects to a “valence formula”
for I' = I'(5). For the sake of completeness, in Sect. 13 (Appendix 3) we present a
“valence formula”, Theorem 56, which contains all these instances as special cases.
Being not relevant to the main themes of this article, we state this theorem without
proof.

Concerning computer algebra packages: In addition to the SAGE examples and
RISC packages used in our exposition, we want to point to Frank Garvan who has
developed various software relevant to the themes discussed in this tutorial; see, for
example, [16] and Garvan’s web page for other packages.

2 Partition Generating Functions

Problem. Given n, k € Z-, determine

re(n) :=#{(ar,...,q) €2y a1 + - +a; = n and
aj —djy >2f01‘1§]<k—1}

Example. r,(8) = 3 because 8 equals 7+ 1,6 + 2, and 5 + 3. For convenience we
define r(0) := 1 fork > 0.
To solve the problem we consider the generating function of such partitions,

Ry = Zrk(n)qn — Z qa1+az+~~+ak.

n=0 ay.,ag..ap =1
ay—ap =2,ap—a3 22,...ap_j—ax =2

To compute such generating functions one can use the Omega package which
implements MacMahon’s method of partition analysis; see the references in [29].
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ingl= << RISC‘Omega‘“

Omega Package V2.49 written by Axel Riese
(in cooperation with George E. Andrews and Peter Paule) © RISC-JKU

To compute R4 one calls

ey OR[OSum[q*1T22+83+34 131 — a2 >2,a2 —a3 > 2,
a3—ad >2,a4 > 1}, Al]
ql6
QI-9(1-?)(1-a)(1-q)

Out[9]=

In view of the instances for k =0, 1, 2, 3:

q q* q° }

1—q¢ A=) -¢»)" A -g)(1-¢H1~gq?

{Ro, Ri, Ry, R3} = {1,

the general pattern

2
qk

= , k
(1-q¢)1—¢%...(1 =¢"

Rk 2 O’

becomes obvious. Its proof is by elementary partition reasoning.
Next we consider all such partitions with parts greater or equal to 2:

Sy = Zsk(n)q" = Z qa]+az+"'+ak.

n=0 ap.ay,...ax 22
ay—ay =2,ap—az =2,....ap_1 —ag =2
For k = 4 the Omega package gives:

mto- OR[OSum[¢?1722+33+24 (a1 — a2 > 2 a2 —a3 > 2,
a3 —ad >2,ad > 2}, Al
qZO
1-9@1-¢)(1-)1-a)

Out[10]=

In view of the instances for k =0, 1, 2, 3:

qz q6 qlz
l—qg A—g)(1—¢» 1 —g)(1—g»(1 —q3)}’

{So, S1, 82, 831 = {1,

the general pattern

K>+k
q

T - —g)...(1-g"

Sk

= Yy

becomes obvious. Again the proof is by elementary partition reasoning.
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We will use the standard g-notation

@G =U0—q)1—gH...A=¢" k=1, (¢:q)0:=1, (1)

and N
(@: oo =] [(1—4¢"). 2)

k=1

For example, the generating function for p(n), the number all partitions of n, is

> png" = !
n=0

(4 Do

This infinite product representation implies that the sequence (p(n)),>¢ is not
holonomic,' because otherwise its generating function would have at most finitely
many singularities; see, for instance, [19].

In connection with Ry and S, the alternative notation

qkzzk
(q; @i

fi@) =

will be useful: Ry = f;(1) and S; = fi(g). Defining

e ¢} [ee] quZk
F@@) =) filo) = —, 3)
P = @9
the key players of this article will be
o0 qk2 o qk2+k
FQ) = and F(q) = , 4
; (45 D g (45 9k

called Rogers-Ramanujan functions; see, for instance, [7, Chap. 8].

From above it is clear that F'(1) = 2@0 r(n)q",resp. F(q) = Z@() s(n)q", are
the generating functions for the number r (n), resp. s(n), of partitions into parts with
minimal difference 2 with all parts greater than 0, respectively 1. For combinatorial
purposes it is absolutely sufficient to view them as formal power series in the inde-
terminate g. But as we shall see, when interpreting them in the context of complex
analysis—citing Zagier [39]—there is also a “hidden non-abelian symmetry” which
can be used as the “magic principle of modular forms.”

li.e., it does not satisfy a linear recurrence with polynomial coefficients.
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3 ¢-Products and Dedekind’s eta Function

As with (p(n)),>0, to decide whether the sequences (v (n)),>0 and (s(n)),>0 are
holonomic, one could try to convert their generating functions F (1) and F(g) into
infinite product form. To do so, there is a tool already known to Euler and popularized
by Andrews [4]; we state it in a (slightly modified) version taken from [22, Theorem
2.9].

Theorem 3 Let ¢(q) be an analytic function without zeros in the disk |q| < R for
some R <1, and let (¢,),>1 be a sequence containing only the numbers 1 and
—1. Then there exists a unique sequence (a,),>1 of complex numbers such that the
product (0) [1°2,(1 + £,q™)* converges to ¢ umformly on compact subsets of the
disk |q| < R. Moreover, if p(q) =1+ o2 byq" and &, = —1 foralln > 1, then

n—1
—na,,:nbn—i—Zdad—i—ZZdadbn,j, n>1. (®)]

din j=1 dij

d<n

Taking as input the Taylor series coefficients b,, with recurrence (5) one can
compute the exponents a,. For example, for the truncated F'(1) series:

30 30 2k
. Z
w(q):=§ fi() = ¢ E bag" =14+q+q*+q +2¢* +29°
=0 i (@ 9k =l

+3¢5 4+ 3¢7 +4¢% +5¢° + 6010 +7¢" +9¢'2 + 10¢"3 + 12¢"* + 14¢"S
+17¢" + 199" +23¢" + 264" + 31¢™ + 35¢°' + 417 + 469> + 54¢>*
+61¢% +70¢%° +79¢%7 +91¢%8 + 102¢% +117¢°° + ...,

one obtains as output
(a)pz1=(-10,0,-1,0,-1,0,0,-1,0,-1,0,0, -1, 0,
-1,0,0,-1,0,-1,0,0,-1,0,-1,0,0,—-1,0,...).
The pattern suggests that
> = ¢¢ = 1

F(1) = n ’ 6
( ) ;r(n)q kzg (q q)k rl:[ q5m+1)(1 _q5m+4) ( )

and, after carrying out an analogous computation for F(g),

© 0 k2+k

F = n _ .
@ ;S(n)q kXO: (@: @ 1_[ a- 5er2)(1_ 453

m=0

)
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As in the case of p(n) the non-holonomicity of the partition number sequences r (n)
and s(n) follows immediately from the infinite product representations (6) and (7).
But in contrast to the simple derivation of the generating function for the p(n), these
product expansions are substantially more difficult to prove. In fact, (6) and (7) are
the celebrated Rogers-Ramanujan identities, also called Rogers-Ramanujan-Schur
identities owing to the fact that Issai Schur independently discovered and proved
them. There is a vast literature on background, proofs, and history; [4] is a reference
which also connects to computer algebra and to applications in the frame of Baxter’s
hard hexagon model in statistical mechanics.

In the general setting of Theorem 3, g is interpreted as a complex variable. Nev-
ertheless, to compute the exponent sequence (a,) we can apply the recurrence (5) in
the case of a given formal power series ¢(q); i.e.; taking ¢ as an indeterminate. But,
in order to consider the announced “magic principle of modular forms”, one again
turns to complex analysis by setting

2wit

qg =q(t) :=expmit) =e ,

where 7 is taken from the upper half complex plane H := {r € C : Im(z) > 0}. In
this setting, the analytic counterpart of the multiplicative inverse of the formal power
series Y o, p(n)q" is the Dedekind eta function,

n:H— C.1 (1) =q@= [[ 1 —q@).
k=1

The above mentioned “hidden non-abelian symmetry” is with respect to modular
transformations of 7 under elements of the non-abelian modular group,

SL»(Z) :={<‘C’z) eZM:ad—bc=1},

which acts on H by (‘j Z) 7 := “*l and which is generated by the matrices S :=

ct+d’
(é }) and T := ((1) _0' ) Under modular transformations n behaves as follows [13,
23.18.5]:
. 1 T
n(t + 1) = e/ n(r)and y (—;) = \/; (1), (®)

and w.l.o.g. assuming that ¢ > 0:

at+ b 2ni p(a,b,c,d)/24 cT + d
n(ct—}-d)_e Vo (7).

Here p(a, b, ¢, d) is a complicated but integer-valued expression depending on
(’; Z) € SL,(Z); the complex-valued square root is taken to have positive real part.
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As a consequence, the modular discriminant?
A(T) =00 =q(q: %, q=4q(1), 9)

behaves under modular transformation as

at+b\ 12
A (Ct+d> =(ct+d)° - A(1). (10)

This, in view of (ct + d)'? as the “factor of automorphy”, makes A a modular
form of weight 12 for SL,(Z). However, in this article we will mostly deal with
modular functions having 1 as the “factor of automorphy”; i.e., modular forms of
weight 0.

For later we note that the Dedekind eta function n(t) and hence the modular
discriminant A(t) are non-zero analytic functions on H. This is implied by

Lemma4 Ler f(z) :=[]_, (l — 62””(‘""”)) wheret € Handa, b € Z such0 <
b < a. Then f(t) is an analytic function on H with f(t) # 0 forall T € H.

Proof (sketch). The statement follows from convergence properties of the infinite
product form of f; see, e.g., [5, Appendix A] for details.

4 Modular Functions: Definitions

We restrict our discussion to basic definitions and very few notions. For further details
on modular forms and modular functions see, for instance, the classical monograph
[11].

Besides the full modular group SL,(Z) the following subgroups for N € Z..( will
be relevant:

TH(N) : <‘C’Z> eSLﬂZ):(?S) = (g:) (mod N) !,
N - <ZZ>€SL2(Z):(ZZ>E<(1)T> (mod M)\,
I'(N) : (i Z) € SLy(Z) : (‘; Z) = (é (1)) (mod N)

Here * serves as a placeholder for an integer; the congruence relation = between
matrices has to be taken entrywise. Sometimes we write / for the identity matrix;

. (10
ie.,l := (0 .

). To indicate subgroup relations we use <; hence

2In our context it is convenient to normalize as in (9) instead of using the version A(r) :=

@m)n(0)*.
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I'(N) < IN(N) < IH(N) < SLx(Z) = ' (D).

A subgroup I' < SL,(Z) with I'(N) < I" for some fixed N € Z- is called con-
gruence subgroup. For the subgroup I"(N), called principal congruence subgroup of
level N, one has

Proposition 5 The principal congruence subgroup I' (N) is normal in SL,(Z), its
index [SLy(Z) : I"' (N)] is finite for all N.

Proof Considering the entries of (?Z) € SL,(Z) modulo N induces a group iso-
morphism SL,(Z)/I"(N) — SL,(Z/NZ). This implies the statement.

Definition 6 Ananalytic (resp. meromorphic) modular functiong : H — C:=cu
{oo} for a congruence subgroup I" is defined by the following three properties:

eg:H— Cis analytic on {r € H : Im(7r) > M} for some M > 0;

oforall(‘;Z)eF,
at +b
= , H; 11
g<c1’+d> g(r), te (11)

e for each y = (%) € SL,(Z) there exists a Laurent series expansion of g(y 1)
with finite principal part. This means, for all T € H (resp. forall 7 € HwithIm(r) >
M in case g is meromorphic),

at + b) ad dint/wh
g( =g(y)= Y cly)e " (12)
ct+d i,

where M,, € Z and

wJI; = min{h Y/ ((1) }11) ey 'I'yor <_01 _hl) € y_ll"y}. (13)

Example 7 1t is possible that for & € Z.,

Y ey (M ¢y 'r
u 5
o 1)V I o1) 8y Ty

take, for instance, I’ = I'1(4),h =1land y = (; j)

The condition (12) has a strong technical flavour. Hence some background moti-
vation is in place. The fundamental underlying observation is a basic fact concerning
Fourier expansions:

Lemma8 For M > 0 let f:H — C be meromorphic such that Im(p) < M for
each of its poles p € H. Suppose f is periodic with period 1. Then there exists a
unique analytic function
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h:{z€eC:0<|z|] < R} - C forsomeR < 1,

such that '
f(r) = h(¥'™), T € H. (14)

Moreover, if f has no poles, one can choose R = 1.

Since h is analytic on a punctured open disk, there exists a Laurent expansion
h(z) =) ¢ h,z" about 0 with coefficients in C; i.e., for Im(7) large enough,

n=—0oo

o0

f@ =Y hy (7). (15)

n=—0o0

Suppose f isasin Lemma 8 but with periodw € Z. ( greater than 1. Then F (7) :=
f(wrt) has period 1, and f has an expansion of the form

ft)=F (%) = i hy (277) " (16)

Nowletg : H — Chbea meromorphic function satisfying the same conditions as
f in Lemma 8 and, in addition, the modular invariance property (11). Then for any
y € SL,(Z) the function g o y has period w}’: . Namely, according to the definition

ofw)l;,
1wl —1wl
v ) eyl v )ey Iy,
(o7 ) errvor (") vy

Hence, in any case, there is a p € I" such that 7 + wJI; =y~ pyt, and thus

(goy)(T+w)) =gyt +w)) =glyy ' pyt) = glpyt) = gyv) = (g 0 ¥)(2).

As a consequence, f := g o y has the period wf; , and an expansion as in (16) exists.
Condition (12) now requires that this expansion has finite principal part. As we
shall see this requirement is needed to extend g oy : H — C to a function goy:
HUQU {co} — C.

We want to emphasize that representations of infinity as co = §,a € Z \ {0}, are
explicitly included in our setting which formally is done by including the obvious
arithmetical rules and by the natural extension of the group action of SL,(Z) on H to
an action on H := HU Q U {o0}. Note that the extended action maps elements from
QU {o0} to Q U {o0}.

Further remarks on Definition 6 are in place. In view of ¢!/ "y = T/ and
= y 00 (= limym(r)»00 ¥ T), €Xpansions as in (12) are called g-expansions of g at

ol

& for I'. Taking y = (i’ 2) Yy = (f g) € SL,(Z) such that ¢ = yoo = y'00, itis
a natural question to ask in which way the corresponding g-expansions differ. The
answer is given by the following fact that is straightforward to verify.
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Proposition 9 Let g be a meromorphic modular function for a congruence subgroup
I'. Lety,y € SLy(Z), p € ', and m € 7 such that

;L Im ;L —1m (17
V=Y o )Y =PV o

Suppose the q-expansion of g at & := y oo is

glyt) = Z Cng (18)
withw = w)f. Then
w= w)l:, (19)
and
(o]
gy =gly(t+m)= > &"Meqh. (20)
n=—M

This means, the g-expansions (18) and (20) at ‘C—‘ differ in their coefficients only
by the factor ¢*™™"/* This in particular holds if besides ¢ = y oo also ¢ = y’o0.

+1 m

—1 _ . . . 1 _
Because then  ~' 0o = oo, which implies that y =y’ = ( 0 41

) forsome m € Z
and we are in the case p = 1.

This observation also enables us to extend the domain of the modular function g
to H. This extension is of particular relevance for the zero recognition of modular

functions; see Sect. 6.

Definition 10 Letg: H — Chbea meromorphlc modular function for a congruence
subgroup I" with g-expansion at ¢ := y 00 as in (18). Then g extends to ¢ : H— C
as follows: g(t) := g(t) fort € ]H[ and

oo, ifM >0,
~fa .
g (Z) = 14q¢y, IfM =0,
0, ifM>0.

Convention. Since each modular function has such an extension, we will also write
g for the extension g.

Using Proposition 9 one can verify that the /"-invariance (11) of g on points T € H
carries over to the points £ € Q := Q U {oo}:

Proposition 11 Let g be a meromorphic modular function for a congruence sub-
group I'. Then for any % € Q:

g (pg> =g (%) forallp € T 2n

c
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Property (11) says that g is invariant on the orbits of the I"-action on H; Propo-
sition 11 says that g is invariant on the orbits of the extended I"-action on Q. The
latter orbits got a special name.

Definition 12 Let I" be a congruence subgroup. The I"-orbits

2= ner]. 2ot

c

of the action of I" on Q are called cusps (of I").

Convention. If I" is clear from the context, we write [%] instead of [] .

Proposition 13 Let I" be a congruence subgroup. Then the number of cusps, this
means, the number of orbits of the action of I' on Q, is finite.

Proof The statement is true because congruence subgroups have finite index (Propo-
sition 5) and any coset decomposition

SLQ(Z) = F)/()UF}/] U.. UF)/k

implies .
Q = SLy(Z)(00) = I'(yp00) U I'(y100) U - - - U I' (y4.00).

Definition 14 Let I" be a congruence subgroup. Recalling (13), for ¢ € @ define
the width of the cusp [%] - as

Wi = wl withy € SLy(Z) such that y oo = = (22)
c

The width is well-defined: Suppose % =y'oo € [%]r Then % = p% for some p €

I'. Hence y'o0 = pyoosie., (y) oy = ((1) "f) The rest follows from (19).
Convention. If I' is clear from the context, we will write wy, . instead of W[I; Jel-
Another fact implied by Proposition 9 is that one has to consider only finitely

many cases to check the finite principal-part-property (12). But more is true. Define
the stabilizer subgroup

Stab(c0) := {y € SLa(Z) : y0o = 00} = {:I: (é";) m e Z} < SLy(Z).

Given a coset decomposition SL(Z) = 'y U - - - U 'y, it is obvious that the
set of all cusps of I" is formed by {[y;o0lr : j =0, ..., k}.? The following lemma
is important but straighforward to check.

3Despite the cosets being assumed to be pairwise different, it may well be that [y;00] = [yjo0]r
fori # j.
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Lemma 15
[yicolr = [yjoolr & yj = pyio for somep € I' ando € Stab(c0).

This lemma puts us into the position to verify that to establish the finite principal-
part-property (12), it is sufficient to check (12) at the cusps:

Letg: H — @beameromorphic function whichis analyticon {r € H : Im(7) >
M} for some M > 0. Suppose that g satisfies the modular transformation proper-
ty (11) for a congruence subgroup I". Then by the same reasoning as to obtain (16)
we know that for each y = (¢54) € SL,(Z) there exists a Laurent series expansion
of g(yt). This means, for all T € H with Im(z) > M,

[ee]

at +b wint/wl
g<n+d> =glyr)= Y cu(y)e ", (23)

n=—oo

Lemma 16 In the given setting, let {[§,00], ..., [§mo0]r} with §; € SLy(Z) be a
complete set of different cusps of I'. Suppose the q-expansions at all these cusps
have a finite principal part; i.e.,

oo

g6 = Y @) e=1,. . m.

n=—Ms,

Then the q-expansions (23) have finite principal parts for all y = (‘Z Z) € SLy(Z).

Proof Let SLy(Z) = I"'yp U - - - U 'y, be a coset decomposition. Then for a given
y € SLy(Z) thereisa j € {0, ..., k} such that y € I'y;. For the respective cusp we
have [y;o0] = [6¢00]y for some £ € {1, ..., m}. By Lemma 15, y; = p|6;0 for
some p; € I" and o € Stab(co). By assumption, y; = ,02_1)/ for some p, € I', and
thus y = (p201)8¢0. But now Proposition 9 says: if the g-expansion of g(é,7) has
finite principal part, this is also true for g(y 7).

5 Modular Functions: Examples

In this section we present examples to illustrate the notions of Sect.4 and which are
of relevance for later sections.

Example 17 Consider the @, function which we will use also in Example 18,

24
77(2f)) _ AQ27) 24)

o, H—C, 7~ q)z(r):z( (D) A
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It is an analytic modular function for IH(2): by Lemma 4 it is analytic on H and, as
verified below, it satisfies for all (’; Z) € IH(2),

at+b
D,y <cr +d) = D, (7). (25)

The disjoint coset decomposition*
SLy(Z) = UMV hQyawithyy =1,y =T, y, =TS,

is straightforward to verify; hence [SL,(Z) : I5(2)] = 3. Owing to 0 = yj00 =
¥200, A
Q = SLa(Z)(00) = I(2)(00) U IH(2)(0);

@ _ . 102 _
[o‘g] =w,"" =1

i.e., I'H(2) has the two cusps [o0]2) and [0] 2y with widths w

and w{o‘)](z) = w?(z) = 2.5 By Lemma 16, to check the finite principal part property

(12) it is sufficient to inspect the g-expansions at ¢ = oo = [ocoand ¢ = 0 = T oo:
P q-exp ¢ c

e . IH(2) >
(1) =By = Y (DT = 3 (D"
n=—M; n=—M;
= g 4 24¢% + 300> + 26244 + 181264° + 105504¢° + 5382964 +..., (26)
1 i . Ip(2) ad n
22T = 2 (“) = Y ame T = 3 (g
T n=—Mrt n=—Mr
11 1
= 30 a3 ﬁ(q—'ﬂ — 244 276g"/% —2048¢q + 11202432 — ...).  (27)
2

The first equality in (27) comes from (10), the second equality from (26).

Proof (Proof of (25)) The proof is a consequence of the following observation. For
ab
(44) € (),

at+b _ at) +2b _ a 2b _(c 12
A(2cr+d>_A(W)_A<(% d>(21)>_(2(2r)+d)> AQ0).

4 _{0-1 (11
Recall, 7= (17 ). 5= (4 1).

5(—01 é) (22 Z) (? _ol> = (flh _62,0/) implies ((l) %) e T 'rR@T.
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Example 18 Consider the Klein j function (also called: j-invariant),

(1+ 280, (0))’°

H—C, 1 j(r):= B2(0)

24
n(ZT)> . (28)

with @, (1) := ( D)

By Lemma 4 it is analytic on H. Hence, by Example 17, it is an analytic modular
function for I' = IH(2). But more is true: it is a well-known classical fact that j is
a modular function for the full modular group SL,(Z). Nevertheless, this SL,(Z)-
modularity cannot be directly deduced from the function presentation (28). To this
end, one better uses one of the classical presentations like

Jj(@) = Eq(r ) with Ey(7) := 1 +24OZ< Z d3) (29)
A) n=1 “N1<dln

We will prove this identity in Example 6. Assuming the SL,(Z)-modularity of j as
proven, in view of (12), at all points % =yo0 € (@, y = (‘j Z) € SL,(Z), one can
use one and the same g-expansion:

o]

b . SLy (Z
,-("” )=j<yr>=j(r>=j(1r)= 3 e

cT+d )

1
= — 4 744 + 196884 g + 21493760 ¢* + 864299970 ¢> + . ...
q
(30)

We point to the (elementary) fact that SL,(Z) has only one cusp; namely, @ =
SL,(Z)(00) = [o0] = [yoo] for any y € SL,(Z). Obviously, its width is wSL2(Z) =
1= w[aL/zc(]Z) forany ¢ € Q.

Concerning the presentation (28) of j in terms of eta products, in Sect. 8§ we shall
not only give a proof but also derive it algorithmically. We also note that E4(7)
belongs to the sequence of Eisenstein series defined as®

Ex(v) =1 - —Z( > d””)q", k>2,

n=1 1<dn

and which under modular transformations behave similarly to A:

b
Ey (jjid) = (ct +d)* - Ex (1), <i Z) € SLa(Z). (D

%The B,, are the Bernoulli numbers; as for A, also for the Eisenstein series we prefer the normalized
versions.
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Now, this transformation property of E, together with that of A in a direct fashion
yields that j satisfies (11) for all ( a z) € SL,(Z). As for j there are various presen-
tations of the E,;. For example, presenting £, in terms of the eta function as in [26,
(1.28)] implies (28).

Example 19 As we will see below, information about cusps, widths of cusps, etc.
can be essential also for computational reasons. With computer algebra systems like
SAGE such kind of data can be also obtained algorithmically; see, e.g., [34]. For

example,
beagle:~> sage

SageMath version 7.6, Release Date: 2017-03-25
Type "notebook()" for the browser-based notebook integface.
Type "help()" for help.

sage: sage.modular.arithgroup.arithgroup generic.ArithmeticSubgroup.coset reps(Gamma@(2))

[

[1e] [86 -1] [ 86 -1]
@1], [ 1 8], [ 1 1]

1

sage: Cusps=Gamma@(2).cusps()

sage: Cusps

[@, Infinity]

sage: [Gamma®(2).cusp width(c) for ¢ in Cusps]
[2, 1]

The first command loads SAGE; the second computes the coset representatives
I, T and T S; the third and fourth commands tell us that I5(2) has the two cusps [0]
and [oo] with widths 2 and 1, respectively.

Example 20 Using again g=q(7)=e*"'", the slightly modified Rogers-Ramanujan
functions,

G(1)i=q @F(1)=q"® ﬁ : (32)
1 S XU (TP
and
o0
H(r):=q®F(q) = q% || : (33)
=4 q q ol (1— q5m+2)(1 _ q5m+3)
behave well under the action of I (5): for (’j 2) € I/ (5) with ged(a, 6) = 1:
at+b ; ,
G — 2mia(a,b,c)/60 G 34
(c T+ d) ¢ (®) 34
and )
at+ i
H — i B(a,b,c)/60 H , 35
(c T+ d) ¢ ) (35)

where
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a(a,b,c)=a@—-b+c)—9andB(a,b,c) =aB3+11b+c) — 3.

Proof (Proof (sketch).) As a general note, all known proofs of the modular trans-
formation property (11) of G(r) and H(t), and of functions of similar type, rely
on product representations like (32) and (33). In [32] Robins considered an impor-
tant special case of a very general formula established by Schoeneberg [33]. For
the crucial ingredient ps , of this formula [32, (9)], Robins derived a very compact
expression [32, Theorem 2] which for § = 5and g = 1, 2 gives the stated versions of
af(a, b, c)and B(a, b, c). As anote, Robins’ formula is correct provided ¢ > 0. Butin
view of (at + b)/(ct +d) = (—at — b)/(—ct — d) this is no problem; moreover,
the special case ¢ = 0 is a trivial check, since then we can assume a = 1.

In Sect. 12 we will discuss generalized Dedekind eta functions and their transfor-
mation behaviour (66) under elements y € SL;(Z). As stated in Corollary 53, this
implies that the Rogers-Ramanujan functions G(t) and H (7) satisfy property (12)
concerning the finiteness of the principal part. In addition we have (34) and (35),
hence G(7)® and H (7)® are modular functions for I (5). In view of Definiton 21
we say that G and H are quasi-modular functions for I7(5).

Definition 21 Let f : H — Cbea meromorphic function. If there is an £ € Z.
such that ¢ is a modular function for a congruence subgroup I”, we say that f is a
quasi-modular function for I".

Remark 22 Our notion of quasi-modular function should not be confused with some
authors usage of the notion of quasi-modular form which applies for functions that
are derivatives of modular forms, like for example the Eisenstein series of weight 2.

Remark 23 One can show that the Rogers-Ramanujan functions G(t) and H(7)
are modular functions for a subgroup I'gg of I"(5) of index [I"(5) : [rr] = 12.
Moreover, Igg has I'(60) as a subgroup with index [Igg : I"(60)] = 96. So one
explicit way to present the Rogers-Ramanujan group IRk is by its disjoint coset
decomposition with respect to 17(60). This can be done without any effort using a
computer algebra system.

Example 24 The Rogers-Ramanujan quotient

H Sm+1 1— Sm—+4
(t)_ql—[ —¢"H)Ad -

"= G — g1 = g7 )

is an analytic’ modular function for I"(5). Moreover, for all (‘C’ Z) e I(5),

at+b 2mib)s
= . 36
r(ct—}—d) e r(t) (36)

"By Lemma 4.
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Proof Corollary 53 implies that () satisfies property (12) concerning the finite-
ness of the principal part. Concerning the modularity property (11), we first prove
this property for matrices (’j Z) e I'(5) with ged(a, 6) = 1. With this assump-
tion we have 5|0 and a = 1 (mod 5). The latter together with gcd(a, 6) = 1 gives
a =30m + 1 ora = 30m 4 11 for some m € Z. Hence the exponent resulting from
Example 20, (B(a, b, c) — «a(a, b, c))/6 = 2ab — a + 1, reduces to 2b modulo 10.
To extend the statement to arbitrary matrices in I"(5), apply Lemma 25(b). To prove
the extended modular transformation property (36), apply Lemma 25(c).

Lemma 25 (a) Each matrix in I" (10) can be written as a product of matrices (‘; Z ) €

I" (10) with ged(a, 6) = 1. (b) Each matrix in I'(5) can be written as a product of
matrices (‘; 3) € I'(5) with ged(a, 6) = 1. (¢) Each matrix in I'|(5) can be written
as a product of matrices (‘L’ Z) e I (5) with gcd(a, 6) = 1.

Proof First of all, note that in the subgroup I"(30) of I"(5) all matrices (¢4 ) have
gcd(a, 6) = 1. To prove (a), the first observation is that I"(30) is a normal subgroup
of I'(10) with index 24. Hence there are g; € I"(10) which generate 24 (right) cosets

such that
I'(10)/I'(30) = {I"(30)g1, ..., I"(30)g24}.

Consider the following 13 matrices (ff}) € I'(10), all satisfying gcd(a, 6) = 1.
To save space we use (a, b, ¢, d) instead of matrix notation ( a Z):

(1,0,0, 1), (1,0, 10, 1), (1,0, 20, 1), (11, 50, 20, 91), (11, 50, 130, 591),

(11, 50, 240, 1091), (11, 100, 10, 91), (11, 100, 120, 1091), (11, 100, 230, 2091),
(1121, 10200, 1020, 9281), (2231, 20190, 2030, 18371), (3421, 170, 1630, 81),
(3631, 16520, 1730, 7871).

One can verify that these 13 matrices give rise to 13 pairwise disjoint (right)
cosets in 1" (10)/1"(30). These cosets must generate the whole group 17(10)/1°(30),
because any proper subgroup would consist of maximally 12 elements. Hence, for
any j € {1,...,24}:

I'G0)g; = I'G0)h I'B0)hy - -- = TI"(B0)h ks ...

with particular /; chosen from the 13 matrices. This proves (a).

To prove (b), we apply the same strategy observing that I"(10) is a normal sub-
group of I"(5) with index 6. Hence there are G; € I"(5) which generate 6 (right)
cosets such that

ro)/rao)y ={raoa,...,110)Gs},

Consider the following 4 matrices (¢5) € I"(5), all satisfying ged(a, 6) = 1:

10 15 31 285 281 1460
01/)°\526/ \1602471 )\ 2351221 /)"
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One can verify that these 4 matrices give rise to 4 pairwise disjoint (right) cosets
which thus generate the full group I"(5)/1"(10). Using the same argument as in (a),
this proves (b).

To prove (c), we apply again the same strategy observing that I"(5) is a normal
subgroup of I'i(5) of index 5. One can verify that

10 11 14
o)/ reo) = {F(S) (01),1"(5) (01),...,F(5) (01>}.

Hence for each element y € I'1(5) we have y = & ((1) lll) with & € I'(5). By (b), &
can be written as a product of matrices in I"(5) with gcd(a, 6) = 1. Moreover, the
matrices ( (1) }; ) also have gcd(a, 6) = 1. Consequently, every matrix in 7 (5) can be

written as a product of matrices in I (5) with ged(a, 6) = 1.

Example 26 For I'(5) SAGE computes 12 inequivalent cusps each of width 5:
sage: Cusps=Gamma(5).cusps(); Cusps
EoGR 2 520N IO 0N 20D /D R T/ a4 SRy 2R T find ty ]

sage: [Gamma(5).cusp width(c) for c in Cusps]
[55 5 5 e b s s S e h 5 55

Example 27 The 5th power of the Rogers-Ramanujan quotient

q5m+1)5(1 _ q5m+4)5

o0 1 _
R =r()’=¢q]] El (37)
m=0

— g H2)5(1 — gSmt3)s

is an analytic® modular function for Iy (5): for all (¢%) € I(5),

b\’ :
r<jiid> = b)) = (o).

Proof Immediate from Example 24.

Remark 28 To prove property (12) of modular functions, i.e., the finiteness of the
principal part of g-expansions, in Example 24 we were relying on the modular trans-
formation property of generalized Dedekind eta functions; see Corollary 53 in con-
nection with Proposition 52. Since this property is non-trivial to prove, we present a
self-contained proof based on Abel’s limit theorem.

8By Lemma 4.
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Example 29 For I'1(5) SAGE computes 4 inequivalent cusps, two of them of width
1 and two of them of width 5:

sage: Cusps=Gammal(5).cusps(); Cusps

[6, 2/5, 1/2, Infinity]

sage: [Gammal(5).cusp width(c) for ¢ in Cusps]

15 At 5, 1l

6 Zero Recognition of Modular Functions: Basic Ideas

Zagier’s “magic principle” cited at the end of Sect. 2 enables algorithmic zero recog-
nition of g-series/q-products which present meromorphic modular functions for con-
gruence subgroups I' < SL,(Z). Obviously, for fixed I" such functions form a field.
But for various (computational) reasons, in particular when working with the g-
expansions, it can be useful to view these functions as elements from a C-algebra.’
In Sect. 8 we shall come back to this aspect.

We will denote such modular function fields, resp. C-algebras, by M (I'); i.e.,

M) :={g: H— C | g is a meromorphic modular function forI}.

Recall that by extending the group action of I" on H to an action on H=HU Qu
{00}, we extended modular functions g : H — C=cu {oo} to functions g : i —
C. For zero recognition we generalize further. Let

X (I') := set of orbits of TonMl = {[r]p 1T E }ﬁl} R

where we use the notation [t] := {yt : y € I'}fororbits. Then to any I}leromorphic
modular function g € M (I") we can assign a function g* : X(I") — C (we say, g*
is induced by g) defined by

¢ ([t]r) = g(1), T € H.

Notice that the function values of g* are well-defined owing to Proposition 9 and
the related discussions in Sect. 4.'0 .

It is important to note that by defining a suitable topology on H one can introduce
a topology on X (") that makes X (1) Hausdorff and compact. To this end, for any
M > 0 one defines open neighborhoods of co € H as

Uy (o) :={t e H:Im(r) > M} U {o0}.

%i.e., a commutative ring with 1 which is also a vector space over C.

1011 fact one can use the observation (75) from Sect. 13.
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The desired topology on H then is defined to be generated by all finite intersec-
tions and all arbitrary unions built from the standard open sets in H and the sets
y(Upy(00)), M > 0, y € SL,(Z). Finally, the topology on X (I") is defined as the
quotient topology of the projection map 7 : H—> X)), 7t [1]F.

The final step towards building the framework for zero recognition is the obser-
vation that the connected and compact Hausdorff space X (I") can be equipped with
the structure of a Riemann surface as explained in detail in [11]. It is straightfor-
ward to verify that, given a meromorphic function g € M (I"), the induced function
g XTI — Cturnsintoa meromorphic function on the compact Riemann surface
X ().

In this setting, the expansions (12) correspond to the local (Laurent) series expan-
sions for g* about the cusp [%]  With respect to local charts ¢. To be more precise,
suppose ¢ = y oo fory € SLy(Z), and consider g* in an open neighborhood of [%] r
of the form Vy; := {[t] : t = ytfort € Uy (o0)}.!" If M is sufficiently large, we
have for t € H such that [t] € Vi,

g*([t]F) — g(t) — g(J/T) =h (eZm'y*‘t/wf) ;

where, according to (12), h: {z e H : |z] < m} — C,m>0 suitably chosen, is a
meromorphic function with Laurent expansion of the form

oo

h@ = ) e

n=—m,

In fact, one can verify that for suitably chosen m, M > 0,

0:Vy—>1{zeC:|z| <m}, [t]r — Q2mivlt/wy (38)
is a coordinate chart at [%] rlz; i.e., a homeomorphism such that
oo
g*(tlr) = h(p(tlr)) = Z en () (et1r) — e(la/clr))".

Notice that p([a/c])f = ¥V e/ = =27/, — (),

Definition 30 Let g € M(I"), I" a congruence subgroup. Let & = yoo € (@ fory €
SL(Z). Suppose the g-expansion of g at £ is

Uz =1(Vy) contains % (= yo00), and 7~ (V) \ {%} is an open disc in H tangent to the real line

at £,

c
12 Apart from the requirement to be a homeomorphism, a second property one needs to verify is
that such ¢ also satisfy the Riemann surface compatibility conditions; see, e.g., [11, 25].
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oo
,r
gyt)= > cug"™ (39)
=M

with ¢_y # 0. Then the order of g at ¢ is defined as

ord(f/c(g) =

Moreover, we say that (39) is the “local g-expansion of the induced function g* at
the cusp [%] - (with respect to the chart ¢ defined as in (38)).

Because of Proposition 9, this order notion is well-defined and two local expansions
at the same cusp differ in their coefficients only by an exponential factor.

A slightly more general implication of Proposition 9 is the fact that ord, . (g) for
g € M(I') is invariant on the elements of cusps of I":

Corollary 31 Let g € M(I"). Then for % € Q andp € I':

ord]. (g) = ord% (g). (40)

Proof Let “—/ = p%. There are y, y’ € SLz(Z) such that yoo = ¢ and y’oo = ‘;—
Hence & = p¢ translates into oo = y ' p~!y/o0sie., y o~y = () for some

m € Z. The rest follows from Proposition 9.

In addition to having orders at cusps, we also need the usual notion of order for
Laurent series with finite principal part:

Definition 32 Let f : U — Cbe meromorphic in an open neighborhood U € C of
Zo containing no pole except possibly zg itself. Then, by assumption, f is analytic
in U \ {zo} and can be expanded in a Laurent series about z,

o]

f@ =) ealz—20)"

n=—M

Assuming that c_y # 0, one defines ord,(f) := —M

The following theorem is folklore, e.g. [25, Theorem 1.37], but of fundamental
importance: it lies at the bottom of the “magic principle” for modular functions.

Theorem 33 Let X be a compact Riemann surface. Suppose that f : X — Cisan
analytic function on all of X. Then f is a constant function.

Example 34 From Example 17 we know that @, is an analytic modular function in

M (IH(2)) with no zeros in H. Therefore j(7) = % is an analytic modular

function in M (IH(2)). Since it is non-constant, its induced function j*, which is
a meromorphic function on X (15(2)), according to Theorem 33 we must have at
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least one pole. Indeed, it has a pole at [00] 32y which is made explicit by the local
g-expansion (Definition 30)

oo (o]

](IT) — Z Cn(I)ezninT/Wf — Z Cn (I)eZJTinT

n=—M; n=—M;

1
= j(1) = — + 744 + 196884 g + 21493760 ¢°> + 864299970 ¢° + . ..
q

Recall from Example 17 that X (/5(2)) has two cusps, [00] ;2 and [0]2), with
widths w2 = wi*® — | and wg"(z) = wi® = 2. Accordingly, j* has another
pole—of multiplicity 2—at [0] ;; 2), which is made explicit by the local g-expansion

(Definition 30)

0 00
j(Tt) = Z Cn(T)EZninf/wg = Z Cn(T)e2ninr/2
n=—Mry n=—My

1 \2

=j(r) = (W) + 744 + 196884 (¢'/7)° + 21493760 (¢"2)* + ...
q

Summarizing, j* is a meromorphic function on X (/{(2)) having no other poles than

a single pole at [00];2) and a double pole at [0]2); i.€.,

ord[2®(j) = ~1and ordg"® (j) = 2.

Proof of (29). The properties of j* as a meromorphic function of X (I3(2)) as
exhibited in Example 34, put us into the position to prove the presentation of j in (29),

. Eyx)’
Jj(@) = m T

e H;

as announced in Example 18. The definitions (9) and (29) tell us that A and E4
are analytic functions on H. Their modular symmetries (10) and (31) together with
their g-expansions at co imply that g := EZ/A € M(SL,(Z)) € M(I(2)) and also,
by Lemma 4, that g* viewed as a meromorphic function on X (I5(2)) has its only
poles at the cusps [00]r,2) and [0]r,(2), which are of orders 1 and 2, respectively.
By taking the difference i (7) := j(tr) — g(7), one obtains a function h € M ([ (2)
with no poles, which can be verified by the g-expansions

1 1 \2
h(t)=0-=+0-¢°+etc.andh(Tt) =0- (T) Lete.
q P
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Consequently, 2™ is an analytic function on X (I(2)), and Theorem 33 implies that

h* is a constant function. From h*([oor,2)]) = k(o) = 0 we conclude #* = 0, and

thus 2 = 0. This means, we have proved (29). |
In view of Example 6, consider the following subalgebra of M (I"):

M™(I') :={g € M(I') : g has no pole except at [co]}.

The g-expansions at the cusps [oo] give finitary normal form presentations for
the modular functions in M*°(I"). More precisely, despite the analytic setting, to
decide equality of two functions in M*(N) can be done in purely algebraic and
finitary fashion:

Lemma 35 Let g and h be in M*°(I") with q-expansions

o0 o0
g)= Y aq'andh(®)= Y bg"
n=ord’ (g) n=ord”} (h)

Then g = h if and only if ord’_ (g) = ord’ (h) =: € and
(aE’ "°7a—15a0) = (b€9~--ab—lvb0)-

Proof Apply Theorem 33.

In other words, if g(t) = Z,1>Ordr (@ a,q" € M*®(I), the coefficients a,, n > 1,
are uniquely determined by those of the principal part and ay. Algebraically this
corresponds to an isomorphic embedding of C-algebras:

o M¥(N) — CIz],
oo
r
§= 2 @l Aur "+ fanzta. (4D

n=ord’ (g)

. . ? .
In computationally feasible cases the zero test for g — & = 0 according to Lemma 35
trivializes the task of proving identities between modular functions.

In order to invoke this zero test for G — H = 0 with given G, H € M(I"), in a

preprocessing step one has to transform the problem into the form g — & 2 0, where
g and & are elements in M *°(I"). Computational examples of this strategy are given
in the Sects. 8 and 11.2. As shown in these sections, when reducing things to M*°(I")
there is an “algorithmic bonus” which enables the algorithmic derivation of identities.
For the single purpose of zero recognition, other variants of applying Theorem 33
can be used. This is illustrated by examples in Sect.7.
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7 Zero Recognition of Modular Functions: Examples

In this section we present various examples which despite being elementary should
illustrate how to prove relations between g-series/q-products using modular function
machinery.

For a better understanding of the “valence formulas” used in the concrete exam-
ples, we stress that the invariance property stated in Corollary 31 also holds for the
usual order ord, (g) when 7 € H:

Corollary 36 Let g € M(I'"). Thenfort e Hand p € I':

ord,;(g) = ord.(g). (42)

Proof (Proof of Corollary 31) The statement follows from a general fact which can
be verified in a straighforward manner: Let f be a meromorphic function on H and
79 € H then ord, -, (f(r)) = ord, (f(y7)) forall y € SL,(Z).

In other words, ord, (g) for g € M(I") is invariant on the elements of the orbits
[t]r of I', and the “valence formulas” below should be read having this invariance
property in mind.

For the first example in this section, we recall the “valence formula” for the full
modular group I" = SL;(Z) which can be found at many places in the literature; e.g.
[26].

Corollary 37 (“valence formula” for SL,(Z)) If g € M(SLy(Z)) then

ord; ord,,

2(g>+ S(g)+ord§.32(z><g)+ Y. ordi(g) =0, (43)
T€H(SLy(2))
[T]#liL[T]#[w]

where H(SLy(Z)) € H is a complete set of representatives of the orbits [t]sL,z)
with T € H, ord,(g) is the usual order as in Definition 32, and w = 23,

In Sect. 13 (Appendix 3) we state—without proof—Theorem 56 which presents a
valence formula that holds for any congruence subgroup I" of SL,(Z). Formula (43)
is an immediate corollary setting I" = SL,(Z) there.

Example 38 We consider (43) for g = ES/A = j e M) where I = SL,(Z)."3
Noting that [00]sy,(z) is the only cusp of X (SL,(Z)) and that ordS2®) (g) = —1 (by
inspection of the g-expansion at 0o), relation (43) turns into

ord; (g) . ord, (g)

5 T+ Z ord, (g) = 1.

TeH (SLy (Z))
[Tl IT]#)

13Cf. Example 6.
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Therefore, and also in view of Corollary 36, there remain three possibilities for g = j
having a zero in H'*:

(a) j has triple zeros at the points in [@] and nowhere else;
(b) j has double zeros at the points in [i ] and nowhere else;

(c) the only zeros of j are single zeros at the points of some orbit[t] # [i], [w].

By Lemma 4, A(t) # 0 for all t € H. In view of this and of the third power of Ey,
only alternative (a) can apply. In particular, we obtain:

* Eq(19) = 0forty € [w] = {yw : y € SLL(Z)};
* the elements of [w] are the only zeros of Ey;

* each of these zeros has multiplicity 3.
Example 39 Again I' = SL,(Z). Consider (43) for

EZ2 1
g= Z6 =, 984 + 196884 q + - -- € M(SLy(Z)).

With an argument analogous to Example 38 we conclude that

E2
Zﬁ has double zeros at the points in [i ] and nowhere else.

In particular:

* Eg(t9) = O0fortg € [i] ={yi:y € SLL(Z)};
* the elements of [i] are the only zeros of Eg;

* each of these zeros has multiplicity 2.
Example 40 The transformation property (31) implies

E}—E?
46 — 1728 +--- € M(SLa(Z)).

This quotient is an analytic modular function, hence Theorem 33 gives

Es(7)? — Eg(1)?

=1728, t e H. (44)
A(D)

Hence (6) implies

141t is important to note that the orbit sets of modular transformations are discrete; i.e., they do not
have a limit point.
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E¢(1)?
A7)

j(r) = +1728, T e H, (45)

and by Example 39 we obtain the evaluation,
Jj(ro) = 1728 for all 7y € [i] = {yi : v € SLy(Z)}. (46)

The next example presents an alternative derivation of the equalities (45) and (46).

Example 41 From Example 39 we know that

2
o) = 297 L84 1 1968844 + - € M(SLa(Z)
AT ¢

has a single pole at the points in [oc] and no pole elsewhere, and double zeros at the
points in [i] and nowhere else.'> Applying the same reasoning as in Example 38 one
obtains that also

1
f@)=j@)—ji)= o_] + (744 — j(@)) + 196884 g + - - - € M(SLy(Z))

has a single pole at the points in [co] and no pole elsewhere, and double zeros at the
points in [i] and nowhere else. Hence Theorem 33 implies that the induced function
(g/f)* is constant and hence g = ¢ - f for some ¢ € C. Finally, the comparison of
the g-expansions at oo of both sides gives:

1
9844 196884¢ + - = < + c(744 — j(i)) + ¢ 196884 ¢ + . ..
q q

Consequently, c = 1 and j (i) = 744 + 984 = 1728, which proves (45) and (46).

More generally, the reasoning used in Example 41 can be easily extended to prove
the

Theorem 42 Suppose g € M(SL,(Z)). Then g € C(j), i.e., g is a rational function
in the Klein j function.

For the next example we need
Corollary 43 (“valence formula” for IH(2)) Let g € M(I"). If I’ = IH(2) then

ordrsi(g)

ord; (g) + — = + ordy,(g) + ordZ () +ordf () + Y Y ordye(9) =0,
teHSL @) yell,T.TS)
[T1#li) [T]#lw]

47)

150ften one restricts to consider such functions only on a complete set of orbit representatives; for
example, in the case of I' = SLy(Z) to {tr € H: —1/2 < Re(r) < OandIm(7) > Im(e'™)}U{0 <
Re(r) < 1/2andIm(7) > Im(e'")} .
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where H(SLy(Z)) € H is a complete set of representatives of the orbits [T]s1,z)
with T € H, ord, . (g) is the usual order as in Definition 32, and w = e2mif3,

As formula (43), also formula (47) is an immediate corollary of Theorem 56
setting I = I(2) there.

Example 44 By Example 17, ¥, := % is an analytic modular function for I (2).

By Lemma 4, ¥, € M (I(2)) has no zero in H. By (26) we have the g-expansion

A 1 1
) _ — 1 244 276g — 2048¢% + 112024° — ...,

0= 200 T 5o g

which tells that ¥, has a single pole at [oo] ro@-'¢ Hence Corollary 43 implies that
¥ must also have a single zero which must sit at [0] ). Why? Because ¥, has
no zero in H, so [0], ) is the only remaining option. This is in accordance with

Example 17; namely, with the fact that X (I5(2)) has two cusps [00];2) and [0] 2

with widths W&(}Z) =1and w[f;‘](z) = 2. Consequently, the single zero of ¥, must be

at [0] 2y, which using (27) is confirmed by the expansion

1
A (—;) —22¢, (%) =212(4'72 4 244 + 300432 + 2624¢% + 18126¢°% + ...).
The properties of ¥, made explicit in Example 44 allow to apply the same argu-
ment as used in Example 41, resp. Theorem 42, to derive

Theorem 45 Suppose g € M(1(2)). Then g € C(¥); i.e., g is a rational function
in W (= q,%z).

8 Zero Recognition: Computing Modular Function
Relations

In view of Theorem 45 we consider the
TASK. Compute a rational function rat(x) € C(x) such that

Jj = rat(¥,).

From Examples 17 and 44 we know that ¥ as a meromorphic function on X (I5(2))

e has at [00];(2) its only pole which is of order 1,
e and at [0] ;;(2) its only zero, also of order 1.

From Example 34 we know that j* as a meromorphic function on X (I(2))

e hasat [00] ;2 a pole of order 1, at [0] r;2) a pole of order 2, and no pole elsewhere,

16Equivalently, ¥, has single poles at all the elements of the orbit [o0] Io(2)-
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e has at [w]r,(2) a triple zero and no zero elsewhere.

To solve our TASK the decisive observation is that for F := j - 11/22 e M(Iy(2))
the induced function F* as a meromorphic function on X (/(2))

e has a possible pole only at [00] ;2).

From our knowledge about poles and zeros of j* and ¥;° we expect a pole of
order 3, which is confirmed by computing the g-expansion of F'. We take as input
the g-expansions (30) and (27):

1
1= j = P + 744 + 196884q + 21493760q> + O[q]*;

1
W = = — 24 4+ 276q — 2048q> + O[q]’;
q
ni12p= F =j# w2
696 162300

2 2 112865216 +O[qlt
g

out[12]=
q2

=+
q3

Since F* has the only pole at [oo]r2), wWe can successively reduce its local
g-expansion (in the sense of Definition 30) using only powers of ¥, (= ¥ in the
computation) until we reach a constant:

3= F — w3

768 159744 .
ouft3ls ——— + T + 12924928 + O[q]
q

mia= F — W3 — 768W2

196608 1
ouft4= — + 12058624 + O[q]
g

nisp= F — W3 — 7682 — 196608¥
ourts 16777216 + O[a]*
nitel= Factor[x® + 768x* + 196608x + 16777216]

ouftel= (256 + x)3

Consequently, F = j - &3 = (¥, + 28)%; i.e., we derived that

’

. W+ 28\7 (1 +280,)3
j=w () =
@, o,

which is (28).
Despite the simplicity of this example, the underlying idea of algorithmic reduc-
tion is quite powerful. For example, it is used in Radu’s Ramanujan-Kolberg algo-
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rithm [31]. We want to stress that computationally one works with the coefficients
of the principal parts of Laurent series as finitary representations of the elements in
M (I"). Consequently, the underlying structural aspect relevant to such methods is
that of a C-algebra rather than a field. Other recent applications of this reduction
strategy can be found in [17, 29, 30].

In Sect. 11.2 this algorithmic reduction is used to derive Felix Klein’s icosahedral
relation for the Rogers-Ramanujan quotient (7). Before returning to this theme in
Sect. 10, in Sect.9 we briefly discuss some connections between modular functions
and holonomic functions.

9 Interlude: q-Holonomicity and Modular Functions

As mentioned in Sect. 2, the sequence (p(n)), >0 is not holonomic since its generating
function ]_[k>l (1 — g"~" is not holonomic. The same applies to the other modular
forms and functions we have presented so far. Nevertheless, there are several tight
connections to g-holonomic sequences and series which we will briefly indicate in
this section.

Let F = Q(zy,...,2¢) be a rational function field over Q with parameters
Z1s ..., 2¢. Set K = F(qg) where g is taken to be an indeterminate.!” Let K[[x]]
denote the ring of formal power series with coefficients in K. The g-derivative D,
on KJ[[x]] is defined as

00 00 " —1
D, E a,x" = E a, X"
n=0

n=0 9~ 1

A sequence (a,),>0 with values in K is called g-holonomic (over K), if there exist
polynomials p, po, ..., p, in K[x], not all zero, such that

pr(qn)anJrr + prfl(qn)anJrrfl +-+ Po(qn)dn = P(Cln), n 2 0. (48)

If r =1 and p =0, the sequence (a,),>0 is called g-hypergeometric. A finite
sum, resp. infinite series, over a g-hypergeometric summand sequence is said to be a
q-hypergeometric sum, resp. series. For example, the Rogers-Ramanujan functions
F(1) and F(g) are g-hypergeometric series.

A formal power series f(x) € K[[x]] is called g-holonomic, if there exist poly-
nomials p, po, ..., pr € K[x], not all zero, such that

pr(x) D f(X) + pro1 (@) D7 F () + -+ + po(x) f(x) = p(x). (49)

There are several variations of these definitions. We are following the setting
of Kauers and Koutschan [18], who developed a computer algebra package for g-

17i.e., ¢ is transcendental over F.
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holonomic sequences and series which assists the manipulation of such objects,
including the execution of closure properties. In our context we do not need to go
into further g-holonomic details. We only remark that, as in the standard holonomic
case “q = 17, asequence (a,),>0 s ¢-holonomic if and only if its generating function
f(x) =Y o2y aux" is g-holonomic. For example, a g-hypergeometric series is also a
g-holonomic series since its summand sequence is g-hypergeometric, i.e., it satisfies
a g-holonomic recurrence (48) of order 1.

9.1 q-Holonomic Approximations of Modular Forms

Despite being neither holonomic nor g-holonomic, modular forms and (quasi-)mod-
ular functions often find g-holonomic approximations; i.e., a presentation as a limit
of a g-holonomic sequence.

There is theoretical and algorithmic framework for g-holonomic functions and
sequences described in the literature; see [18, 37]. Nevertheles, to our knowledge
no systematic account of g-holonomic approximation of modular forms or modular
forms as projections of g-holonomic functions has been given so far. In this and in
the next subsection we present illustrating examples for which we use the notation
introduced in (1) and (2).

Set

n k2

q
0= kywithe(n, k) = ———————,
¢ gc(” Jwithetn. (45 (g5 @n—k

Using the notion of convergence in the formal power series ring Q[[¢]],'® or pro-
ceeding analytically with |g| < 1, it is straightforward to verify that
oo

. F(1)
lim a, = ) 50
w0 l_[ q* Z @ De (@ Do ©O

The summand c(n, k) of the definite g-hypergeometric sum a,, is g-hypergeometric
in both variables n and k:

cn+1,k) _ 1 cn,k+1) _ 2k+11—q”_k

cn, k) — 1—gn+i-k an c(n, k) 1 —gh+t”

By applying a g-version of Zeilberger’s algorithm one obtains a g-holonomic
recurrence (48) for the sequence a,,. We use the implementation [28]. With respect to
the input “gqZeil[f(n, k), {k,a(n),b(n)},n,order]” the output symbol

SUM [n] refers to the sum Zzg(") f(n, k); for instance, in Out [12] to a,:

18See, for instance, [19].
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mi7:= << RISC‘qZeil

Package q-Zeilberger version 4.50
written by Axel Riese © RISC-JKU

ingi= qP = qPochhammer;

K2
. q
o= qZeil , {k,0,n},n, 2
97| aPla, 0, KiqPlg, q,n - K] ]
2n n+1 2
- +ag°+q)SUM[n -1 SUM[n — 2
ouftgl= SUM[n] = (q g d q) [n ! _g [n ]

al—-gm 1—qg°

Summarizing, the g-holonomic sequence'® ((g; q@)n@n)y>o 18 @ g-holonomic ap-
proximation of F'(1) in the sense that

o0
. 3 q
lim (¢, q)uay = ; @

k2
L = F(I).

Also the product side of (6) has a g-holonomic approximation: set

(_l)kq(Skz—k)/Z

bn=i n=>0.

@ Dk (@5 Do’

Using the notion of convergence in the formal powers series ring Q[[¢]],%° or
proceeding analytically with |g| < 1, it is straightforward to verify that

1 > .
lim b, = (—kqgBF 072
n—00 (q; q)<2>o k;oo
1 00
— (1 _ q5m+2)(l _ q5m+3)(1 _ q5m+5)
(4: D3 nl;[()

1 o0

1
(@D ”1;[0 (1= g1 = g+’

The last equality is immediate, the second is by Jacobi’s triple product identity

(51,

o0

Z q(é)xk — 1_[(1 +xq111)(1 + C_Iqm)(l _qm-&-l). 51)
X

k=—00 m=0

Again one can use the g-version of Zeilberger’s algorithm to derive a g-holonomic
recurrence for b,. Nevertheless, doing so results in a surprise:

19That ((q, 9)nan)n>0 is g-holonomic is immediate by g-holonomic closure properties.
208ee, for instance, [19].
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(_l)kq(skl—k)/z

In[20]:= quil |: ’ {ka —n, n}y n, 5]

qPl[q, q, n +k]qP[q, q, n — k]

at®SUMIn — 5]

(1 _ q2n) (1 _ q2n—1)
2] 4+ r1 SUM[n — 1]

outzo= SUM[n]= 4+ r4 SUM[n — 4] 4+ r3 SUM[n — 3] 4+ r2 SUM[n —

When choosing instead of 5 the orders 1 to 4, the output will be empty. In other
words, the first non-trivial recurrence the algorithm returns is Out [13] of order 5
(1), where the r; are rational functions in ¢ and ¢" —too big to be displayed here.
But the g-holonomic approximations coincide; i.e.,

a,=b,, n=>0, (52)

as proven by Andrews—inspired by Watson.?! Hence, in order to prove (52) algorith-
mically, viewing the recurrences also as shift operators, one has to identify the order
2 recurrence for a, as a right factor of the order 5 recurrence for b,. Alternatively,
as described in [27], one can apply “symmetrization” which results in the following
modification of the b,, sum,

n

1 _ D1 Ky, (5k>—k)/2
b, =~ Z =D +4q%)q
2.5 (@ D (g5 D

Remarkably, for this version of b, the g-Zeilberger algorithm outputs the same
recurrence as for a,:

(=DX(1 + ¢4)q* /2
qP[q, q, n + k]qP[q, q, n — k]

in21l= qZeil [ ,{k, —n, n}, n, 5]

(@™ — g™ +q* +q)SUM[n—1]  gSUM[n — 2]

ouei= SUM[n] =
al—g?) 1—qg"

Note. There are also situations where for a given definite hypergeometric sum
S(n) ==Y _}_, f(n, k) the g-version of Zeilberger’s algorithm returns a recurrence
of order greater than one, but where, in fact, S(n) is a g-hypergeometric sequence.
Such situations can be resolved by applying a g-version g-version of PetkovSeks
algorithm Hyper; see [1, 2].

For the second Rogers-Ramanujan identity (7) all these observations work com-
pletely the same.

21See [27] for more information about such finite versions of the Rogers-Ramanujan identities.
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9.2 Modular Functions as Projections of q-Holonomic Series

Despite being neither holonomic nor g-holonomic, modular forms and (quasi-)mod-
ular functions can arise as projections of g-holonomic series; i.e., can be obtained
by specifying a parameter in a g-holonomic series. Instead of setting up a theoretical
framework, we take again the Rogers-Ramanujan functions as an illustrating exam-
ple. Recalling their common setting (3), they are the projections z =1 and z = ¢
of

qu Z*

F(z) = .
= @D

Using computer algebra, we now show that F'(z) is a g-holonomic series in K[[z]]
with K = Q(g).?*> Concretely, we derive a g-difference equation for F(z); i.e., de-
termine 7;(z) € K[z] such that

ro(2) F(2) +r1(2) F(q 2) + r2(2) F(¢*2) = 0. (53)

Owing to D,F(z) = W such ¢-shift equations are equivalent to g-
differential equations (49).

The summand sequence of F(z), (fx(z))k>0 = ( (‘f] k;qz;k )k>0 is g-hypergeometric:

2k+1

firi(@) g qkil € K(2)(¢").

fiz) 11—

Consequently, one can apply parametrized telescoping to compute a
q-hypergeometric sequence (gx(2))k>0 and r;(z) € Kl[z] such that?3

r0(2) fi(2) + 11(2) fi(@2) +12(2) fi(q%2) = g1 (@) — (@), k= 0. (54

Then summing (54) over k from 0 to co gives

ro(2) F(2) +71(2) F(q2) +12(2) F(g° 2) = g0(2) — 80(2),

provided the limit limg_, o gx(2) = g0 (z) exists. More precisely, the algorithm runs
parameterized telescoping on the summand

fi(q2) fi(q?2)
Si(@) +r) fi(@)

with unknown r;(z). Using the RISC package gZeil this is executed as follows:

fi@ (ro(z) +r1(@) ) = /i@ (0@ + 1@ ¢* + 1@ %)

22F (z) is also a g-hypergeometric series; its summand sequence ( fx(z)) k>0 is g-hypergeometric
over K with K = Q(2)(¢).

231n case no such order 2 equation exists, one proceeds with incrementing the order by one.
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k2, k
ine21= qTelescope L, {k, 0, N}, qParameterized — {1, q, q2k}
qPlq, q, k]
qN2+2N+l ZN+L
ouezl= Sum [g z F2[k] — Fo[k] + F1[k], {k, 0,N}] = ———
(@ D

The output corresponds to summing (54) over k from 0 to N where F;[k] =
fi (g’ 7) and with the following ingredients computed in the steps of the algorithm:

2

qN~ZN
q:9)n

(@) = =1,r1(2) = 1,n(z) = qz, andgy(2) = (1 —¢") :
Obviously, go(z) = 0 and limy_, o, gy (z) = 0, and we thus obtained

F(qz) + qz F(g%z) = F(z). (53)

In the next section we will see how (55) will be used to obtain a continued fraction
representation of (7).

10 The Rogers-Ramanujan Continued Fraction

After deriving the functional relation (55) we unfold it as a continued fraction—
following Ramanujan. Divide both sides of (55) by F(z),

Fg) @) _
Fo TFEQR

2
(1 +qu(q z)) Fqa) _,

9

and rewrite

F(qz) ) F(z)
such that
F(g2) _ 1
F(z) F(q%2)
14qgz
F(gz)
Then iterate,
F(g2) _ 1 (56)
F(z) qz
1+ 5
s
F 4

“Fg*2)
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This connects to the Rogers-Ramanujan quotient from Example 24,

_ H(‘L’) ] F(q) . % ﬁ (1 _q5m+1)(l _q5m+4)
'_Gu)_q Fa)_q (1 — g+ 2)(1 — g5m+3)’

m=0

wl

r(7)

which, as we noted, is a modular function for I"(5). Namely, taking z = 1 in (56)
and iterating ad infinitum, one obtains

=

r(t)=gq (57)

q
l+—
q

1+ 1
14+--.

By Worpitzky’s theorem the continued fraction (57) converges for t € H, i.e.,
for |g| < 1 when ¢ = ¢(t) = exp(2mit).?* It converges also for some 7 € R. For
example, for T = 0 one has g = 1 and thus

1
(0) = 1 (58)
1
+1+ :
1 1
R
_ ! (59)
¢7
where N: N
11 53 1 5
e o4 Xande = -+ X2,
5= 2T add=5+

This evaluation of r(t) for t = 0 is made plausible by rewriting (58) as r(0) =

ﬁ(o)' From a rigorous point of view, the situation is this: For uy, v, € C the contin-
ued fraction
up
U
v+
us
vy +
v3t...

converges to ¢ € C, if there exists ad € Zx such lim,,_, o A,4+4(0) = ¢, where the
approximants A, are defined as

24 An excellent account on convergence questions related to the Rogers-Ramanujan continued frac-
tion is [10].
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Uk
vi +2

An(z) = (a10az---0ay)(z) witha(z) :=
With respect to (58) the approximants turn out to be quotients of successive
Fibonacci numbers,

1 1 2 3
A(0) = Az(o) Az(o) A3(0) a.s.o.

Similarly one obtains the evaluation of r(7) for 7 = %:

. 1
r(1/2) = ™/’ ;
1—
1+ :
1
1—
14+---
=", (60)
Here the approximants are of the form,
1 34z 5+z
z yA3(2) =242z, As(z ,A7(z 33, 480
Ai(2) = T2 3(2) 5(2) = . 7(2) = 31
and
1—|—2z 2+3z 3+5z2
A = , a.8.0.
2(2) Au(z) = Ae(z) = T3z As(z) = 2130 &80

For t € H Ramanujan gave several beautiful evaluations; for example,

. _m 1
r@i)=e" s oz
1+ 6_47T
1+ e
1+1+...
_ 5+«/§_¢ 61

2

There is much history and literature connected to these evaluations of Ramanujan.
Besides the pointers given in [14], see, for instance, the extensive survey [9] which
presents many formulas related to »(7) and discusses also analytic questions like
convergence of the Rogers-Ramanujan continued fraction.

In the next section, using an algorithmic approach to Klein’s icosahedral equation,
we give a compact proof of the evaluation (61) using modular function machinery.
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11 Klein’s Icosahedron and Ramanujan’s Evaluation

In this section we describe a beautiful connection, first established by Felix Klein
[20] between the fixed field of the icosahedral group and modular functions. In the
latter context Ramanujan’s evaluation (61) finds a natural explanation.

11.1 Klein’s Icosahedral Function and Ramanujan’s
Evaluation

Consider the following subfield of C(z), the field of rational functions with complex
coefficients,

K={f@ec@: fe = f(%)}

It is not too much a surprise that K = C (z + %), this means, K = C(f) is generated

as a rational function field over C by one element, f = 7 + % € C(z). By Liiroth’s
theorem this is true for all non-trivial subfields of C(z).

In order to produce such non-trivial subfields one can take fixed fields with respect
to groups. For instance, K is the fixed field of the group G = {z = z,7 %} acting
on C(z). Felix Klein [20] considered finite subgroups G of the three-dimensional
rotation group which turn out to be the finite dihedral groups, and the symmetry
groups of the Platonic solids up to conjugation by a rotation. For further details see
[23] for Riemann surfaces aspects or [36] for the underlying geometry.

Of particular interest for our context is the case where G is the group induced by the
symmetry group of the icosahedron.?® Defining the icosahedral function I (z) € C(z)
as

(%0 — 2282'5 + 494710 + 2287° + 1)°

I(z) :=—
® SE 11 — 1) ’

(62)

the subfield K of C(z) whose elements are invariant under the icosahedral mappings
from G is generated by I (z), as computed by Klein [20]. This means, K = C(/ (z)).
As mentioned, such groups G are determined up to conjugation by a rotation. Ge-
ometrically, the icosahedral function /(z) emerges from inscribing an icosahedron
into a sphere in a natural way; see [23, Sect. 1.7].

There is a beautiful connection between the icosahedral fixed field and modular
functions which traces back to Felix Klein [20], namely

Theorem 46 (“icosahedral key relation”) The Klein j function and the Rogers-
Ramanujan continued fraction r are related via the icosahedral function as

Jj(@ =1(r(r)), e H. (63)

25By stereographic projection the rotations of the sphere turn into Mobius transformations z

448 of the complex plane.
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As a “by-product”, for T = i this gives Ramanujan’s evaluation in a straightforward
manner: by (46) we have
1728 = 1 (r(i));

this means, 7 (7) is the root of a polynomial over the integers of degree 60. Despite
the high degree it is a polynomial with underlying rich mathematical structure. For
instance, its roots are related in geometrical fashion to Klein’s icosahedron; see [14,
20, 23]. Computationally, using a computer algebra system like Mathematica gives

mnza= Factor[(z2® — 22821 + 494210 + 2282° + 1)% + 172825 2'° + 112° — 1))

Out[23]= (z2+l) (Z +2z — 622 —22+l) (z — 2 +z -z +l)
(8 — 627 +172° — 1825 +252% +182° + 172 + 62 + 1)’
(2% + 427 +172° +222° + 52% — 222 +172% — 4z +1)°

ne4= Solve[l — 2z — 622 +223 + 74 == 0, z]

{H_++/;THQQ(1+L (-3 |
e [

The fourthrootis Ramanujan’s evaluation for r (i); it can be picked by the numerics
of the continued fraction on the left side of (61).

Finally we show that modular function machinery not only enables to prove but
also to derive the icosahedral key relation (63) in an algorithmic fashion.

11.2 Algorithmic Derivation of Klein’s Icosahedral Key
Relation

Our task in this section is to derive the icosahedral key relation (63). To this end,
notice that in (63) only powers of r(t)> arise. From Example 27 we know that
R(7) := r(t)? is an analytic modular function for I'i (5) which is non-zero on H. By
Example 29, X (I1(5)) has 4 inequivalent cusps:
[0]F| Q) and [1/2]pl ®) of width 5, and [Z/S]rl ®) and [OO][*I 3) of width 1.
Analogous to the example treated in Sect. 8 we consider the
TASK. Compute a rational function rat(x) € C(x) such that

Jj =rat(R).
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Owing to the fact that R(t) € M(I7(5)) is an aqalytic modular function which, by
Lemma 4, is non-zero on H, R* : X (I'1(5)) — C must have all its zeros and poles
at the cusps. Indeed, formula (18) in [32, Theorem 4] gives that R*

e has a zero of order 1 at [00]p,5)%;
e has a pole of order 1 at [2/5]r,(s5);
e has order zero at the cusps [0] 5y and [1/2]f,(s).

Analogous to Example 34 we have that j* as a meromorphic function on X (177 (5))

e has poles of order 1 at the cusps [2/5]r,(5) and [00] (5);
o has poles of order 5 at the cusps [0](5) and [1/2]f,(5).

Example 47 Not being relevant to our derivation of (63), we only remark that as
a consequence of the pole count and the “valence formula” (60),>” j* must have
12 zeros (including multiplicities) at orbits [y w]r ) with y € SLy(Z). In fact, as
sketched in Example 59, one can verify that j* has a zero of order 3 at each of the
orbits

[Viwlns), [vaelr s, [vsolne), [iolns),

with y; as in Example 59, and no other zero elsewhere.

Analogous to Sect. 8, to solve our TASK, the decisive observation is that for

R(t) — R(0))’ (R(z) — R(1/2))}
F(1) :=j(t)( © ();((T)l(f) 1/2) e M(I'1(5)) (64)

the induced function F* as a meromorphic function on X (17(5))
e has a possible pole only at [00] fy(5).

Namely, the factors (R(t) — R(O))5 and (R(t) — R(1/2))’ cancel the poles of F*
at [0]r,s) and [1/2] 15y, but altogether introduce a pole of order 10 at [2/5] ).
Since j* has a pole of order 1 also at [2/5]r,(s), we cancel this pole by dividing with
R(7)!'!. Hence the only remaining pole of F* is located at [00]r,(s). Counting the
pole order on the right side of (64) gives 1 +0+ 04 11 = 12, since j* has a pole
of order 1 and (1/R)* of order 11 at [00] (5.

Set S :=1/R. As F*, also S* has its only pole at [00] (5. Owing to the fact that
this only pole of S* is of order 1, we can proceed as in Sect. 8. This means, we will
reduce F successively using only powers of S until we reach a constant.

To input F we need to know the values R(0) and R(1/2). In general, to determine
such specific values could be a serious problem. But in our case, the required eval-
uations are the limits of the Rogers-Ramanujan continued fraction, (59) and (60),
which we found by using elementary means only:

26This is also immediate from the g-expansion (37) of R(t) at co.

27 And also taking into account the fact that j has zeros of multiplicity 3 at each element of the orbit
[w]sL,(z), and no zero elsewhere; see Example 38.
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1 11 5[ .
R(O =——+——andR(1/2) = "¢’ = —
O=s=-5+ 1/2) = "¢’ = -5 = =
In view of the denominator in (62), we note explicitly that these values give
(R(z) — R(0)) (R(t) — R(1/2)) = R(t)* + 11R(7) — 1.

We take as input the g-expansions (30) and (37), and compute the expansions for

Fand S =1/R:
1
+ 744 + 196884 + 21493760q> + 864299970¢> + - - - + O[q]'%;

Ini2sk= j = —
q
R = q — 5¢° + 15¢° — 30q* + 40¢° — 26¢° + - - - + O[q1'%;

RZ+11R - 1)5

ineel= F = Series[j Rl ,q,0,2]
1 744 196824 21449060 852444060 18945738096
Ou2el= =73 — 11 0 & - & - 7
280406147430 3024142415076 25050805181610
- qb - ] - a4
164605868039100 874299071995668 3783906304850712
2
gq

- 3
gq
—13295075401691261 -I-O[q]1

7= S = Serles[ ,q,0,12]

1
o= — +5+4+10g+ 5¢° — 15 — 24g* + 15q° + 70¢°® +30q” — 125¢® — 175¢
+95q'? +420q'" +0O[a]*?
Then we reduce F successively using powers of S times a suitable constant, until

the coefficient of ¢° vanishes:

In[28]:= F + S12
684 195054 21414900 851959965 18940379184
out2gls ——— — — - -
11 e 9° o° 7
280358028740 3023783306916 25048541972115
- gt B o B gt
164593704824480 874243078444152 3783685739309592
_ : _ - _
gq q

—13294338120698731 + O[q]*

F + S' + 684S!!

n[29]:=
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157434 20399160 834052845 18709129044 278032352816

Oud}= =757 — ) - 8 - 7 - 3
gq q q g g
3004884410856 24921527108535 163877480555060
- g - gt - 3
870829109716752 3769918758959172

—13247719680862951 + O[q]*

q? a

IN[B0:= + o s
nati= F 4 S12 4 684S1! 4 157434810 + 125274608° + 774604955 + 130689144S7
— 33211924S°® — 130689144S° + 77460495S* — 12527460S> + 157434S> — 684S + 1

ouat= O[g]*
2= Clear[S]

st Factor[S'? + 684S! + 157434510 + 12527460S° + 7746049553 + 130689144S7
— 332119248 — 130689144S° + 7746049558 — 12527460S> + 15743452 — 684S + 1]

oupa (S* +2288% +4948% — 2285+ 1)°

This means, we obtained the relation

(R()> +11R(1) = 1)° ( 1 228 494 228 1>3
R(‘L’)” - -

Fo=Jj@® R TRo3 T RO RO

which completes the algorithmic derivation of the icosahedral key relation (63).

12 Appendix 1: Generalized Dedekind Eta-Functions

We give the definition of generalized Dedekind eta functions n, »(7; N) following
the notation of Berndt [8] and Schoeneberg [33, Chap. 8]. Again we put ¢ = e*™'%.
For the Bernoulli polynomials By (x) = x — % and B>(x) = x> —x + é let

bi(x) := Bi({x}) and by (x) := Ba({x}), x € R,
where {x} := x — |x] is the fractional part. Furthermore, for g, # € Z define

(1 — e ZiMyemibih) - if g ¢ Zand h ¢ Z,
1, otherwise.

a(g, h) = {

Definition 48 (generalized Dedekind eta functions) Let g, h € Z, N € Z-, and
¢y = e*™/N Fort € H:

N (T N) = a(e/N.h/Ng” ™2 T (1=cha®) T (1-¢5"a¥).

m=1 m=1
m=g (modN) m=—g (modN)
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If g #£ 0 (mod N) one can write this as

Nen(T: N) = a(g/N, h/N)g" M2 (g : 0)ooy"q ™™ 1 @)oo (65)
where G € {0,..., N — 1} such that G = g (mod N).
Example 49 If g =h =0:2(0,0) =1, b,(0)/2 =1/12, and

mo(t: Ny =g [](1- 7" = (0>
k=1

This motivates to call the n, ,(t; N) generalized Dedekind eta functions.

The Rogers-Ramanujan functions G (t) and H (7) from Example 20 are obtained
as follows.

Example 50 According to (65),
1 4 _n 2 3
M1,0(7:5) = 4™ (q%; Q)oo(q3; @)oo and n2,0(T55) = ¢~ (g5 ) o0(q7; @oo-

Hence

1 1 11
G(t)=qg ©F(l)=———andH(t) =q® F(q) = ———.
Mm,o(57;35) 1m2,0(57; 5)
Example 51 1f one expands the products in Definition 48 one obtains a Laurent

series with finite principal part. The explicit expansion can be obtained with Jacobi’s
triple product identity (51); for example, if g % 0 (mod N),

N, h/N)gre/N2y ! 00 : o\
(“(g/ (q/,q))" ) nen @ N = > (=1"g® (che)

n=—0o0o

oo o0
=1+ =D"q@grgv + 3 =1"q®ey g,
n=1 n=1

where G € {0,..., N — 1} such that G = g (mod N).

The following transformation behaviour, respectively variants of it, has been stud-
ied and derived by Curt Meyer [24], Ulrich Dieter [12], and Bruno Schoeneberg [33,
Chap. 8].

Proposition 52 Let N € Z.y and g, h € Z such that g and h are not both = (0
(mod N). Then for any y = (‘C’Z) € SLy(Z):

Nen(yT; N) = ™ H0& Ny (23 N) (66)
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gY_(ac\(&

) \bd)\h)
and where the rational number u(y, g', h'; N) € Q is produced by a complicated
expression.”®

where

In [8] Bruce Berndt succeeded to streamline work of Joseph Lewittes [21] and ob-
tained (66) as a special case of his setting. For a different approach to transformation
formulas for generalized Dedekind eta functions see Yifan Yang [38].

Corollary 53 The Rogers-Ramanujan functions G(t) and H (t) from Example 20
satisfy property (12) concerning the finiteness of the principal part.

Proof This is a straightforward consequence of Example 50, Note 51, and the trans-
formation formula (66).

We conclude Appendix 1 by mentioning some connections to theta functions.?’

Classically, there are four Jacobi theta functions 6y, ..., 64, [5, (10.7.1)—-(10.7.4)],
but which, as stated in [5], “are really the same function.” For example, noting that
forg =e* 7, t e H,and 7 € C,

o0

01z 1) = (=)g" Y (1)1gBemCrmbie, (67)

n=—oo

Using Jacobi’s triple product identity (51) one obtains for the Rogers-Ramanujan
functions from Example 20,

ig*%0,(—27t,57) = n(r)G(t)andiq"/'°0,(—m7,51) = n(r)H(r).  (68)

More generally, for ¢ = ¢?*'%, T € H, and z = ¢*™¢, ¢ € C, consider the theta
function studied extensively by Farkas and Kra [15, (2.53)]:

mige’

& e &2 . . e
9[(9,](@‘9 T)=e 2 qu?(q;q)oo (—Ze”lgql%;q> (_Z_le_”lEqIT;q)
o0

00 9
(69)

where ¢ and ¢’ are real parameters. One can verify, again by using the triple prod-

uct identity (51), that generalized Dedekind eta functions are a subfamily of these

functions. For instance, if g, h € {1,..., N — 1},
1— ng je™i2enhy—gn—hy)
0 —hy,T) = —F—F—— (T3 N), 70
[ ) } (=hn, 7) Tsintin) n(TINgn(t; N) (70)

28To obtain an explicit form of this expression set, for instance, by ; (N) = 0 on the right side of [8,
24)].

29Warning: in many texts on Jacobi theta functions ¢ = e
this article.

7iT in contrast to g = "7 as throughout
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where gy :=g/Nand hy :=h/N.Forh =0and g € {1,..., N — 1} one has,

1-2 .
6 [ ] gN] 0, 7) = ie” ™" n()ng0(T; N). (71)

Theta functions with z = 0, i.e., 0 [;] (0, 1), are called theta constants. As stud-
ied in detail in [15], already this subfamily satisfies a rich variety of transformation
formulas. For example, Duke uses this tool-box to derive the following modular
transformation [14, (4.10)] for the Rogers-Ramanujan quotient r(7) from Exam-

ple 24:

r(_l)_—(l+\/§)r(r)+2
t) T 2@+ 1+/5

As revealed also by other applications in [14], the Farkas-Kra theta function
calculus is providing computational alternatives to some of the methods presented
in this tutorial.

13 Appendix 2: Valence Formula

For zero recognition of modular functions and, more generally, of modular forms
“valence formulas” are often very useful. Such formulas describe relations between
the orders at points 7 € H corresponding to orbits 7] in the sense of Corollary 36,
and at points % € @ corresponding to cusps in the sense of Definition 30. In our
context we only need to discuss “valence formulas” for modular functions which can
be viewed as specializations of another “folklore theorem” from Riemann surfaces,

e.g., [25, Proposition 4.12]%:

Theorem 54 Let f : X — C be anon-constant meromorphic function on a compact
Riemann surface X. Then

> 0rd,(f) =0. (72)

peX

For functions on Riemann surfaces the orders Ord,, ( f) are defined via the orders
of local (Laurent) series expansions about p € X withrespect to charts ¢. Concretely,
let U € X be an open neighborhood of p containing no pole except possibly p itself,

30The first such “folklore theorem” we considered was Theorem 33.



274 P. Paule and S. Radu
and let ¢ : U — V C C be a homeomorphism.?' Then, by assumption, f o ¢! is
analyticin V \ {¢(p)} and can be expanded in a Laurent series about zg := ¢(p),

oo

f@ @) =) ealz—20)".

n=—M
Assuming that c_y # 0, one defines Ord,(f) := —M.

Note 55 Obviously, when taking the standard open sets as neighborhoods and as
charts the identity maps, the complex plane can be turned into a Riemann surface. In
this case, the order is the usual order ord, (f) from Definition 32 for Laurent series
with finite principal part; i.e., for p € X := C and a function f : U — @ being
meromorphic in a neighborhood U of p € U € C,

Ord, (f) = ord,(f). (73)

) Finally we connect (72) to our context; namely, where X := X(I') = {[t]r: 7 €
H} for some congruence subgroup I" of SL,(Z) and where the [t] = {yt :y € I'}
are the orbits of the action of I" on . Here as meromorphic functions f : X — C
we have the induced functions g* : X (I') — C of meromorphic g € M(I'). If p =
[¢], € X(I") is a cusp, then in view of the remarks leading up to Definition 30 we
have

Ord, (f) = Ordja/e1(g*) = ord}).(g).

For orbits p = [t]r with t € H, the discussion of how to define Ord, is more
involved. Therefore we refrain from doing so, and state our modular function adap-
tation (77) of (72) without proof.

Nevertheless, we present a version of a “valence formula” which is sufficiently
flexible for many (algorithmic) applications we have in mind.>> We also note that
our version is different from the many versions of “valence formulas” one finds in
the literature in the following sense. The formula applied to a given group I" can
be made explicit directly by knowing a complete set of representatives of the right
cosets of I' in SL,(Z). One basically lifts the formula valid form I" = SL,(Z) to
any I" in a natural way from our point of view. We view this as natural because
we only need to consider how the orbit [T]sg,(z) splits into smaller orbits under the
action of I" for every 7 going throw a complete set of representatives of the orbits of
the action of SL,(Z) on H*. So we can split our analysis into four cases: the orbits
[t]sL,(z) different from [i], [w] and [oo] and these remaining three orbits. This idea
will be seen clearly from the examples where we apply the formula on the group
IH(2) and I"(5). This gives, in particular, a more pragmatic flavour to our formula
when compared to the classic versions that talk about elliptic points, parabolic points

3!n addition, ¢ is supposed to be compatible with the other charts; see e.g. [25].
32From modular forms point of view, (77) deals with the case of forms of weight zero only.
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without making them more explicit. The transition from the formal statement to the
concrete application can be tedious, at least from our experience.

Before stating it, we need some preparations.

Suppose yi, ..., ¥m € SL2(Z) is a complete set of right coset representatives of
I' in SL,(Z); i.e., as a disjoint union,

SLy(Z) = 'y, U...UTy,,. (74)
Then for any T € H the SL,(Z)-orbit of t splits into I"-orbits accordingly,

[tlsL,z = nTtlr Y- Ulyatlr.

We note explicitly that, in contrast to (74) it might well happen that [y, t]r =
[yet]r for k # £. Actually it is true that

(vktlr = vetlr € ve € Ty /Stab(7) (75)

with
Stab(t) :={y € SLL,(Z) : yt = 1},

and where I"y;/Stab(t) is a particular subset of the right cosets of I" in SL,(Z)
defined as an orbit of an action of Stab(z) which permutes cosets:

I'y;/Stab(t) :={I'y;y : y € Stab(t)}.
For fixed t € H, the set of different I"-orbits is denoted by

Sr(r) ={lyjtlr:j=1,...,m}.

Note that in general, |S;(7)| < m. One can verify in a straightforward manner
that for fixed v € H the following map is bijective:

¢ :{I'y;/Stab(x): j=1,...,m} = Spr(v), ¢ (I'y;/Stab(x)) := [y;T]r.
(76)
The stabilizer subgroup Stab(t) comes in because special care has to be taken of
“elliptic” points; cf. [11, Sects. 2.3 and 2.4]. These are points 7y € H, resp. orbits
[to]r, which are fixed by non-trivial elements from SL;(Z). To handle this matter
technically, it is convenient to introduce a special notation for the map induced by
the action of y = (%) € SL,(Z):

at +b
ct+d’

7:]I:H—>]I:]I,tr—>7(r)::yr=
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For any subset G C SL,(Z) we denote the image under this map by
G:={p:peG}.

We note that if G is a subgroup of SL,(Z), then G is a subgroup of SL;(Z) =
SL,(Z)/{£1}.
Collecting all these ingredients one can prove as a specialization of Thoerem 54:

Theorem 56 (“valence formula”) Let I" be a congruence subgroup and SL,(Z) =
I'yU...Ul'y,, adisjoint coset decomposition. Then for any g € M(I"):

I'y;/ Stab
y ooy DwlEROl o+ Y edle =0 @7

reHSLa@) Iy riresrm WU ISEb(D)]

la/elp
cusp of X(I')

where H(SLy(Z)) is a complete set of representatives of the orbits [T]s,z) with
T e H, ordyj,(g) is the usual order as in Definition 32, and

1 —1=(‘1 O)er,
w(l) := 4 0 -1
2, otherwise.
It is well-known that the only points giving rise to non-trivial stabilizers are the
elements in the orbits [i]sr,(z) and [@]sL,(z), where w := ¢?"/3. Indeed one has, for
example,

Stab(i) = {I, =1, T, =T}, Stab(w) = {I, =1, TS, =TS, (T S), —(TS)%}; (78)

A detailed analysis of fixed points of modular transformations is given in [33,
Sect. 1.3].

As examples we consider specializations of the “valence formula” (77) for three
choicesof I': I' = SL,(Z), I’ = I[4(2),and I" = I'|(5).

Example 57 I' = SL,(Z): as coset decomposition we have SL,(Z) = SL,(Z)y;
with y; = 1; Sp(t) = {[tlsL,z}; I’/ Stab(r) = {I'}; w(I")=1 since —1€SL,(Z).
Finally, X (SL»(Z)) has only one cusp [00]sL,(z), hence (77) becomes

1
> ——==ord.(g) +ord],(g) = 0. (79)
ceHSL(zy 1SEab(T)]

Because of (78), the “valence formula” (79) turns into the version (43) of Corol-
lary 37.
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Example 58 T’ = I'y(2): SLy(Z) = I'yyUI'y,UT'y; is the coset decomposition

with =1, o =T = (1) and y2 =75 = ()5 S+ = {[i1r, [TSilr),

Sr(w) = {lw]lr}; '/ Stab(i) ={I", I'T}, I'TS/Stab(i) = {I'T S};
I'/Stab(w) = {I", I'TS, (T S)*};w(I") = 1since —I € I(2). Finally, I" has two
cusps, [oo]r and [0] . Hence (77) turns into the version (47) of Corollary 43.

Note 59 I' = I'1(5): To specify the elements y; of the coset decomposition SL(Z) =

U ;=11"vj weuse (a, b, ¢, d) instead of matrix notation (“ Z).

y1:=(1,0,0,1),y :=(0,—-1,1,0), y3 := (0, —1, 1, 1), ya :== (0, —1, 1, 2),
=0,-1,1,3),7%:=(0,—-1,1,4), y7 := 2, —1,5, =2), yg := (—1, =2, =2, -5),

y9 :=(—1,-3,-2,-7), y10 := (—1, =4, -2, =9), y11 := (-1, -5, -2, —11),

yi2 == (—1,—-6,-2,—-13),y13: =3, 1,5,2), y1a :== (1, -3,2, -5),

vis == (1,-2,2,-3),y16 := (1, =1, 2, =1), y17 := (1,0, 2, 1), 13 := (1, 1, 2, 3),

Y9 i= (4, —1,5, =1), y20 := (=1, =4, =1, =5), y21 := (=1, =5, —1, =6),

vy = (—=1,-6,—1,=7),y3 :==(—1,=-7, -1, =8), yoa 1= (—1, =8, —1, -9).

The action of Stab(w) onthe set C := {I"y; : j = 1,..., 24} of cosets results in the
disjoint orbit decomposition

C = I'y;/Stab(w) U I'y4/Stab(w) U I'ys/Stab(w) U Iy /Stab(w). (80)
For each j = 1,4, 5,7 one has [I"y;/Stab(w)| = 6; for instance,
I'yy/Stab(w) = {I'y1, I'ya, 'y, 'yie, I'yao, I'yar1}

Hence each of the six elements of Stab(w) gives rise to a different element of
I'y;/Stab(w). This is due to the fact that —/ = (Bl _01) ¢ I'; for example,

4 —1 —41 -10 -10
Cyoy=T1 =T =T .
5—1 51 0 —1 0 —1
As another consequence of —1 ¢ I" = I'|(5), in the “valence formula” (77) we
have to set w(I") := 2.

Finally, owing to the bijection ¢ from (76) we know that the orbit [w]sy,(z) splits
into four different I"-orbits with the y; as in (80); i.e.,

Sr(w) = {[niolr, [vsolr, [ysolr, [yiolr}.

Proceeding along these lines one can establish the following “valence formula”
for I' = I'(5) as a consequence of Theorem 56:
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Corollary 60 (“valence formula” for I7(5)) Let g € M(I"). If I’ = I'\(5) then

6 4 r
Z 73 ord,,,(g) + Z %73 ord, ;(g) + Z orda/c(g)

icll.4 je{1,3,4,5,7, la/c]
Jjel1,4,5,7} Je{1.3,4,5,7.9} cusp of ¥(r)

24
+ Y D ordy.(9) =0. (81)

TeHSLy(2)  j=]
[r]#li] [T]#[w]

where H(SLy(Z)) € H is a complete set of representatives of the orbits [t]sL,z)
with t € H, and where w = €>™'/3.

14 Conclusion

The Rogers-Ramanujan functions are embedded in a rich web of beautiful mathe-
matics. So there are much more stories to tell. For example, as discussed in [14], one
can ask for which evaluations the Rogers-Ramanujan continued fraction r(t) gives
an algebraic number and if so, in which situations such values can be expressed in
terms of radicals over Q. Finally we mention the fact that the Rogers-Ramanujan
continued fraction is playing a prominent role in Ramanujan’s “Lost” Notebook; see
the first five chapters of [6].
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