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Foreword

This book is the ninth in a series of Proceedings for the Séminaire Poincaré, which
is directed towards a broad audience of physicists, mathematicians, and biologists.

The goal of this Seminar is to provide up-to-date information about general
topics of great interest in physics at-large. Both the theoretical and experimental
aspects are covered, with some historical background. Inspired by the Nicolas
Bourbaki seminar in mathematics, hence nicknamed “Bourbaphy”, the Poincaré
Seminar is held twice a year at the Institut Henri Poincaré in Paris, with written
contributions prepared in advance. Particular care is devoted to the pedagogical
nature of the presentations, so as to fulfill the goal of being accessible to a broad
audience of scientists.

This new volume of the Poincaré Seminar Series, entitled “Biological Physics”,
corresponds to the twelfth such seminar, held on January 31, 2009. It describes
recent developments at the interface between physics and biology. This field of
science has recently undergone spectacular developments, and entire departments
devoted to this interdisciplinary activity, as well as to the interface between math-
ematics and biology, have been created worldwide in the last fifteen years.

The first survey article, by JEAN-FRANCOIS JOANNY and JACQUES PROST,
“Constructing Tools for the Description of Cell Dynamics”, describes the theo-
retical advances made in the study of “active gels”, where cross-links are moved
around by active elements constantly consuming energy. They give applications
to the materials science of liquid crystals as well as to the understanding of cell
motility.

This article is followed by “A Physical Model of Cellular Symmetry Breaking”,
where JASPER VAN DER GUCHT and CECILE SYKES report on recent advances
in the understanding of cell polarization, such as in cytokinesis, via the sponta-
neous symmetry breaking of the cortical actin network which underlies the plasma
membrane. Actin gel layers grown around beads are shown to provide relevant
biomimetic model systems helping to understand the nature of these fundamental
cellular instabilities.

The next article, by JONATHON HOWARD, entitled “Motor Proteins as Nano-
machines: The Roles of Thermal Fluctuations in Generating Force and Motion”,
deals with the central role played by thermal fluctuations and Brownian motion in
the direct transduction of chemical energy into mechanical work in motor proteins.
Several molecular models for these proteins, including so-called ratchet models,
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are presented and compared with experimental results for the microtubule-based
motor protein kinesin.

In “Fluctuation Relations for Molecular Motors”, DAVID LACOSTE and
KIRONE MALLICK show theoretically that ratchet models of motor proteins, such
as those introduced by J. HOWARD in his contribution to describe the kinesin
motor protein, naturally satisfy the so-called Gallavotti-Cohen fluctuation rela-
tion. This fundamental time-reversal symmetry appears because of thermo-kinetic
constraints which are inherent in the definition of these models, and requires con-
sidering jointly mechanical and chemical variables, such as the ATP molecule con-
sumption.

The team led in Paris by JEAN-FRANGOIS ALLEMAND, DAVID BENSIMON
and VINCENT CROQUETTE is famous for its work on micromanipulation of single
DNA molecules. In their contribution “Studies of DNA-Replication at the Single
Molecule Level Using Magnetic Tweezers”, written with MARIA MANOSAS, T1M-
OTHEE LIONNET, ELISE PRALY and DING FANGYUAN, they describe the latest
advances made in the real-time study of the enzymes involved in DNA replication,
at the replication fork or in the torsional state of the DNA molecule.

In “Evolution of Biological Complexity”, RAYMOND E. GOLDSTEIN addresses
the problem of understanding, from a physics perspective, the driving forces be-
hind the biological evolution of multicellularity. For a class of model organisms,
the Volvocine green algae, he proposes several theoretical and experimental probes
of the fascinating emerging hypothesis, that the transition from organisms with
totipotent cells to those with differentiation might be due to the competition be-
tween diffusion and fluid advection created by beating flagella in these multicellular
organisms.

STANISLAS DEHAENE addresses a major challenge of cognitive neuroscience,
that of understanding the neuronal mechanism of consciousness. In “Conscious and
Nonconscious Processes: Distinct Forms of Evidence Accumulation?”) he reviews
the recent progress achieved by contrasting behavior and brain activation in min-
imally different experimental conditions, which can lead to conscious perception
or not, and speculates on their possible theoretical explanations.

We hope that the publication of this Series will continue to serve the com-
munity of scientists, both at professional and graduate levels.

We thank the COMMISSARIAT A L'ENERGIE ATOMIQUE (Division des Sci-
ences de la Matiere), the DANIEL IAGOLNITZER FOUNDATION, and the ECOLE
POLYTECHNIQUE for sponsoring this Seminar. Special thanks are due to CHANTAL
DELONGEAS for the preparation of the manuscript.

BERTRAND DUPLANTIER & VINCENT RIVASSEAU
Saclay & Orsay, April 2010
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Constructing Tools for the Description
of Cell Dynamics

Jean-Francois Joanny and Jacques Prost

Abstract. We give a survey of the work which we and others have done over
the last years on “active gels”. In particular, we show how one can construct a
set of equations describing gels in which the cross-links can be moved around
by active elements constantly consuming energy. This situation corresponds
to the cell cytoskeleton, which is thought to control most of cell dynamics.
We illustrate the potential usefulness of the equations, first by giving mate-
rial science types of applications, second by discussing cell behavior such as
motility, oscillations, wound healing and cytokinesis.

1. Introduction

Our knowledge in Biology has improved significantly over the last fifty years,
with impressive successes in molecular biology, genetics, developmental and cell
biology. The wealth of information is such that it is hard to make use of all of
them. Although it is clear that details matter in biological systems, it is also
clear that one currently needs to develop a global picture taking into account
the main features and recognizing what is universal. Cell biology provides a good
example of this need: with exactly the same genome, cells can differentiate in
about three hundred different types in complex animals such as vertebrates [1].
Physicists would say that they can go to three hundred stable attractors depending
on external conditions. Considering that cell phase space is controlled among other
things by the expression of a few out of 10* genes, three hundred is a very small
number. A possible explanation for this small number of cell types is that they
are not only controlled by gene expression, but that they are also constrained by
generic physical laws. We are far from being able to discuss this problem in its
generality, but in the following we address a simpler problem which illustrates
how physics could provide generic tools for solving these questions. Namely we
investigate what can be learned from using symmetry arguments and conservation
laws in describing cell morphology and dynamics. In view of the acknowledged
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specificity of biology such an endeavor may seem futile. We hope to convince the
reader that it is on the contrary helpful. Indeed we will discuss in the last three
sections of this review:

— one simple aspect of cell motility, namely the shape and speed of a lamel-
lipodium, thin protrusion leading the cell motion on a substrate,

— cell oscillations which are observed when cells are suspended in a physiological
serum,

— wound healing of xenopus eggs and the onset of cytokinesis.

For all these examples we use the same theoretical framework.

In order to do so, one needs to construct some tools. It is nowadays textbook
knowledge that the shape of cells is maintained by a network of cross-linked biofil-
aments: the cytoskeleton [2]. At this stage, all we need to know is that the network
constitutes a physical gel which would be rather conventional in the absence of
molecular motors. At short time scales, it behaves like a conventional solid, at long
time scales like a liquid. There are in fact some added complexities which will be
discussed in the conclusion. The essential novelty comes from molecular motors.
They consume continuously ATP (Adenosine Triphosphate) and are able to exert
stresses on the cross-links of the gel. The question is then how to describe such
a gel, which we call “active”. Using conservation laws and symmetry arguments
only we derive the relevant equations in Section 2. Since they result from general
considerations, these equations can describe many different situations and are very
similar to those derived in different contexts such as motions of bacterial colonies,
fish shoals and bird flocks [3, 4, 5]. Active gels could also be made artificially,
leading to original material properties [6]. In the third section, we discuss some of
these expected original properties, such as the spontaneous transition to a moving
state of a thin slab and the rotation of disclinations.

In the fourth, fifth and sixth sections we discuss the already mentioned bio-
logically relevant questions, showing how quantitative information can be obtained
and how connection with molecular details can be made. In the last section, we
discuss the limitations and merits of the present construction.

2. Hydrodynamic theory of active gels

A common attitude for dealing with the cytoskeletal system in the presence of
motors is to simulate ensembles of semi-flexible filaments on which motor bundles
can exert force dipoles [7, 8]. Although this is perfectly licit and useful, it does
not help much to extract generic behaviors. Another possibility is to start from a
molecular picture and get from a statistical description the long wavelength, long
time scale equations [9, 10, 11, 12]. This task is difficult: the low density limit
has been worked out, without keeping track of the embedding solvent. Taking a
pragmatic attitude, one can directly write equations including all terms allowed
by symmetry as has been done for bacterial colonies and bird flocks [3, 4] but it
is not guaranteed that one can expand equations around an existing state [13].
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We have chosen to use generalized hydrodynamics. Hydrodynamic theories
have been very successful in the description of systems such as superfluids, liquid
crystals, polymers and of course simple fluids. They are valid close to equilibrium.
The advantage is that the equations are expanded around a well-defined state.
The drawback is that biological systems are not close to equilibrium: one might
miss biologically relevant terms. We will discuss such a candidate in the following.
In order to build a hydrodynamic theory, one has to identify conserved quantities,
and continuous broken symmetries. From there on, the procedure is well defined
and systematic. We will not go here through all the steps, referring the reader to
references [14, 15, 16].

Conserved quantities are fairly easy to identify: the solvent, the cytoskeleton
(actin in practice), the motors and most importantly momentum. However there
are two complexities. First, actin units are either in the solvent as monomers or
belong to polymerized filaments. There is, a priori, a chemical exchange between
the two states, described by rates of polymerization and depolymerization. The
corresponding biochemistry is well documented and original. We postpone its de-
scription to the discussion of biological examples. Second, the motors can be either
bound to the filaments or unbound. This means that in principle the minimal de-
scription is that of a five-component system! One has to further identify continuous
broken symmetries: actin filaments are polar, and most of the time even though
their directions are widely statistically distributed they define a common polar di-
rection. This means that on long time scales the system behaves like a polar active
nematic as described first by [3]. One has thus to keep a polar order parameter as
well. Deep into the ordered phase it can be chosen as a unit vector p.

In the following, we discuss a simplified version of the equations, in which we
keep only the gel velocity field v and the polarization field p. The validity range
and limits of this approximation are currently being investigated.

Constitutive equations are obtained by first identifying the fluxes and the
corresponding conjugate generalized forces. Constitutive relations are obtained
by a general linear expansion of fluxes in terms of forces, writing all terms that
are consistent with the symmetries of the system. For the conventional terms we
follow the so-called “Harvard choice”, taking as flux the symmetric part of the
stress tensor 0,3 and the “objective” polarization rate of change

_ e
ot

and for forces, the symmetric strain rate

1
Py + 0y0ypa + E(aavﬁ — Jpva)pg, (1)

1
Uap = 5(80/06 + aﬁva)ﬂ (2)

and the orientational field defined as the functional derivative of the free energy
F with respect to the polarization p.

oF

ha:_a.

(3)
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The relevant part of the energy is the polarization free energy given by the standard
expression for a polar liquid crystal [18]:

F= /d:z [%(V )+ %(p(v x p))? + %(p x (Vxp))?— %’”Lulﬁ’2 (4)

where K71 = K, K5 and K3 are the splay, twist and bend elastic moduli. We have
introduced here a Lagrange multiplier i) in order to satisfy the constraint p2=1
and we have omitted surface terms such as the linear splay term which is specific
to polar systems.

Of particular significance for our theory is the existence of active processes
mediated by molecular motors. In general, a chemical fuel, such as Adenosine
Triphosphate (ATP), provides the energy source. Motor molecules consume ATP
by catalyzing the hydrolysis to Adenosine Diphosphate (ADP) and inorganic phos-
phate and transduce the free energy of this reaction to generate forces and motion
along filaments. The energy of ATP is also used in order to polymerize and de-
polymerize filaments. The presence of the fuel represents a chemical “force” acting
on the system. We characterize this generalized force by the chemical potential
difference Ay of ATP and its hydrolysis products, ADP and inorganic phosphate.
The corresponding flux is the ATP consumption rate r. We thus have the following
set of fluxes and forces:

flux <« force,
Oap < Uap,
P, < ha ) (5)
r o« Au.

After some manipulations we obtain the following constitutive equations [16]:

D da
2NUapg = <1 + Tﬁt) {Uaﬁ +CAp (papﬁ - %)

v 2
+31 <pah6 + pgha — g5aﬁpwhw> } ; (6)
dpa 1
o =~ (0y0y)Pa — wapps — Vitasps + %ha + MpaAp, (7)
r= Cpapﬁuaﬁ + AA/J + Alpaha . (8)

where wos = 1 (0413 — J3v4). Here we have included geometric non-linearities but
we have restricted other terms to linear order in the logic of the expansion. Also,
we have neglected chiral terms which in principle exist in cytoskeletal systems,
and assumed an incompressible gel. Eq. (6) generalizes the expression of the stress
tensor of a visco-elastic Maxwell gel to active systems with polarity. Indeed, if we
first look at passive terms, i.e., those which survive when Ap = 0, it is straightfor-
ward to check that the equation describes an elastic medium at short time scales,
and an anisotropic fluid at long time scales, i.e., a nematic liquid. For the sake
of simplicity we have introduced only one viscosity coefficient n and o,s is the
traceless symmetric stress. The elastic modulus of the short time gel is E' = 2.
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The term proportional to Ay is the only novel term compared to passive
systems. If all flows are suppressed, for instance by suitable boundary conditions
(which is possible), the active terms generate a nonzero stress tensor. A contractile
stress corresponds to (Ap < 0, and a dilative stress to (Ap > 0. In view of
the fact that experiments show that the stress is contractile in the case of the
actin-myosin system, [19, 20] we call (Ap the contractility of the system; it has
the dimensions of an elastic modulus. If by another choice of suitable boundary
conditions, the stress is maintained to zero, the active term generates spontaneous
motion. We illustrate both these situations in the following. Thus, ATP hydrolysis
can generate forces and material flow in the gel via the action of active elements
such as motors. These effects are characterized by one coefficient {. Similarly, Eq.
(7) describes the dynamics of a nematic liquid, with just one added term weighted
by the coefficient A\;. This term plays a role only if the degree of order is not
fixed, since it is a longitudinal term. If the polarization field can be taken as a
unit vector, then this term does not change the physics. Another term implying
gradients of the polarization is allowed by symmetry in Eq. (7), namely pgdspa.
Since this term does not appear in a passive system, the coefficient characterizing
it must be proportional to Ap. It is thus a second-order term, which should not be
retained in the logic of a linear expansion. It appears however naturally in gradient
expansions far from equilibrium [9, 21]. It is easy to realize that it favors sharp
polarization gradients. In cases where this term is important, interesting structures
are expected [22].

Furthermore, material flow couples to the polarization dynamics via the coef-
ficients v1. The rate of ATP consumption 7 is primarily driven by Ap and charac-
terized by A. However, it is also coupled to the fluid flow and to the field h acting
on p.

These equations are complemented by the force balance condition:

6503;(2 = agH (9)

where II is the pressure and afx"ﬁt = 0ap + 3(pahp — pshe). This last relation is
familiar to liquid crystal physics and results from rotational invariance.

3. Material science aspects

If one specializes Eq. (7), to steady state in the passive case of a nematic liquid
submitted to the action of a simple shear %L; one finds that, in the absence of any
other orienting field or boundary effect, the nematic director picks a well-defined
and stable direction making an angle 6 with the y-axis such that cos(20) = Vil
whenever —1 < 711 < 1 (Fig. 1). This means that the shear flow exerts a torque on
the nematic director until it reaches that direction. This flow alignment has been
well characterized in nematics (it plays often an unwanted role in display devices).
This term is still present in the active polar case and the same shear will have the

same tendency to orient the polarization direction (see Figs. 1 and 2).
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FIGURE 1. Alignment of a nematic director in a simple shear, as
described in the text.
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FIGURE 2. Spontaneous distortion (left) and flow field (right) of an
initially homogeneous slab, with a free upper surface and
parallel boundary conditions for the polarization.

Conversely, Eq. (6) shows that in the absence of stress, a polarization tilt
tends to result in a shear. One can thus understand that with appropriate signs of
the coupling terms, a possibility for a dynamical instability exists.
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One can for instance look at a slab geometry with a free surface, and in which
the polarization field is oriented parallel to the surfaces in a direction which we
call y. We call x the normal to the slab surface. The free surface guarantees that,
for any perturbation with zero wave vector parallel to the slab, the oy, stress
vanishes. In the absence of activity, (Ay = 0, we know from thermodynamics
that the homogeneous state with polarization parallel to the faces of the slab is
the lowest energy state. It is thus stable. Now, let us slowly increase activity. For
small activity, the system is still stable. However, for a well-defined critical activ-
ity threshold, simultaneously the polarization field becomes inhomogeneous and a
shearing motion sets in. This situation is reminiscent of the Frederiks transition:
when a nematic liquid initially homogeneously aligned in direction y is submitted
to the action of a magnetic field oriented in direction x, it starts to distort under
the action of the field only after a well-defined threshold has been reached [18].
This is the basis for some display devices. There are two important differences: in
nematics, flows are only transient, and the distortion sets in because of the action
of an external orienting field. In active polar systems the distortion arises spon-
taneously without any externally orienting field and permanent flow results. Yet
instability conditions, the polarization distortion and flow field above threshold,
can be calculated in a way fairly similar to that of the Frederiks transition [23].
The activity threshold reads:

2K (4n/y1 + (1 + 1)?)
—2L2(1; + 1)

(Ao = (10)

The minus sign shows that the instability exists only if the gel is contractile.
L is the thickness of the slab and the other coefficients are defined in Eq. (6). The
threshold value tends to zero for large enough thickness, at constant contractility:
infinite size homogeneous active gels do not exist. There is always an instability,
which can be at finite wave vector depending on boundary conditions for large
enough systems. The stability of fluctuating modes have been worked out for thin
and bulk compressible systems [21, 24, 25].

Note that we have discussed here a simple shear since it is rather easy to
realize in the lab. A pure elongational shear orients the nematic director either
parallel or perpendicular to it. This geometry cannot be obtained in any clean
way with liquid crystals: we will show in Section 6 that it occurs spontaneously in
biological systems and that it is physiologically important.

Topological singularities provide nice signatures of the phase symmetries. It is
thus natural to characterize the topological singularities of active gels. In nematic
liquid crystals such singularities are called disclinations. They can be classified
with homotopy groups [26]. Defining a contour around the singularity point one
counts the number of angular rotations of the nematic director; obtained in one
rotation around the contour it can be integer or half-integer. For polar nematics,
this number is necessarily an integer, positive if the rotation of the polar vector is
in the sense of the contour and negative if it is in the opposite sense. It is called
the topological charge of the disclination. We give on Fig. 3 the three possibilities
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14 X o =Y

ol i
' } y ¥ /

AN o Nt

+

FiGUrg 3. Disclinations of topological charge 1 in polar nematics.
a) Definition of the angles.
b) Stable structure when K; < K.
c¢) Stable structure when K; > K.
d) When K; = K3 all spirals with indeterminate ¢ are
are stable. From Ref. [14].

corresponding to disclinations of topological charge 1. Since active gels behave like
active polar nematics on long time scales, one expects the same geometrical aspects
for the disclinations. However, the temporal symmetry is different: equilibrium
systems are invariant upon time reversal (changing ¢ in —t), whereas active systems
are not. On general grounds one thus expects differences in the dynamical behavior
of the disclinations. The case d) of Fig. 3 is particularly interesting: the spatial
symmetry is such that the positive and negative rotations are not equivalent.
Combined with the absence of time reversal symmetry, one concludes that such
spirals should rotate permanently. Eqs. (6), (7) can be solved analytically, if we
choose boundary conditions such that at a radius R from the singularity center,
the angle 1) takes on the value such that cos(2¢y) = V—ll Indeed, we expect a shear
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flow to exist and thus the flow alignment to impose this orientation in the bulk of
the disclination, breaking the passive degeneracy. Choosing the same orientation
at the boundary suppresses the boundary layer and leads to simple results.

With these values of ¢y, we find for the shear rate u,¢:

sin 2’(#0 ~
41+ 7107 sin® 20

The velocity is ortho-radial, along the 6 direction; it is obtained from (11)

_ 2 T‘U’T‘gd/ 0
vg = 2r —rdr + vy (12)
0

where vg is an integration constant. For a finite system with radius R and with
the boundary condition that no motion occurs at the boundary,

Urg

Vo = U7 1og% . (13)

In the cases a) and b) for “small” (Apu, we find that there is no motion. Strictly
speaking this result holds for the barycentric velocity only. The absence of motion
is obvious for case a). For case c¢) there are constant fluxes indicating rotating
motion, for instance of the motors around the singularity center; the term de-
scribing them appears in the densities conservation equations. For larger (Ap,
beyond a critical value depending on the elastic moduli anisotropy K; — K3, we
find that the immobile disclinations become unstable with respect to the onset
of a rotating state [14, 15]. Strength one disclinations of type b), c), and d) are
called respectively asters, vortices and spirals. Biological systems which follow the
general definition of active gel, have shown the existence of both immobile asters
and rotating spirals [7]. A detailed comparison with our results cannot be made
though, because the experiments do not correspond to the long wavelength limit.
Eventually, the existence of moving spirals provides a paradigm for what is called
low Reynolds number turbulence [5, 24, 21].

4. Cell motility

In Section 2 we have derived generic hydrodynamic equations for active gels and
in Section 3 we have discussed simple experimental situations which, except for
the last one, have a priori little connection with Biology. In this section we discuss
some features of a Keratocyte lamellipodium. Fish keratocytes are eukaryotic cells
which can easily be obtained by pulling out a fish scale and dipping it in an
appropriate physiological serum. If one squeezes a drop of the obtained suspension
under a microscope, one observes after sedimentation, cells moving steadily on
the lower coverslip. The velocity is of the order of 10 gm/min, which for a cell
is fast. The reason for this high speed is probably a function of keratocyte cells
in wound healing: they dash to the wound. They draw sizable attention because
their motion is steady and their shape is smooth and invariant during the motion:
it looks like a good start for understanding cell motility. The top image that one



10 J.-F. Joanny and J. Prost

FIGURE 4. Top image: keratocyte crawling on a substrate towards the
top of the image. Bar = 5um. Middle images: actin network viewed
with electron microscopy (the width of the filaments is 5 nanometers).
Bottom image: close up view on a protein complex (Arp2/Arp3) known
to play an important role in the assembling process of the network.
Figure from [17].

sees on Fig. 4 shows a keratocyte moving upwards. Aside from the nucleus which
builds a protuberance of the order of ten microns in the central rear region of the
cell, the rest is fairly thin, of the order of a micron or less. The flat region in front
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of the nucleus is called the lamellipodium, it extends from the leading edge to the
vicinity of the nucleus. This region is filled with an actin gel, cross-linked by several
proteins or protein complexes which are displayed on the middle and bottom of
Fig. 4. Since the cross-links have a finite life time (of order tens of seconds), it
is a physical gel. In addition, myosin motor bundles can grab two filaments at a
time and exert a stress on the structure. Since the motor activity requires ATP
hydrolysis, the lamellipodium acto-myosin system obeys exactly our definition of
an active gel.

The biochemistry involved in the motion is well documented. We give here
a minimal description. At the leading edge or very close to it, the actin network
is assembled by polymerization and cross-linking. Further into the cell, in the
vicinity of the nucleus, actin depolymerizes. This process is also typically out of
equilibrium. The assembling units are ATP-monomers, whereas the disassembling
ones are ADP-monomers: the filaments have been hydrolyzed along the way. It is
known from molecular biology that this polymerization/depolymerization process
is the main mechanism responsible for motion. This is not true of all types of
motility, for instance it does not hold for ameoboid motion.

)
«

F1GURE 5. Sketch of an advancing lamellipodium.

Ideally one would like to be able to describe the three-dimensional cell shape,
how it relates to speed and what is its response to external forces. We are not
yet able to achieve such a task. We will just describe the lamellipodium profile
perpendicular to the leading edge, in the central region of the keratocyte. In this
region, in general, the leading edge is fairly straight and one can consider that the
problem is translationally invariant in the direction parallel to the leading edge.
A typical shape is sketched on Fig. 5. The lamellipodium moves globally to the
left with velocity U keeping its shape constant. By definition U is taken to be
positive. The gel moves with respect to the substrate with velocity v, essentially
oriented along the x direction. We call v this x component, omitting the subscript;
it is positive if the gel motion is to the right. To find the motion characteristics
and the shape of the lamellipodium, we must solve Eqs. (6), (7), with appropriate
boundary conditions, keeping track of the polymerization process at the leading
edge and of the interaction between the gel and the phospholipid membrane which
surrounds the cell (plasma membrane). We take as an experimental input the fact
that the filament orientation does not seem to vary significantly in these regions
of the lamellipodium. We thus take p parallel to the x direction everywhere which
solves Eq. (7) trivially. We treat separately a proximal region where the membrane



12 J.-F. Joanny and J. Prost

is not in contact with the substrate (i.e., to the left of the origin labeled O), and
a distal one where it is in contact with the substrate (to the right of the origin).

4.1. Proximal region

In this region, the main challenge is to describe the interaction of the polymerizing
gel and the plasma membrane [27]. The gel velocity field varies over a length scale
which is larger than that of the proximal region: thus it can safely be considered
as constant there. Once we have described the interaction with the membrane, all
we have to do is match the velocity field and conserve forces in the plane of the
origin O.

The velocities that we are considering are tens of microns per minute and for
steady state shapes, the hydrodynamic forces on the membrane are totally negli-
gible. Thus for all practical purposes the membrane is in mechanical equilibrium:

§Ftot

= . 14
0 O0rn (14)

For a fluid membrane, the variation has to be taken with respect to displacements
T, normal to it. F*? is the sum of the energy of the bare membrane F}, and the
gel-membrane interaction energy. Its variation is easy to express in terms of the
gel stress normal to the membrane and the bare membrane free energy:

SFYt = §F, + /dsérn(an,n —6P) . (15)

In this equation, the variations are taken again with respect to displacements
0Tyn; Op,n is the normal-normal component of the gel stress tensor and 0P the
hydrostatic pressure difference between interior and exterior of the cell and ds
the surface element on the membrane. The membrane bare free energy is that
of a membrane under tension, with curvature rigidity and possibly spontaneous
curvature as first introduced by Helfrich [28]:

F,, = /ds (0 + g (H — 00)2) : (16)

where H is the total curvature. The question of the membrane shape at the tip is
a well-posed problem if one knows o, ,. The way it enters Eq. (15) shows that it
provides an effective pressure difference. o, ,, can be obtained in an implicit way,
by imposing that the polymerization rate parallel to the x direction must lead to
a uniform displacement of the structure with velocity U to the left. Indeed the
polymerization rate V,, is a function of the stress Vj (0, ), and the continuity of
the structure requires:

Vo(onn) =U+0v. (17)
Thus for a given U, extracting v from our hydrodynamic equations one can invert
Eq. (17) to obtain o, ,. Microscopic theories relating polymerization rate and
stress come into this relation [29, 30]. It is important to understand that the stress
value depends on v which involves solving the hydrodynamic equations in the
distal region: the effective pressure exerted by the polymerizing gel is not a local
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property. One can illustrate the argument further by considering a “small” stress
regime:
Vzo(o'n,n) = VpO + /\O'n,n . (18)
The effective pressure then reads:
speit = gp 4 Yoo~ W U) (A” +0)
The shape of a membrane submitted to a pressure difference is a well-known
problem. One can immediately infer that, provided the length \/Zg) is small
compared to the lamellipodium thickness, the radius of curvature at the leading
edge is given by Laplace’s law R; = 5757 and that the global shape is as sketched
on Fig. 5. Conversely, taking the curvature radius of the order of the thickness
and typical membrane tension values, we can estimate the value of the effective
pressure to be of the order of 103Pa.
Force balance imposes that the integrated effective pressure difference
matches exactly the pulling forces due to membrane tension together with ex-
ternal forces applied in the proximal region:

Ph(z =0) =0+ 0o/ + [ (20)
o is the tension of the membrane in the presence of the gel as already introduced
and o/ is the tension “dressed” by the interaction of the membrane with the sub-

strate. It could be negative and help the motion if the membrane tends to wet the
substrate. f;"t is the integrated external force on the proximal region. Replacing

(19)

P by its expression Eq. (19) one can express the polymerization velocity as a
function of applied force and membrane tensions:

o+ ol + fXt

h(z =0)
This expression shows that for a given tension there is a minimum thickness below
which lamellipodia cannot grow. One sees also that an external force can either
speed up or halt polymerization at constant thickness. In order to get a complete
picture, we now need to calculate the gel velocity field v and the height profile h
in the distal region.

Vp=U+v="Vp—A (21)

4.2. Distal region

The gel dynamics is ruled by Eq. (6). Taking as boundary condition that both the
normal and tangential stresses must vanish at the free surface of the lamellipodium,
in a lubrication approximation we can recast the equation in a form involving
only the thickness-averaged velocity field h(z)v(z) = [dzv(z,z) and the force

f(z) = [dzoy o(, 2):

dv d\ f
dn— = (1 U— ) = Ap . 22
U <+T dx>h+Cu (22)
An important point concerns the dynamical interaction of the gel and the sub-
strate. The actin network is connected to the substrate by binding proteins. One
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pm/mi

F1GURE 6. Velocity field determined by speckle microscopy in a lamel-
lipodium. Figure from Ref. [31]

could believe that the correct boundary condition is a no-slip boundary condition.
This is not the correct choice, because the bound state has a finite lifetime. For the
slow motion that we consider the average force transmitted to the substrate can be
shown to be proportional to the slip velocity [32, 33]. For large rates one can reach
stick-slip regimes which have been observed in the Listeria motility [32]. This last
regime may correspond to fibroblast motion and in some cases to keratocytes but
most of the time a linear friction is sufficient. Expressing the global conservation
of force reads:

df
. 23
2 & (23)
Eventually, global volume conservation leads to the relation:
h(z)(U + v(x)) = const . (24)

With proper boundary conditions this set of equations is complete and can provide
both the gel velocity field and the height profile. At the origin, one has to match
distal and proximal solutions. In particular, forces must be conserved. At the
rear of the lamellipodium, which we will also call the trailing edge, the boundary
conditions are less well defined. The depolymerization process being rather well
localized in space we take as a first attempt a depolymerization occurring in a
well-defined plane x = L. In the case of cell fragments, we have discussed spatially
distributed depolymerization [34], but for the case at hand, this simplification will
be sufficient. At the trailing edge x = L forces must be matched. We call f§** the
force that the rest of the cell is exerting on the lamellipodium (a genuine external
force could be added as well). With these “rules” everything can be calculated
[35]. One can get further insight by noting that the thickness variations are small.



Constructing Tools for the Description of Cell Dynamics 15

If one linearizes the equations around the average thickness h, one can solve the
equations analytically. An important point comes from the comparison of Egs.
(22) and (23): eliminating the velocity in (22) with its value obtained from (23)

one sees the emergence of the length scale d = 24/ Z’fﬁ Forces and velocities are
screened over a length scale d. In the regime where L > d we find:

f(z) = ((A/Jz —(c+ o)+ Emv(0)[U +v(0)] — f;"t) exp (_§> +(f&U +CAph)

X exp (%) — CAph  (25)

o) = _{_(CAuE — (0 + 01+ Er(O)[U +0(0)] - £ exp (=)

e (“2E) ] 20

with ~
—CAph + (0 4 of) + [
~ 2
v(0) &d+0) 27)
and -
P+ Gk
v(L) ~ 7 (28)
and eventually
ext + A }_l
U = vgp — 0(L) =~ vgy (f4) — ST B0 (29)

&d
In this last equation vg, is the depolymerization velocity. It can depend on stress
but not on monomer concentration. The values of the gel velocities at the leading
edge and at the trailing edge are completely decoupled. Note that v(0) in the
absence of external force is positive since (Ap is negative and the tensions’ sum is
in general positive. Thus, even though the motion of the lamellipodium is to the
left, the gel moves to the right: this motion, called retrograde motion, is indeed
found by biologists (Fig. 6) [31]. The measured profiles of both velocity and force
exerted on the substrate can be compared to the results of Eqgs. (26), (25), in the
case when there is no applied force at the leading edge f;Xt = 0, and the force at L
is entirely due to the cell f§** = fcll. One can extract both the contractility and
the friction coefficients. One finds for the contractility (Apu ~ —103 Pa and for the
substrate friction £ ~ 3 10'° Pa-s-m™!. The contractility is about one tenth of the
short time shear modulus and the friction is of the same order of magnitude as that
found experimentally in vitro for a passive actin gel/polystyrene interface [36].
Note that the steady state velocity U depends on the external force at the
trailing edge f§** but not on the force at the leading edge. This may seem surpris-
ing at first sight, but results from the steady-state conditions. The predicted effect



16 J.-F. Joanny and J. Prost

of forces is non-trivial and results from the fact that at steady state, monomer con-
servation imposes h(0)V, = h(L)vgy. Since the polymerization rate V,, = k,C(0)
depends on the actin monomer concentration at the leading edge C(0), and the
monomers diffuse from the cell body to the leading edge, the length of the lamel-
lipodium adjusts in such a way that the monomer concentration drops enough for
the former equality to hold. It is thus the depolymerization rate which fixes the
speed.

Suppose first that, starting from steady state, we turn on and maintain a
force opposing the motion f§*' at the trailing edge. The explicit dependence of
U on f§*' suggests that one should observe a slowing down of the lamellipodium.
This will hold if v4, does not depend on force. However, biochemistry, tells us that
vap should increase exponentially with f¢**. Then applying an opposing force at
the trailing edge could result in a speeding of the lamellipodium, at steady state!

Suppose now that, starting from a steady state we turn on a force f;Xt op-
posing the motion and which we maintain constant. The leading edge naturally
slows down (k,, decreases), but as it slows down the length L of the lamellipodium
decreases and the actin monomer concentration increases. This process goes on
until the concentration is high enough for the steady state to be restored. For not
too large forces, the inequality L >> d still holds and U is still given by Eq. (29)! If
the force is larger, one may get to a regime where L < d, in which the gel velocity

is constant: )
~ ext ext / 30
Y f(L+TU)(L Ao+l (30)

and the lamellipodium velocity now depends on all forces:

U ~ Pt otor) . (31)

1
v~ L+ 0) VT
Thus the predicted response of a lamellipodium to an opposing force applied at
the leading edge is that the lamellipodium first shrinks without slowing down and
only when it is “small” does it slow down.

5. Cell oscillations

There are several instances where the shape of a cell shows periodic oscillations.
When the microtubules in a cell are depolymerized using a drug, the cell oscillates
by forming a bleb which is a protrusion where the membrane is detached from
the cytoskeleton [37]. Due to the contractility of the cortical actin layer in the
cell body, the pressure in the cell body is larger than that in the bleb and the
cytoplasm flows into the bleb. In an oscillating cell, the bleb is unstable and the
whole cytoplasm empties in the bleb. The cortical layer then repolymerizes and
the oscillation occurs by successive formation of unstable blebs. An example of
an oscillating cell is shown in Fig. 7. The period of the oscillation is of the order
of 10 minutes and the oscillation disappears when either actin or myosins are
inhibited, which is a clear indication that the contractility of the cortical layer
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drives the oscillation. Cell fragments which are formed by extraction of the nucleus
show similar oscillations with a smaller period of the order of 2 minutes. These
oscillations have been observed with several cell types.

FIGURE 7. Shape oscillations after microtubule depolymerization of
mice fibroblasts: in the first frame actin is fluorescently labeled; in the
second frame myosin is fluorescently labeled. The labeling clearly shows
the cortical layer in the cell body and the growth of a bleb which has
no cortical layer and which invades the whole cell. After one oscillation,
a new bleb appears Courtesy C. Sykes, E. Paluch.

Another type of shape oscillations is observed for fibroblast cells floating
in solution when adhesion on any surface is prevented as shown on Fig. 8 [38].
The period of the oscillation is very well defined and of the order of 30s. As in the
previous example, disruption of the cortical actin layer and inhibition of the myosin
stops the oscillation. Myosin activity in a cell can be modulated by introducing
various drugs. These experiments show that the oscillation period decreases when
myosin activity increases. Another key component for the oscillation is the presence
of extracellular calcium. The oscillation disappears if the medium is depleted in
calcium. This suggests that calcium channels play an important role. Although the
nature of calcium channels in these cells is not known, the addition of an inhibitor
of ion channels stops the oscillations. Similar oscillations have been observed after
depolymerization of the microtubules in Ref. [39].

In order to study the oscillations of suspended cells we assume that the
membrane in these cells contains calcium channels and that these channels are
gated by the deformation of the actin cortical layer x defined as the relative change
in local area of the cortical layer [38]. If the deformation is large, the channels are
open and if the deformation is small the channels are closed. For an incompressible
layer of thickness e any change in the deformation is related to a relative change in
thickness 0z = —de/e. The precise mathematical form of the opening probability
po(x) of the channels is not known but it is a sigmoidal function varying between
0 and 1 with a sharp variation around a critical value z. that we suppose to be
small.
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F1GURE 8. Shape oscillations of non-adhering fibroblasts. The second
frame shows the periodic oscillation of the projected area of the cell and
the associated Fourier spectrum. Figure from Ref. [38].

When calcium enters the cell, it undergoes a cascade of chemical reactions
with calmodulin and the myosin light chain kinase which eventually leads to a
phosphorylation of the myosins light chains and an increase in activity. A detailed
study of the chemical reactions involved leads to a variation of the free calcium
concentration in the cell as

d[Cal]
dt

= [~kicq)([Ca] — [Calcen) + Apo(z)] - (32)

The first term describes the effect of calcium pumps which tend to drive the
concentration back to its equilibrium value [Ca]cen and the second term describe
calcium penetration through the channel; the coefficient A is proportional to the
difference of the calcium chemical potentials inside and outside the cell and there-
fore depends on the calcium concentration in the external medium. We will assume
here that the calcium concentration in the cell is not uniform and that the local
opening of the calcium channels only modifies the local calcium concentration.
This is justified by the fact that most of the calcium in the cell is sequestered by
calmodulin and diffuses very slowly.

For the sake of simplicity, we assume that a small change in the calcium
concentration 6[Ca] induces a small change in the local myosin activity 0CApu
proportional to §[Ca]. This leads to an equation for the local variation of the
myosin activity of the form

d(CAR) _

dt _k[Ca}(SCAM - k;fée/e (33)
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where ky is a retroaction coefficient proportional to both A and to the variation of
the opening probability with the deformation dp;l’—éx).

The mechanism of the instability is sketched on Fig. 9. If the cortical layer is
stretched on one side of the cell and compressed on the other, the calcium channels
are open on the side where the membrane is stretched and calcium enters the cell
on this side. The local increase of contractility provokes a local compression of the
cortical layer and a closure of the channels. On the opposite side, the cortex is

stretched and the channels open. The oscillation can then proceed.

FIGURE 9. Sketch of the oscillation mechanism. Figure from Ref. [38].

The change in the cortical layer thickness is due both to a lateral flow of actin
along the cortical layer and to the constant polymerization and depolymerization
of the filaments (the so-called treadmilling process). We study the instability here
ignoring treadmilling that we consider as very slow and we only consider the lateral
actin flow. This flow obeys Egs. (9), (6) since the cortical actin network obeys again
our definition of an active gel. It is similar to the lamellipodium gel, but different
in that the filament directions are on average parallel to the plasma membrane
and thus perpendicular to the local symmetry axis, which is also the p axis. As a
result, the gel is contractile in the plane parallel to the membrane.

In the absence of interaction with a substrate, cells are on average spheri-
cal. Thus we consider a spherical cell and perform a linear perturbation analysis
expanding the shape in Legendre polynomials (assuming azimuthal symmetry). It
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turns out that the most unstable mode always corresponds to a Legendre poly-
nomial n = 1. This mode is somewhat peculiar since a perturbation of a sphere
with a mode n = 1 gives a translation of the sphere. The radius of the cell R is
therefore not changed by such a perturbation. The thickness of the cortical layer e
however is proportional to cosf, corresponding to a thinning of the cortical layer
at one pole and a thickening at the other pole. The amplitude of the n = 1 mode
for the thickness of the cortical layer can be calculated from the active gel theory.

This leads to dse) A 0N 5CA
e/e p p
=>4 1 — | =. 4
& 6E e/e+< +Tdt> 6E (34)
The stability of the cortical layer can be studied from the dynamical system formed
by Eq. (33), (34). The results are summarized in the stability diagram of Fig. 10.
There are three regions in this diagram. At low activity and large enough value of
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FIGURE 10. Stability diagram for a non-adhering cell. The vertical axis
is proportional to the activity and the horizontal axis to ky7 where ky is
the retroaction coefficient associated to the channels and 7 the Maxwell
viscoelastic relaxation time

ky7 the spherical cell shape is stable. At small values of k¢, the cell is unstable but
there is no oscillation. As the instability grows the thickness decreases on one side
of the cell and eventually a hole forms in the cortex. In this range of parameters,
one expects either large blebbing oscillations of Paluch et al. or the apparition of
simple blebs. In the central region of the stability diagram, the cell is unstable with
respect to an oscillatory mode with the symmetry of a mode n = 1. The shape of
the cell does not change in the linearized theory that we present here. However if
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the parameters are not too close to the instability threshold, there are couplings
between the n = 1 mode and higher-order modes which leads to an oscillation of
the cell shape. The period of the oscillations is given by

2T

Tose = - — . (35)
S (ks — (1 —tkp)2 k)

As shown on Fig. 11 the period decreases with the activity as observed experi-
mentally. Finally the horizontal line on Fig. 10 corresponds to the limit of validity
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FIGURE 11. Variation of the oscillation period with the myosin activity.

of the theory. If the activity is smaller than ETk¢, treadmilling is important and
stabilizes the cortical layer.

6. Wound healing and cytokinesis

Cell division proceeds by successive steps. In a first step, the S phase, the cell
duplicates its biological material. During mitosis, the chromosomes of the two
daughter cells separate and form two nuclei precursors to the two daughter cells [2].
After mitosis the two cells separate in a process called cytokinesis. At the beginning
of mitosis the cells are roughly spherical: the actin cortical layer discussed in
the previous section recruits myosin motors and becomes more active, leading
to an increase of the cortical tension. After mitosis, the activity of the cortical
layer is non-homogeneous, there is an excess of myosins at the equator of the cell
and the activity is larger at the equator than at the poles [40]. The gradient in
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activity drives a cortical flow from the pole to the equator, which has recently been
experimentally studied in detail [41]. When the flow develops, an actin ring appears
along the equator as shown on Fig. 12 [42]. The ring is contractile and pinches the

FI1GURE 12. Cytokinesis and formation of the cleavage furrow. On the
left panel the cell nuclei are labeled in blue. On the right panel, the actin
filaments are labeled in blue, red or yellow. A blue or red color corre-
sponds to an orientation of the filaments from the pole to the equator

and a yellow color to an orientation around the equator. Figure from
Ref. [42].

cell to create a so-called cleavage furrow. Eventually the cleavage furrow shrinks
and leads to the formation of a bridge and to the separation of the two daughter
cells when the bridge ruptures.

The aim of this section is to study quantitatively the onset of the cortical
flow and the formation of the contractile ring appearing during cytokinesis. There
are several instances in cellular biology where contractile rings form. A spectacular
example is that of wound healing in a xenopus egg. The authors of Ref. [43] make
a wound in a xenopus egg by laser ablation. As shown on Fig. 13, the wound
is a circular hole in the cortex with a size of the order of 50um. Just after the
wound formation, myosins are recruited around the hole in a rim with a width
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FiGURE 13. Wound healing in a xenopus egg. Upper figure: time laps
picture of wound healing after hole punching in a xenopus egg cortex.
Figure from Ref. [44]. Lower figure: schematic representation of the actin
filaments distribution, and definition of the symbols used in the text.
Figure from Ref. [38].

of the order of 5um. There is thus in this rim an increase in activity [44]. As
for cytokinesis, the gradient in activity induces a flow towards the rim which
heals the wound at a constant radial velocity of the order of 0.04um/s. Before the
wound formation the actin filaments in the cortical layer are randomly oriented
in the tangent plane to the embryo. When the wound heals, the actin filaments
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are oriented radially towards the center of the wound outside the rim of increased
activity and tangent to the wound edge inside the rim. They thus form a contractile
ring around the wound. Another similarity with cytokinesis is that the recruitment
of myosin motors around the wound is independent of actin, in the early stages,
but it seems due to an increase of microtubule concentration around the wound.
Other contractile rings are observed during the first division of C.Elegans embryos
or in the dorsal closure of drosophila. In this last case the actin ring is not observed
in a single cell but rather in a tissue. It spans over all the cells surrounding the
closing hole.

The geometry of wound healing in a xenopus egg which is almost planar with
a rotational symmetry is far simpler that that of the dividing cells. We therefore
first discuss wound healing and then present very briefly our results on cytokinesis
[45]. The closure of the wound is due to a competition between the contractile
active stress away from the wound which tends to open the hole and the increased
activity in the rim around the wound which tends to close the wound. In the
absence of any activity around the hole, the group of F. Brochard [46] has shown
that a hole in a visco-elastic film opens with a radius increasing exponentially with
time. The increased activity in the rim increases locally the cortical tension and
the local increase of the cortical tension drives the closure of the wound. In order to
use the active gel theory for a film with randomly oriented filaments, it first must
be generalized to systems with pretransitional nematic order. The nematic order
parameter is defined in two dimensions as Q;; = (n;n; — d;;/2) where n; is the
ith component of the local orientation of the actin filament. It is a traceless tensor
and in a system with rotational symmetry it has a single independent parameter
Q which is positive if the actin filaments are pointing radially towards the center
of the wound and negative if the actin filaments are pointing tangentially around
the wound. In polar coordinates, the generalization of the active gel theory to gels
in two dimensions with a nematic order leads to the two following equations for
the order parameter Q and the radial velocity v,..

4n0, (& + %) v + (O + %)(CAN +81X)Q =0,

3@_ X ~ . 1
W——QQ+7<3T;>W~

(36)

The first equation is the force balance equation and the second equation is the
equation for the relaxation of the order parameter. The first term on the left-
hand side of the force balance equation is the gradient of the viscous stress, the
second term is due to the gradient of the active stress where in this section the
activity coefficient ¢ is positive and the last term is the coupling to the order
parameter. As already mentioned, contractility is in the plane of the cortex and
perpendicular to the polarization axis. The reactive coefficient (3, is proportional to
the coupling coefficient 11 introduced in Eq. (6). The sign of 51 is not imposed by
the theory. We only consider here the case where (3 is positive which corresponds



Constructing Tools for the Description of Cell Dynamics 25

to an orientation of the actin filaments in the direction of an elongation (i.e., that
of a positive velocity gradient). The nematic susceptibility x is positive. In the
second equation, the dissipative coefficient 5 is positive and it is related to the
rotational viscosity by y1 = 2325

We consider now the wound as a circular hole in the cortex of a xenopus
egg with a radius rg. In the rim of size a = r; — ry around the wound where
the myosins are recruited, the active stress is (1 Au. Outside the rim, the myosin
density is lower and the active stress is (Ap with (3 > ¢. The dynamic equations
can be solved easily in the limit where the relaxation of the order parameter is

fast, i.e., in the limit where the % term is negligible in Eq. (36). The hole closes

1/2
only if the activity is large enough, namely when (Apy > (SCGAB“#) . For CAp

above the threshold activity, we give in Fig. 14 a plot of both the order parameter
and the radial velocity v,..

FIGURE 14. Radial actin velocity (blue curve) and nematic order pa-
rameter (red curve) during the wound healing of a xenopus

egg.

Outside the rim r > rq, the velocity modulus obtained from Eq. (36) de-
creases with increasing r as 1/r slower than the observed velocity which decays
exponentially to zero. This is accounted for in Fig. 14 by adding in the equation
of motion (36) a viscous friction between the cortex and the membrane. Outside
the rim, the velocity gradient drives the order parameter Q to a positive value
corresponding to a radial orientation of the filaments. The gradient in the active
stress thus drives a radial flow which itself orients the actin filaments. Inside the
rim rg < 7 < 71, the velocity gradient has the opposite sign, the order parameter
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is negative and the actin filaments are oriented in the tangential direction. The
velocity modulus decreases with decreasing r and the maximal velocity is reached
at the edge of the rim r = r1. The variation of the radius of the wound r( is equal
to the velocity at rg. If we assume, as seems to be the case experimentally, that
the size of the active rim a is constant, we find a constant closing velocity

_CAM%ﬁlﬁQG n CAprg
1672y 2n

vr(rg) = (37)
A direct comparison of the ring velocity with the experiments using a = 2um,
B1 =2 and B2 = 7, leads to the values (Au;/n = 0.557* and (Apuq/x = 0.3 which
are used in Fig. 14.

We now turn to the study of the formation of the contractile ring during
cytokinesis [45]. Prior to the formation of the contractile ring, the cell is a sphere
of radius R. The direction of the poles is perpendicular to the plane of division
of the chromosomes during mitosis. We use here spherical coordinates with the
pole direction as a reference axis. The angle # vanishes at one of the poles and is
equal to 7 at the other pole. The equator of the cell is the circle corresponding to
0 = /2. At the beginning of cytokinesis, an excess of myosin motors is recruited
along the equator in the region where the contractile ring will form. It has been
shown experimentally that the recruitment of myosins is not connected to actin
but it is rather related to an increase in the density of microtubule end points along
the equator [40]. Myosin motors are carried on microtubules toward the equator
by other molecular motors. The increase of the myosin density induces an increase
of the active stress 6CAu(f). We describe this increase by the mathematical form

0¢(0) = ¢ exp (—%). The size of the region around the equator where the

myosins are recruited is a. Away from the equator, the active stress (Ap is constant
and it is equivalent to a cortical tension T' = e(Au/2 where e is the thickness of
the actin cortex. This tension maintains the cell spherical. The increased activity
along the equator of the cell tends to pinch the cell. It is the competition between
these two effects which monitors the formation of the cleavage furrow. The dy-
namic equations for the formation of the contractile ring and the cleavage furrow
are obtained along the lines followed to obtain the dynamic equations for wound
healing in the xenopus egg. They must however be written on the surface of the
spherical cell in spherical coordinates for the velocity field along the cell surface
and the nematic order parameter. When the actin ring forms, the spherical cell
is deformed and contracted at the equator. There is therefore a third dynamical
equation associated to force balance in the radial direction which determines the
cell deformation. The actual solution of these equations requires an expansion of all
quantities in Legendre polynomials. These equations have been solved numerically
and the results are displayed on Fig. 15. As in the case of wound healing, there is
a cortical flow from the pole to the equator. If the increase in activity is switched
on at time ¢ = 0, the velocity is first located in the vicinity of the equator and then
spreads towards the pole. At long times, a steady state is reached. The orientation
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FicURE 15. Formation of a contractile ring during cytokinesis.
a) Active stress profile.
b) Deformation of the cell around a spherical shape.
¢) Nematic order parameter.
d) Velocity profile.
All the curves are plotted as a function of the angle 6.

of the actin filaments is again coupled to the flow. Away from the equator, the
nematic order parameter is positive and the actin filaments are oriented from the
pole to the equator. In the vicinity of the equator, the velocity gradient changes
sign and the orientation of the actin filament changes: the nematic order parameter
Q is negative and the filaments are oriented in the ¢ direction along the equator
forming thus a contractile ring. The figure also shows the cell deformation. The
deformation reaches a steady state resulting from a balance between the average
activity which favors a spherical shape and the increase in activity close to the
equator which tends to develop the cleavage furrow.

This steady state is not observed in cell division where the cleavage furrow
develops and leads to the separation of the two cells. The development of the cleav-
age furrow is due to non-linear effects that we have not included in the theory and
which drive an instability of the steady state. One of the possible non-linearities
that could be introduced is a coupling between the activity along the equator and
the orientation of the filaments. It is known experimentally that the recruitment
of myosin motors is larger on parallel filaments. The activity increases then with
the alignment of the filaments and this clearly makes the weakly perturbed steady
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state that we calculated unstable. A full non-linear theory for the formation of the
contractile ring is however very complex and has not been performed.

The appearance of a cortical flow and the orientation of the actin filaments
during cytokinesis has been recently studied in detail by the group of Y. Wang [41].
The application of the active gel theory to the cortical actin layer that we have
done here clearly shows that once there is a region of enhanced activity along the
equator, the pure mechanical effects taken into account by the theory are sufficient
to explain the existence of a cortical flow, the orientation of the actin filaments
and the formation of a cleavage furrow.

7. Conclusion

The linear theory which we have constructed has limitations. First we have not
discussed fluctuations. Fluctuations have a thermal and a non-thermal component.
The thermal component can be written in a systematic, well-controlled procedure
from the current theory Ref. [25]. There are no added parameters. The non-thermal
part can either be inferred by educated guesses or measured Refs. [25, 47]. The
non-thermal fluctuations are again not universal and depend on molecular details.
Related theories, written for bacterial colonies, predict giant density fluctuations
observed in simulations Refs. [3, 13]. The importance of active gel fluctuations
in cell behavior remains to be assessed. They could for example have a strong
influence on endosome diffusion.

Second, the linear hydrodynamic theory that we have presented is a “gradient
expansion” valid at long length scale. It is probably relevant to the actin-myosin
system involved in the biological phenomena discussed here, but it does not apply
to the microtubule system since individual microtubules span basically half of
the cell. This is not a problem since microtubules are thought to play very little
mechanical role. They are important signaling players for which we have no generic
description so far.

The last limitation, is that we have described an active gel close to equi-
librium. We have already pointed out that by doing so we miss a term in the
dynamical equation for the polarization which can be added easily [22]. There are
other consequences: far from equilibrium the tension induced by motors renormal-
izes the value of the short-time elastic modulus together with the contractility in
a spectacular way [20, 48], F ~ (fs)%, CAp ~ fs, where fg is the motor stall
force [48]. As a result, the ratio CAT“ decreases like the inverse square root of
the motors stall force even though both E and (Ap increase significantly! Thus
increasing motor activity results in a decrease of the relative contractility. Fur-
thermore, general barrier crossing theories tell us that the Maxwell time should
decrease exponentially with the same stall force. These features help reconcile con-
tradictory observations: some reports claim that calcium fluidifies the gel, others
that it rigidifies it and increases activity. Indeed it does all of that depending on
the observation time scale. At “short” time scale it rigidifies the structure, but it
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shortens exponentially the Maxwell time, which results in a decrease in the long
time viscosity n = 7E! Such a remark is important if one wants to understand
how increasing motor activity helps us move in a dynamical diagram such as the
one of Fig. 10. More generally, which non-linearity should be kept in a non-linear
theory is model dependent and needs close comparison with experiments.

We have shown in this review that the “active gel” theory has two virtues.
First it can help extract the relevant physics involved in important biological pro-
cesses such as cell motility, wound healing, cytokinesis and help getting at quan-
titative biology. It is interesting to remark that the orders of magnitude that we
obtain for the contractility from cell motility experiments are useful to understand
cell oscillations, wound healing and cytokinesis. Since the equations were obtained
essentially from conservation laws and symmetry arguments, they are robust and
do not depend on molecular details. What depends on the protein details is the
value of the parameters such as viscosity, friction coefficient and contractility. One
of the main findings is that thin active gel layers such as the cortical layer, are
unstable without proper feedback. It has been known since the work of Hodgkin
and Huxley that neural cells are electrically excitable media. We now know that
most eukaryotic cells are almost mechanically excitable systems, prone to strong
shape responses since they are sitting “close” to mechanical instabilities. This is
probably the main reason for the observed cell plasticity. Getting to quantitative
biology will require measuring the parameters that we have introduced in this
macroscopic theory. Their number may look large at first sight, but there are only
a few additional terms as compared to liquid crystals for which all coefficients have
been measured and for which the theory has been very successful. One could also
get a profound insight by studying artificial systems for which it would be easier to
vary parameters. For instance it would be very useful to replace ATP by photons.

However, though the tool is useful it is not sufficient as it stands. We have
already seen in the example of the oscillations that signaling comes into the game
and is important. The second messenger, calcium, stabilizes the cortical layer and
the feedback efficiency compared to the Maxwell time is the key feature controlling
the oscillations. This feedback is not universal and depends on many details, so that
even though one starts with a rather universal description the outcome depends on
biological details. This is in a sense reassuring since we knew from the start that it
had to, but it tells us that these details control the dynamical state of the cell, in a
prescribed generic diagram. It also tells us that only a close collaboration between
experiment and theory will allow us to construct a quantitative description of cell
behavior.
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A Physical Model of
Cellular Symmetry Breaking

Jasper van der Gucht and Cécile Sykes

Abstract. Cells can polarize in response to external signals, such as chemi-
cal gradients, cell-cell contacts, and electromagnetic fields. However, cells can
also polarize in the absence of an external cue. For example, a motile cell that
initially has a more or less round shape can lose its symmetry spontaneously
even in a homogeneous environment and start moving in random directions.
One of the principal determinants of cell polarity is the cortical actin network
that underlies the plasma membrane. Tension in this network generated by
myosin motors can be relaxed by rupture of the shell, leading to polariza-
tion. In this chapter, we discuss how simplified model systems can help us to
understand the physics that underlies the mechanics of symmetry breaking.

1. Introduction

Symmetry breaking in physics is an old well-known concept. It is based on energy
considerations: a symmetrical system can lose its symmetry if an asymmetrical
state has a lower energy. The initial symmetrical state can be either unstable or
metastable. In the latter case, there is an energy barrier to be overcome before
symmetry breaking occurs. An external trigger can drive the system from its sym-
metrical to its asymmetrical state, but simple noise can also do so if its amplitude
is sufficiently high.

Symmetry breaking is ubiquitous in physics, and can lead to phase transi-
tions or pattern formation. It is also an important theme in cell biology, where
polarization is crucial for proper functioning of the cell, as recently reviewed (Li
and Bowerman 2009). Cell polarization typically occurs in response to certain ex-
ternal or internal triggers. A well-known example is chemotaxis, where a chemical
gradient leads to polarization and directed movement of bacterium cells. Polar-
ization also occurs during cytokinesis, where intracellular stimuli triggered by the
mitotic spindle determine the position of the cleavage furrow (Burgess and Chang
2005). Interestingly, cells conserve the ability to polarize even in the absence of
an asymmetric signal (Devreotes and Zigmond 1988). For example, chemotactic
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cells that are presented as a uniform concentration of chemoattractant polarize
and move in random directions. Another example is blebbing, the spontaneous
appearance of bare membrane bulges in some cells.

Symmetry breaking in biological systems is a complex phenomenon, because
biological systems are always out of equilibrium. Hence, symmetry breaking is
not just a transition to a state of lower potential energy. Instead, active, dynamic
processes must be considered that feed energy into the system. A biochemical ex-
planation for symmetry breaking was given by Alan Turing. In a seminal paper in
1952 (Turing 1952), he showed that patterns can be generated by simple chemical
reactions if the reactants have different diffusion rates. To make this clear, he con-
sidered the hypothetical situation where the morphology of a cell (or cell clump) is
determined by two chemical substances (called morphogens). These morphogens
also control their own production rate: one enhances morphogen production (the
activator) and the other inhibits morphogen production (the inhibitor). It was
shown that a spatially homogeneous distribution of morphogens is unstable if
the activator diffuses more slowly than the inhibitor. In this case, small stochas-
tic concentration fluctuations are amplified, leading to a chemical instability (a
“Turing instability”) and the formation of concentration gradients (or patterns).
Reaction-diffusion models of the Turing type have been widely explored to explain
polarization and biological development (Gierer and Meinhardt 1972; Sohrmann
and Peter 2003; Wedlich-Soldner and Li 2003).

Although reaction-diffusion models have proven to be very successful, there
is increasing evidence that cell polarization is not only a matter of biochemistry;
mechanical aspects play an important role, too. Recent work suggests that sponta-
neous polarization can also be driven by a mechanical instability of the actomyosin
cortex of cells. In the remainder of this review we will focus on such mechanical
instabilities.

2. The actin cortex and polarization

A key role in animal cell polarization is played by the cortical actin network. This
is a thin shell of cross-linked actin filaments, myosin motors and actin-binding
proteins, between 100 nm and 1 pm thick, that underlies and supports the plasma
membrane (Fig. 1). The spatial organization and dynamics of the actin cortex are
only beginning to be resolved. The myosin motors that are present in the cortex
generate contractile forces that result in a tensile stress in the actin network (Dai,
Ting-Beall et al. 1999). A stress is a force per unit area whereas a tension is a
force per unit length. Thus, the tension in the cortex is roughly equal to the stress
multiplied by the thickness of the cortex. In fact, the exact tension is given by
the integral of the stress over the cortex thickness. Due to these stresses, the cell
cortex is metastable: the elastic energy that is stored in the stressed actin shell
can be released by rupture of the network or by detachment of the membrane
from the cortex, as seen in fibroblasts and lymphoblasts (Paluch, Piel et al. 2005).
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a Cortex relaxation hypothesis for cytokinesis

c Cell blebbing

7

FIGURE 1. Scheme for different cases of cortex relaxation in cellular events. Blue rods,
actin filaments; red dumbbells, myosin fibers; green patches, membrane attachments;
brown rods, microtubules; brown dots, centrosomes. Curved arrows indicate the direction
of cortex flows.

(a)

(b)

At the onset of cytokinesis, spindle microtubules have been proposed to cause cortex
relaxation at the poles of the cell. The relaxed regions expand, leading to cleavage
furrow formation.

In the Caenohabditis elegans embryo, shortly after meiosis 11, the sperm centrosome
triggers cortex relaxation. The cortex then flows away from the relaxed region,
leading to polarity protein segregation and pseudocleavage furrow formation.
Blebs form at sites of local detachment of the membrane from the cortex (top) or
at sites of local cortex rupture (bottom). Cortex detachment from the membrane is
sometimes followed by local cortex disassembly at the base of the bleb. Note that
under certain conditions, multiple blebs can form.

Paluch et al., 2006. Originally published in The Journal of Cell Biology.
doi:10.1083/jcb.200607159.

Expansion of the relaxed region, due to pulling forces from the adjacent regions
can lead to large cortical organizations, known as cortical flows (Bray and White
1988; Munro, Nance et al. 2004) or to the growth of membrane protrusions called
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blebs (Keller, Rentsch et al. 2002; Charras, Yarrow et al. 2005; Paluch, Piel et al.
2005).

Cells can use this instability of the actin-myosin cortex by biasing it with
intracellular or extracellular cues. For example, flows of the actomyosin cortex
have been observed in various cell lines at the onset of cytokinesis, where they
presumably contribute to formation of the cleavage furrow (Cao and Wang 1990;
DeBiasio, LaRocca et al. 1996) (Fig. 1a). One possible mechanism that has been
proposed to cause these cortical flows is a local relaxation of the cortex at the
cell poles by astral microtubules (Bray and White 1988). Another process that
is thought to depend on local cortex relaxation is the polarization of the one-cell
C. elegans embryo. Here, the sperm provides the external cue: after fertilization,
the point of sperm entry defines where cortical contractility locally relaxes (Cowan
and Hyman 2004). As during cytokinesis, actin and myosin flow away from the
relaxed region, transporting polarity proteins and shaping the pseudo-cleavage
furrow (Munro, Nance et al. 2004) (Fig. 1b). Polarization by cortex relaxation
may also, in some cells, precede cell migration (Paluch, Sykes et al. 2006; Yoshida
and Soldati 2006).

In the examples mentioned above, cortex instabilities and polarization are
triggered by a spatial cue that presumably relaxes the cortex locally. However,
the cortical tension can also relax spontaneously. This is observed, for example,
in blebbing cells, where spontaneous rupture or detachment from the membrane
leads to the expulsion of membrane bulges in the weakened regions, driven by the
pressure generated by contraction of the actomyosin cortex (Jungbluth, von Arnim
et al. 1994; Keller, Rentsch et al. 2002; Paluch, Piel et al. 2005) (Charras, Yarrow
et al. 2005; Sheetz, Sable et al. 2006) (Fig. 1c). Interestingly, blebbing cells can
form one single large bleb (Paluch, Piel et al. 2005; Yoshida and Soldati 2006) or
multiple smaller blebs over the cell surface (Cunningham 1995; Charras, Yarrow
et al. 2005) (Fig. 2e, f; see below).

3. Build-up and release of tension in actin cortices
grown around beads

A much simpler system for studying cortex symmetry breaking consists of actin
gel layers growing around beads that are coated with an activator of actin poly-
merization and placed in a medium that reconstitutes actin assembly (Bernheim-
Groswasser, Wiesner et al. 2002; van der Gucht, Paluch et al. 2005). Such beads
have been used widely in the last ten years as a model system for studying actin-
based movement of intracellular objects and lamellipodium extension (van der
Gucht, Paluch et al. 2005; Mogilner 2006). Actin polymerization is activated at
the surface of the bead, resulting in the growth of an actin gel around the bead.
During gel growth, new monomers are incorporated at the bead surface under-
neath the pre-existing gel, which is thus pushed outward and stretched due to the
curved surface (Noireaux, Golsteyn et al. 2000). As a consequence, stresses build
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FIGURE 2. Analogy of the tension state in an actin gel growing from a bead surface and
in the cell cortex. (a—c) Growing from a bead surface; (d-f) in the cell cortex. (a and d)
Schematic view of the symmetry breaking of an actin gel growing from the surface of a
bead (a) or the breakage of the cell cortex (d). Blue rods, actin filaments; red dumbbells,
myosin fibers; green patches, membrane attachments; orange dots, actin polymerization
activators. In both cases, a tension (T) builds up because of polymerization in curved
geometry for the gel on the bead, and because of the presence of myosin motors in the
cortex. Rupture of the gel leads to actin shell or cortical movement (curved arrows).
(b) Time lapse of a symmetry breaking event (arrowhead) preceding the actin-based
movement of a bead (epifluorescence microscopy with actin-AlexaFluor594). The first
three images were taken 21, 24, and 40 min after the start of incubation, respectively.
The last image shows the comet that develops eventually. Images are reprinted from van
der Gucht et al. (2005). (c) Phase-contrast images of beads of different diameters (1 pm for
the left image and 2.8 um for the three other images) at low gelsolin concentration. Images
were provided by M. Courtois (Institut Curie, Paris, France). (e) Time lapse of cortex
breakage (arrowhead) and bleb growth in an 1929 fibroblast fragment expressing actin-
GFP. Fluorescence images are projections from a three-dimension reconstruction (time
between images is 20 s). Images are reprinted from Paluch et al. (2005) (f) Time lapse of
a cell displaying multiple blebs. Confocal images of an 1929 fibroblast expressing actin-
GFP were taken at 0, 25, and 35 s. Images were provided by J.-Y. Tinevez and E. Paluch
(Max Planck Institute of Molecular Cell Biology and Genetics, Dresden, Germany). Bars
(b and ¢), 10 pm; (e and f), 5 pm.
© Paluch et al., 2006. Originally published in The Journal of Cell Biology.
doi:10.1083/jcb.200607159.
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up and the actin shell is under tension (Fig. 2a). Initially, the shell grows homo-
geneously around the bead, but after some time the shell breaks spontaneously:
a notch appears at the external surface of the actin gel (arrowhead in Fig. 2a),
which grows inward and expands laterally with a velocity of a few micrometers
per minute. After several minutes, the hole is big enough for the bead to escape
from the gel, and the bead starts to move, trailing an actin comet (Fig. 2¢). This
symmetry breaking can also be triggered by a local disruption of the actin gel.
Altogether, these observations strongly suggest that symmetry breaking is driven
by the release of elastic energy stored in the actin gel (Noireaux, Golsteyn et al.
2000; Bernheim-Groswasser, Wiesner et al. 2002).

4. Modeling of actin shell growth and rupture around beads

Let us consider the growth of a homogeneous crosslinked actin gel around a bead in
more detail. Polymerization occurs at the surface of the bead (where filaments are
nucleated), while depolymerization occurs at the pointed ends that are assumed
to be mostly situated near the exterior of the gel (Noireaux, Golsteyn et al. 2000;
Sekimoto, Prost et al. 2004). Thus, the growth velocity of the gel can be described

as follows:
dh

E = a(kgnca - k;ﬁ) (1)
where k%, and kST are the rate constants for monomer addition at the inner surface
(barbed ends) and monomer loss at the outer surface (pointed ends), respectively,
C,, is the concentration of monomeric (G-)actin available for polymerization, and
a = 2.7 nm is the gained filament length per monomer (Holmes, Popp et al. 1990).
Note that we neglect here depolymerization at the barbed end and polymerization
at the pointed end. The rate parameters k2, and k:gff depend on the stress in the
gel, because forces pushing or pulling on a filament can change the rate constants
(Hill and Kirschner 1982). However, in the early stages of gel growth, the stresses
in the gel are still small, and the rate constants are approximately equal to those of
free barbed and pointed ends. Experimentally, the optimum initial polymerization
rate 1/2 is 0.6 pm/min, in accordance with an estimate of Eq. 1 using reported
values for the rate constants (Pollard 1986): kb, = 12uM ~1s71, kgﬁ =0.8571, and
C, = 0.6uM (close to the critical concentration of pointed ends, because all barbed
ends are capped). Note that kC, kgﬂ, and thus 1/2 , depend on the concentrations
of the various actin binding proteins (van der Gucht, Paluch et al. 2005).

As the gel grows thicker, the tensile stress in the gel also becomes higher.
Assuming that the actin layer can be considered as an isotropic, linearly elastic
gel, the tangential stress can be evaluated as (Noireaux, Golsteyn et al. 2000)

Eh
oos(h) ~ — (2)
where F is the elastic modulus of the gel and R is the radius of the bead. If the
tensile stress becomes too high, the gel may rupture spontaneously. As suggested



A Physical Model of Cellular Symmetry Breaking 39

by Griffith (Griffith 1920) rupture of a gel starts at the weakest spot in the gel,
that is at a defect or flaw. The resistance of a material to fracture can be estimated
by considering (i) the energy that is needed for breaking bonds to make this defect
larger and (ii) the elastic energy that is released when the defect grows. As shown
in (van der Gucht, Paluch et al. 2005), spontaneous fracture occurs as soon as the
stress exceeds a critical value of ~ (ET/d)'/?, which corresponds to a critical gel
thickness

h' = R(T/Ed)"*. (3)

Here, T is the fracture energy per unit area, which depends on the density and
the strength of the crosslinks in the gel, and d is the typical size of the defects
in the gel. As soon as the gel reaches this critical thickness, it becomes unsta-
ble and ruptures spontaneously. The value of the critical thickness and the time
needed for symmetry breaking depend on the radius and on the presence of actin-
binding proteins and crosslinkers that affect the growth rate and the gel properties
(van der Gucht, Paluch et al. 2005).

The spontaneous fracture mechanism sketched above occurs only under ap-
propriate conditions, when the concentrations of the various actin-binding proteins
are in the proper range. If this is not so, the symmetry breaking process is delayed.
The gel thickness first reaches a stable value and it may take a very (sometimes
infinitely) long time before gel rupture occurs. The occurrence of a steady gel
thickness is caused by the influence of the stress on the polymerization rate. As
the gel grows thicker, the polymerization rate is reduced and at some point it
may become equal to the rate of depolymerization at the external surface. If that
happens, the thickness reaches a steady state value. Assuming that only the poly-
merization rate is affected by the stress, the following equation has been derived
for the steady-state gel thickness (Noireaux, Golsteyn et al. 2000):

AT\ Y2
M=R<M%> (4)

where Ay = kT In (kgnC’a / kgﬂ) is a measure for the energy of the polymerization
process, and £ is the mesh size of the actin network. For very large beads, the gel
may become so thick that diffusion of actin monomers through the gel becomes
the growth-limiting factor (Paluch, van der Gucht et al. 2006).

It is clear that if hy < hj, the gel will stop growing before the critical thickness
for fracture is reached. The gel is now in a metastable state: it is stable towards
small fluctuations (because the stress is below the threshold), but large fluctuations
can still lead to gel rupture. The delay in symmetry breaking is due to an energy
barrier that must be overcome. The height of the barrier is related to the difference
between hy and hs. Such a nucleation mechanism process is also characterized by
a much larger variation in symmetry breaking rates among different beads (van
der Gucht, Paluch et al. 2005). As discussed in (Sekimoto, Prost et al. 2004),
symmetry breaking could be enhanced in this case if the depolymerization rate is
also affected by the stresses in the gel.
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5. Comparison of symmetry breaking in cells and around beads

At a microscopic scale, the actin gels around the bead and the cell cortex appear
to differ in several ways: the origin of the tension is different in the two systems
and the orientation of the actin filaments and the direction of network growth are
different as well. Yet, at a mesoscopic scale, the two networks are very similar:
both are cross-linked actin meshworks where stresses develop tangentially to the
actin layer (Fig. 2a and 2d). In both cases, relaxation of these stresses by rupture
lead to polarization. Such a rupture occurs spontaneously if the stress exceeds a
critical threshold, or it is delayed by an energy barrier.

This implies that symmetry breaking can be enhanced either by lowering the
threshold (the strength of the network) or by increasing the global tension (the
driving force). Observations of symmetry breaking in both the bead system and
the cell cortex support this idea.

In both systems, the instability threshold can be lowered by lowering the
density of crosslinkers in the actin gel, like filamin or a-actinin, which leads to a
softer and weaker network. Indeed, depletion of filamin or degradation of a-actinin
in cells enhances blebbing, probably due to cortical breakage, or at least a local
release in the cortical tension (Cunningham 1995; Miyoshi, Umeshita et al. 1996).
Conversely, shell breakage in the bead system is slowed down by the presence of
filamin or a-actinin (van der Gucht, Paluch et al. 2005). In both systems, actin
gel rupture is thus facilitated by the depletion of cross-linkers.

The driving force for cortex breakage in cells can be enhanced by increasing
the activity of myosin II, leading to an increased contractility of the cortex and
a larger cortical tension. Indeed, blebbing in cells is enhanced when the global
contractility of the cortex is increased (Sahai and Marshall 2003) and, conversely,
blebbing is reduced when contractility is decreased (Mills, Stone et al. 1998). In
the bead system, the tension is related to the thickness of the gel layer. Hence,
the analogous effect of decreased contractility (leading to a lower tension) is a
decrease in gel thickness. This can be achieved, for example, by adding ADF (Actin
depolymerizing factor)/cofilin, which enhances depolymerization of filaments in
the outer regions of the actin gel. Indeed, at high ADF/cofilin concentrations the
gel thickness remains small and no symmetry breaking is observed, indicating that
the threshold tension for gel rupture can never be reached (van der Gucht, Paluch
et al. 2005).

A growing actin shell in spherical geometry can break spontaneously and
form a propelling comet at the opposite side of the breakage point, although the
original breakage and therefore direction of the comet is random. If gel growth
stops before the instability threshold is reached, then symmetry breaking can still
be triggered by an external perturbation, for example by a local disruption of the
actin network by photo-damage (van der Gucht, Paluch et al. 2005). Likewise, a
local alteration of the actin cortex in cells, either by locally applying drugs that
affect actin or by increasing the local stress mechanically, induces cortex rupture
and bleb formation (Paluch, Piel et al. 2005).
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We can compare the forces necessary for shell breakage around beads and for
cortex breakage in cells. The stresses in the gel around beads can be estimated
from the elastic modulus of the actin gel and the thickness of the gel (Noireaux,
Golsteyn et al. 2000). This gives a value of 103-10* Pa for the critical tensile
stress for gel rupture (van der Gucht, Paluch et al. 2005). The cell cortical tension
has been estimated in different cell types and is on the order of 10=2 N/m for
Dictyostelium discoideum (Pasternak, Spudich et al. 1989; Dai, Ting-Beall et al.
1999), lymphocytes (Pasternak and Elson 1985) or fibroblasts (Matzke, Jacobson
et al. 2001), while it is about 20-30 times smaller for neutrophils (Evans and
Yeung 1989). This gives, with a cortical thickness of a few hundred nm, a value
of 103-10* Pa for the tensile stress in the cortex, very similar to the stress in the
bead system. Interestingly, in Dictyostelium discoideum, deletion of either myosin
IT or of two myosins I, leads to a decrease of the tension by about 50%, suggesting
that most of the cortex tension is due to myosin motors (Dai, Ting-Beall et al.
1999). Note that the cortical tension in these cells is very close to the threshold for
cortex breakage, as breakage can be induced by applying pressures as small as 100
Pa, which is only 10% of the cortical stress (Paluch, Piel et al. 2005). However,
in the case of C. elegans zygote, spontaneous symmetry breaking has never been
observed: polarization always requires a cue from sperm entry. This indicates that
the symmetric state in this case is far from the threshold. This could be due, for
example, to a specific acto-myosin organization, to a high degree of cross-linking,
or to rapid acto-myosin dynamics that would allow for effective reparation of the
cortex.

6. Symmetry can break from one point or from multiple points

Cortex instabilities can occur at multiple sites along the cell periphery, leading
to multiple blebs, or it can be a single event leading to a global polarization of
the cell (as during polarization of the C'. elegans embryo or the formation of large
blebs) (Fig. 1 e,f). Similarly, the gel growing around a bead can rupture once,
leading to the formation of a single comet tail, or it can break at multiple sites,
leading to several comets (Fig. 1 b,c). The factors that determine whether a rupture
leads to a global or to a local symmetry breaking are not well understood, but an
analogy with the break-up of a liquid film on a surface by a nucleation and growth
mechanism may provide insight. If nucleation of dry zones is fast compared to their
growth, then dewetting will start independently from many different locations. By
contrast, if nucleation is slow then dewetting will start from one single hole that
expands. Similarly, if nucleation of new holes in the stressed actin shell is fast
compared to growth of existing holes, then the actin network is likely to break at
multiple sites. In contrast, if nucleation is slow compared to growth of a hole, then
the formation of a single hole will probably lead to global polarization. Indeed,
multiple comet tails around beads are observed when gel growth proceeds slowly
(e.g., at low gelsolin concentration, J.v.d.G. unpublished results) and there is more
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time for new holes to appear in the gel. The biochemical factors that regulate the
nucleation and growth rates of holes in the cell cortex remain to be explored, but we
can nevertheless speculate about factors that affect these rates. The nucleation rate
in cells depends on how far the cortical tension is from the instability threshold.
Obviously, in cases where spontaneous nucleation of instabilities does not occur
but needs to be induced, there is usually only one rupture. In blebbing cells, on the
other hand, nucleation is faster and blebs form spontaneously and rapidly. Multiple
blebs tend to form when cells adhere to the substrate (Cunningham 1995; Sahai
and Marshall 2003), whereas one single, large bleb is rather formed when cells are
in suspension (Paluch, Piel et al. 2005). This might indicate that adhesion to the
substrate could restrict membrane extension, and thus bleb growth.

The understanding of symmetry breaking in biomimetic systems can provide
essential insight into spontaneous cortex rupture in cells. Therefore, reconstitut-
ing a cortex inside a liposome (Pontani, van der Gucht et al. 2009) provides an
interesting artificial system that paves the way to a controlled study of symmetry
breaking mechanisms in cells.

7. Stress-induced polarization in other systems

The concept of polarization driven by a global driving force that can locally exceed
a mechanical threshold is not restricted to actin gels under tension, but can be
applied more generally. For example, in plant cells, fungi, or bacteria, the force that
drives cell deformation and growth comes from the internal osmotic pressure, while
the mechanical strength that resists deformation is provided by the cell wall. Since
the pressure in the cell is homogeneous, the polarized growth of walled cells requires
an inhomogeneous extensibility of the cell wall (Cosgrove 2005). For example, root
hairs and pollen tubes in plants, and buds in budding yeast are all initiated as
small bulges growing at the cell periphery in regions where the cell wall is locally
softened (Harold 2002). In order to achieve such a local wall softening, a cell needs
to direct vesicles that contain cell-wall-loosening enzymes to specific sites at the
cell periphery. This directed transport requires a polarized cytoskeleton, which
may, in turn, be achieved by a biochemical instability (Wedlich-Soldner and Li
2003). Similarly, neuritogenesis starts by the growth of small buds at the initially
spherical neuron surface. Buds are thought to result from pushing forces exerted
by microtubules at spots where the actin network underlying the membrane is
locally relaxed (Da Silva and Dotti 2002). This relaxation could be tension-driven,
since the implication of the Rho/ROCK pathway, which activates myosin II, the
molecular motor involved in contraction, has been reported (Da Silva, Medina
et al. 2003). It could also result from some other kind of instability triggered by
external signals (Da Silva and Dotti 2002).

On a larger scale, a mechanical instability has been proposed to explain
the shape and size oscillations observed during regeneration of fresh-water polyp
Hydra Vulgaris. At the initial stages, Hydra cells form a hollow sphere consisting
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of a cell bilayer. This sphere inflates by uptake of fluid and builds up pressure due
to stretching of the cells, analogous to the accumulation of stress in the actin gel
growing around a bead. It has been proposed that this stress is released by rupture
of the cell layer, followed by rapid shrinkage of the cell ball and re-swelling, thus
generating an oscillation mechanism (Fitterer, Colombo et al. 2003). Interestingly,
it has been suggested in a recent paper (Soriano, Rudiger et al. 2009) that Hydra
symmetry breaking is a combination of a mechanical and a biochemical (Turing)
instability: mechanical stresses in the cell aggregate affect the diffusion rates of
proteins and thereby provide the biochemical conditions necessary for a Turing
instability.

8. Conclusion

Cell polarization is a complex process that involves many factors, including the
cytoskeleton, soluble cytoplasmic proteins and intra- and extracellular signals. The
fact that cells can polarize even without external cues implies that they are op-
erating close to an instability threshold. This increases their sensitivity to small
stimuli, but also makes them sensitive to fluctuations. The nature of the symmetry-
breaking instability can be mechanical, based on a release of stored elastic energy,
or biochemical, based on reaction-diffusion processes. This suggests that cells could
have redundant mechanisms for their polarization that can be triggered by differ-
ent signals. It is very likely, however, that the two types of instabilities are strongly
intertwined. In the case of Hydra, for example, biochemical instability seems to be
triggered by a mechanical instability that precedes it. Conversely, it is well possi-
ble that in other cells a Turing-instability can lead to local cortex relaxations, and
thus precede a mechanical instability.
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Motor Proteins as Nanomachines:
The Roles of Thermal Fluctuations
in Generating Force and Motion

Jonathon Howard

Abstract. Motor proteins are enzymes that convert chemical energy derived
from the hydrolysis of a small molecule called ATP into mechanical work used
to power directed movement along cytoskeletal filaments inside cells. Motor
proteins have essential biological functions such as driving the contraction
of muscle, the beating of sperm and cilia, and the transport of intracellular
cargoes. Motor proteins are also interesting from a physical point of view
because they do what no man-made engines do: they transduce chemical en-
ergy directly to mechanical work without using heat or electrical energy as an
intermediate. A central issue in the mechanism of this chemomechanical trans-
duction by motor proteins concerns the roles played by thermal fluctuations,
diffusion and Brownian motion. In this lecture I discuss several molecular
models for motor proteins, including so-called ratchet models, and compare
predictions of these models to experimental results for the microtubule-based
motor protein kinesin. I argue that kinesin, which has two motor domains or
“heads,” walks using a “hand-over-hand” mechanism such that at least one
head is bound to the microtubule. Diffusion likely plays an essential role by
facilitating the search of the unbound head for the next binding site, a dis-
tance 8 nm away. During this diffusive phase, the bound head supports the
load ensuring that forward motion can still take place even against loads up
to several piconewtons.

The force-generation problem

The structures of both kinesin-1 (Kozielski et al., 1997), the first member of the
kinesin family to be discovered, and the microtubule (Nogales et al., 1998; Nogales
et al., 1999) have both been solved with atomic resolution (Fig. 1). Using lower
resolution electron microscopy images, the approximate location and orientation of
the motor relative to the microtubule has been deduced (Hirose and Amos, 2007;
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Load

Direction of

maotion a

- end +end

FIGURE 1. Structure of kinesin-1 docked onto the surface of the micro-
tubule. The red and blue regions highlight the amino acids that form
the region where the two motor domains come together to form the
dimer. Cellular cargoes attach to the motor via additional amino acids
not shown in the structure but denoted by the thick grey line. The yel-
low regions are where the ATP binds. Associated with the hydrolysis of
ATP in the bound head, the free head moves to the next binding site,
as indicated by the downward arrow; the bound head then becomes free.

Sindelar and Downing, 2007). In the absence of ATP, one of the motor domains,
also called a “head,” binds strongly in the crevice between the o and 3 subunits of
the tubulin dimer, the building block of the microtubule. The other motor domain
is not strongly bound to the microtubule.

Kinesin-1, also sometimes called simply kinesin, moves towards the fast-
growing end of the microtubule, termed the plus end, which is capped by the
[-subunit. Single-molecule techniques (e.g., Howard et al., 1989) have shown that
kinesin-1 moves at 800 nm/s at high ATP concentration and in the absence of load.
This corresponds to about one hundred 8-nm steps (from one tubulin dimer to the
next) per second. On average, kinesin takes about 100 steps along a microtubule
before dissociating; it is therefore said to be a processive motor.

A load force slows down the motion. Several techniques have been used to
apply loads to a single motor: hydrodynamic loads by increasing the viscosity of
the aqueous medium through which the motor moves, and elastic loads from a
flexible fiber or an optical trap. The motor stops at a load of &~ 7 pN (reviewed in
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Howard, 2001). Larger loads cause motion in the opposite direction (Carter and
Cross, 2005).

Despite 20 years of structural and single-molecule studies, how kinesin trans-
lates the 8 nm to the next tubulin dimer is not well understood. The force-
generation problem is a difficult one.

Rectified-diffusion model

An early idea was that the motor diffuses along the microtubule surface (Fig. 2).
The nucleotide binding and hydrolysis would then somehow rectify the diffusion
such that the motor would let go at the starting site and then bind again when it
reached the next subunit (Braxton and Yount, 1989; Vale and Oosawa, 1990). Note
that several kinesins have been shown to be held electrostatically to the surface
of the microtubule and to diffuse along the surface in the absence of ATP (Okada
and Hirokawa, 2000; Helenius et al., 2006; Bormuth et al., 2009).

If diffusion plays a primary role in translocating the motor to the next bind-
ing site, then the speed is expected to depend on the viscous damping from the
solution. By solving the diffusion equation, the first-passage time for a particle
released at a reflecting boundary (the starting position in Fig. 2) to reach at ab-
sorbing boundary (the finishing position), a distance d away is

t=d*/2D = d*v/2kT

Starting
position

Finishing
position

Reflecting 1 Absorbing
barrier 1 barrier
0 d=8nm

FIGURE 2. The rectified-diffusion model. The motor releases from its
starting binding site, diffuses along the surface of the microtubule, and
is then captured by the next binding site. The release and capture are
coupled, in some unspecified way, to the hydrolysis of ATP and the
release of products.
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(Howard, 2001) where D is the diffusion coefficient, v is the corresponding friction
coefficient associated with the diffusion coefficient via the Einstein relation, k is
the Boltzmann constant and T the absolute temperature. The maximum force
exerted against a viscous load is therefore

Jmax = YVmax = ’Yd/t = QkT/d ~ IpN

where vpax is the maximum velocity and we have taken d = 8 nm (Hunt et al.,
1994).

The maximum force against a viscous load was measured by Hunt et al. (Hunt
et al., 1994) using the assay shown in Fig. 3a. In this “upside-down” assay, the
motor is held at the surface of a chamber viewed under a microscope. When the
motor attaches to and moves along the microtubule, the microtubule glides across
the surface. The viscosity of the surrounding aqueous medium was increased by
addition of solutes. The drag on a long microtubule is much greater than that on
a single motor; drag forces of up to several piconewtons were applied. Analysis

o 1 2 3 4 5
Force (pN)

FIGURE 3. Force exerted by kinesin-1 against a viscous load. (a) In the
“up-side down” assay, the kinesin is attached to the surface of the micro-
scope slide and drives the gliding of the microtubule across the surface.
The drag force increases with the viscosity of the aqueous medium and
the length of the microtubule. (b) The force-velocity curve. The drag
coefficient is estimated using the hydrodynamic theory of slender rods
near surfaces (Hunt et al., 1994). The drag force can then be calculated
as the drag coefficient times the velocity.
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of microtubule gliding speeds over a range of viscosities and microtubule lengths
indicate that a single kinesin molecule can generate a force of up to 4 p/N against
this viscous load (Fig. 3b).

Because the measured force is much larger than the 1pN predicted from the
first-passage-time analysis, the rectified diffusion model can be rejected.

Flashing-ratchet model

According to the flashing ratchet model shown in Fig. 4, the surface potential
felt by the motor alternates between an asymmetric sawtooth energy profile, the
ratchet (Fig. 4a, lower), and a flat profile (Fig. 4a, upper) along which the motor
can diffuse freely. The switching from one profile to the other is controlled by ATP
hydrolysis and product release. As in the rectified diffusion model, it is assumed
the motor is constrained to the surface of the microtubule.

When the profile is sawtoothed, the motors concentrate in the valleys where
the energy is lowest (Fig. 4b). When the profile switches to flat, the motor is
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FIGURE 4. Flashing-ratchet model. (a) Sawtooth potential energy pro-
file in the “on” state (lower) and flat energy profile in the “off” state
(upper). (b) After equilibration in the on state, there is a high probabil-
ity of finding the motor bound at the bottom of the valley. (¢) During
the off state, the motor diffuses; when the system enters the on state
again, the particle will move to the right if it has diffused into the shaded
region; otherwise it will diffuse back to the initial state. Alternation be-
tween on and off states leads to net motion to the right. After Ajdari
and Prost, 1992; Magnasco, 1993; Rousselet et al., 1994; Astumian and
Bier, 1994.
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equally likely to diffuse in either direction. When the sawtooth profile returns, the
direction of movement of the motor depends on its current position. If it diffuses
only a small distance, then most of the time the motor will return to its initial
position. However, if it diffuses past the position of the peak in the sawtooth, then
it will move to a different valley. If and only if the potential is asymmetric, there
will be a net movement in one direction.

This model can be ruled out definitively. A key prediction of the model is that
on average the motor requires at least two switching processes per step because
half the time the net diffusion is in the wrong direction (the greatest economy
is when the sawtooth is most asymmetric). If the switching is driven by ATP
hydrolysis, then this requires two ATP per step (on average). The stoichiometry
of the movement of kinesin (steps per ATP) has been measured using a number of
different approaches in different laboratories. For example, Coy et al. measured the
speed of kinesin and the rate of ATP hydrolysis under identical conditions: dividing
the speed by the ATPase gave 9 nm/ATP (Table 1). Similar results were obtained
in other laboratories (Iwatani et al., 1999). Other measurements have shown that
the step size is 8 nm (Ray et al., 1993; Svoboda et al., 1993; Carter and Cross,
2005). Thus there is ~ 1 step per ATP. 1 step per 2 ATPs can be ruled out.

Table 1. (Kinesin-1 takes just one 8-nm step per ATP hydrolyzed
(Coy et al., 1999). Mean + SE)

Speed | ATPase | Distance/ATP | Stoichiometry
(nm/s) (s7h) (nm/ATP) (steps/ATP)

772 +£29| 8 £6 8.7+ 0.7 1.08 £ 0.09

Huxley 1957 and powerstroke models

Two models have been extensively discussed in the muscle literature. According
to the Huxley 1957 model (Fig. 5a) (Huxley, 1957), the motor domain contains
an elastic element (i.e., a spring) that undergoes thermal fluctuations. The motor
domain can only bind to its site on the filament when the spring is strained.
The force due to the strain in the spring then drives motion. Following relief of
the strain, the motor domain unbinds. The binding and unbinding are position
dependent and are coupled to the hydrolysis of ATP. This model has also been
called a thermal ratchet model (Cordova et al., 1992) after Feynman’s pawl and
ratchet (Feynman et al., 1963).

An early criticism of this model was that it would take too long for the
strain to be built up through a thermal fluctuation alone (Eisenberg and Hill,
1978). However, this is not the case: the dynamical properties of a damped spring
undergoing thermal fluctuations has been solved (Kramers, 1940), and it can be
shown (Hunt et al., 1994) that for the dimension of the motor domain and the
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FIGURE 5. Huxley 1957 (left) and powerstroke models. These models
were initially developed for myosin, with the thermal ratchet model
following Huxley (1957) and the powerstroke model following Eisenberg
and Hill. See text for details.

viscosity of the aqueous solution in which it is bathed, the time is not prohib-
itive (at least at low loads). Nevertheless, this criticism led to the development
of powerstroke models (Fig. 5b) (and also Huxley and Simmons, 1971). The key
difference between the models is that rather than a thermal fluctuation leading
to strain (Huxley), the powerstroke model envisages that strain is developed by
a conformational change in the motor domain. In Fig. 5b the strain is shown as
a lengthening; a rotation is now favored given the structure of the myosin head
(Howard, 2001). The conformational change is coupled to the ATP hydrolysis cy-
cle. Detailed powerstroke models have been developed (Eisenberg et al., 1980).
In addition, the flashing ratchet model can be converted to a powerstroke model
by replacing the flat profile with another ratchet that is phase shifted relative to
the original sawtooth landscape. Alternation of these profiles will lead to directed
motion (Parmeggiani et al., 1999).

The Huxley and powerstroke models are actually closely related (Howard,
2006). Both can be understood in terms of a transition-state model (Fig. 6). The
difference between them comes down to the location of the transition state along
the reaction coordinate defined as the position of the load carried by the motor
(e.g., a bead held in an optical trap) projected onto the axis of the filament.

In the Huxley model, the transition state is near the final state so that the
motor domain must diffuse through a large distance with respect to the step size.
In the powerstroke model, the transition state is close to the initial state, so that



54 J. Howard

A Transition state

Free
energy (G)

F (Xz'x1 )

Initial state (M)

Final state (M)
l | ]
X1 Xa X2
0 8, )

Reaction coordinate (x)

»
y o

FIGURE 6. Transition-state model. To move from the initial state to the
final state, an energy barrier has to be crossed. The reaction coordinate
is the position of the load carried by the motor, projected onto the axis
of the microtubule. The energy barrier is reached as a result of thermal
fluctuations. A load force tilts the energy profile upwards, making it
more difficult to cross the barrier and, as a consequence, slowing down
the speed of the motor.

thermal motion of the motor domain is not required to reach it. However, it is im-
portant to realize that even in the powerstroke mechanism, energy is still required
to reach the transition state and the energy must come from thermal fluctuations;
in the powerstroke mechanism the fluctuations occur along a reaction pathway
that is orthogonal to the axis of the microtubule and therefore requires no physi-
cal motion of the load in the direction of motion.

The two models behave quite differently in the presence of a load force. A
load force tilts the energy diagram as shown in Fig. 6 and changes the height of the
activation barrier. If the transition state is close to the final state (Huxley model),
then the activation barrier is increased considerably compared to the case where
the transition state is near the initial state (powerstroke). Thus a load force will
lead to a large decrease in speed for the Huxley model but have little effect on
speed for the powerstoke model. This suggests that the models can be distinguished
based on the load-dependence of the motor speed.

For a single activation barrier, the forward transition rate is expected to
depend exponentially on the load force F' according to

r
k+ = koexp (— k;ia)

where kg is the transition rate in the absence of load, and x, is the distance to the
transition state. For kinesin, the velocity (which is proportional to the transition
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rate), decreases e-fold per ~ 4 pN (Fig. 7). This implies that the distance to the
transition state is only &~ 1 nm (k7T'/4 pN). Comparing this distance to the 8 nm
step size, we conclude that the transition state lies close to the initial state. Thus
the powerstroke-type models are more compatible with the experimental data.
Another way to view this is that Huxley-type models, in which a load-bearing
element has to undergo considerable diffusion along the microtubule axis, will
result in a very strong force dependence of the motor’s speed on the load force.
For example, diffusion through 8 nm to reach the transition state would lead to an
85% reduction in speed at a load of only 1 pN, not consistent with the experimental
data. In other words, by reducing the distance to the transition state, powerstroke
mechanisms enable motors to generate large forces.

Fal
600 =

400

Reversal force (f)
200~
, l I l

Force (pN)

Velocity (nm/s)

-200

FI1GURE 7. Force-velocity curve for kinesin measured using an optical
trap (after Carter and Cross 2005).

Hand-over-hand models

Does the rejection of the Huxley 1957 model for kinesin rule out a role for diffusion
in the motor mechanism? Absolutely not! The reason is that processive motors like
kinesin-1 (and also myosin-5) have two motor domains. The two motor domains
alternate their binding to the microtubule: they walk hand-over-hand (Hackney,
1994; Hancock and Howard, 1998; Hancock and Howard, 1999; Asbury et al., 2003;
Kaseda et al., 2003; Yildiz et al., 2003; Warshaw et al., 2005; Schief et al., 2004).
Thus, while one motor domain can support the load, the other is free to diffusively
search for and bind to the next binding site (Fig. 8). After binding, the load can
be transferred to the forward head. In this way the kinetic slowing of the motor
by the load force is reduced and a large stall force can be attained.

There are several lines of evidence that the free head does indeed use a
diffusive search for the next binding site. The most convincing data are from
myosin-5. (i) The powerstroke is 25 nm, leaving a shortfall of ~ 11 nm (the step
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size in this case is 36 nm) (Veigel et al., 2002). (ii) In an ingenious “chop-sticks”
experiment Shiroguchi and Kinosita, (2007), attached microtubules to the motor
domains of myosin-5 and observed large-scale diffusive motions. For kinesin-1, the
evidence is not as clear. Early experiments showed that increasing the viscosity
of the medium slowed down the motion, consistent with reducing the diffusive
mobility of the free head (Hunt et al., 1994). On the other hand, according to
a popular model, the forward motion of the free head is driven by a directed
conformational change involving the docking of the neck-linker domain (Rice et al.,
1999), rather than a diffusional motion. However, several lines of evidence suggest
that the linking region between the two heads is highly flexible: for example, at
high loads, kinesin-1 can move backwards or forwards, suggesting that there is
considerable flexibility (Carter and Cross, 2005; Yildiz et al., 2008). Thus, it is
quite possible that the free kinesin-1, like that of myosin-V, also uses a diffusional
search to find the next binding site.

Open questions

The force-generation problem has proven to be a very challenging one. The simple
question “how do motor proteins work?” does not have a simple answer. Several
key questions are still open:

4

(i) Are both motor domains bound to the filament in the “waiting state” (when
the motor is yet to bind ATP)? Fig. 8 shows the waiting state (the first bound
state) to have one of the heads free, but is that right?

(ii) What is the nature of the communication between the motor domains? It is
clear that their activities are highly coordinated — e.g., the binding of one
motor domain greatly accelerates the unbinding of the other (Hancock and
Howard, 1998; Hancock and Howard, 1999), but how can strain between the
heads modulate the binding?

(iii) To what extent do macroscopic concepts such as friction help us to under-
stand the performance of molecular engines (Bormuth et al., 2009)?
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(iv) What structural changes occur during translocation, and in particular how
are structural changes in the nucleotide-binding pocket, the motor-filament
interface, and the region between the motor domains coupled?
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Fluctuation Relations for Molecular Motors

David Lacoste and Kirone Mallick

Abstract. This review is focused on the application of specific fluctuation rela-
tions, such as the Gallavotti-Cohen relation, to ratchet models of a molecular
motor. A special emphasis is placed on two-state models such as the flashing
ratchet model. We derive the Gallavotti-Cohen fluctuation relation for these
models and we discuss some of its implications.

1. Introduction

The macroscopic observables of a system at mechanical and thermal equilibrium
do not vary with time and can be characterized by a finite number of state vari-
ables. Thermodynamics imposes a priori constraints on the average values of these
state variables that are satisfied regardless of the specific nature of the system.
Because of this property of time-invariance, equilibrium is often imagined as be-
ing associated with stillness and frozen dynamics. This, of course, is not true:
a system, even at thermodynamic equilibrium, is constantly evolving from one
micro-configuration to another. This endless motion at the microscopic level can
be probed macroscopically by measuring the fluctuations of some physical observ-
ables, the most famous example being Brownian Motion. Equilibrium fluctuations
are perfectly well explained by the classical laws of statistical mechanics.
Brownian motion, its nature, its origins, have been a puzzle to physicists
during the XIXth century [1]. One paradoxical issue was the following: can one
rectify this random fluctuating motion and use it to perform some work ? If such a
rectifying device could be constructed then work would be extracted from a single
heat reservoir, contradicting the second law of thermodynamics. The most famous
example of a mechanical system that may play the role of such a Maxwell’s demon
is the ratchet and pawl system, presented by Feynman in Chapter 46 of the first
volume of his Physics Lectures [2]. A related paradox was proposed in 1950 by
Brillouin [3]: consider an electrical circuit composed of a diode and a resistor at
temperature T'. The current in the circuit has a zero average value, but because of
thermal noise, it exhibits non-vanishing fluctuations (known as Johnson-Nyquist
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noise). Can the diode be used to rectify the current, allowing us to use it to perform
work? The solutions of these paradoxes are now well known: thermal fluctuations
are a universal phenomenon and all systems at a given temperature are subject to
it. The rectifying device, whatever it is, is also subject to Brownian motion and
undergoes some unavoidable fluctuations. If the signal to be rectified is produced
at temperature 1" and the rectifier is at the same temperature, then the thermal
fluctuations of the rectifier render it totally ineffective and the second law is saved.
If the rectifier is at a lower temperature then this apparatus can indeed generate
work: but now there are two heat sources at different temperatures, in accordance
with the second law.

In recent years, a renewed interest has arisen in ratchet models in the context
of non-equilibrium statistical physics. Many ratchet models exist (for a review see
[4]). In one kind of ratchet called brownian motors, an association of two parti-
cles, one asymmetric and another one symmetric, can rectify thermal fluctuations
provided that the two particles are in contact with heat baths at different tem-
peratures [5]. In another family of ratchet models, the need of two heat baths
is removed by coupling the ratchet to some external ‘agent’ (e.g., a chemical re-
action) that continuously drives the system out of equilibrium. In this case too,
under certain conditions, work can be extracted [6, 7, 8]. Again, there is no con-
tradiction with thermodynamics here: the system is far from equilibrium and the
ratchet plays simply the role of a transducer between the energy put in by the
agent (e.g., chemical energy) and the mechanical work extracted. The analysis
of the energetics of such devices far from equilibrium requires concepts that go
beyond the classical laws of thermodynamics and this remains a very challenging
and important open issue [9, 10].

Biophysics provides numerous examples of systems far from equilibrium. For
example, a significant part of the eukaryotic cellular traffic relies on ‘motor’ pro-
teins that move along filaments similar in function to railway tracks or freeways
(kinesins and dyneins move along tubulin filaments; myosins move along actin fil-
aments) [11]. The filaments are periodic (of period ~ 10nm) and have a fairly rigid
structure; they are also polar: a given motor always moves in the same direction.
These molecular motors appear in a variety of biological contexts: muscular con-
traction, cell division, cellular traffic, material transport along the axons of nerve
cells... A biological cell forms a crowded environment in which molecular motors
work together and with other proteins. In these conditions, collective effects arise
due to interactions between motors [12]. In many cases, these interactions can
be modeled as excluded volume interactions, and for this reason, the behavior of
an ensemble of motors in a low dimension space can be described by dynamical
models similar to the ones developed for traffic problems [13, 14]. In the following,
we focus on single molecular motor properties, in order to clarify in this simpler
situation, the dynamics and the energetics of this system far from equilibrium.

Recently, a general organizing principle for non-equilibrium systems has
emerged which is known under the name of fluctuation relations [15, 16, 17, 18, 19,
20, 21]. These relations, hold for non-equilibrium steady states but arbitrarily far
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from equilibrium [22, 23, 24, 25], they can be seen as macroscopic consequences
of the invariance under time reversal of the dynamics at the microscopic scale
[26]. Tt is interesting to apply these concepts to small systems which can either be
mechanically driven as biopolymers [27] or chemically driven as enzymes [28].

Molecular motors are enzymes which operate stochastically at the level of a
few molecules, and for this reason they typically undergo large thermal fluctua-
tions. Generically, single molecular motors have been described theoretically either
by continuous ratchet models (see, e.g., review by Jillicher et al. [29]) or by mod-
els based on master equations on a discrete space [30, 31]. It is possible to give a
thermodynamic interpretation of the elementary chemical reactions, which occur
in a discrete and stochastic way in a molecular motor [32]. Such a thermodynamic
interpretation of chemical transitions has similarities with the thermodynamic
interpretation of the Langevin equation at the single trajectory level [33]. At a
macroscopic scale, constraints arise on the operation of these molecular motors, as
a result of single reaction events occurring stochastically at the microscopic scale.
These constraints take the form of a fluctuation relation [34, 32, 35, 36, 37, 38].

The aim of this review is to explain how recent theoretical results in non-
equilibrium statistical mechanics, namely these fluctuation relations, provide a
way to understand the non-equilibrium energetics of molecular motors. Note that
the same framework apply to both biological molecular motors or artificially made
nanomachines.

In the first part of this review, we present the two theoretical approaches
of molecular motors mentioned above, namely the flashing ratchet model and the
approach based on master equations on a discrete space. In the second part of the
review, we derive the fluctuation relations for these specific models and discuss
some consequences of these relations for molecular motors.

2. Stochastic models of molecular motors

Molecular motors are enzymes capable of converting chemical energy derived from
the hydrolysis of adenosine triphosphate (ATP) into mechanical work. There is a
large diversity of molecular motors, and correspondingly a large number of pro-
cesses accomplished by these motors within a cell. There are linear motors such as
kinesins, dyneins, myosins or the RNA polymerases, and rotating motors such as
the F1-ATPase motor or the bacterial flagellar motor. These motors drive not only
intracellular movements, they are also key players in the motility of the cell itself.
Although, traditionally, these machines were subjects of investigation in biology
and biochemistry, increasing use of the concepts and techniques of physics in recent
years have contributed to a quantitative understanding of the fundamental princi-
ples of operation of these motors. The possibility of exploiting these principles for
the design of artificial nanomachines has opened up a new field in nanotechnology.
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2.1. The basic principle

On the theoretical side, molecular motors have been described by ratchet devices,
which are systems able to extract useful work out of unbiased random fluctuations
[39]. A generic model of such a ratchet device is shown in Figure 1 where the
motor is represented by a small particle that moves in a one-dimensional space.
At the initial time ¢ = 0, the motor is trapped in one of the wells of a periodic
asymmetric potential of period a. Between time 0 and ¢, the asymmetric potential
is erased and the particle diffuses freely and isotropically at temperature 1. At
the switching time ¢;, the asymmetric potential is re-impressed, the motor slides
down to the nearest potential valley and, because of damping, is trapped in one
of the wells. The motor has maximal chance to end up in the same well where
it was at time ¢ = 0. However, it has a small probability to be trapped in the
well located to the right and, because of the asymmetry of the potential, an even
smaller probability to end up in the left well. Indeed, in order to be trapped in the
right well after time ¢¢, the particle must have diffused between ¢ = 0 and ¢ = ¢;
over a distance larger than A towards the right. However, to end up in the left well
it has to diffuse (towards the left) a distance larger than B, which is much less
probable because B > A. In other words, because the potential is asymmetric, the
motor has more chances to slide down towards the right: this leads on average to
a net total current. The particle has used thermal noise to overcome the potential
barrier and thanks to the asymmetry of the potential it has moved in a well-defined
direction.

In order to move, the motor consumes » ATP fuel molecules per unit time,
which are hydrolyzed to ADP + P (see Figure 2):

ATP = ADP+ P.

It is the chemical energy released by ATP-hydrolysis that allows the motor to
detach itself from the filament it was bound to. This detachment process corre-
sponds in the basic mechanism to erasing the potential, whereas re-attachment
of the motor at the switching time ¢y corresponds to re-impressing the potential.
Hence the motor undergoes chemistry-driven changes between strongly and weakly
bound states (attachments and detachments). It is the coupling between chemistry
and the interaction with the filament that allows the motor to overcome energy
barriers. Besides, because of the polarity of the filament, the interaction potential
is asymmetric, allowing directed motion to set in.

In general, the motor is subject to an external force fox which tilts the
potential. Besides, when ATP is in excess, the chemical potential difference of
the reaction of ATP hydrolysis, A = parp — app — pp becomes positive. More
precisely, we denote App = kT Ap, where Ay is the normalized chemical potential
and

5 = (ML AD )

1
[ATPl.q [ADP] [P] S
where [..] denotes concentration under experimental conditions and [..Jeq denotes
equilibrium concentrations.
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FI1GURE 1. The principle of a Brownian ratchet: by inscribing and eras-
ing periodically an asymmetric potential, a directed motion of the par-
ticle is induced. In this example, the potential is a saw-tooth function
of period a = A + B. Since B > A, the potential is asymmetric. The
relative sizes of the probabilities of ending in one of the wells are repre-
sented by the sizes of the disks in the lowest picture. The right and left
probabilities being different, this leads on average to a net total cur-
rent J.

ATP ADP +P

—=—— CARGO

FIGURE 2. Schematic representation of a molecular motor: by hydro-
lyzing ATP, the motor proceeds along the polar filament and carries a
‘cargo’ molecule, which typically exerts a force f on the motor.

A basic problem is then to determine the velocity of the motor v(fext, Apt)
(mechanical current) and the ATP consumption rate r( fext, Ape) (chemical current)
as functions of the external mechanical and chemical loads.
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To summarize, molecular motors move by using the ratchet effect, providing
an example of a rectification process of Brownian motion. The two basic require-
ments for obtaining directed motion are:

(i) an external energy source, provided by the chemical reaction of ATP hy-
drolysis. During this process ATP is consumed and ADP is produced. This
reaction therefore breaks time-reversal invariance (more technically, it breaks
the detailed balance condition which holds at equilibrium, and introduces a
bias in the dynamics of the motor).

(ii) The polarity of the filament which breaks spatial left-right symmetry and
allows the motor to move in a well-defined direction.

2.2. The flashing ratchet model

In the simplified discussion above, we did not specify the characteristics of the
switching time ¢y. Different models are possible: one can consider a deterministi-
cally forced ratchet in which the binding potential of the motor switches period-
ically (and even smoothly) from strong-binding to weak-binding. Another possi-
bility that we shall discuss here in detail is the flashing ratchet model [29, 4] in
which the switching of potentials is sudden and occurs at random times generated
by a Poisson Process. Then, we shall show how to construct a discrete version of
the flashing ratchet model [30, 31].

In the flashing ratchet model [29, 40, 41], the state of the motor is described
by a continuous position variable x and by discrete internal states i = 1,2 corre-
sponding to different chemical states of the motor. For instance, one could associate
one state with a configuration where one motor head is bound to the filament (the
high-energy state) and the other state to a configuration where both heads are
bound (the low-energy state). The motor evolves in two time-independent peri-
odic potentials U;(x), with ¢ = 1,2. Note that in the basic mechanism discussed
in the previous section, U;(x) is a saw-tooth potential and Us(z) is taken to be
zero. But one can consider the general case where both U; and U, are non-zero
asymmetric potentials of arbitrary shape with a common period a. In Figure 3, we
represent the often studied situation in which U; and U, are identical saw-tooth
potentials but slightly shifted with respect to each other along the = axis.

The dynamics of the motor can be represented by a Langevin equation

T=—yF -~ Z Ui(2)d¢r),i + \/Ef(ﬂ (2)

i=1,2

where (1) is a normalized white-noise and ((t) a dichotomous noise that can exist
in two states 1 and 2. The switching-rates of {(¢) are position dependent and are
given by wq(z) (transition from 1 to 2) and wy(z) (transition from 2 to 1). The
friction coefficient v satisfies the Einstein relation Dy = kpT/v and F represents
an external force acting on the motor. The function d¢(); is a Kronecker delta.
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The probability density for the motor to be at position x at time ¢ and in
state i is denoted by P;(x,t), which obeys the equations

orP,  0J
St oy = w1 @) P+ wa(2)Py, ®)
oPy, 0J
8152 + 8—; = wi(x)Py —wa(z)Py, (4)
where w () and ws () are space dependent transition rates, and the local currents
J; are defined by:
op; 1 oU;
—_D S —F )P
/i O(E)x +kBT(3=’E ) Z), ?)

with Dg the diffusion coefficient of the motor and F' a non-conservative force acting
on the motor.

The transition rates can be modeled using standard kinetics for chemical
reactions applied to each chemical pathway between the two states of the motor
[40]:

on(8) = (&) £ ()Mot @O~ Fo) T
wa () = [w(x) 4 o (x)]eV2( @)= F2) kel (6)

where [ = Fa/kgT is the normalized force acting on the motor. It is assumed
that the rates can be decomposed into a contribution proportional to w(z), which
is associated with thermal transitions, and a contribution proportional to ()
corresponding to transitions induced by ATP hydrolysis. Note that the functions
w(z) and ¥ (z) have to be periodic functions but they are otherwise unspecified.
The form of the rates in the absence of hydrolysis (i.e. when 1 (x) = 0) is chosen
to satisfy the detailed balance condition

w2 _ o <U2(93) - U1($)> ' )
w1 (x) kBT

The form of the rates associated with the transitions induced by ATP hydrolysis
(i.e. when w(z) = 0) is chosen to satisfy a generalized detailed balance condition,
which is generalized in the sense that it accounts for the exchange of chemical
energy [35, 28]. In this case, this leads to the condition

wA2) _ oo (Uz(ﬂf) — Ui(2) —Au) . (8)
w1 (LL‘) kBT
Note that the way the force enters the rates is unambiguous in continuous models
as compared to discrete models, in which the force dependent rates must contain
unknown load distribution factors [37, 30]. One could easily extend the model to
introduce more chemical pathways [40] or more internal states; such extensions
are possible but they have not been considered here since they are not essential
for the present argument.

When F' = 0 and Ay = 0, the system is in equilibrium since the detailed
balance condition (7) holds. In this case, the steady state probabilities P; obey
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Boltzmann distribution, the currents J; vanish and there is no average displace-
ment of the motor. When F' and Ap are not simultaneously zero, the detailed
balance condition (7) is broken, the system is out of equilibrium and currents are
present.

2.3. A discrete ratchet model

From the continuous model, a simplified effective discrete model can be constructed
as shown schematically in Figure 3 following the procedure outlined in [42]. We as-

Uy

wi(@) | ws(x)

FicURE 3. The top two curves represent the two time independent
periodic potentials Uy (z) and Us(x) of the flashing ratchet model. At
any position z, vertical transitions are possible between the two internal
states with rates wy(z) and wo(z). Below is represented the correspond-
ing discrete model, which is obtained by considering effective transitions
between the minimum of U;(x) (state a) to the minimum of the other
potential (state b), with rates as shown in the lower part of the figure.

sume that the motor has a vanishingly small residence time in all states which are
not minima of the potentials U; (x) or Uz(x), i.e. the time taken to slide down to-
wards a well is negligible. Switching between the potentials, represented as dashed
lines in the figure, occurs at finite rates wy(x) and wa(z), but only between states
that are at the same location x. Since downward sliding occurs instantly, the ob-
servable transitions are effectively from one minimum of one potential (state a) to
the other minimum of the other potential (state b). In this way, a discrete hopping
model on a 1D lattice is constructed in which transitions are allowed between even
and odd sites called a and b. The dynamics of the motor on the linear discrete
lattice is as follows: the motor hops from one site to neighboring sites, either con-
suming or producing ATP (see Figure 4). The position of the motor is denoted
by « = nd, where 2d ~ 8 nm is the step size of a kinesin. The even sites (denoted
by a) are the low-energy state of the motor, whereas the odd sites (denoted by b)
are its high-energy state; their energy difference is AE = kgTe, where kp is the
Boltzmann constant and T is the temperature. Because of the periodicity of the
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FIGURE 4. A schematic of the evolution of the motor in a plane (n,y),
where n represents the position of the motor on the filament and y is
the number of ATP molecules consumed. The even and odd sublattices
are denoted by a and b, respectively. Note that the lattices of a and b
sites extend infinitely in both directions along the n and y axis. The
possible transitions are represented with arrows on a particular section
of the lattice.

filament, all the even (a) sites and all the odd (b) sites are equivalent. The dy-
namics of the motor is governed by a master equation for the probability, P, (y, t),
that the motor has consumed y units of ATP and is at site n at time ¢:

8tPn(y; t) = - (Un + Un) Pn(ya t)

+ Z [<J7l1+lpn+1(y*lat)+w'rlL71Pn*1(yflvt)]7 (9)
1=—1,0,1

where W, =3, W} and W, =, W!. Denoted by ! and W are the transition
rates for the motor to jump from site n to n — 1 or to n + 1, respectively, with
[(=—1,0,1) ATP molecules consumed.

As we show below, this discrete stochastic model contains the essential fea-
tures of the original ratchet model while being more amenable to precise mathe-
matical analysis [43, 44, 45, 31]. In this sense, the discrete model may be regarded
as a minimal ratchet model.

2.4. Application of the model to experiments

2.4.1. Modes of operation and efficiency: From the master equation Eq. 9, one
can obtain the average velocity of the motor v and its average ATP consumption
rate, 7. One finds explicitly that

b
b+

—
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F1GURE 5. Kinesin velocity vs. ATP concentration under an external
force [36]. The solid curves are the fits of our model to data from
Ref. [46]. From top to down, the plots are for F, = —1.05,—3.59, and
—5.63 pN, respectively. Inset: Kinesin velocity vs. force under a fixed
ATP concentration. The solid curves are fits to the data of Ref. [46].
From top to down, the plots are for [ATP] = 2mM and 5 uM.
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FIGURE 6. The four modes of operation of a molecular motor (such
as kinesin) are delimited by o = 0 and r = 0. The lines are generated
with parameters that we have extracted by fitting the data for kinesin
in Ref. [46] to our model, and this fit is shown in Figure 5.

(GL+ L) (@To+ o) — (G + W) (Fa+Ta)
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T =

By modelling the dependence of the rates on the force and on the chemical
potential in a way similar to what was done in Eq. (6) for the flashing ratchet
model, one obtains a theoretical prediction for the dependence of the velocity and
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average ATP consumption rate on the force or the ATP concentration, that can be
compared to experiments. Despite its simplicity, this discrete model can account
quantitatively for such measurements as shown in Figure 5 in the case of a kinesin.
From the two currents o and r, a diagram of operation of the motor (see Fig-
ure 6) can be constructed, which summarizes the possible thermodynamic modes
of operation of the motor [36]. This diagram is similar to that given in Ref. [29],
except that the present diagram extends to the regime far from equilibrium rather
than being limited to the linear response regime. Whenever fo < 0, work is per-
formed by the motor, whenever rAp < 0, chemical energy is generated. The motor
can work in eight different regimes. Four of them are passive and correspond to
the white regions in Figure 6, in which there is no energy output from the system,
since fo > 0 and rAp > 0. ! The four remaining regimes are more interesting since
fv and rAp are not of the same sign, which means that some form of transduction
occurs between the mechanical and chemical forms of energy. More precisely:

e In region A of the diagram, where rApu > 0 and fo < 0, the motor uses the
chemical energy of ATP to perform mechanical work. This can be understood
by considering a point on the y-axis of Figure 6 with Ay > 0. There we expect
that the motor drifts to the right with o > 0. Now in the presence of a small
load f < 0 on the motor, we expect that the motor is still going in the same
direction although the drift is uphill and thus work is performed by the motor
at a rate W = —fv > 0. This holds as long as f is smaller than the stalling
force, which defines the other boundary of region A.

e Similarly, in region B, where rAp < 0 and fo > 0, the motor produces ATP
already in excess from mechanical work.

e In region C, where rAp > 0 and fov < 0, the motor uses ADP in excess to
perform mechanical work.

e In region D, where rAp < 0 and fo > 0, the motor produces ADP already
in excess from mechanical work.

It is interesting to note that the large asymmetry between regions A and C in
Figure 6 reflects the fact that kinesin is a unidirectional motor. The diagram also
illustrates the fact that under usual conditions with Ay ~ 10 — 25, a kinesin uses
the chemical energy of ATP hydrolysis to produce mechanical work (region A of
the figure), rather than operating in the other way to synthesize ATP (region B
of the figure).

It is also possible to analyze the mechanical efficiency of this motor, defined
as the ratio between the mechanical work delivered by the motor divided by the
chemical energy supplied [37]. Other definitions of efficiency have been considered
in the literature (such as the efficiency at maximum power [47] or the Stokes ef-
ficiency) but the advantage of this definition is that it holds arbitrarily far from

1The case where fo < 0 and 7Ap < 0 is forbidden by the second law of thermodynamics, because
it would lead to a negative entropy production. For this reason, there is no point in Figure 6
which corresponds to this case.
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FIGURE 7. Curves of equal efficiency 1 within region A (which is delim-
ited by the solid line and by the y axis). The parameters are those used
in Figure 6 and obtained from the fit of Figure 5. From the outside to
the inside the curves correspond to n = 0.2, n = 0.3, n = 0.4, n = 0.5
and n = 0.58. The absolute maximum efficiency for these parameters is
about 59% and is located at Ay ~ 14 and f ~ —4.9.

equilibrium and it corresponds near to equilibrium to the definition used tradition-
ally with heat engines. The kinesin operates most efficiently in a range of values
of Afi which corresponds well to the typical free energy delivered by the reaction
of ATP hydrolysis (physiological conditions correspond to Au ~ 10 — 25). The
maximum of efficiency is obtained around a single isolated point in the coordi-
nates (f, Ap) (rather than on a line as in the near equilibrium regime for instance)
as shown in Figure 7. This suggests that kinesin is in fact optimized to operate
under a load corresponding to a normalized force of about —4.9 in the conditions
of Figure 7. The maximum of efficiency is around 40-60%, much higher than the
typical efficiency in the near equilibrium regime (of the order of 0.03%). The value
of the maximum efficiency of 40-60% agrees well with recent measurements for
kinesin.

2.4.2. Violation of Onsager and Einstein relations: Away from equilibrium, we
expect that Onsager and Einstein relations are no longer valid. To quantify their
violations, we have introduced in Ref. [36] AX = A2 — X271 to quantify the viola-
tion of Onsager relations and four “temperature”-like quantities, T;; = D;;/Aij to
quantify the violation of Einstein relations. All these quantities are defined using
linear response theory in the vicinity of a non-equilibrium steady state rather than
near an equilibrium state. Of course, these effective temperatures are not thermo-
dynamic temperatures: they are merely one of many possible ways to quantify
deviations of Einstein relations. These T;; and AX are shown in Figure 8 as func-
tions of Ap for the particular case of f <« 1 within region A. We observe that
all the T;; start off at 7;; = 1 near equilibrium where AX = 0 as expected from
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FIGURE 8. Effective temperatures T1; (dot-dashed), To; (dotted), Tha
(dashed), and A\ (solid) vs. Ay in region A of Figure 6 for a small f.
Note that Tj; characterizes the fluctuation-response ratios (see text),
while AX quantifies the breaking of Onsager symmetry.

Onsager relations, whereas for large Ap, Ths diverges exponentially while To1, Ty
and A\ approach constant values [36].

2.4.3. Beyond two states model of molecular motors. The discrete two-state model
presented above describes many features of experiments on a single kinesin such
as the average velocity versus force or versus ATP concentration, or the average
ATP consumption rate. It does not describe however equally well the fluctuations
of these quantities. As shown in [30], at least four internal states are necessary
to describe the fluctuations of position of the motor, which are quantified by the
so-called randomness parameter introduced and measured in Ref. [48]. For this rea-
son, a more refined model of kinesin should contain more than two internal states
to account for the way the motor walks on the filament, which is by a succession of
binding and unbinding events of the two heads in a hand-over-hand fashion. To in-
clude that aspect, a model with nine states — which can be reduced to seven states
for most cases — was proposed in Refs. [35, 49, 50], where the seven states describe
the most significant chemical states of the two headed kinesin. The possible tran-
sitions between these states can be represented by a network, which describes the
mechano-chemical coupling in this motor. In this network representation, several
cycles can be identified just like in the discrete model presented above. The model
successfully accounts for many experimental results known for kinesins [51]. Using
this framework, a diagram summarizing the thermodynamic modes of operation
of the motor has been constructed in Ref. [52]. This diagram has similarities with
our Figure 6, but some differences are present due to the different role played by
the mechanical and chemical cycles in the different models.

Many other works have used discrete or continuous stochastic models to
analyze molecular motors: for instance a discrete model with seven states has been
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developed for myosin V [53]. A discrete model with only three states has been used
to describe the fluctuations of position of nucleosomes along DNA in Ref. [55]. In
Ref. [54], the rotating motor F;-ATPase is described by a stochastic process for
the angle of rotation of the motor, which is treated as a continuous variable and
for the chemical states, which are treated as discrete states. More recently, the
authors of this reference have developed a discrete version corresponding to their
continuous model, which is a two-state model very similar to the one discussed in
this review [56].

3. Fluctuation relations in models of molecular motors

Fluctuation relations quantify the exchanges of energy between a system and its
environment when the system is in a non-equilibrium state [17, 21]. These relations
hold arbitrarily far from equilibrium in a regime where the usual thermodynamic
laws — which hold only near equilibrium — do not apply. Since their discovery about
a decade ago [15, 16, 17, 18, 19], there has been a growing interest in understanding
their importance and implications. One reason for the popularity of this topic has
to do with the fact that these relations provide a fresh look at old fundamental
questions, such as the origin of irreversibility or the second law of thermodynamics.
For small systems (for which the fluctuations are large, in the sense that
their magnitude can be of the same order as the average value), the fluctuation
relations impose new constraints which go beyond the usual description of sta-
tistical fluctuations. Many fluctuation relations have been verified experimentally
using biopolymers, in particular the Jarzynski’s relation [57], the Crooks relation
[68] and the Hatano-Sasa relation [59]. Complementary experimental verifications
have been carried out with colloidal particles in optical traps [60, 61]. Recently,
a modified Fluctuation-Dissipation relation, related to the Hatano-Sasa relation
has been verified for a colloidal particle in a nonequilibrium steady state [62].
All these experiments represent remarkable achievements, which confirm the va-
lidity of the general framework of fluctuation relations in various experimental
conditions. However, it may be worth pointing out that in all these examples, the
experiments have been designed in order to verify the fluctuation relations. On
the contrary, the case of molecular motors is particularly interesting since this is
a system which was not designed for that objective. Molecular motors operate in
a regime far from equilibrium, with fluctuation relations in some sense built-in in
their natural mode of operation. For this reason, it is more appropriate to think
about fluctuation relations as thermodynamic constraints on the operation of the
motors, which presumably theoretical models of molecular motors should obey
[34, 32]. That of course would assume that the fluctuation relations are obeyed
exactly in experiments. To our knowledge, quantitative experimental tests of fluc-
tuation relations have not been carried out on molecular motors yet, although
there is some indication that, for instance, the data of [51] on single molecule
experiments with kinesin is in agreement with the fluctuation relations.
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The dynamics of a molecular motor breaks the detailed balance condition,
and leads to a non-equilibrium steady state characterized by the presence of non-
zero currents, which are independent of time. For each current, one can associate a
cycle, also called an irreversible loop. The construction of these cycles and the way
they can be associated with currents is explained by a general theory for systems
governed by a master equation [63, 65, 64]. One central result of this theory is the
relation

ot Jr JA/kBT

o) J- ’
where II1 (L) denotes the product of reaction rates associated with the different
transitions within the cycle £ in the clockwise direction, whereas I~ (£) denotes
the same product in the counter-clockwise direction. We have denoted by J* the
number of cycles undergone by the motor per unit time in the clockwise direction,
and J~ the number of cycles undergone per unit time in the counter-clockwise
direction, so that overall the cycle flux is J = J* — J~. The quantity A is called
affinity or thermodynamic force. This affinity can be defined as the derivative of
an effective potential, experienced by a biased random walker that would exhibit
the same dynamics [37]. When the detailed balance condition is satisfied, [TT (L) =
II~ (L), the effective potential is flat and A = J = 0.
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FiGURE 9. Cycles associated with the evolution of the motor in the
discrete two-state model. Left: the cycle for the position variable n; the
length n run by the motor corresponds to half the number of turns run
around the cycle (the factor 1/2 has to do with the period of the motor
which is twice the unit length of the lattice on which the motor evolves).
Right: the cycle for the chemical variable y.

(12)

In the simple case where the model contains a single cycle with only two
states as in Figure 9, the relation (12) leads to the affinity A/kpT = —2¥ where

¥ is defined by
U = lln @ (13)
2\ Wowy /)’

and the corresponding current J is the average motor velocity (see Eq. 10):
— — —
WaWp — WqagWp

— — <— — -
Wae+ Wp+ weg+ Wy

v=2 (14)
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In order to describe more precisely the dynamics of this system, let us consider
Pi(n,t), the probability that the motor at time ¢ is on the site i (= a,b) and at
the position n (with @ = nd where d is distance between sites a and b). This
probability can be obtained for instance by integrating over the variable y in the
quantity P, (y,t), which satisfies the more general master equation of Eq. (9).
Because of the periodicity of this problem, it is convenient to introduce generating
functions F;(\,t) = >, e *P;(n,t), which evolve according to : O, F; = M;; F},
where M[)] is the following 2 x 2 matrix constructed from the master equation
satisfied by P;(n,t):

707(1) - ZJ—a et &Tb +e A 0717
MW[@m+emz G-
In the long time limit, the steady state properties of the motor can be obtained
from the largest eigenvalue ¥[)\] of this matrix. Indeed when t — oo,

(e = ZFi(A,t) ~exp (0t). (15)

The first derivative of ¢ with respect to A gives the average velocity © of the motor
and the second derivative gives the diffusion coeflicient of the motor.

From the explicit expression of this eigenvalue, the following property may
be derived:

IA) =9(=T = N), (16)
which is the Gallavotti-Cohen fluctuation theorem. Other equivalent forms of this
relation can be obtained. One of them involves the large deviation function of the
current v denoted G(v), defined in the long time limit as

P(% =) ~ e G, (17)

The analytical expression of this function, obtained in Ref. [37], has a complicated
non-linear expression in terms of the rates, but it satisfies a surprisingly simple
relation:

G(v) — G(—v) = To. (18)
This relation implies that the ratio of the probabilities to observe a velocity v or
—uv after a time t satisfies the relation

’P(% = ’U) _ ef\I/'ut
PE=—u ¢ 1

Using Eq. (18), and the fact that G(v) and Y(\) are Legendre transforms of each
other, one recovers indeed the relation (16).

The relations (16), (18) and (19) are equivalent forms of a constraint imposed
on the system by the Gallavotti-Cohen fluctuation theorem. This theorem itself is
a consequence of the time-reversal symmetry of the physical laws involved in this
model. This symmetry is a fundamental property that does not depend on the
details of the system and therefore, in this sense, the fluctuation theorem appears
as a universal requirement, just as thermodynamic constraints are universal for
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systems at equilibrium regardless of their microscopic structure. Of course, uni-
versality does not imply that the constraints are easy to find and to formulate
explicitly for a given problem. Here, the relation (19) is an explicit prediction
derived from the fluctuation theorem for molecular motors. It would be of great
interest to verify this relation experimentally. Conversely, this equation can be
used to measure the affinity ¥, and therefore to access indirectly the microscopic
rates, for a given molecular motor.

3.1. Modeling processivity at the single motor level

Experiments on single molecular motors depend on an important property of these
motors called processivity. Molecular motors like kinesins, which can hydrolyze a
large number of ATP molecules before detaching from microtubules, are called
processive, whereas those like myosins II, which detach and reattach frequently
from actin filaments are called non-processive. There are several ways to define
processivity, either it can be defined as the average lifetime of the motor on the
filament, or from the average length spanned by the motor or from the average
number of ATP molecules consumed before detaching. In single molecule experi-
ments [66, 51], the dependence of the run-length of a single kinesin on load and
on the ATP concentration has been studied. On the theoretical side, the average
lifetime of a molecular motor as a function of load has been studied in [67] using
the flashing ratchet model. Here we focus on the run-length, for which we derive
a simple expression within the discrete two-state model presented above. Using a
similar theoretical approach, the average time before observing a backward step in
a discrete model of a molecular motor has been studied in Ref. [34]. More generally,
in a network of discrete chemical states, there are well-known methods to calculate
the average lifetime of a random walker in the presence of absorbing states [65].
These methods can be used not only to calculate the lifetime of the motor on the
filament, but also the dwell times associated with the motor steps as shown in
Ref. [49].

The detachment of the motor from the filament can be represented by a
detachment rate x, which depends on the local site of the filament visited by the
motor. Since in the discrete model presented above, the state b is the high-energy
state and a a low-energy state, we assume for simplicity that detachment only
occurs from site b, which corresponds to the maxima of U; (z) in Figure 3. Because
of this detachment, the motor can be no longer only in states a or b, thus we need
to modify the master equation in order to conserve probability at all times. This
can be done by adding an extra state corresponding to the unbound motor state,
which is an absorbing state. We define the generating functions F;(\,t) as before,
but now the matrix of evolution of these generating function is the following 3 x 3
matrix:

— — A
—Wg — Wy erop+e oy 0
MDA = | eriog+ePw; —p—wp—Kk 0
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This matrix has three eigenvalues p;, pe and 0, which is associated with
the absorbing state. The corresponding eigenvectors are |u1), |pu2) and |c). If the
initial state vector is |F(),0)) = A|u1) + Blusz) + C|c), the state vector at time ¢
is [F(\ 1)) = Aert|uy) + Bet2t|us) + Cle). Since pq and ug are strictly negative,
at time ¢t — oo, (e7*") = (0|F(\,00)) = C(\), with (0] = (1,1,1). Note that
C(A) contains all the moments of the run length, and in particular the average run
length, which is, in units of the lattice period,

iy = -2, (20)

The function C(\) can be calculated by projecting the left eigenvector associated
with the eigenvalue 0, (c|, onto the initial state vector |F'(A,0)). If the initial state
vector is along the unit vector e;, then one obtains

C(\) = Fae” + Wae 21
(V) = Twe + Wawp(l —e2) + W wp(l —e 2N’ (21)
If the initial state vector is along the unit vector e,, then

— «— — — —

<n>:wa_wa+2wawb_wawb. (22)
Wq + Wy KWq
If the initial state vector is along the unit vector e, then
— — —

(n) =22a®b— Wallb (23)

KWa
Thus the part of the average length which is independent of the initial condition is

— — — _
WaWp — WagWyp v

(n) =2 (24)

KW, T kP
where v is the average motor velocity defined before and P, the stationary proba-
bility to be in state b when x = 0.

Note that it has been assumed implicitly that the motor runs in the positive
direction so that by construction o > 0, (i) is positive and has the familiar form
obtained above. The application of fluctuation relations to non-processive motors
has not been discussed in the literature to our knowledge. We believe that a fluc-
tuation relation will be obeyed only if a reattachment process is taken into account
in the model. In this case, there is no longer an absorbing state.

3.2. Mechanochemical coupling for the discrete model

We have so far only discussed the form of fluctuation relations for models contain-
ing a single cycle. It is well known that models with at least two cycles must be
introduced to account for experimental data such as those represented in Figure 5.
In order to discuss more general fluctuation relations, and to compute in a simple
way the chemical current, r, associated with the average ATP consumption rate,
it is necessary to include in the description of the state of the motor, a chemi-
cal variable y associated with the average number of ATP consumed as done in
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Eq. (9). With the notations, w!, = @’ + ! and w, = @, + W, (and similarly for
site b), one obtains the chemical current
_— wCleb—wb_lwa7 (25)
Wq + wp
in agreement with the cycle representation of Figure 9 and with the formula (11)
above.

When the form of these rates is explicitly given in terms of the normalized
force f and the normalized chemical potential Au, a new reformulation of Eq. (12)
is obtained:

oy~ '@a” _

kT In ——— = Fe(2d) — A (1 - 1, (26)

Wq"Wh
with 7,1’ = 0, 1. This equation can be understood as a statement of the first law
of thermodynamics at the level of elementary transitions [35, 28]. Indeed, it is
possible to associate the left-hand side of this equation with the heat released by
the motor into the environment (treated as a reservoir at the same temperature)
during transitions (,1"). The right-hand side can then be interpreted as the differ-
ence between the mechanical work —F,(2d) and the variation of chemical energy
Afi (I —1") for these transitions. The variation of internal energy is zero in this case
since only transitions involved in a cycle are considered. Note that similarly to this,
the generalized detailed balance condition of Eq. (8) can be also interpreted as a
statement of the first law at the level of elementary transitions.

Following the same steps that lead to the fluctuation relations for models
with one cycle but now for a model with two cycles, one arrives at the following
relation, similar to Eq. (16):

I y) =T =X, =X —7), (27)

with new affinities —¥ and —y associated with the mechanical and chemical cycles.
These affinities represent a part of the expression of the entropy production rate
of the motor [37], which also satisfies a fluctuation relation different from that of
the currents but very much related to it.

We emphasize that the relation (27) involves both the mechanical and the
chemical activities and that, here, a symmetry relation of the type of Eq. (16) for
the mechanical variable alone is not satisfied. It is therefore essential, in deriving
fluctuation relations, to take into account and include all internal variables that
are coupled with one another under time-reversal. Leaving aside some relevant
degrees of freedom would manifest itself as an apparent violation of this symmetry
and would wrongly be interpreted as a breakdown of the fluctuation theorem.

3.3. Flashing ratchet model on a continuous space

We show in this section how the ideas developed in the previous section for the
discrete two-state model can now be extended to more general continuous models,
such as the flashing ratchet. There are several reasons for considering continuous
models as a substitute for discrete models: first of all, continuous models contain all
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TO(fn)

FI1GURE 10. Normalized eigenvalue 7O(fn) of the flashing ratchet
model as a function of n = \/f (with 7 = a?/Dy), for a normalized
force f =5 (top two curves) and f = 10 (bottom two curves). The solid
curves correspond to the case where the transition rates between the
internal states satisfy detailed balance, which leads to the Gallavotti-
Cohen symmetry, i.e. to the symmetry with respect to n = —1/2. The
curves with filled symbols (f = 5) and empty symbols (f = 10) corre-
spond to the case where the detailed balance is broken with constant
transition rates wi(z) = wa(x) = 107! and the same potentials.

the possible discrete models as limiting cases, second, the way to describe the effect
of force on the motor is unambiguous for continuous models, and third, there are
effects such as fluctuations which are not always well captured by discrete models.

We provide in this section an analytical proof that the flashing ratchet obeys
a Gallavotti-Cohen symmetry [68], using a technique inspired by [17, 22]. We also
analyze numerically this point by calculating the eigenvalue associated with the
evolution matrix of the generating functions of the currents.

3.3.1. The purely mechanical ratchet. Before considering the case of the flashing
ratchet with a mechanical and a chemical variable, it is helpful to look first at
a purely mechanical ratchet, which has been used to describe in particular the
translocation of a polymer through a pore [69]. In this model, one considers a
random walker in a periodic potential subject to an external force F' (model I)
[70, 39]. The corresponding Fokker-Planck equation is

oP o [oP U'(x)—F

EfDO% %—FikBT P, (28)
where U(z) is a periodic potential U(x + a) = U(x) and a is the period. This
equation describes the stochastic dynamics of a particle in the effective potential
Uers(x) = U(x) — Fx. By solving Eq. (28) with periodic boundary conditions
[69, 70], it can be readily proven that the system reaches a stationary state with
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a uniform current J in the long time limit. This current is non-vanishing if a non-

zero force is applied. When F = 0, there is no tilt in the potential, J = 0 and the

stationary probability is given by the equilibrium Boltzmann-Gibbs factor.
Similarly to the discrete case, we introduce the generating function

Fr(C,t) = Zexp (¢ +n) P((n+Qa,t). (29)

The time evolution of this generating function F) is obtained by summing over
Eq. (28). This leads to the equation

IBED — emen, (30)

where the deformed differential operator £(\) acts on a periodic function ®((,t)
of period 1 as follows:

%P 8
a2 " a¢
where Ue’ﬂ = a0, Uesr/kpT and the left-hand side of Eq. (31) is proportional to the

inverse of the characteristic time 7 = a?/Dy.
The operator £(\) has the fundamental conjugation property

U@)/kBT £ ()) (er(r)/kBTq>> =L (—f =\ ®. (32)

2
a_ _ ’ o 8_(1) T 2
B LN = (U ) 2Ge ~Ai® +\®, (31)

This property implies that the operators £(\) and £ (—f — )) are adjoint to each
other, and thus have the same spectrum. If we call ©()\) the largest eigenvalue of
L(X), we obtain from Eq. (32) that ©(\) satisfies the Gallavotti-Cohen symmetry:

O(\) =O(=f - ). (33)
In fact, this symmetry holds for all eigenvalues. For the special case f = 0, the
conjugation relation (32) reduces to the detailed balance property [22]. One can
note that this proof of the Gallavotti-Cohen symmetry does not require explicit
knowledge of ©(\). In the discrete minimal ratchet model, an explicit analytical
expression could be obtained for this quantity. In the continuous case, this is no
longer the case but ©(\) can be calculated numerically. We have done this by first
discretizing the operator £(\) and then calculating its largest eigenvalue using the
Ritz variational method [68]. A similar method has been used in Ref. [71] for the
cosine potential. We note that our numerical approach can handle any form of
potential.

3.3.2. The flashing ratchet. We now present the extension of the Gallavotti-Cohen
symmetry to the case of the flashing ratchet model, which should include both
the mechanical and chemical currents [36, 28]. When the switching rates satisfy
a detailed balance condition, which is for instance the case when Ap = 0, the
symmetry is indeed present as shown in the solid curves of Figure 10. In the
general case however, where the normalized force f and chemical potential Ap
are both non-zero, the relation (7) is no longer satisfied and the Gallavotti-Cohen
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relation (33) is not valid. This is shown in the curves with symbols in Figure 10
where for simplicity we took constant switching rates w; = wy = 107!, For all the
curves of this figure, a sawtooth potential Uy, and a potential U, constant in space
have been chosen. The breaking of the symmetry of Eq. (33) can be interpreted as
a result of the existence of internal degrees of freedom. Although other mechanisms
exist which lead to violations of fluctuation relations as discussed in Ref. [74], this
case appears to be rather generic.

TA(f% AA/’L/Z)

-1 —0.75 —0.5 —0.25 0

FIGURE 11. For the model described by Egs. (34-35), the normalized
eigenvalue TA(fn, —Ap/2) is shown as function of 7. The dashed curve
corresponds to f =5 and Ay = 0, the solid curve corresponds to f =5
and Ay = 10, and the dotted curve corresponds to f = 2 and Ap = 10.
The symmetry is recovered in all cases in this description which includes
both the mechanical and chemical degrees of freedom.

Let us now introduce the probability density P;(x,q;t) associated with the
probability that at time ¢ the ratchet is in the internal state i, at position x and
that ¢ chemical units of ATP have been consumed. The evolution equations for
this probability density is obtained by modifying Egs. (3) after taking into account
the dynamics of the discrete variable q. We have

apl(xv Q7t)

ot = (’Cl — w1 (LL‘)) Pl (l‘, Q7t) (34)
+wy (@) Pa(z,q + 1, 1) + wy (2) Pa(w, g, 1),
WG 0) _ (£, — wnfa)) Pafar 1) (39)

+ w(l)(x)Pl (x,q,t) + wi ()P (z,q — 1,1).

We use a notation similar to that of Ref. [37], where w!(z) denotes the transition
rate at position x from the internal state ¢ with I(= —1,0,1) ATP molecules
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consumed. This leads to

w(x) = wer=Fm)/ksT (36)
wy(z) = wel2= IO ke T, (37)
wi(z) = eI/ ksTHan (38)

1(%) we(U2 fﬂﬂ)/kBT (39)

We also have wi (z) = wf(2) + wi(z) and we(x) = wY(x) + w; *(x). The operators
L1 and L5 act on a function ® as

Ox? Ox kg

As above, we introduce two generating functions F ) 4 and Fj ) ~, depending
on two parameters A and « which are conjugate variables to the position of the
ratchet and to the ATP counter g. We have for i = 1,2,

2 / o
£i= 0,22 p, 2 (%TF <1>> i=1,2. (40)

Firg(6,0) = 213 MR+ )0 (41)
The evolution equation for these generating functions is obtained from Eq. (35) as
0 [ Fix, Fia
— i = L(}, ) 42
ot ( I A7) Foxy (42)
with the operator £(\,~) decomposed as
LX) =DA) +N(v), (43)

with D(A) the diagonal matrix diag(L1(\) — w1, L2(N) — wa), where the deformed
operators £1(\) and L2(\) have the form written in Eq. (31) with Ueys(z) given
by U;(x) — Fz for i = 1,2, respectively. The operator N () is defined as
. 0 WY+ wy le=v

N(y) = < w? + wie? 0 ' (44)
Consider now the diagonal matrix Q defined by diag(e~U1/#8T ¢~U2/kT) By di-
rect calculation, one can verify that Q 'N(7)Q = N (=Au — 7). From Eq. (32),
one obtains Q7 'D(7)Q = D' (~Ap — ). By combining these two equations, we
conclude that

Q_1£<A77)Q = £T <_f - )‘a _A/J/ - ’7) ’ (45)
which leads to the Gallavotti-Cohen symmetry:
A()‘f.}/) =A (_f -\ —Ap— ’7) ’ (46)

where A(), ) is the largest eigenvalue of £(\, ). This relation is the equivalent
of Eq. (27), which was derived for the discrete model. If we consider only the
mechanical displacement of the ratchet, the relevant eigenvalue O(\) is given by
O(A) = A(), 0), which clearly does not satisfy the fluctuation relation of the form
Egs. (16-19) as shown in Figure 10. In Figure 11, we have computed A(fn, —Au/2)
for the same potentials and with rates w!(x) of the form given above with w(z) =
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5771 and ¢(z) = 10771 We have verified that in all cases the symmetry of Eq. (46)
holds.

To conclude this section on the continuous flashing ratchet, we emphasize
the following two points: (i) we have proved that the flashing ratchet satisfies
the fluctuation theorem without having to adjust any parameter in the system to
enforce the validity of this theorem. The only constraints on the switching rates
were given a priori from thermodynamics and kinetic theory and these require-
ments are always taken into account in the very definition of the model (see, e.g.,
[40]). What we have shown is that these thermo-kinetic constraints are enough to
imply the Gallavotti-Cohen symmetry, which itself has far-reaching consequences
on the model. (ii) In order to derive the fluctuation theorem, all relevant micro-
scopic degrees of freedom must be involved. For example, in the flashing rachet
model, the position variable alone does not obey the fluctuation theorem and the
chemical variable that counts how many ATP molecules have been consumed by
the motor during its displacement has to be taken into account. The Gallavotti-
Cohen symmetry thus leads to global mechano-chemical constraints on the modes
of operation of the motor.

4. Conclusions

A first simple and useful message to take from this study is that the dynamics
of a molecular motor can be described by the evolution of a random walker in
an effective potential Ucss(z,y) where x is the mechanical variable and y is the
chemical variable [75]. The periodicity of the potential along = and y implies that
the potential has an egg-carton shape.

The symmetry of the fluctuation relations for the currents is valid in general
for the flashing ratchet model only when internal degrees of freedom are taken into
account. This raises a fundamental question concerning the validity of fluctuation
relations and their applicability to other types of ratchet models [72, 73, 4, 39].
More generally, other mechanisms exist which are known to produce deviations
from fluctuation relations [74], and it would be valuable to know whether fluc-
tuation relations can always be restored by enlarging the phase space and by
modifying the dynamics accordingly.

On the experimental side, it would be very interesting to investigate fluctu-
ation relations for molecular motors using single molecule experiments, in a way
similar to what was achieved in colloidal beads or biopolymers experiments [57]-
[62]. Using fluorescently labeled ATP molecules, recent experiments with myosin
5a and with the Fj-ATPase rotary motor, aim at simultaneous recording of the
turnover of single fluorescent ATP molecules and the resulting mechanical steps
of the molecular motor [76]. These exciting results indicate that a simultaneous
measurement of the values of the mechanical and chemical variables of the motor
is achievable in practice, and therefore from the statistics of such measurements
it may be possible to obtain the distribution of probability to find the motor at a
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specific position and with a specific number of molecules of ATP consumed. With
enough statistics, one could thus in principle verify Eq. (27). Such an experimental
verification would confirm that the Gallavotti-Cohen symmetry is a fundamental
constraint that plays an essential role in the mechano-chemical coupling of molec-
ular motors.

Finally, besides the Gallavotti-Cohen fluctuation theorem, many exact non-
equilibrium relations have been discovered during the last decade, the most famous
one being the Jarzynski identity [16] and its generalization by Crooks [19]. These
identities, originally derived for systems being driven out of a state of thermo-
dynamic equilibrium, have been extended by Hatano-Sasa to systems prepared
in non-equilibrium stationary states and following Markovian dynamics [77]. This
more general fluctuation relation leads with a proper choice of observables to gen-
eralizations of the well-known fluctuation-dissipation phenomenon known for sys-
tems close to equilibrium [78,; 79, 80, 81]. These generalized fluctuation-response
relations hold for systems prepared in non-equilibrium stationary states and fol-
lowing Markovian dynamics. The implications of the Crooks fluctuation theorem
for kinesin has been analyzed in Ref. [82], while the implications of generalized
fluctuation-response relations for molecular motors have been considered recently
[83, 84].

All these various relations can be interpreted as universal constraints that
have to be obeyed by systems far from equilibrium regardless of their detailed
structure. It would be of great interest to explore the consequences of these rela-
tions in the field of ratchet models (both at the single motor level and at the level
of many motors) and to draw from them some measurable predictions that could
be verified experimentally on molecular motors.
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Studies of DNA-Replication at the Single
Molecule Level Using Magnetic Tweezers

Maria Manosas, Timothée Lionnet, Elise Praly, Ding Fangyuan,
Jean-Francois Allemand, David Bensimon and Vincent Croquette

Abstract. The development of tools to manipulate single biomolecules has
opened a new vista on the study of many cellular processes. In this review we
will focus on the use of magnetic tweezers to study the behavior of enzymes
involved in DNA replication. Depending on the DNA substrate used, magnetic
tweezers give access either to the advancement in real time of the so-called
replication fork or to the torsional state (the so-called supercoiled density) of
the DNA molecule. We will show how the new tools at our disposal can be used
to gain an unprecedented description of the kinetic properties of enzymes. The
comparison of these results with theoretical models allows us to get insight
into the mechanism used by the enzymes under study. This analysis is often
out of reach of more classical, bulk techniques.

1. Introduction

Biophysics is currently undergoing an important transformation due to the devel-
opment of tools for manipulating, visualizing and studying single molecules and
their interactions. New tools such as optical or magnetic tweezers have allowed
the manipulation of single DNA molecules and a detailed characterization of their
elastic response (see [1] for review). These experiments have renewed theoretical
interest in the mechanical properties of biomolecules. Consequently, we presently
have a very good understanding of the response to tension and torsion of DNA
over a large range of forces and torques [2]. Modification of these elastic proper-
ties induced by proteins that bind to DNA provides precious information about
DNA-protein interactions and enzymatic kinetics. Proteins that alter the DNA’s
extension or the DNA’s topological conformation can be studied at the single mol-
ecule level by using these tools. Moreover, whenever the time resolution of the
measuring device is sufficient, these studies permit real-time monitoring of the
DNA /protein interaction.
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These micromanipulation experiments introduce force as a new thermody-
namic parameter in in vitro experiments. Force can be used to alter the equilib-
rium of a reaction or modify its activation barriers, in addition to the temperature
or buffer conditions, which are often the only control parameters in a conventional
bulk assay [3, 4, 5]. Moreover, these single-molecule investigations avoid the en-
semble averaging inherent in bulk measurements. Such averaging may hinder the
observation of some dynamical properties of the enzyme or obscure the existence
of an heterogeneous population. Single molecule assays only measure active enzy-
matic complexes, in contrast to conventional biochemical experiments where the
intrinsic enzymatic activity is estimated by dividing the total activity by the con-
centration of enzymes, an estimate that often underestimates the real activity if a
large portion of the enzymes are inactive or if the active complex is multimeric.

In the present review, after a short introduction to magnetic tweezers and a
summary of the elastic properties of bare DNA molecules, we will present some of
the results obtained in our group concerning the study of the DNA replication.

2. Magnetic tweezers

Most of the enzymes involved in DNA replication are molecular motors which con-
vert the energy from NTP (or ANTP) hydrolysis into mechanical work. The hydrol-
ysis of a single molecule of ATP, under physiological conditions, generates about
20 kpT (i.e., 8-1072°)) of energy (kp is the Boltzmann constant and T ~ 300°K
room temperature). Since the characteristic displacement of a biological motor is
on the order of a few nanometers, the relevant forces for micromanipulation of
biological molecules are on the order of: 8-10720J/10~8m ~ 81072 N. To apply
and detect such forces different techniques have been developed: Atomic Force Mi-
croscopy [6], Biomembrane Force Probe [7], glass micropipette manipulation [8],
flow induced force [9], optical [10] and magnetic tweezers (see [2] and references
therein). For the purpose of this review, we provide only a brief description of
magnetic tweezers.

Magnetic tweezers are used to manipulate magnetic beads tethered to a sur-
face by a DNA molecule (but potentially by any polymer). When placed in the
magnetic field of permanent (or electro-) magnets (see Fig. 1), their magnetic
dipole experiences both a force F' (parallel to the magnetic field gradient) and a
torque T' (that tends to align its dipole with the magnetic field). A micron size
bead at a distance of one millimeter of a pair of two NdFeB magnets separated by
a half millimeter gap, is pulled by a force of a few pN towards the high magnetic
field region. By varying the distance between the bead and the magnets we mod-
ulate the force between 20 pN to a few femtoNewtons. Interestingly, such force
values fall in the range of biological forces. On the other hand, the torque applied
to the bead can reach 10°pN.nm, a value that exceeds any biological torque. Thus
the bead magnetization follows closely that of the magnetic field.
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DNA §
microscope
objective

FIGURE 1. Magnetic tweezers set-up. A DNA molecule is anchored at
one end to a micron sized magnetic bead and at the other to the bot-
tom surface of a square capillary tube, placed on top of a microscope
objective. Small magnets placed above the sample can be used to pull
and twist the DNA molecule.

Since beads are not perfectly uniform in size and magnetization and the force
is a very nonlinear function of the distance between the bead and the magnets,
the exact value of the force applied by these tweezers must be calibrated. The
latter is achieved by measuring the Brownian fluctuations. The beads are sub-
ject to Brownian fluctuations and exhibit random displacements transverse to the
direction of the pulling force. The amplitude of such fluctuations is inversely pro-
portional to F': the stronger the force the less the bead fluctuates. In fact, the
bead tethered by a DNA molecule of extension [ and pulled by the magnetic field
is similar to a damped pendulum. Applying the dissipation-fluctuation theorem to
this system yields a relation between the force and the amplitude of the transverse
fluctuations <5:1:2>: F =kpTl/ <5x2>. Video microscopy allows measurement of the
three-dimensional position of the bead with nanometer resolution [11] and thus of
l and <5:c2>. Using this Brownian motion method, forces from a few femtoNewtons
to a hundred of picoNewtons have been measured [11]. The magnetization of the
bead presents no hysteresis. Therefore once the force versus magnet distance has
been determined for several beads (see Fig. 2), we can use the average measured
relation to predict the force according to the magnet distance. It turns out that
the bead magnetization distribution is pretty narrow and the force acting on a
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FI1GURE 2. Force measured on a micron-sized bead versus the distance
from the magnets. This calibration is done using the Brownian motion
method. The curve may be fitted by a simple formula (full red line).
Three different beads are compared on this graph (blue, magenta and
green points). The force agrees for these three beads within the experi-
mental error.

bead may be predicted without previous calibration with a typical error of 20%
(see Fig. 2). This accuracy is sufficient for many experiments.

A distinct advantage of magnetic tweezers is that they are intrinsic force
clamps: the force applied to the bead is controlled and the extension of the mol-
ecule is measured. Other micromanipulation systems (e.g., optical tweezers) are
natural extension clamps, distances are imposed and the force is measured. In
those systems the application of a constant force requires implementation of a
feedback loop [12]. In addition, rotating the bead to impose a torque on the mole-
cule is extremely simple using magnetic tweezers, thus permitting control over the
topological state of the DNA under study.

2.1. Finding beads tethered by a single molecule

To prepare a single molecule assay, one usually mixes streptavidin coated beads
with modified DNA molecules having biotin at one end and digoxigenin at the
other end. The DNA molecule will diffuse until its biotinylated end links to the
streptavidin coated bead. By gently flowing these beads in a microchannel coated
with antidigoxigenin, the DNA molecule may tether a bead to the micro-channel
glass plate. To work in the single molecule limit, we use a small number of DNA
molecules compared with that of the magnetic beads. In general, this protocol
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works very efficiently. Nevertheless, the probability of having one bead tethered to
the glass substrate by two or more DNA molecules is not zero. Therefore, when we
select a bead for further study our first task is to insure that it is indeed tethered
by a single molecule.

Rotating the magnets offers a very convenient means to answer this critical
question. The assay will depend on the exact molecule used. If we are dealing
with single stranded DNA or nicked double stranded DNA, the molecule will be
completely insensitive to torsion. In this latter case, if the bead is tethered by a
single molecule its position (especially its vertical one) remains unchanged when
we rotate the magnets by a significant number of turns. On the contrary, if it
is tethered by two or more molecules, the bead rotation entangles the molecules
inducing a reduction of the molecule extension. This test is quick and extremely
simple. If we use a dsDNA molecule especially prepared to sustain torsion, the
test is a little more complex since this time the molecule extension is sensitive to
torsion. However, the occurrence of phase transitions such as DNA denaturation or
PDNA [13] offers a mean to identify a possible single molecule tether. In any case,
measuring the force extension curve of the tether is an ultimate single molecule
test.

3. How stretching and twisting DNA helps to track
replication process

3.1. Stretching a polymer model: dsDNA

The double stranded DNA (dsDNA) molecule is a long, double helical polymer.
This particular secondary structure confers interesting mechanical properties to
the molecule. Understanding such properties is crucial before studying the behavior
of DNA bound motors as their action might induce changes in the DNA’s extension
and topology. Furthermore their activity might be controlled by the torque or the
force on the molecule.

Like any polymer in solution, dsDNA adopts a random coil geometry that
maximizes the number of accessible conformations and thus the entropy. As one
starts to stretch dsDNA, the molecule tends to align along the force axis, which
decreases the number of accessible conformations. Such decrease in entropy dic-
tates the magnitude of the stretching force. This so-called entropic regime of forces
lasts until the molecule is fully aligned (with a single conformation allowed) at a
force F' ~ 10pN. In that regime the elastic response of dsDNA is well described
as a flexible tube with bending rigidity B (Worm-Like Chain (WLC) model). At
any given force, the extension of the molecule [ is determined by minimizing its
free energy (i.e., weighting the loss in bending energy against the gain in entropy
[15, 16]).

The fit of the experimental force-extension data yields a persistence length
(i.e., the typical length over which thermal fluctuations can bend the DNA) £ =
B/kgT = 52 nm [16] under physiological conditions, see Fig. 3. This value is
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FIGURE 3. Force extension curves of a dsDNA molecule [14].

high compared to common man-made polymers (with £ ~ 1 — 2 nm) because
the base stacking at the molecule’s core stiffens it. Using this value of &, we can
estimate the mean radius Ry of the E. coli chromosome: Ry = /2L =~ 10 pm,
(L being the length of the DNA, ~ 1 mm). The comparison of this value to the
typical E. coli size of 1 pm suggests that the cell must have more efficient ways to
compact its DNA. This is indeed achieved by specific DNA-compacting proteins
(e.g., condensins) and by supercoiling the molecule.

3.2. Twisting dsDNA

The behavior of DNA under torsion can be explored with magnetic tweezers by
simply rotating the magnets and thereby the bead tethered by a dsDNA. At low
twist, the DNA’s extension is not affected significantly by the torsion. However
when the number of turns imposed on the molecule is large enough it buckles
under the torsional load. Additional turns applied to the molecule make it writhe
and form plectonemic loops, Fig. 4. Thus its extension decreases linearly with the
applied number of turns, n. The partitioning of the excess linking number ALk
(a topological constant here equal to n) between writhe (plectonemes) and twist
(change of the helical pitch) plays a key role in major cellular processes, such as
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FIGURE 4. DNA twisting at various forces. At low forces (red), as
the molecule is over- or underwound its extension decreases identically
by forming left- or right-handed plectonemes. At intermediary forces
(green), negatively supercoiled DNA denatures, while left-handed plec-
tonemes can still be observed for positive supercoiling. At high forces
(blue), positively supercoiled DNA undergoes a transition to an inside-
out structure called P-DNA [13].

DNA compaction, replication or transcription. The formation of plectonemes is ob-
served symmetrically under positive and negative torsion, as long as the stretching
force is held below a (salt dependent) critical force, typically F' ~ 0.5 pN. However
above this force, the critical torque for denaturation is smaller than the critical
torque for buckling I'. (which increases as T'. ~ F'/2). In this case, a negatively
supercoiled DNA will respond to a large unwinding by denaturing rather than by
forming plectonemic loops [17].

3.3. Stretching ssDNA

The elastic behavior of ssDNA, unlike that of dsDNA, strongly depends on the
salt conditions and the chain’s nucleotide content. It cannot be fitted by a simple
elastic polymer model such as the WLC model. First ssDNA is much more flexible
than dsDNA: its persistence length (£spna ~ 1.6 nm) is about 30 times smaller.
Therefore, the electrostatic repulsion between the charged phosphates on its back-
bone cannot be neglected (as they are for dsDNA), since they are screened over
a Debye length that is similar to &spna. Second, ssDNA is a somewhat peculiar
polymer: because of the possibility of pairing between the bases along its backbone,
it is able to form hairpin structures at low forces, which are highly sequence- and
salt-dependent. All these effects can be incorporated (with some approximations)
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FIGURE 5. Force extension curves of single stranded (green and ma-
genta points) and double stranded (blue points) DNA. The dsDNA data
was fitted to a WLC model (blue line) with persistence length & = 52
nm. The ssDNA data show that the molecule is shorter than dsDNA
when force is smaller than 5pN and longer above.[14].

in a Monte Carlo (MC) simulation of a chain under tension. These simulations
turn out to nicely describe the behavior of ssDNA over a large range of forces
and ionic strengths [14]. Even though a complete theoretical understanding of the
elastic behavior of ssDNA is still lacking, the experimental evidence clearly shows
that (except near F' ~ 5 pN) ssDNA and dsDNA have different extensions. As we
shall see below this difference can be used to monitor the action of enzymes such
as helicases or DNA-polymerases that transform dsDNA into ssDNA or vice-versa.

3.4. Unzipping DNA

Many DNA substrates may be studied using magnetic tweezers. Let us discuss one
which will be of interest when studying the replication fork. It consists of a single
stranded DNA molecule having a partial palindromic sequence in its center. This
palindromic part of the molecule spontaneously folds forming a double stranded
DNA molecule closed at one end by a short loop while the two non-complementary
parts form a fork (see Fig. 6A). Using biochemistry, we modify the two ends of
the DNA molecule attaching biotin at one extremity and digoxigenin at the other.
Beads incubated with such DNA molecules are next inserted into the magnetic
tweezers chamber. To test whether a magnetic bead has a DNA molecule attached
we increase the stretching force until 15 pN, the force required to unzip the mole-
cule (see Fig. 6 B). At that force the hydrogen bonds between base pairs are broken
and the extension of the molecule abruptly increases. Each time a base pair opens,
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FIGURE 6. (A) Single stranded DNA molecules having a palindromic
sequence. This sequence leads to the formation of a
hairpin structure: the molecule refolds and presents a
dsDNA structure. The biotin molecule binds this mol-
ecule on the streptavidin coated bead, while the digox-
igenin at the other end of the molecule links to the
glass substrate. When a force is applied it pulls apart
the hairpin in an unzipping action. Two DNA sub-
strates have been studied which differ in their lengths
(231 bp and 6799 bp) and GC contents (32% and 42%
respectively).

(B) Typical force vs. extension curve observed for the long
DNA hairpin. As the force is increased to 14 pN, the
molecule abruptly extends, and finally reaches its full
length 6 pum. Refolding of the DNA molecule occurs
at a lower force (F = 11 pN). Unfolding and refolding
transitions display intermediates (arrows), which cor-
responds to metastable positions of the fork along the
hairpin sequence.

the extension increases by approximately 1 nm, as expected from single strand
DNA elasticity.

When the molecule is fully open, it may refold if the force is lowered. However,
this process is controlled by a critical step involving the refolding of the loop in
the middle of the palindromic sequence. This loop formation requires a fluctuation
having a significant energy to bring in contact base pairs which are separated. The
time needed to overcome this critical step diverges as the force increases close to
the unzipping force. Thus there is a substantial hysteresis in the molecule refolding
as shown in Fig. 6.
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4. Study of the Replisome

In the cell, DNA replication is carried out by a multiprotein complex known as the
replisome. Replisomes from different organisms vary in size and complexity. For
example, only four proteins are needed to assembly the bacteriophage T7 repli-
some [18], whereas tens of proteins are required in eukaryotes [19]. Despite the
differences in the number of proteins involved, many components of the replisome
are functionally and structurally conserved from organism to organism. Studies in
prokaryotic and viral systems have contributed greatly to our present understand-
ing of DNA replication [20].

One of the model systems used to study DNA replication is the bacteriophage
T4 replisome. The bacteriophage T4 presents a simple yet interesting replisome
having eight proteins, a number small enough to be handled and sufficiently large
compared with the seven different activities of the replisome. These eight proteins
together have been shown to reconstitute in vitro leading and lagging strand DNA
synthesis [20].

4.1. The T4 replisome components

The leading and lagging strand templates are copied by two holoenzyme complexes,
each composed of the polymerase (gp43) and the clamp (gp45) [21]. The clamp
protein is loaded by the clamp loader complex (gp44/62) in an ATP-dependent
fashion [22, 23]. DNA polymerases can only synthesize nascent DNA in the 5’ to 3’
direction; therefore, the leading strand holoenzyme may copy the DNA template
continuously, while the lagging strand holoenzyme must copy the DNA template
in the opposite direction from the fork movement. This process can only be done
sequentially in short segments known as Okazaki fragments approximately 1 kb in
size. The primosome is a subassembly acting in front of the replisome composed of a
hexameric helicase (gp41) that unwinds dsDNA by translocating along the lagging
strand template in the 5 to 3’ direction [24] and an oligomeric primase (gp61)
that synthesizes pentaribonucleotide primers at 5-GTT and 5-GCT sequences to
initiate repetitive Okazaki fragment synthesis [25, 26]. In the presence of single-
stranded DNA binding protein (gp32), which coats the ssDNA produced by the
helicase [27], the primosome requires a helicase accessory protein (gp59) for efficient
loading [28, 29].

The work presented here focuses on the study of the enzymes of the T4
replisome, and the interactions between them. In particular, we have investigated
two sub-assemblies of the replisome: the primosome and the holoenzyme. The
primosome is the assembly of the helicase and the primase and it is responsible for
unwinding the DNA and initiation of Okazaki fragments. The holoenzyme which
copies the DNA is the complex formed by the polymerase and the clamp, and
it requires the clamp loader to be efficiently loaded. Leading strand synthesis is
achieved by combining holoenzyme and helicase activities.
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(zp43)

F1GURE 7. Sketch of the replisome around a DNA replication fork. The
gp4l helicase opens the DNA and gp61 is the primase that synthesizes a
small RNA primer required for initiation of Okazaki fragment synthesis.
On both strands, the DNA is copied by the gp43 polymerase which
stability is enhanced by the gp45 clamp. The helicase, the primase and
the polymerase have each a special protein complex which helps their
loading on the DNA substrate. The single stranded binding protein gp32
covers the single stranded DNA molecule that appears transiently in
this process.

4.2. A simple replication fork

The replisome as presented in Fig. 7 is a fascinating but complex molecular object.
Observing the activity of all its components at once at the single molecule might
be hard and results difficult to interpret. Our strategy consists of first studying
individual proteins. Once the behaviour of each component is well characterized,
we can start studying protein sub-assemblies within the replisome to get insight
into its functioning. Finally by progressively increasing the number of proteins we
aim to build up the full replisome.

We have prepared a simplified version of the replication fork which consists of
a single stranded DNA molecule forming a hairpin (the DNA molecule used in the
unzipping assay presented previously). Experiments were carried out by tethering
a DNA hairpin between a glass surface and a magnetic bead (Fig. 8) Different
DNA substrates were used with variable duplex lengths (from 231 bp up to 6.8
kbps). We use these templates in our magnetic tweezers setup. Using one micron
bead, the force may reach 20 pN.

4.3. Helicase, polymerase and replisome assays

The basis of the assay is the following: either the activity of isolated proteins such
as gp4l helicase and gp43 polymerase or the activity of the full replisome will
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F1GURE 8. Sketch of different steps in the replisome study. On the left,
a simple DNA fork is unwound by the helicase alone or associated with
the primase. On the right, the full replisome unwinds and duplicates
the two strands of the DNA hairpin. In both cases, the extension of the
molecule is used to follow in real time the motion of the enzymes. The
force applied on the bead is kept below 11 pN ensuring that the changes
in DNA extension are the result of enzymatic activity of proteins on the
DNA and not mechanical manipulation.

induce the unwinding of the hairpin. Thus their activity can be detected as an
increase in the end-to-end distance of the DNA molecule observed as a change in
the distance between the bead and the surface (Fig. 8).

We initially characterize the mechanical unfolding of the hairpin construct in
the absence of proteins. Mechanical unfolding resulting in an extension of the DNA
molecule occurs at a typical range force of 14-17 pN depending on the substrate
and displays a marked hysteresis as seen on Fig. 6. Typically at forces of 124+ 1pN
the hairpin is stably folded for the duration of a typical experiment. Therefore
below 12+1 pN of force, any unfolding observed in the presence of proteins results
from their activity. Indeed in absence of any helicase and polymerase, the extension
of the DNA molecule remains constant at the level corresponding to the folded
hairpin.

After this calibration, the DNA hairpin is held at a constant force below
the unfolding transition force and a buffer containing the proteins under study
is injected into the experimental chamber while the extension of the molecule is
recorded over time. Any change in extension is thus due to an interaction of the
proteins with the DNA (unwinding, polymerization, DNA looping, dissociation, or
translocation on ssDNA).
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5. Characterizing the helicase activity

The gp41 helicase is active as an hexameric ring [30] that encircles ssDNA and
unwinds the DNA with 5’ to 3’ polarity [31]. Within the full replisome is able to
promote DNA unwinding at rates of 300-400bp/s [32, 33]. Here we have studied
its unwinding and translocation activity at the single molecule level.
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FIGURE 9. Gp4l unwinds the hairpin substrate in bursts. A) Typical
recording of the molecule extension versus time over 20 minutes. Most
of the time the hairpin is closed but the helicase is active in short bursts.
This signal demonstrates that we are in a single molecule regime. B),
C), D), E) close view on the unwinding events. Two kinds of events are
seen: some with fast falling edge B) and D) and those with slower falling
edge. B) and C) are recorded in saturating ATP conditions whereas D)
and E) are recorded in condition where ATP is limited resulting in a
decreased enzyme rate.

5.1. gp4l unwinding rate measurement

As gp4l and ATP are added into the chamber, we observe short events displaying
a transient increase of DNA extension (Fig. 9A)). Between these events, the mea-
sured length of the DNA molecule corresponds to the folded state of the hairpin.
The slope of the DNA extension time trace during these events (i.e., the unwind-
ing velocity) depends on the ATP concentration (see below). Thus these events
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result from helicase-catalyzed transient unwinding of the duplex. The time dura-
tion of each event is much shorter than the time between events, which guarantees
that each event results from the activity of a single helicase complex. The length
increase (in nm) we observe can be readily translated into base pairs (bp) at a
given force using the measured ssDNA extension vs. force curve in Fig. 5. This
conversion factor is calibrated against the full length of the hairpin, measured as
the maximal length of the unwinding events.

Two types of events are observed. The first type consists of a slowly rising
edge followed by a rapidly falling edge (Fig. 9B) and C)). The length of these events
is variable, distributed between zero and full DNA extension. In contrast with the
ATP-dependent slope of the rising edge, the falling edge displays a steep, ATP-
independent slope. This means that whereas the rising edge is gp41l-controlled,
the falling edge is not. As a consequence, the rising edge must correspond to gp41
unwinding the duplex, whereas the falling edge must correspond to the sponta-
neous re-annealing of the two strands. It is highly unlikely that the two strands
re-hybridize around the helicase. We therefore conclude that the first type of event
corresponds to gp41 unwinding the duplex, then dissociating from its DNA sub-
strate, allowing the two DNA strands to re-anneal, refolding the hairpin com-
pletely.

The second type of event displays a slowly rising edge until the maximum
DNA extension (i.e., fully unwound hairpin) followed by a slowly falling edge (Fig.
9D) and E)). These events all display full-length unwinding of the duplex. Both the
rising and falling rates are dependent on the ATP concentration (although they
are not necessarily equal, see Fig. 9E)). The slowly rising edge displays the same
slope as the rising edge in the first type of event. We therefore conclude that it
corresponds to gp4l unwinding the entire duplex. The falling edge must also cor-
respond to gp41 activity because it is ATP dependent as well. It is highly unlikely
that the falling edge is due to the presence of a second helicase since the probability
of coincident binding of two helicases at low concentration is negligible, or that the
helicase switches directionality at the center of the hairpin (previous experiments
have shown that gp41 translocates with a 5" to 3’ polarity [31]). It is also unlikely
that gp41 could switch strands as reported for other helicases [34, 35], expect such
events to occur randomly during unwinding and not only in situations with a fully
unfolded hairpin. We therefore conclude that this type of event corresponds to the
helicase unwinding the entire duplex and then translocating further on the ssDNA,
thus blocking the spontaneous, rapid rehybridization of the two separated strands.
As the helicase moves on the ssDNA, the fork is able to slowly close in its wake.
Thus, the falling edge corresponds to the gp41 translocation-limited rezipping of
the opened hairpin.

The unwinding rate vy can be measured from the slope of the rising edge. We
define the rezipping rate vz as the slope of the slowly falling edge. The rezipping
velocity is ATP-concentration dependent (typically a few 100 bp/s) and can be
readily distinguished from the fast, ATP-concentration independent spontaneous
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rehybridization rate (typically a few 1000 bp/s). Whereas the unwinding rate in-
creases with increasing force, the rezipping rate does not depend on the applied
force (compare Fig. 9B vs. 9D; Fig. 9C vs. 9E).

5.2. gp4l rezipping rate is equal to its ssDNA translocation rate

During the rezipping phase, the enzyme translocates on ssDNA, while the fork
closes in its wake. Is this situation different from gp4l translocating alone on
ssDNA? The fork closing behind the enzyme might alter the enzyme translocation
rate in two possible, but not mutually exclusive ways: first, the pairing energy
gained by the fork while it is closing might provide an effective driving force to the
translocating helicase; and second, the mere presence of the fork in the vicinity of
gp41 might affect its velocity.

We addressed the first point by measuring the gp4l rezipping rate vz as a
function of force. At low force (F = 3pN), the folded hairpin is highly stable;
therefore, the potential driving force exerted by the fork should be the greatest. In
contrast, when approaching the mechanical unfolding transition (F' ~ 12 pN), the
effective driving force should approach zero since the paired and unpaired forms
of the hairpin are equally stable at the transition. Therefore, one would expect
significant changes in the driving force between 3 and 12 pN that should reflect
on vz. We find that the rezipping rate vz does not depend on the force exerted
(compare Fig. 9C and 9E; Fig. 10A). Therefore, we conclude that the pushing
action of the closing fork due to the energy gain upon base-pairing is negligible.

To address the influence of the presence of the fork behind gp41, we performed
the following experiment: we increased the force to a value close to the unfolding
transition. In this regime, the folded hairpin is stable on the timescale of the
experiment; however, if previously unfolded, the spontaneous rehybridization of the
two strands does not take place immediately, but after a fraction of a second. We
then recorded gp4l unwinding events. In addition to the two main types of events
described above, we observed a third type (Fig. 10B). After a careful evaluation
of the other potential interpretations for these events, we dismissed them and
concluded that these events correspond to a single enzyme unwinding dsDNA (i)
and continuing to translocate on ssDNA, first without any fork behind it (ii and
iii), then with the fork closing in its wake (iv) (Fig. 10C). We can measure the
rezipping rate during these events as the slope of the extension time trace during
phase (iv). In contrast, the translocation of the enzyme on the stretched ssDNA
does not change its extension; however, we can estimate this rate as the ratio of
the distance traveled divided by the time the hairpin remains unfolded (§L/dt on
Fig. 10C, (ii)/(iii)). We then compared the rates of translocation on ssDNA with
or without a fork closing behind the helicase. In the conditions explored (F' > 7
pN; 0.5 mM < [ATP] < 5 mM) the mean rates are similar (Fig. 10D) differing by
only 5% (S.D. 20% N = 10 events).

We therefore conclude that the rezipping rate is equal to the ssDNA translo-
cation rate. As a consequence, we can measure the dsDNA unwinding rate and
the ssDNA translocation rate under the exact same conditions to quantify how
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FiGURE 10. Third type of gp4l unwinding events occurring when the
force is approaching the unzipping force. In this situation, once the hair-
pin is open, it refolds after some latency (typically one second). During
that time the gp41 helicase travels on single stranded DNA. When the
hairpin finally refolds, the refolding fork progresses very rapidly until it
bumps into the helicase. Then, the hairpin closing is controlled by gp41
translocation. We find that the gp4l rezipping rate equals its ssDNA
translocation rate.

gp4l slows down while unwinding dsDNA as compared to when it translocates on
ssDNA. These measurements, performed as a function of force and ATP concentra-
tion, provide us with a set of data amenable to test various helicase mechanisms.

5.3. ssDNA translocation does not involve cooperative ATP hydrolysis

We first characterized the ssDNA translocation rate dependency on ATP. For each
ATP concentration, we obtained the ssDNA translocation rate as the average of
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FIGURE 11. The rezipping rate versus the concentration of [ATP] fol-
lows a first-order Michaeli-Menten law. The rezipping rate increases lin-
early with the ATP concentration; at low value it saturates when [ATP]
approaches the mM concentration. This rezipping rate is independent
of the force applied on the hairpin.

the force-independent rezipping rates (Fig. 3). The resulting ssDNA translocation
velocity vs. ATP concentration curve was fit to the Michaelis-Menten equation,
(vZ]) = vz max[ATP]/(Km + [ATP]), with a maximum velocity (vz max) of
400 £+ 10 bp/s and Km of 1.1 £ 0.1 mM. The observed non-sigmoidal kinetics
rule out a translocation mechanism involving simultaneous ATP hydrolysis by the
six helicase monomers, but cannot distinguish between independent or cooperative
ATP binding. Based on this result, we have modeled gp41 translocation on ssDNA
involving a reversible ATP binding step followed by an irreversible translocation
event (Fig. 13A)).

5.4. gp4l a passive helicase

Next, we measured the dsDNA unwinding rate vy as a function of applied force
and ATP (Fig. 12). The unwinding rate increases continuously with increasing
force and ATP concentration. The maximum unwinding velocity measured at the
critical force where the hairpin is marginally stable (F' ~ 12pN) agrees with the
translocation velocity on ssDNA (Fig. 10A) at the same ATP concentration.

We have represented these results using a simple global model for helicase
activity on ssDNA and dsDNA [36]. We assume that the enzyme first binds ATP
reversibly and that translocation is coupled to ATP hydrolysis. In the case of
ssDNA translocation, the enzyme step size is n bp and occurs with rate ky (Fig.
13A)). In the case of dsDNA unwinding (Fig. 13B)), the fork must open by n
bp prior to translocation. The kinetics of fork opening/closing depend on the
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F1GURE 12. The unzipping rate of the gp4l helicase versus force at
various [ATP] concentration. This rate corresponds to the velocity of
the helicase when unwinding the dsDNA. Notice that this rate depends
very strongly on the force applied to the hairpin as well as the [ATP]
concentration. A fit to the force dependence is compatible with an ex-
ponential suggesting that the rate may be described by an Arrhenius
process.

force exerted to open the hairpin and the active/passive character of the helicase.
Finally, translocation by n bases takes place with the same rate k; as on ssDNA.

The active/passive nature of the helicase is introduced into the model
through the fork opening and closing rates, o and 3 respectively, following a recent
model [37, 38]. Briefly, if the enzyme is passive, the opening/closing kinetics of the
fork are unaffected by the presence of the helicase. In contrast, an active helicase
directly destabilizes the double helix. As a result, o and 3 depend on the position
of the enzyme relative to the fork. When the enzyme is at the fork, the opening
step is favored over the closing one. This is modeled by lowering the energy of un-
pairing at the fork (i.e., the equilibrium constant «/3) by a fixed amount when the
enzyme is within n bp of the fork. The amount of energy devoted by the enzyme
to the destabilization of the junction constitutes a measure of the active character
of the enzyme. We have assumed that the base pairing energy is homogeneous,
thus neglecting sequence effects. To preserve generality, we use a simple version
of the model assuming that destabilization by the helicase occurs on the range
of its step size and neglecting activation barrier position effects. We have been
able to determine that the gp41 mechanism was mostly passive [36], the energy of
the helicase involved in fork destabilization being equal to 0.15 kg7, while that
involved in melting one base pair is ~ 2kpT.
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F1GURE 13. Models describing the various states involved during the
gp41 helicase translocation.

A) when the substrate is only ssDNA, the motion is only dependent

on the ATP binding and hydrolysis.

B) when unwinding a real dsDNA the mechanism involves more states.
In the passive model, after ATP binding, the spontaneous opening of the
DNA fork upon thermal fluctuations offers the helicase an opportunity
to quickly move forward. In the active model the helicase destabilizes
the DNA fork and opens it by melting the base pairing of the nucleotide
j -+ 1 at the fork. All those processes may be described by appropriate
chemical rate constants k;.

6. Behaviour of the primosome: coupling activity of
the helicase and the primase

Here we focus on the study of the primosome and the interactions between the
helicase and primase during primer synthesis. The primosome is known to play
a crucial role in coupling leading and lagging strand DNA synthesis: the helicase
unwinds the DNA for the leading strand holoenzyme and the primase repetitively
primes the lagging strand for Okazaki fragment synthesis by the lagging strand
holoenzyme. The two proteins clearly form a complex since both proteins enhance
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the activity of the other [25, 39, 40]; however the helicase translocates 5’ to 3’ on
the lagging strand and the primase must travel in the opposite direction (3’ to 5')
in order to synthesize an RNA primer.

6.1. Models of primosome behavior during primer synthesis

Three different models are possible for the coupling activities of the helicase and
the primase (see Fig. 14). In the pausing model the helicase stops to allow the pri-
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(i) Pausing (ii) Disassembly Looping

e S e

Priming during unwinding

w

(i)

priming

(i)

priming

Extension

FIGURE 14. (A) Schematic representation of three possible models for
helicase and primase interaction during primer syn-
thesis:

(i) in the pausing model the helicase and primase
temporarily stop translocating during priming;

(ii) in the disassembly model the primase dissociates
from the helicase to synthesize a primer while the
helicase continues unwinding DNA;

(iii) in the DNA looping model the primosome re-
mains intact and DNA unwound during priming
forms a loop.

(B) Schematic representation of the real-time DNA exten-
sion traces expected for each of the three models.

mase to synthesize a primer. The unwinding and the leading strand synthesis are
then interrupted each time that a new primer is synthesized. This is the behavior
observed in the T7 bacteriophage replisome [41]. In the disassembly model one or
more subunits of primase dissociate from the hexameric helicase during priming,
allowing the unwinding and leading strand synthesis to occur continuously. How-
ever new primase subunits might need to be recruited at each cycle of Okazaki
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fragment synthesis. Trapping experiments with an inactive primase protein have
shown that the gp61 primase is distributive, suggesting that in the T4 system a
new primase subunit may be recruited with initiation of each Okazaki fragment
[42]. Finally, in the looping model the primosome remains intact during priming
by looping the DNA that is being unwound by the helicase. After priming, the
primosome can transfer the primer directly or indirectly to the lagging strand
polymerase and release the lagging strand loop. This looping mechanism allows
the helicase to continuously unwind the DNA but without dissociating from the
primase.

6.2. Two priming mechanisms

We have performed experiments with both the gp41 and gp61 primase to investi-
gate how these two enzymes couple their activities and motions. In the absence of
rNTPs (a situation in which priming cannot occur), the results are indistinguish-
able from those obtained with the helicase alone (see Fig. 15): the enzymatic events
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FIGURE 15. (A) Experimental traces corresponding to the gp41l heli-
case activity (green) and the wild-type primosome ac-
tivity (red) on the S1 hairpin in the absence of rNTPs

(B) Examples of two new features, blocks in hairpin re-
annealing and jumps in extension during unwinding,
observed in experimental traces from wild-type primo-
some activity on a 600bps hairpin in the presence of 1
mM rNTPs.

start with a rising edge that is associated to the unwinding activity and end with
a falling edge corresponding to the ssDNA translocation activity, followed by the
rezipping of the hairpin. The unwinding and translocation velocity measured re-
spectively from the unwinding and rezipping phases coincides with those measured
in the experiments with the helicase alone. In contrast, in the presence of rNTPs
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the enzymatic events present two new features: (i) the rezipping signal is strongly
altered by the presence of blocks; (ii) once in a while a sudden extension increase
(jump) is observed during the unwinding edge (see Fig. 15). These new features,
blocks and jumps, are only observed in the presence of INTPs and their frequency
depends on the rNTP concentration [43]. As a result, the observed blocks during
rezipping and jumps during unwinding are signatures of the priming activity of
the primosome.

Using DNA substrates with specially designed sequences (showing available
recognition priming sites only along one strand) we have established that priming
can only occur during unwinding in our experimental configuration [43]. Probably
priming during rezipping is inhibited by the reannealing of the hairpin behind
the primosome, a situation which is also unnatural in a normal DNA replication
fork where the DNA unwound by the helicase would be coated with ssDNA bind-
ing protein gp32. Therefore, the two different priming signatures (jumps during
unwinding and blocks during rezipping) we observe are likely the result of two
different priming mechanisms being employed by the primosome.

6.3. Primosome does not pause but disassembles

If the T4 primosome stopped during priming, this would result in the presence
of pauses in the DNA unwinding traces. Long periods of no change in the DNA
extension during unwinding were rare and their frequency was independent of the
rNTP concentration, showing that they were not a signature of the priming ac-
tivity. Moreover, these pauses occurred at the GC rich regions, suggesting that
they corresponded to the slowing down of the helicase when encountering regions
of high DNA stability. We then conclude that the T4 primosome does not pause
during priming. In contrast, when rNTPs were present, long periods of no change
in the DNA extension were frequently observed during the rezipping phase of the
experimental traces. The frequency of such blocks increased upon rNTP concen-
tration and their position along the sequence was correlated with the position of
the priming sites in the lagging strand available during unwinding (see Fig. 16).

Overall these results show that the blocks observed during the rezipping
phase are related to the priming activity during unwinding. Moreover the pres-
ence of blocks is predicted by the disassembly model (see Fig. 14). In that model
during priming the primase dissociates from the helicase without altering the un-
winding activity. The synthesized primer and/or some primase units might remain
bound to the DNA, blocking the reannealing of the hairpin during the rezipping
phase (see Fig. 16). The blocks in DNA rehybridization could be caused by the
pentaribonucleotide primer itself, dissociated primase subunit(s), or a complex of
the primase subunit(s) with the primer bound to the DNA hairpin. Several exper-
iments were performed to investigate the nature of these blocks. Results suggest
that blocks are generated by the primer/primase complex [43].
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FIGURE 16. (A) Experimental trace displaying characteristics of the primosome
disassembly model. The unwinding velocity during primer syn-
thesis, the position of the priming site, and the lifetime of the
block in hairpin rehybridization are indicated.

(B) Distribution of blocks plotted against the corresponding position
along the hairpin substrate measured with wild-type primosome
in the presence of CTP and ATP from 345 blocking events. The
location of the priming sites available on the 5’ strand are indi-
cated by dashed gray lines. The uniform light yellow distribution
represents primase binding randomly along the DNA hairpin and
not specifically at priming sites. The maximum primer length
that may be synthesized at each priming site at the given rNTP
conditions is shown in the upper panel.

6.4. Primosome activity by DNA looping

The other type of priming events, jumps during unwinding, can be explained nei-
ther by the disassembly nor by the pausing model, but by the DNA looping model.
In this model, during priming the helicase continuously unwinds the DNA with-
out dissociating from the primase. The unwound DNA in the lagging strand is
then looped and released once priming is over. The release of an ssDNA loop that
is formed during priming should provide a sudden increase of the molecular ex-
tension (see Fig. 14B). This signature is observed on the second type of priming
events (see Fig. 15), revealing that priming can be carried out not only by pri-
mosome disassembly (which generates blocks during rezipping) but also by DNA
looping (identified with extension jumps). During loop formation only one of the
two strands of the unwound DNA contributes to the elongation of the measured
molecular extension (see Fig. 17). Accordingly the apparent DNA unwinding ve-
locity immediately prior to a sudden increase in the DNA extension is smaller than
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FIGURE 17. Experimental trace displaying characteristics of the DNA looping
model. The unwinding velocity during primer synthesis and the loop size are in-
dicated. Distribution of the DNA loop size for wild-type primosome (blue) and
fused primosome (red) from 71 and 42 priming events involving loop formation,
respectively. A minimum loop size of 140 nucleotides was used as a cutoff. His-
tograms are fit to a Gaussian function yielding a mean DNA loop size of 170 4+ 20
and 210 =+ 20 nucleotides for wild-type and fused primosome, respectively.

the DNA unwinding velocity when no looping occurs (see Fig. 17A). In particular
its mean value is one-half of the mean DNA unwinding velocity [43]. This indicates
that the primosome continues to unwind the DNA at a constant rate regardless
of whether it is synthesizing a primer and consequently forming a DNA loop. As
shown in Fig. 17B, the size of the loop follows a Gaussian distribution with a mean
value of 250 nucleotides. Considering a mean unwinding velocity of 220 bp/s, the
average time involved in loop formation and release is about 1 s. This value is
consistent with the priming rate of 1 primer per second per replisome, which has
been measured in bulk experiments [44].

Priming by DNA looping is infrequent, less than ten times less frequent than
priming by primosome disassembly (see Fig. 18B). We then conclude that the pri-
mase processivity is very low in our experimental conditions: the primase mostly
dissociates from the helicase during priming and hence the primosome rarely re-
mains intact. In this latter case, disassembly of the primosome is prevented by
DNA looping. Interestingly, experiments with a primosome consisting of a fused
primase-helicase protein [43] works exclusively through a DNA looping model. In
these experiments, in the absence of rNTPs, the detected activity is similar to the
wild-type-gp41 activity. As rNTPs are added, the enzymatic events show the pres-
ence of jumps in extension during the unwinding phase (see Fig. 18A). In contrast
to the wild-type experiments, the loops are frequently observed, the frequency
being ten times larger than in the wild-type case (see Fig. 18B).
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FIGURE 18. (A) Experimental traces corresponding to the fused primosome activ-
ity in absence (red) and presence of rNTPs (blue).

(B) Stacked histogram of the frequency of blocks in hairpin reanneal-
ing (dark green or blue) and jumps in extension during unwind-
ing (light green or blue) measured in experiments with wild-type
(green) and fused (blue) primosome in the presence of CTP on a
600 bps hairpin.

The frequency is calculated as the number of events per enzymatic
trace, where an enzymatic trace is defined as a trace demonstrating
complete unwinding and rezipping. The number of enzymatic traces
analyzed for each condition is 447 and 169 in order.

6.5. Force does not hamper loop formation

When a pulling force is applied to stretch DNA, the primosome must work against
it to form a loop during priming. We have performed low force experiments in
order to investigate whether the applied force is preventing loop formation and/or
favoring primosome disassembly. At low pulling force the signal to noise ratio is
lower because the extension of ssDNA is short and the fluctuations in extension
are large. 5 pN is the lowest force to which we can work and keep a good spatial
resolution. Comparison between the results obtained at 9pN and 5pN with the
wild-type-primosome show that the force does significantly affect neither the fre-
quency of loop formation nor the frequency of the primase dissociation [43]. These
results show that primosome disassembly and subsequent low primase processiv-
ity are not artifacts of our experimental approach, but they rather are an intrinsic
property of the T4 wild-type-primosome. However, as suggested by recent bulk ex-
periments [45], in the context of the full replisome other proteins might control the
partitioning of these two mechanisms, preventing primosome disassembly thereby
increasing primase processivity.
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7. DNA synthesis

The gp43 is a monomeric polymerase that catalyzes the template-directed incor-
poration of dNTPs into the nascent DNA in both leading and lagging strand syn-
thesis. However, leading and lagging strand synthesis require the presence of other
replisomal proteins. In particular, only gp43 and gp41 are needed for leading strand
synthesis [32] whereas the full replisome must be assembled for lagging strand syn-
thesis. Nevertheless, the polymerase can perform chain elongation on ssDNA tem-
plates without gp41l. Gp43 alone is not very efficient, but together with the three
T4 polymerase accessory proteins (gp44/62 and gp45) becomes a highly processive
enzyme [46]. The complex formed by the polymerase and the gp45 clamp, called
the holoenzyme, is assembled and loaded by the gp44/62 clamp-loader [22, 23].
The holoenzyme alone can also carry out strand displacement activity on dsDNA
templates, but its leading strand synthesis rate (10bp/s) is about 30 times slower
than when gp41 is present [32, 33].

7.1. Measuring strand displacement synthesis and
chain extension activity on ssDNA

The DNA substrates to study polymerase activity are the same as those used for
the helicase and primosome assays: DNA hairpins of different lengths (from 1,2
to 7TKbp) aiming to mimic a replication fork. Since gp43 requires a DNA or RNA
primer to start the polymerization reaction, the different DNA hairpins have a
dsDNA tail at the 3’ end (see Fig. 19A). The latter can be used as a primer allow-
ing the polymerase to initiate leading strand synthesis. Interestingly, these DNA
substrates allow us to study not only strand displacement polymerase activity but
also the activity on ssDNA. The first part of the synthesis corresponds to strand
displacement activity, since the polymerase needs to displace the lagging strand in
order to extend the dsDNA tail primer. Moreover, in the absence of lagging strand
synthesis a second phase is possible. The latter corresponds to the polymerase
reaching the end of the hairpin and copying the rest of the ssDNA substrate (see
Fig. 19B). The strand displacement phase should produce an increase in the sub-
strate extension, corresponding to the gain of one bp on the 3’ tail and one ssDNA
base on the 5’ tail for each base added. The second phase, corresponding to the
conversion of ssDNA to dsDNA, might have a different signature depending on
the force applied. ssDNA is longer than dsDNA above 5pN and shorter below (see
Fig. 5). Therefore the polymerase activity on ssDNA should result in an increase
on extension at high forces (above 5pN) and a decrease on extension at low forces
(below 5pN), as shown in Fig. 19B.

7.2. Polymerase and holoenzyme activities

By injecting gp43 and NTPs into the chamber, some polymerase activity could
be detected at high enough forces (higher than 7pN) (see green trace in Fig. 20).
By using the previously measured elasticity of ssDNA and dsDNA molecules (see
Fig. 5) we can estimate the rates of DNA synthesis. The polymerization rate ei-
ther during strand displacement or during primer extension on ssDNA was much
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FIGURE 19. (A) Schematic representation of the DNA hairpin substrate used in
polymerase assays, having a 5’-biotinylated ssDNA tail, and a 3'-
digoxigenin labeled dsDNA tail. The DNA hairpin is specifically
attached to the magnetic bead coated with streptavidin and to
the glass surface treated with anti-digoxigenin antibody.

(B) Two phases of polymerase activity can be studied. The first phase
corresponds to the strand displacement activity and can be identi-
fied with the initial increase in DNA extension. The second phase
corresponds to the DNA chain extension on ssDNA and it can be
identified with the final increase (decrease) in DNA length at
forces larger (smaller) than 5pN.
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lower than the replication rate of the full replisome measured in bulk experiments
[32, 33]. Moreover, long pauses were frequently observed, suggesting that the pro-
cessivity of the enzyme was very low (few bases). In the presence of the clamp
and clamp loader the rates measured in the two phases of polymerization (strand
displacement and synthesis on ssDNA template) were much higher, but still lower
than the 300-400bp/s expected for replication fork advance [32, 33]. The rate dur-
ing strand displacement was extremely sensitive to the value of the applied force,
its value changing by two orders of magnitude when varying the force from 10pN
to 4pN (see blue traces in Fig. 20).
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FIGURE 20. (A) Experimental traces corresponding to the strand displacement
activity of the gp43 polymerase (green) and holoenzyme (blue)
in presence of 500 uM NTPs. Results for the gp43 polymerase
are obtained at 10pN of applied force. Different trajectories for
the holoenzyme correspond at different forces, ranging from 4pN
to 10pN.

(B) Trace corresponding to the full synthesis of the DNA substrate,
containing the strand displacement phase and the ssDNA activity
phase, catalyzed by the holoenzyme at 10pN of applied force.

The work required to open a bp at a given force F' is given by W = AG —
fOFx(f)df, where AG is the base pair energy and z(f) is the extension of 2 nu-
cleotides of ssDNA stretched by a force f. The work W corresponds to the energy
barrier that the polymerase needs to overcome for incorporating one base during
strand displacement activity. Accordingly, we find that higher forces result in larger
polymerization rates. Thus we conclude that the force applied to the ends of the
molecule helps the progress of the polymerase by destabilizing the base pair at the
fork and decreasing the energy barrier for polymerase advance. On the contrary,
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the rate of polymerase activity on ssDNA was force-independent at the range of
forces studied (between 4pN and 16pN).

7.3. Leading strand synthesis: coupling helicase and polymerase activities

Coupled helicase and polymerase activity to perform leading strand synthesis was
observed in the presence of holoenzyme, helicase, ATP and dNTPs (see Fig. 21A).
In general, better activity was observed at low forces (between 2pN and 5pN). At
high forces, most of the time the two enzymes worked in uncoupled mode (traces
show separate helicase and polymerase activity, see Fig. 21B). As expected the
polymerization rate observed in the coupled gp41-gp43 activity was independent
of the applied force and agrees with the values of the replication rate measured
in bulk assays [32, 33]. Interestingly, at the range of forces where coupled activity
is observed (between 2 and 7pN) the measured polymerization rate is higher than
that of the helicase or the holoenzyme alone. Moreover pauses are observed very
rarely, suggesting that the processivity of the gp41-gp43 complex is very high
(larger than 1kbp). In other words, the coupling between these two enzymes (direct
or indirect) enhances both helicase and polymerase activities.
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FIGURE 21. (A) Experimental trace corresponding to the leading strand synthesis
carried out by the helicase and holoenzyme in the presence of
ATP and NTPs and at 4pN of applied force.
(B) Experimental trace showing the uncoupled activity of the helicase
and polymerase observed at high forces.



118 M. Manosas et al.

8. Conclusions

DNA replication is a complex process involving a large number of proteins. In this
paper, we have used magnetic tweezers to investigate the replisome of the T4 bac-
teriophage. The T4 replisome is formed by eight different proteins that work in a
very coordinated fashion in order to copy the T4 genome at high speed (300bp/s)
and with a high processivity (larger than the size of the genome, 180Kbp). Our
approach does not allow us to directly visualize the different proteins of the repli-
some but only to measure their overall activity as a change in the conformation of
the DNA molecule that is being replicated. How from these measurements can one
obtain information about the functioning of the replisome? Can one investigate
the interaction between the different replisomal proteins that allow the progress of
the replication fork and coordinate the DNA synthesis in the leading and lagging
strands? Our strategy consists of first characterizing the activities of the different
replisomal proteins separately. Next the behaviour of sub-assemblies of different
parts of the replisome is investigated. In this way we attempt to build up the full
replisome by increasing, step by step, the complexity of the system studied.

The activities of the gp41 helicase and the gp43 polymerase alone on a DNA
hairpin have been extensively characterized. Both enzymes work fast and proces-
sively only at high force. In contrast, at low force their activity is more than 10
times slower than the rate of movement of the replication fork as measured in bulk
assays [32, 33]. Comparison of the experimental results with models have shown
that gp41 unwinds DNA as a passive helicase [36]; that is it does not actively desta-
bilize the double helix but it works as an ssDNA translocase trapping the sponta-
neous opening fluctuations of the fork (3-5). These results show that both helicase
and polymerase need other replisomal partners in order to reach their full speed.

We have next studied the primosome, formed by the helicase and primase,
which is responsible for DNA unwinding and initiation of Okazaki fragments. Our
results show that the T4 primosome continuously unwinds the DNA duplex while
allowing for primer synthesis through a primosome disassembly or a DNA loop-
ing mechanism [43]. The activity of the holoenzyme, responsible for the processive
DNA polymerization, can also be observed when the polymerase, clamp and clamp
loader are studied together. Their speed and processivity are larger than those of
the polymerase alone but still much lower (especially at low force) than those
expected by the full replisome. Interestingly, efficient leading strand synthesis is
observed when the holoenzyme and helicase are brought together at low force. The
coupling between polymerase and helicase enhances both unwinding and polymer-
ization activities, since the measured rate of synthesis at low forces is much higher
than either the unwinding rate of the helicase or the polymerization rate of the
holoenzyme alone. Addition of the primase and the single-stranded binding pro-
tein might allow us to form the full replisome and study the coordination between
leading and lagging strand synthesis.

In this paper we have seen how one of the new tools of single molecule manip-
ulation (magnetic tweezers) can be applied to the study of the enzymes involved
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in DNA replication. The level of precision and detail of these experiments is often
unmatched by bulk assays. These techniques allow one to generalize to a large class
of enzymes the approach applied successfully and for many years to the study of
ion channels. We have hereby only described one aspect of recent single molecule
studies, those involving their manipulation. Another equally exciting and power-
ful approach is using single molecule fluorescence and fluorescence resonant energy
transfer (FRET) to monitor the motion of a single enzyme on its substrate [47]
and its internal conformational changes [48] with nanometer accuracy and mil-
lisecond time resolution [49]. Combining both approaches [50] will provide new
opportunities for single molecule enzymology, where all (or most) of the parame-
ters characteristic of a single molecular motor will be measured simultaneously (its
rate, processivity, step-size, work done and number of ATP molecules consumed
per cycle [51]). The characterization of the dynamic feature of an enzyme together
with its static crystallographic data should provide an (almost) complete picture
of its mechanism.

Acknowledgment
We thank our collaborators on the presented works: M.M. Spiering, S.J. Benkovic.

This work was supported by grants from HFSP, ANR, and the EEC under the
“BioNanoSwitch” program.

References

[1] C. Bustamante, S.B. Smith, J. Liphardt and D. Smith, Single-molecule studies of
DNA mechanics, Curr. Op. Structural Biology 10 (2000), 279-285.

[2] T.R. Strick, M.-N. Dessinges, G. Charvin, N.H. Dekker, J.-F. Allemand, D. Bensi-
mon, and V. Croquette, Stretching of macromolecules and proteins, Rep. Prog. Phys.
66 (2003), 1-45.

[3] G. Lia, D. Bensimon, V. Croquette, J.F. Allemand, D. Dunlap, D.E.A. Lewis, S. Ad-
hya, and L. Finzi, Supercoiling and denaturation in gal repressor-heat unstable nu-
cleoid protein (hu)-mediated dna looping, Proc. Natl. Acad. Sci. (USA) 100 (2003),
11373-11377.

[4] J. Liphardt, B. Onoa, S.B. Smith, I. Tinoco Jr., and C. Bustamante, Reversible
unfolding of single RNA molecules by mechanical force, Science 292 (2001), 733-737.

[5] J.F. Marko and E.D. Siggia, Driving proteins off DNA using applied tension, Biophys.
J. 73 (1997), 2173-2178.

[6] A. Engel and H.E. Gaub and D.J. Miiller, Atomic force microscopy: A forceful way
with single molecules, Curr. Biol. 9 (1999), pp. R133-R136.

[7] E. Evans and K. Ritchie, Dynamic Strength of Molecular Adhesion Bonds, Biophys-
ical Journal 72 (1997), pp. 1541-1555.

[8] P. Cluzel, A. Lebrun, C. Heller, R. Lavery, J.-L. Viovy, D. Chatenay and F. Caron,
DNA: an extensible molecule, Science 271 (1996), pp. 792-794.



120 M. Manosas et al.

[9] S.B. Smith, L. Finzi and C. Bustamante, Direct Mechanical Measurements of the
Elasticity of Single DNA Molecules by using Magnetic Beads, Science 258 (1992),
pp. 1122-1126.

[10] S. Chu, Laser manipulation of atoms and particles, Science 253 (1991), pp. 861-866.

[11] J.-F. Allemand, T. Strick, V. Croquette, and D. Bensimon, Twisting and stretching
single dna molecules, Prog. Biophys. Molec. Biol. 74 (2000), 115-140.

[12] F. Gittes and C.F. Schmidt, Signals and noise in micromechanical measurements,
Methods in Cell Biology 55 (1998), 129-156.

[13] J.-F. Allemand, D. Bensimon, R. Lavery, and V. Croquette, Stretched and overwound
DNA form a Pauling-like structure with exposed bases, Proc. Natl. Acad. Sci. USA
95 (1998), 14152-14157.

[14] M.-N. Dessinges, B. Maier, Y. Zhang, M. Peliti, D. Bensimon, and V. Croquette,
Stretching ssdna, a model polyelectrolyte, Phys. Rev. Lett. 89 (2002), 248102.

[15] J.F. Marko and E. Siggia, Statistical mechanics of supercoiled DNA, Phys. Rev. E
52(3) (1995), 2912-2938.

[16] C. Bouchiat, M.D. Wang, S.M. Block, J.-F. Allemand, T.R. Strick, and V. Croquette,
Estimating the persistence length of a worm-like chain molecule from force-extension
measurements, Biophys. J. 76 (1999), 409-413.

[17] T. Strick, J.-F. Allemand, D. Bensimon, and V. Croquette, The behavior of super-
coiled DNA, Biophys. J. 74 (1998), 2016-2028.

[18] C.C. Richardson, Cell 33 (1983), 315-317.

[19] S.P. Bell, and A. Dutta, DNA replication in eukaryotic cells, Annu. Rev. Biochem.
71 (2002), 333-374.

[20] S.J. Benkovic, A.M. Valentine, and F. Salinas, Replisome-mediated DNA replication,
Annu. Rev. Biochem. 70 (2001), 181-208.

[21] C.F. Morris, N.K. Sinha, and B.M. Alberts, Reconstruction of bacteriophage T4 DNA
replication apparatus from purified components: rolling circle replication following de
novo chain initiation on a single-stranded circular DNA template, Proc. Natl. Acad.
Sci. USA 72 (1975), 4800-4804.

[22] C.C. Huang, J.E. Hearst, and B.M. Alberts, Two types of replication proteins in-
crease the rate at which T4 DNA polymerase traverses the helical regions in a single-
stranded DNA template, J. Biol. Chem. 256 (1981), 4087-4094.

[23] B.F. Kaboord, and S.J. Benkovic, Accessory proteins function as matchmakers in
the assembly of the T4 DNA polymerase holoenzyme, Curr. Biol. 5 (1995), 149-157.

[24] C.C. Liu, and B.M. Alberts, Characterization of the DNA-dependent GTPase ac-
tivity of T4 gene 41 protein, an essential component of the T/ bacteriophage DNA
replication apparatus, J. Biol. Chem. 256 (1981), 2813-2820.

[25] D.M. Hinton, and N.G. Nossal, Bacteriophage T4 DNA primase-helicase. Charac-
terization of oligomer synthesis by T4 61 protein alone and in conjunction with T4
41 protein, J. Biol. Chem. 262 (1987), 10873—-10878.

[26] J. Yang, J. Xi, Z. Zhuang, and S.J. Benkovic, The oligomeric T4 primase is the
functional form during replication, J. Biol. Chem. 280 (2005), 25416-25423.



Studies of DNA-Replication at the Single Molecule Level 121

[27] P.D. Chastain, 2nd, A.M. Makhov, N.G. Nossal, and J. Griffith, Architecture of the
replication complex and DNA loops at the fork gemerated by the bacteriophage t/
proteins, J. Biol. Chem. 278 (2003), 21276-21285.

[28] J. Barry, and B. Alberts, Purification and characterization of bacteriophage T4 gene
59 protein. A DNA helicase assembly protein involved in DNA replication, J. Biol.
Chem. 269 (1994), 33049-33062.

[29] K.D. Raney, T.E. Carver, and S.J. Benkovic, Stoichiometry and DNA unwinding by
the bacteriophage T4 41:59 helicase, J. Biol. Chem. 271 (1996), 14074-14081.

[30] F. Dong, E.P. Gogol, P.H. von Hippel, J. Biol. Chem. 270 (1995), 7462-7473.

[31] M. Venkatesan, L.L. Silver, and N.G. Nossal, J. Biol. Chem. 257 (1982), 12426-34.

[32] F. Dong, S.E. Weitzel, P.H. von Hippel, Proc. Natl. Acad. Sci. U S A 93 (1996),
14456-14461.

[33] F. Salinas, and S.J Benkovic, Proc. Natl. Acad. Sci. U S A 97 (2001), 7196-7201.

[34] ML.N. Dessinges, T. Lionnet, X.G. Xi, D. Bensimon, and V. Croquette, Single mol-
ecule assay reveals strand switching and enhanced processivity of uvrd, Proc. Natl.
Acad. Sci. U S A 101 (2004), 6439-44.

[35] D. S., L., B. Johnson, B.Y. Smith, S.S. Patel, and M.D. Wang, Cell 129 (2007),
1299-13009.

[36] T. Lionnet, M.M. Spiering, S.J. Benkovic, D. Bensimon, and V. Croquette, Real-time

observation of bacteriophage T4 gp4l helicase reveals an unwinding mechanism, Proc.
Natl. Acad. Sci. USA 104 (2007), 19790-19795.

[37] M.D. Betterton, and F. Julicher, Phys. Rev. Lett. 91 (2003), 258103.

[38] M.D. Betterton, and F. Julicher, Phys. Rev. E Stat. Nonlin. Soft Matter Phys. 71
(2005), 011904.

[39] R.W. Richardson, and N.G. Nossal, Characterization of the bacteriophage T4 gene
41 DNA helicase, J. Biol. Chem. 264 (1989), 4725-4731.

[40] T.A. Cha, and B.M. Alberts, Effects of the bacteriophage T4 gene 41 and gene 32
proteins on RNA primer synthesis: coupling of leading- and lagging-strand DNA
synthesis at a replication fork, Biochemistry 29 (1990), 1791-1798.

[41] J.B. Lee, R.K. Hite, S.M. Hamdan, X.S. Xie, C.C. Richardson, and A.M. van Oijen,
Nature 439 (2006), 621-624.

[42] ML.A. Trakselis, R.M. Roccasecca, J. Yang, A.M. Valentine, and S.J. Benkovic, J.
Biol. Chem. 278 (2004), 49839-49849.

[43] M. Manosas, M.M. Spiering, Z. Zhuang, S.J. Benkovic, and V. Croquette, unpub-
lished.

[44] A.M. Valentine, F.T. Ishmael, V.K. Shier, and S.J. Benkovic, Biochemistry 40 (2001),
15074-15085.

[45] S.W. Nelson, R. Kumar, and S.J. Benkovic, RNA primer handoff in bacteriophage T4
DNA replication: The role of single-stranded DNA binding protein and polymerase
accessory proteins, J. Biol. Chem. 283 (2008), 22838-22846.

[46] T.A. Cha, and B.M. Alberts, J. Biol. Chem. 264 (1989), 12220-12225.

[47] A. Yildiz, J.N. Forkey, S.A. McKinney, T. Ha, Y.E. Goldman, and P.R. Selvin,
Myosin v walks hand-over-hand: single fluorophore imaging with 1.5 nm localization,
Science 300 (2003), 2061-2065.



122 M. Manosas et al.

[48] X. Zhuang, L.E. Bartley, H.P. Babcock, R. Russel, T. Ha, D. Herschlag, and S. Chu,
Science 288(2000), 2048-2051.

[49] S. Weiss, Fluorescence spectroscopy of single biomolecules, Science 283 (1999), 1676
1683.

[50] T. Funatsu, Y. Harada, M. Tokunaga, K. Saito, and T. Yanagida, Imaging of single
fluorescent molecules and individual ATP turnovers by single myosin molecules in
aqueous solution, Nature 374 (1995), 555-559.

[61] A. Ishijima, H. Kojima, T. Funatsu, M. Tokunaga, H. Higuchi, H. Tanaka, T.
Yanagida, Cell 92 (1998), 161-171.

M. Manosas, T. Lionnet, E. Praly, D. Fangyuan,
J.-F. Allemand, D. Bensimon and V. Croquette
LPS, ENS

UMR 8550 CNRS

24, rue Lhomond

75231 Paris Cedex 05, France

e-mail: Vincent.Croquette@lps.ens.fr


mailto:Croquette@lps.ens.fr

Biological Physics, 123—-139

© 2010 Springer Basel AG I Poincaré Seminar 2009

Evolution of Biological Complexity

Raymond E. Goldstein

Abstract. It is a general rule of nature that larger organisms are more com-
plex, at least as measured by the number of distinct types of cells present. This
reflects the fitness advantage conferred by a division of labor among special-
ized cells over homogeneous totipotency. Yet, increasing size has both costs
and benefits, and the search for understanding the driving forces behind the
evolution of multicellularity is becoming a very active area of research. This
article presents an overview of recent experimental and theoretical work aimed
at understanding this biological problem from the perspective of physics. For
a class of model organisms, the Volvocine green algae, an emerging hypothe-
sis connects the transition from organisms with totipotent cells to those with
terminal germ-soma differentiation to the competition between diffusion and
fluid advection created by beating flagella. A number of challenging problems
in fluid dynamics, nonlinear dynamics, and control theory emerge when one
probes the workings of the simplest multicellular organisms.

1. Introduction

One of the most fundamental issues in evolutionary biology is the transition from
unicellularity to multicellularity, in which basic questions concern the fitness ad-
vantages conferred by increasing size and specialization [1, 2, 3, 4, 5]. To put this
question in perspective, consider the data shown in Fig. 1, originally presented by
Bell and Mooers [6] and discussed more recently by Bonner [3]. Unicellular organ-
isms, which of course do all the functions of life with one cell type, reside at the
lower left corner of this graph, while humans, with approximately 210 distinct cell
types and 10 cells, are at the upper right. Clearly, there is a general trend that
organisms with larger total numbers of cells have more cell types, but there are
wide variations among the different groups of organisms, and one would be hard-
pressed to look for some precise mathematical scaling in this data. Instead, let us
look at the most elementary steps along the path toward biological complexity:
the transition from single cell organisms to those with just two distinct cell types.
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Not surprisingly for microorganisms living in an aqueous environment, many

of the key biological processes involved with this transition involve transport and
mixing, for the efficient exchange of nutrients and metabolites with the environ-
ment is one of the most basic features of life [7]. In the conventional biological
view, diffusion dominates over transport by fluid advection, as quantified by the
Péclet number [8]
-z, 1)
where U is a characteristic fluid velocity, L is a typical length scale, and D is the
molecular diffusion constant of interest (typically 1075 ¢m? /s for small molecules
such as oxygen, and varying inversely with size). The low Pe number world is
most appropriate to small individual organisms such as bacteria [9], where L ~
107* ¢cm and U ~ 1072 c¢m/s, so Pe ~ 1072. Such is generally not the case
for multicellular organisms whose size L and swimming speed U are considerably
larger. In a nutshell, this presentation concerns the relationship between advection
and evolutionary transitions to multicellularity — what might be termed “Life at
High Péclet Numbers.”
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F1GURE 1. Scaling of the number of distinct cell types with total num-
ber of cells in various organisms. Data include amoebas, ciliates and
brown seaweeds (brown), green algae and plants (green), red seaweeds
(red), fungi (orange), and animals (blue). Adapted from Bells and Moo-
ers [6] and Bonner [3].
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2. Volvoz and its relatives as model organisms

Long after he made his great contributions to microscopy and started a revolu-
tion in biology, Antony van Leeuwenhoek peered into a drop of pond water and
discovered one of nature’s geometrical marvels [10]. This was the freshwater alga
which, years later, in the very last entry of his great work on biological taxonomy,
Linneaus named Volvoz [11] for its characteristic spinning motion about a fixed
body axis. In van Leeuwenhoek’s drawing (Fig. 2) we see that Volvoz is a spheri-
cal colonial green alga with thousands of surface cells and daughter colonies inside
the spheroid. His microscopy was insufficient to determine that Volvoz swims by
means of two beating flagella on each of the surface cells. We now know that those
flagella are nearly identical to the cilia in our lungs. Indeed they are one of the
most highly conserved structures in biology, a testament to the importance of fluid
dynamics in life at all scales.

F1cUre 2. Figure 5 from van Leeuwenhoek’s
article on Volvox from 1700 [10]

Over a century ago, Weismann [12] suggested that a set of organisms related
to Volvox, known as the Volvocine algae, can serve as a model lineage for study
of the transition from unicellular to multicellular organisms, an argument ampli-
fied more recently by Kirk [13]. This suitability derives from the fact that this
extant lineage (Fig. 3) displays varying colony size, structure, and specialization
into the two fundamental cell types: vegetative (soma) and reproductive (germ).
The species include unicellular Chlamydomonas reinhardtii (A), undifferentiated
Gonium pectorale (B) and Eudorina elegans (C), soma-differentiated Pleodorina
californica (D), germ-soma differentiated Volvox carteri (E), V. aureus (F), and
even larger (e.g., V. gigas with a radius of 1 mm). In the multicellular forms from
Volvor upward in size the Chlamydomonas-like somatic cells are at the surface
of a transparent, spherical extracellular matrix (ECM), with their two outward-
oriented flagella conferring motility, while the reproductive cells/daughter colonies
are sequestered on the inside of the ECM. A central question in the study of this
lineage is: What are the driving forces which led to the scale of ~ 150 pum for the
onset of germ-soma differentiation?
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FIGURE 3. Volvocine species [22].

Although the precise relationships among species are not fully resolved in
the Volvocales, it is known that Volvox species with increased cell specialization
do not have a single origin — they have evolved several times, independently, from
quite different ancestors [14, 15, 16, 17]. Lineages exhibiting the different devel-
opmental programs (details of cell division) [18] are interspersed with each other
and with non- Volvox species, indicating that they have also evolved several times
independently. Supporting this evidence for ease of evolutionary transitions is the
underlying genetic architecture responsible for the separation of germ and soma,
which does not involve many genetic steps [19]. Only two mutations are required
to transform V. carteri into a mutant (V. carteri glsA~ /regA~) with morphologi-
cal and life-history features similar to those of Fudorina colonies with no cellular
differentiation [20]. In short, the Volvocales comprise a group of closely related
lineages with different degrees of cell specialization which seem to represent “al-
ternative stable states” [21].

The tremendous range of size presented by these species, their common struc-
tural element of biflagellated somatic cells, and their most elementary differentia-
tion beyond a critical size suggest that they would allow us to deconstruct scaling
laws in self-propulsion, fluid mixing, and metabolism which may help explain the
evolutionary driving forces which led to multicellularity. In the laboratory, Volvoz
is typically grown on a 48-hour lifecycle (Fig. 4). Populations can be rather pre-
cisely synchronized, so that large numbers are available at any given time in a
well-defined life cycle stage, allowing for good statistical sampling of the proper-
ties during growth.
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FIGURE 4. The 48 hour life cycle of Volvoz, adapted from Kirk [13].

Volvox is also amenable to precise quantitative study of its fluid mechanics,
using techniques from physiology. For instance, glass micropipettes familiar from
in vitro fertilization, can be used to hold individual colonies under the microscope
so that the flow fields produced by their collective flagellar beating can be mapped.
Figure 5 shows an example of such a flow field, which shows clearly the existence
of a (fixed) colonial axis, the flow along the surface being primarily from anterior
to posterior. The flagella beat with a slight tilt, producing the force that makes
the colony spin about its axis. In Fig. 5 we also observe that the characteristic
length scale of these flows is comparable to the colony radius, and hence up to
a fraction of a millimeter. The typical fluid velocities can reach nearly 1 mm/s,
leading to Péclet numbers in the several hundreds, as anticipated above.

3. The advection-diffusion problem

For these organisms, basic considerations point to an intrinsic bottleneck to nu-
trient uptake by diffusion alone [22, 23, 24]. For a spherical absorbing colony of
radius R in a quiescent fluid medium, taking up a nutrient from a diffusional
steady state concentration profile C'(r) = Cx (1 — R/r), where Co is the con-
centration far away, the diffusional current I; of nutrients is linear in the radius:
Iy = 4rDC R. In contrast, the metabolic requirements of surface somatic cells
will scale as I,,, = 47 R%f3, where 3 is the consumption rate per unit area. Clearly,
there is a bottleneck radius R, = DCs /3 beyond which metabolic needs cannot
be met by diffusion alone. Our estimates [23] suggest that this length scale is close
to that at which the Volvocales display germ-soma differentiation (~ 150 pm).
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it

F1cure 5. Volvor held on a micropipette, with streamlines visualized
by particle-imaging-velocimetry. Diameter of colony is ~ 500 pm.

Since there are species much larger, there must be a means to increase nutrient
acquisition accordingly. Indeed, we have recently established that the lineage cov-
ers a very broad range of Péclet numbers, from below unity at the single cell level,
to vastly greater for colonies composed of thousands of cells. These large Péclet
numbers arise from fluid flows driven by the coordinated action of tens, hundreds,
or even thousands of flagella on the surface of these colonies, and imply metabolic
dynamics fundamentally different from those limited by passive diffusion.
The concentration of a molecular species is governed by the equation

Cy+u-VC = DV2C | (2)

for a solute concentration C' in the presence of a fluid velocity field u, with suitable
boundary conditions. The key nontrivial point here is that u is a self-generated
flow field deriving from the complex flagellar dynamics. The exchange rates of
such a scalar for large Péclet numbers were derived by Acrivos and Taylor [25]
for the related problem of heat transfer from a solid sphere in a flow that is
uniform far from the sphere, where it was found that the current scales as ~
RPe'/? for Pe > 1. The fractional exponent arises from a (thermal) boundary
layer that hugs the sphere ever more tightly at higher velocities, thereby increasing
the local thermal gradient and thus the heat flux. This particular scaling law is
not directly applicable to the uptake problem of a solute because the boundary
conditions for a flagellated alga are quite different from that of a solid sphere.
Subsequent work by Magar, Goto, and Pedley [26, 27] and by us [23] showed
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FIGURE 6. Results of finite-element computations of scalar concentration around
an absorbing colony in flow at various Péclet numbers, showing boundary layer
formation. (right) metabolite fluxes as a function of radius [23].

that the alternative boundary conditions of either prescribed tangential velocity
or prescribed tangential force distribution change the scaling law for the current
of nutrients to RPe'/2. The question then becomes: How does the self-generated
fluid velocity scale with size? In a simple model for Volvozr swimming [23], flagellar
dynamics are summarized by a time-averaged tangential force per unit area f
exerted on the fluid. This model predicts a characteristic flow velocity

~ TR 3)

n

where 7 is the fluid viscosity. Under this scaling, the Pe number grows with size as
UR ~ R?, and the uptake rate becomes RPe'/? ~ R2, bypassing the diffusional
bottleneck (Fig. 6). This increase in nutrient uptake due to fluid flow driven by
flagella serves not only to remove the diffusive bottleneck, but also to provide
an evolutionary driving force for transitions to multicellularity. As seen in Fig.
6b, there is a nutrient uptake enhancement per somatic cell that arises from the
collective flow. This increase is a very steep function of size for radii spanning
from that of Chlamydomonas up to 100-200 pum, the rough scale of germ-soma
differentiation. One might say that this is socialism at work (!) — everyone stirs
the fluid and everyone benefits.

U

4. Allometric scaling of flagella-driven flows

Because it is spherical, Volvox is an ideal organism for studies of biological fluid
dynamics, being an approximate realization of Lighthill’s “squirmer” model [28] of
self-propelled bodies having a specified surface velocity. As mentioned above, such
models have elucidated nutrient uptake at high Péclet numbers [26, 27, 23] by sin-
gle organisms, and they have also illustrated pairwise hydrodynamic interactions
between them [29]. Volvocine algae may also be used to study collective dynamics
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of self-propelled objects [30], complementary to bacterial suspensions (F. coli, B.
subtilis) exhibiting large-scale coherence in thin films [31] and bulk [32].

We have investigated the scaling laws for flagella-driven flows in the Volvo-
cales. Two allometric relations are key; (i) the fluid velocity (or swimming speed)
of a colony as it grows and its somatic cells move further apart, and (ii) those
velocities at a given somatic cell density as a function of colony diameter. Studies
of a range of species over their life cycles yield data sets from which scaling laws
can be tested.

FIGURE 7. Schematic drawing of dual-view tracking apparatus [33]. The
outer chamber (light blue, lid and flange in grey) contains a water bath,
fed through inlets and outlets (purple), and mixed with a magnetic stir
bar (white) driven by a motor external to the tank (not shown). The
sample chamber (white) is suspended by stainless steel holders (light
green), and illuminated by annular LED arrays (red). Microorganisms
are visualized with two long-working-distance microscopes (dark gray)
equipped with CCD cameras (dark green). Phototactic stimulus is pro-
vided by two LED and lens assemblies (yellow), and controlled by shut-
ters (orange).

The experimental methods are by now quite standard. Volvoz carteri f. na-
gariensis EVE strain were grown axenically in Standard Volvox Medium [34] in
diurnal growth chambers with sterile air bubbling, in a daily cycle of 16 h in
cool white light (~ 4000 lux) at 28° C and 8 h in the dark at 26° C. Swimming
was studied in a dual-view system (Fig. 7) [33], consisting of two identical assem-
blies, each a CCD camera (Pike 145B, Allied Vision Technologies, Germany) and
a long-working distance microscope (InfiniVar CMS-2/S, Infinity Photo-Optical,
Colorado). Dark-field illumination used 102 mm diameter circular LED arrays
(LFR-100-R, CCS Inc., Kyoto) with narrow bandwidth emission at 655nm, to
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FIGURE 8. Swimming properties of V. carteri as a function of radius.
(a) upswimming speed, (b) rotational frequency,
(c) sedimentation speed, (d) reorientation time,
(e) density offset, and (f) components of average flagellar
force density.

which Volvox is insensitive [35]. Thermal convection induced by the illumination
was minimized by placing the 2 x 2 X 2 cm sample chamber, made from microscope
slides held together with UV-curing glue (Norland), within a stirred, temperature-
controlled water bath. Particle imaging velocimetry (PIV) studies (Dantec Dy-
namics, Skovelund, Denmark) showed that the r.m.s convective velocity within
the sample chamber was < 5 pm/s.

From a theoretical point of view, four aspects of Volvoz swimming are of inter-
est, each arising, in the far field, from a distinct singularity of Stokes flow: (i) neg-
ative buoyancy (Stokeslet), (ii) self-propulsion (stresslet), (iii) bottom-heaviness
(rotlet), and spinning (rotlet doublet). During the 48 hour life cycle, the number
of somatic cells is constant; only their spacing increases as new ECM is added to in-
crease the colony radius. This slowly changes the speeds of sinking, swimming, self-
righting, and spinning, allowing exploration of a range of behaviors. The upswim-
ming velocity U was measured with side views in the dual-view apparatus. Volvoz
density was determined by arresting self-propulsion through transient deflagel-
lation with a pH shock [36], and measuring sedimentation. The settling velocity
V = 2ApgR?/9n, with g the acceleration of gravity and 1 the fluid viscosity, yields
the density offset Ap = p.—p between the colony and water. Bottom-heaviness im-
plies a distance ¢ between the centers of gravity and geometry, measured by allow-
ing Volvoz to roll off a guide in the chamber and monitoring the axis inclination an-
gle @ with the vertical, which obeys (.0 = — (47 R3p.gl/3) sin 6, where ¢, = 8rnR?
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FIGURE 9. Waltzing of V. carteri.

(a) Top view. Superimposed images taken 4 s apart,
graded in intensity.

(b) Side, and

(¢) top views of a colony swimming against a coverslip,
with fluid streamlines. Scales are 200 pm.

(d) A linear Volvox cluster viewed from above
(scale is 1 mm).

is the rotational drag coefficient, yielding a relaxation time 7 = 61/p.g¢ [37]. The
rotational frequencies w, of free-swimming colonies were obtained from movies
taken from above, using germ cells/daughter colonies as markers.

Figure 8 shows the four measured quantities (U, V,w,,7) and the deduced
density offset Ap. In the simplest model [23], locomotion derives from a uniform
force per unit area f = (fy, fy) exerted by flagella tangential to the colony surface.
Balancing the net force [dSf -z = 7% fo R? against the Stokes drag and negative
buoyancy yields fy = 6n(U+V)/mR. Balancing the flagellar torque [ dS RExf-z =
72 f4R? against viscous rotational torque 8mnR3w, yields f, = 8nw,/m. These
components are shown in Fig. 8f, where we used a linear parameterization of the
upswimming data (Fig. 8a) to obtain an estimate of U over the entire radius range.
The force density fy corresponds to several pN per flagellar pair [23], while the
smallness of fy is a consequence of the ~ 15° tilt of the beating plane with respect
to the colonial axis [38, 39].

These data provide a wealth of information on the physics of multicellular
flagellar beating, and also provide the foundation for understanding some intrigu-
ing collective behavior of colonies. One such example is shown in Fig. 9. Here we
see two colonies that have swum up to the ceiling of the experimental chamber
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and orbit about each other in a “hydrodynamic bound state” [40]. This configura-
tion arises from the “infalling” of two colonies initially some distance apart at the
ceiling. Their remarkable mutual attraction arises from hydrodynamic interactions
that are induced by the presence of the no-slip wall [41]. As each of the colonies
spins about its axis it induces a short-range lubrication force on the other, slow-
ing its motion and thereby producing a torque that leads to the orbiting motion.
The fact that Volvozr are bottom-heavy confers stability to this arrangement. A
quantitative theory of the formation and dynamics of this bound state has been
developed [40], making use of the extensive data in Fig. 8.

Hydrodynamic bound states, such as those described here, may have biologi-
cal significance. When environmental conditions deteriorate, Volvoz colonies enter
a sexual phase of spore production to overwinter. Field studies show that bulk
Volvoz concentrations n are < 1 em™2 [42], with male/female ratio of ~ 1/10,
and ~ 100 sperm packets/male. Under these conditions, the mean encounter time
for females and sperm packets is a substantial fraction of the life cycle. The hard
sphere mean free path A = 1/v/2n7(R + R,)? x 10/100, with R = 150 pum for
females, and Ry, = 15 pum for sperm packets, is A > 1 m, implying a mean en-
counter time > 3 h. This suggests that another mechanism for fertilization must
be at work, with previous studies having excluded chemoattraction in this system
[43]. At naturally occurring concentrations, more than one Volvox may partake in
the waltzing bound state, leading to long linear arrays (Fig. 9d). In such clusters,
formed at the air-water interface, the recirculating flows would decrease the en-
counter times to seconds or minutes, clearly increasing the chance of sperm packets
finding their intended target.

5. Phototactic steering

Another benchmark feature of the multicellularity exhibited by the Volvocales
is their ability to perform accurate phototaxis, despite lacking a central nervous
system to control the flagella beat dynamics. The accepted view of phototaxis
[13] is that the light intensity measured by the photoreceptor of each individual
somatic cell controls the beat dynamics of its flagella (with strong beating at
low light levels, weaker beating at high intensity). Much as plants grow toward
light by elongating more on the dark side, this stronger beating on the dark side
leads to phototaxis, although these responses to darkness and light are themselves
transient. Of course, the persistent rotation of Volvox constantly brings new cells
in and out of the dark and light sides, yielding a continuous modulation of the
light response.

Since there have been no systematic simultaneous studies of phototactic tra-
jectories and beat dynamics to quantify this process, we have begun to investigate
these motions in detail. The dual-view tracking system is particularly useful in this
regard, and has allowed us to obtain the preliminary data in Fig. 10. With this
synchronization and the known relationship between light intensity, orientation,
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F1GURE 10. A phototactic turn of Volvoz barberi.

(a) The positional and orientational measurements are il-
lustrated by vectors indicating the body axis, and
swimming-speed-dependent coloration of the track. To
initiate the 180° change swimming direction, the light
initially was from the right along the z-axis and then
changed to come from the left. Gravity is directed
along the negative z-direction. Sphere represents ini-
tial position along the track.

(b) Evolution of the body axis during the phototactic turn
is described in terms of two angles 6 and ¢.

and flagellar beat patterns, the central mathematical questions which we aim to
answer are both direct and inverse; Do the rules which are believed to connect
light intensity to beat patterns lead to phototaxis as observed? What is the class
of local rules relating light intensity to beat dynamics which produce phototaxis?
Is there an optimum strategy?

6. Flagellar synchronization

As noted long ago [44], coordinated beating of Volvox flagella is found in species
with and those without cytoplasmic connections between somatic cells. This fact
implicates hydrodynamic interactions in synchronization. Such interactions also
appear to underlie the generation of metachronal waves on ciliates; in neither
system has synchronization been adequately explained theoretically or quantified
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experimentally, although there is a growing body of work exploring the hydrody-
namic origins [45, 46]. Volvoz provides an excellent system to study this phenome-
non, because of its ease of manipulation and visualization and the ability to sweep
through a range of flagella lengths using the deflagellation technique mentioned
earlier.

The ability to obtain high-resolution information on flagellar beating is illus-
trated in Fig. 11, where we see the two flagella on a single somatic cell of Volvox
held on a micropipette. Imaging at up to 2000 video frames/sec allows a clear anal-
ysis of the waveform and precise measurement of the phase relationship between
the two flagella.

F1GURE 11. Volvox somatic cell flagella, imaged at 2000 frames per sec-
ond. Image has been background-subtracted to enhance
contrast.

One of the glaring lacunae in the theory of flagellar dynamics is a deep un-
derstanding of the synchronization of molecular motors via hydrodynamic inter-
actions. A theory of synchronization has to be built from two main components:
the hydrodynamic interactions between the moving objects (flagella) and the bio-
chemical networks controlling the molecular motors which drive them. A point
of reference for all such modeling is G.I. Taylor’s well-known work on the hy-
drodynamic interactions between waving sheets in a viscous fluid [47], in which
was solved the low Reynolds number fluid flow between two sheets undulating
with specified traveling waves. It was found that the rate of viscous dissipation
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F1GURE 12. Phase slip in the beating of the two flagella of Chlamy-
domonas.
(a) Individual movie frames.
(b) Oscillatory signals obtained by local sampling of the
image intensity near the flagella.
(c¢) Phase difference between the two flagellar beats.

of energy was minimized when the two sheets undulated in phase. However, min-
imization of dissipation is not a dynamical principle with which to determine the
state of a system. In the absence of a microscopic description of how the internal
mechanism which produces the traveling wave responds to forces and torques from
the adjacent sheet, this question can not be answered.

The experimental situation is, however, becoming clearer. In recent work we
have succeeded in tracking the flagellar beating dynamics of individual Chlamy-
domonas cells over thousands of beats, again with the help of the micromanip-
ulation and imaging methods developed for Volvor. Historically [48], high-speed
imaging of flagellar beating over periods of 1-2 s have shown that the two flagella
of intact cells beat in synchrony most of the time. Occasionally it has been found
that there is an extra beat of one of the flagella, and very rarely one finds unsyn-
chronized flagella displaying beat frequency differences of 10-30%. These different
behaviors have been assumed to reflect variations between individual cells.

We have now shown [49] that an individual Chlamydomonas cell can exhibit
stochastic transitions back and forth between the states of synchrony and asyn-
chrony. In the synchronous state, the two flagella beat in phase for a period of time
which is exponentially distributed with a mean of several seconds, interrupted by
“phase slips” of either sign. One such phase slip (or extra beat) is shown in Fig.
12. The statistics of these phase slips are consistent with a very simple model of
coupled phase oscillators in the presence of noise, allowing one to extract from
the dynamics a good estimate of the intrinsic frequency difference between the
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two flagella in the phase-locked state. That difference is found to be a few per-
cent. In the asynchronous state there is a clear phase difference of the magnitude
known previously. This suggests strongly that the frequency difference between
the flagella is dynamically regulated by the cell.

In addition, very recent experiments have shown that a consequence of this
alternation between synchronous and asynchronous beating is the generation of a
random walk in the trajectory of the cell. This, in turn, leads to diffusive behavior
in a population of cells. In this sense, these findings show that there is a eukaryotic
equivalent of the run-and-tumble locomotion well-known for peritrichously flagel-
lated bacteria (e.g., E. coli) which swim by the rotation of helical flagella. The full
implications of this finding for the life of these protists remains to be determined.

7. Conclusions

This overview has highlighted a number of challenging problems at the intersection
of biology, physics, and mathematics that are motivated by the dynamics of multi-
cellularity. From understanding phototaxis of a multicellular flagellated protist to
the synchronized beating of flagella coupled through hydrodynamics, much needs
to be understood before we will have a clear picture of the evolutionary transition
from unicellular to multicellular organisms.
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Conscious and Nonconscious Processes:
Distinct Forms of Evidence Accumulation?

Stanislas Dehaene

Abstract. Among the many brain events evoked by a visual stimulus, which
ones are associated specifically with conscious perception, and which merely
reflect nonconscious processing? Understanding the neuronal mechanisms of
consciousness is a major challenge for cognitive neuroscience. Recently, pro-
gress has been achieved by contrasting behavior and brain activation in min-
imally different experimental conditions, one of which leads to conscious per-
ception whereas the other does not. This chapter reviews briefly this line of re-
search and speculates on its theoretical interpretation. I propose to draw links
between evidence accumulation models, which are highly successful in captur-
ing elementary psychophysical decisions, and the conscious/nonconscious di-
chotomy. In this framework, conscious access would correspond to the crossing
of a threshold in evidence accumulation within a distributed global workspace,
a set of recurrently connected neurons with long axons that is able to integrate
and broadcast back evidence from multiple brain processors. During noncon-
scious processing, evidence would be accumulated locally within specialized
subcircuits, but would fail to reach the threshold needed for global ignition
and, therefore, conscious reportability.

An experimental strategy for exploring consciousness

Although the nature of consciousness remains a formidable problem, Lionel
Naccache and I argue that it can be approached through behavioral and brain-
imaging methods:
The cognitive neuroscience of consciousness aims at determining
whether there is a systematic form of information processing and a re-
producible class of neuronal activation patterns that systematically dis-
tinguish mental states that subjects label as conscious from other states
(Dehaene and Naccache 2001).

In that respect, identifying the neural bases of consciousness need not be any
more difficult than, say, identifying that of other states of mind (e.g., face percep-

141
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tion or anger). Bernard Baars (1989) outlined a simple contrastive method which,
in his own terms, consists simply in contrasting pairs of similar events, where one is
conscious but the other is not. Baars noted that in the last forty years, experimen-
tal psychology and neuropsychology have identified dozens of contrasts relevant
to consciousness. Examples include normal vision versus blindsight; extinguished
versus seen stimuli in patients with hemineglect; masked versus nonmasked visual
stimuli; habituated versus novel stimuli; accessed versus nonaccessed meanings of
ambiguous stimuli; distinctions within states of consciousness (sleep, coma, wake-
fulness, arousal); voluntary versus involuntary actions; or even explicit problem
solving versus implicit incubation.

In this chapter, I focus on the masking paradigm, perhaps the simplest and
most productive situation in which to study conscious access in normal subjects.
During masking, a target visual stimulus is flashed briefly on a computer screen.
It can be followed or preceded by a mask: another visual stimulus is presented at
the same screen location or just nearby. Under the right conditions, presentation
of the mask erases the perception of the target stimulus, and subjects report that
they are no longer able to see it. Yet the target stimulus still induces behavioral
priming effects and brain activation patterns which correspond to nonconscious or
subliminal (below threshold) processing. Focusing on what types of processing can
occur under subliminal masking conditions, and what additional processes unfold
once the stimulus is unmasked, can thus shed considerable light on the nature of
conscious access.

How do we measure whether conscious access occurred?

As mentioned above, once an appropriate paradigm such as masking is available,
studying the cerebral correlates of conscious access need not be more difficult than,
say, studying face perception. In both cases, one correlates brain activity with the
presence or absence of the relevant aspect of the stimulus (face vs. nonface stimulus,
or conscious vs. nonconscious perception). What is special about conscious access,
however, is that it is defined solely in subjective terms. Thus, Lionel Naccache and
I have argued:

The first crucial step is to take seriously introspective phenomenological
reports. Subjective reports are the key phenomena that a cognitive neu-
roscience of consciousness purports to study. As such, they constitute
primary data that need to be measured and recorded along with other
psychophysiological observations (Dehaene and Naccache 2001).

Increasingly, therefore, consciousness research relies on subjective reports as a
defining criterion. Ideally, one should measure the extent of conscious perception
on every single trial, possibly using a graded scale to capture even fine nuances of
the percept (Del Cul et al. 2007; Sergent et al. 2005; Sergent and Dehaene 2004).
For an identical objective stimulus, one may then contrast the brain activation
observed when it is or is not subjectively seen.
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The emphasis on subjective reporting goes against a long tradition in psy-
chophysics and experimental psychology, which has emphasized the need for ob-
jective criteria based on signal-detection theory. According to this tradition, a
masked stimulus is accepted as being subliminal only if performance on some
direct task of stimulus perception falls to chance level (zero d-prime). There are
several difficulties associated with this objective definition, however. First, it tends
to overestimate conscious perception, as there are many conditions in which sub-
jects perform better than chance, and yet deny perceiving any stimulus. Second, it
requires accepting the null hypothesis of chance-level performance; usually d-prime
never quite drops to zero, and whether it is significant or not depends merely on
the number of trials dedicated to its measurement. Finally, performance can be
at chance level for some tasks, but not others. Does above-chance performance
on the former tasks count as evidence of conscious perception, or merely of sub-
liminal processing? The issue seems unsolvable unless we have a good theory of
which tasks can only be performed at a conscious level, and thus constitute appro-
priate objective measures of conscious access, and which tasks can operate under
subliminal conditions.

By focusing first and foremost on subjective reports, we can avoid this some-
what Byzantine discussion of what constitutes a good subliminal stimulus. It is
an empirical fact that, when subjects rate a stimulus subjectively as having been
seen consciously, a major transition occurs such that the stimulus also becomes
available for a variety of objective tasks. For instance, Figure 1 shows data from
a masking paradigm (Del Cul et al. 2007) where subjects were asked, on every
trial, to perform two tasks on a masked digit: (a) a subjective task of rating
the stimulus visibility; (b) an objective, forced-choice task of deciding whether the
stimulus was larger or smaller than 5. As the interval between the target and mask
increased, both subjective and objective performance increased in a nonlinear sig-
moidal manner. Both sigmoids allowed for the definition of a threshold (placed at
the inflection point). We found that these subjective and objective definitions of
the consciousness threshold were virtually identical and highly correlated between
subjects. Furthermore, both were degraded jointly in patients with schizophrenia
or multiple sclerosis (Del Cul et al. 2006; Reuter et al. 2007). Interestingly, below
this threshold, the objective and subjective tasks could be dissociated, as there
was a proportion of trials in which objective performance remained higher than
chance, although subjects denied subjective perception.

In view of such results, the following operational definitions of conscious and
nonconscious processing may be proposed. First, on a single-trial basis, priority
should be given to subjective reports in defining what constitutes a conscious trial.
Second, when averaging across trials, the threshold for conscious access may be
identified with the major nonlinearity that occurs in both subjective and objective
performance as the stimulus is progressively unmasked. Third, the presence of
nonconscious processing can be inferred whenever objective performance departs
from subjective reports; for instance, by remaining above-chance in a region of
stimulus space where subjective reports fall to zero.
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FIGURE 1. Example of a masking paradigm where objective and subjective mea-
sures concur to define a threshold for perceptual consciousness (after Del Cul et al.
2007). A digit is flashed at one of four parafoveal locations and is followed after a
variable delay by a surrounding letter mask (top left panel). On each trial, partici-
pants are asked to perform an objective task (decide if the digit is larger or smaller
than 5) and a subjective task (rate the stimulus visibility). Both measures concur:
performance is low at short delays, but suddenly jumps to a high value above a
threshold delay (around 50 ms). This method thus defines a range of subliminal
(below-threshold) stimuli. SOA = stimulus onset asynchrony.

The latter hypothesis lies at the heart of the dissociation method, which has
been used by many others to separate conscious and nonconscious processing.
For instance, masking conditions can be found that create a U-shaped curve for
subjective perception as a function of target-mask interval. Other aspects of per-
formance, such as response time and brain activity patterns, vary monotonically
with the same stimulus parameter, thus clearly reflecting nonconscious stimulus
processing (Haynes et al. 2005; Vorberg et al. 2003).

Subliminal processing and evidence accumulation models

A broad array of research has focused on the issue of the depth of subliminal
processing of masked visual stimuli: to what extent is a masked stimulus that
is reported subjectively as mot seen processed in the brain? Here I present only
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a brief overview of this line of research (for a broader review, see Kouider and
Dehaene 2007). The main goal is to examine these data in relation to models of
decision making by evidence accumulation, which have proven highly successful in
mathematical modeling of chronometric and neurophysiological data from simple
psychophysical decisions (e.g., Laming 1968; Link 1992; Smith and Ratcliff 2004;
Usher and McClelland 2001; Gold and Shadlen, 2002).

For the sake of concreteness, one such accumulation model is presented in Fig-
ure 2. This particular model was shown to capture much of what is known about
simple numerical decisions and their neural bases (Dehaene 2007). While many
variants can be proposed (see Smith and Ratcliff 2004), this model incorporates
mechanisms that are generic to a variety of psychophysical tasks. To illustrate this,
consider the task of deciding if a number, presented either as a set of dots or as
an Arabic numeral, is smaller or larger than 10. The model assumes the following
steps:

1. Visual perception of the stimulus.

2. Semantic coding along the appropriate dimension (here, numerosity).

3. Categorization of the incoming evidence in relation to the instructions. This
is achieved by separating this continuum into pools of units, each favoring
a distinct response (here, units preferring numbers larger than 10 and units
preferring numbers smaller than 10).

4. Computation of a log likelihood ratio (logLR), a quantity which estimates
the likelihood that response R1 or R2 is correct, given the sensory evidence.

5. Stochastic accumulation of the logLLR over a period of time, until a threshold
amount is obtained in one direction or the other.

6. Emission of a motor response when the threshold is exceeded.

Models of this form have been shown to capture the details of chronometric data,
including the shape of response time (RT) distributions and speed-accuracy trade-
offs. Within the context of conscious versus nonconscious computation, a key ques-
tion is: Which of the model’s mechanisms can operate under subliminal conditions,
and which cannot?

Subliminal perception

Extensive research has demonstrated that a subliminal masked stimulus can be
processed at the perceptual level. The main support comes from the repetition
priming experiment, in which a subliminal prime is shown to facilitate the sub-
sequent processing of an identical stimulus presented as a target. Priming is evi-
denced behaviorally as a reduction of response time on repeated trials compared
to nonrepeated trials and neurally as a reduction in the amount of evoked brain
activity (repetition suppression).
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FIGURE 2. Proposed theoretical model of decision making in an objective nu-
merical comparison task (for a full mathematical exposition, see Dehaene 2007).
Subjects first encode each input number as a random variable on an internal
continuum (top). The decision mechanism consists in accumulating evidence by
adding up the log likelihood ratios (logLRs) for or against each of the two possible
responses provided by successive samples of the random variable (middle). As a
result, each trial consists in an internal random walk of the accumulated logL.R
(bottom). A response is emitted whenever the random walk reaches one of two
response thresholds. Evidence reviewed in the present chapter suggests that all
stages of the model can begin to operate in the absence of consciousness.



Conscious and Nonconscious Processes 147

Repetition priming indicates that a subliminal stimulus can be registered
perceptually. As illustrated in Figure 3, however, priming can occur at multiple
levels. In extrastriatal cortex, priming is sensitive to the repetition of the exact
same stimulus. In more anterior sectors of fusiform cortex, priming is more abstract
and can resist a change in surface format, for example, when the same word is
presented in upper case or lower case (Dehaene et al. 2001).

Subliminal semantic processing

At an even more abstract level, semantic subliminal priming has been observed, for
example, in the left lateral temporal cortex for synonym words such as sofa/couch
(Devlin et al. 2004) or for Japanese words presented in Kanji and Kana notations
(Nakamura et al. 2005). Likewise, numerical repetition priming has been observed
in bilateral intraparietal cortex when number words are presented in Arabic or
word notations (Naccache and Dehaene 2001a). These observations have been con-
firmed by detailed behavioral studies (Naccache and Dehaene 2001b; Reynvoet et
al. 2002). In terms of the model presented in Figure 2, they suggest that subliminal
primes can partially bias the level of semantic coding.

The reality of subliminal semantic processing is confirmed by several empiri-
cal findings. Subliminal words can evoke an N400 component of the event related
potential, which depends on their semantic relation to a previously presented word
(Kiefer 2002; Kiefer and Brendel 2006). Subliminal words that convey an emotion
(e.g., rape, shark) can cause an activation of the amygdala (Naccache et al. 2005),
and the threshold for their conscious perception is lowered, indicating that they
receive distinct processing even prior to conscious access (Gaillard, Del Cul et
al. 2006).

In many of these cases, brain activation evoked by a subliminal stimulus is
much reduced compared to the activation evoked by the same stimulus under con-
scious perception conditions (Dehaene et al. 2001). However, there are some cases
in which a full-blown activation can be observed in the absence of conscious per-
ception. In early visual areas, even heavily masked stimuli can produce essentially
unchanged event-related responses in both fMRI (Haynes et al. 2005) and ERPs
(Del Cul et al. 2007). In higher visual areas, large nonconscious responses have
been observed under conditions of light masking, where invisibility is due to dis-
traction by a secondary task (e.g., the attentional blink paradigm). Even a late (~
400 ms) and abstract semantic event such as the N400 can be largely (Sergent et
al. 2005) or even fully (Luck et al. 1996) preserved during the attentional blink.

Subliminal accumulation of evidence towards a decision

Dehaene et al. (1998) and Leuthold (Leuthold and Kopp 1998) first showed that a
subliminal stimulus can bias a decision all the way down to the response program-
ming level. The paradigm used by Dehaene et al. (1998) is illustrated in Figure 3c,
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A. Perceptual priming B. Orthographic priming

Feature-based priming Case-independent priming
in occipital extrastriate cortex in left fusiform gyrus

F1GURE 3. Brain imaging evidence for nonconscious processing at multiple levels of
word and digit processing. All experiments rely on the priming method (Naccache
and Dehaene 2001a), which consists in examining whether a subliminal prime
can modulate the processing of a subsequent conscious target. The nature of the
prime-target relation changes the site of modulation of brain activation:
(a) shared low-level visual features cause perceptual priming in extrastriate oc-
cipital cortex;
(b) case-independent orthographic priming of words occurs in the left occipito-
temporal visual word form area (Dehaene et al. 2001Db).

d. Subjects had to categorize numbers as being larger or smaller than 5 by pressing
a right- or left-hand button (the response mappings were assigned randomly and
switched in the middle of the experiment). Unknown to the participants, a sublim-
inal number was presented prior to each target. A congruity effect was observed:
on congruent trials, where the prime fell on the same side as the target (e.g., 9
followed by 6, both being larger than 5), responses were faster than on incongru-
ent trials where they fell on different sides of 5 (e.g., 1 followed by 6). This effect
could be measured by fMRI and ERP recordings of the motor cortex as a partial
accumulation of motor bias towards the response side elicited by the prime.
Thus, activation evoked by an unseen prime can propagate all the way down
to the motor level. Within the context of the model presented in Figure 2, this
implies that semantic coding of the stimulus, categorization by application of ar-
bitrary instructions, and response selection by evidence accumulation can all pro-
ceed, at least in part, without conscious perception. Research by Vorberg et al.
(2003) supports this conclusion well. Using primes shaped as arrows pointing left or
right, Vorberg et al. showed that the behavioral priming effect increased monoton-
ically with the time interval separating the prime from the mask (while conscious
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FIGURE 3. (continued)

(¢) Repetition of a number, in Arabic or verbal notation, causes semantic priming
in bilateral intraparietal sulci (Naccache and Dehaene 2001a);

(d) congruence of the motor responses associated with the prime and target mod-
ulates motor cortex activity, as if motor representations accumulate partial
evidence from the prime before accumulating the main evidence arising from
the target (Dehaene et al. 1998).

prime perception was either absent or followed a nonmonotonic, U-shaped curve).
Those results, presented in Figure 4, can be captured mathematically using an ev-
idence accumulation model similar to the one presented in Figure 2. The Vorberg
et al. model supposes that the various response alternatives are coded by leaky
accumulators which receive stochastic input: first from the prime, then from the
target. The accumulators add up sensory evidence until a predefined threshold is
reached, after which a response is emitted. Mathematical analysis and simulations
show that this model can reproduce the empirical observation of a bias in response
time. At long SOAs, the model predicts that primes can also induce a high error
rate, especially if the response threshold is a relatively low prediction which is
empirically supported by the data.

Role of instruction and attention in subliminal processing

Subliminal processing was previously thought to be automatic and independent of
attention. In recent years, however, several effects from top-down modulation on
subliminal processing have been identified.
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Modulation by instructions

Task instructions readily alter the fate of subliminal stimuli. As just described,
masked primes can elicit instruction-dependent activation in the motor cortex
(Dehaene et al. 1998; Eimer and Schlaghecken 1998; Leuthold and Kopp 1998;
Vorberg et al. 2003). Even details of the instructions provided to subjects, such as
whether they are told that the targets consist of all numbers 1 through 9 or just the
numbers 1, 4, 6 and 9, can affect subliminal priming (Kunde et al. 2003). Though
still debated, those results suggest that the arbitrary stimulus-response mappings
conveyed by conscious instructions can also apply to nonconscious stimuli. As
noted above, within the framework of evidence accumulation models, this implies
that an entire instruction set, reflected in how the stimulus is categorized and
mapped onto responses, can be partially applied to a nonconscious stimulus.

Modulation by executive attention

Within-task changes in executive attention also seem to impact on subliminal pro-
cessing. For instance, Kunde et al. (2003) studied the Gratton effect, a strategic
increase in executive control which follows Stroop interference trials. The effect
is such that, if on trial n — 1 subjects experience a cognitive conflict due to a
Stroop-incongruent trial, then on trial n the Stroop effect is reduced, as if sub-
jects somehow regain stronger control over the task (perhaps by focusing attention
more tightly around the time of the target). Kunde et al. manipulated the con-
sciousness of the conflict by presenting, on each trial, a subliminal or supraliminal
prime followed by a conscious target. They observed that the Gratton effect could
only be induced by a conscious trial (i.e., the conflict at trial n — 1 had to be a
conscious conflict). Once established, however, the increase in control applied to
both subliminal and supraliminal trials: the effect of conflict at trial n was dimin-
ished, whether or not this conflict was consciously perceived. This suggests that
executive attention, once modified by a conscious stimulus, can have an impact on
subsequent subliminal processing.

Modulation of subliminal priming by temporal attention

An impact of temporal attention on subliminal processing was demonstrated by
Naccache et al. (2002) in a numerical masked priming paradigm. They showed
that subliminal priming was present when subjects could attend to the time of
presentation of the prime-target pair, but vanished when stimuli could not be
temporally attended. Kiefer and Brendel (2006) observed a similar effect in an
experiment investigating the N400 potential elicited by masked words. Unseen
masked words elicited a much larger N400 when they were temporally attended
than when they were not.

In terms of evidence accumulation models, temporal attention effects may
relate to the little-studied issue of how the accumulators are reset and opened. To
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FIGURE 4. Evidence suggesting a partial accumulation of evidence from a non-
conscious prime during a simple sensorimotor task (after Vorberg et al. 2003).
Subjects classify target arrows as pointing right or left, while a masked prime also
points left or right. A linear priming effect is seen: as the prime-target delay in-
creases, congruent primes induce a monotonic speed-up of response times, while
incongruent primes cause a monotonic slowing down. The slope of the effect is
such that the difference in response time (RT) is essentially equal to the prime-
target delay (SOA = stimulus onset asynchrony), suggesting that evidence is being
continuously accumulated, first from the prime, then from the target.

operate optimally, the accumulators must be emptied before each trial, and evi-
dence must only be accumulated once the stimulus is actually present. The above
effects can be interpreted as showing that semantic and decision-related evidence
arising from subliminal primes fails to be accumulated whenever it is presented
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outside of the temporal window when the target is expected. Alternatively, if ac-
cumulated, it is reset to zero and therefore cannot bias target processing.

Modulation by spatial attention

Kentridge et al. (1999, 2004) first reported that blindsight patient GY could use
consciously perceived cues to enhance unconscious processing of visual targets.
When a target was presented in his scotoma region, patient GY responded more
quickly and accurately when it was validly cued by a consciously perceptible arrow
pointing to it, than when he was invalidly cued. In both cases, he still claimed that
he could not see the target. Modulation of subliminal priming by spatial attention
was also observed in normal subjects (Lachter et al. 2004; Marzouki et al. 2007).
In summary, task preparation includes many different components, includ-
ing attention to the relevant stimulus parameter (e.g., number) and to the likely
location and presentation time of the stimulus, as well as preparation of a stimulus-
response mapping and setting of executive-level parameters (e.g., response thresh-
old). Evidence suggests that essentially all of these task-preparation components,
once prepared for a conscious target, apply as well to a nonconscious target.

Recent evidence for extended subliminal processing

Recently, subliminal research has gone one step further and asked whether task-
preparation processes themselves can be primed subliminally. The central issue is
whether processes traditionally associated with a central executive system can also
unfold in the absence of consciousness.

Pessiglione et al. (2007) demonstrated that one aspect of task setting-moti-
vation could be cued subliminally. Prior to each trial of a force-generation task,
subjects were presented with conscious information about the amount of money
they could earn on the subsequent trial: one penny or one pound. Unknown to
them, each conscious monetary cue was preceded by a subliminal image which
could be congruent or incongruent with the conscious image. This subliminal in-
formation modulated the subject’s motivation, as evidenced by a modulation of
both the applied force and the amount of activation of a bilateral ventral pallidal
region known to convey reward anticipation information.

In a similar line of research, Mattler (2003) presented a series of experiments
in which a square or diamond shape successively cued increasingly abstract aspects
of the task: response finger, response hand, stimulus modality (auditory or visual),
or the requested task (pitch or timbre judgment). For instance, in one experiment,
subjects heard a variable sound which, if preceded by a square, had to be judged for
its timbre and, if preceded by a diamond, had to be judged for its pitch. Unknown
to the subject, each instruction cue was preceded by a masked prime which could
be congruent or incongruent with the cue. Response times were systematically
shorter on congruent trials and this effect increased with the prime-mask interval in
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a manner which was dissociated from the U-shaped curve for conscious perception.
Thus, even task selection seemed to be biased by a subliminal cue.

Unfortunately, Mattler’s (2003) results could also be interpreted as a conflict
at a purely visual level of cue identification; that is, the measure response time
included components of cue identification, task selection, and task execution, and
the observed priming might have arisen from the perceptual component alone. To
demonstrate firmly that a subliminal prime could affect task selection, Lau and
Passingham (2007) resorted to functional imaging. They selected tasks of phono-
logical versus semantic judgment on visual words that are associated with broadly
different cortical networks. Using a design similar to Mattler’s, they then showed
that not only the response time but the entire task-related network was modu-
lated up or down as a function of whether the subliminal prime was congruent or
incongruent with the task information provided by the visible cue. This subliminal
task-cueing effect was not sufficient to reverse the conscious task cue, but it did
yield an increase in subjects’ error rates.

One last paradigm of relevance to the present discussion was developed by
van Gaal et al. (2007). They showed that a subliminal cue could fulfill the role of
a stop signal requiring subjects to interrupt their ongoing response to a main task.
Unconscious stop signals yielded a minuscule but still significant slowing down of
response time and increase in errors. Thus, subliminal stimuli can trigger the first
hints of a task interruption.

How can one interpret such high-level priming effects? One possibility is that,
even at the central executive level, task selection and task control processes con-
tinue to operate according to rules of evidence accumulation, which can be biased
by subliminal priming. According to the model illustrated in Figure 2, subjects se-
lect a motor response by forming two pools of units: those accumulating evidence
for response R1 and those accumulating evidence for response R2. Perhaps the
central executive consists of nothing but similar decision mechanisms organized
in a control hierarchy (Koechlin et al. 2003). At a higher level, similar evidence
accumulation processes would be involved in the selection of one of two tasks, T1
and T2. Those accumulators would accrue evidence provided by conscious cues,
but also by subliminal cues. Sigman and Dehaene (2006) presented precisely such
a model of task selection in a dual-task context. They showed how the time to
select which task to perform added a variable duration to the overall response
time which could be captured well by an accumulator model. It remains to be seen
whether these ideas can be extended to an entire hierarchy of interacting decision
systems, as proposed, for example, by Koechlin et al (2003).

Limits to subliminal processing

Given this wealth of evidence which indicates that subliminal processing can ex-
tend to a high cognitive level, one may reasonably ask if there are any limits
to subliminal processing. Are there mental processes that can be executed only
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once conscious perception has occurred? This question naturally arises in relation
to the evolutionary role of consciousness. Although the evidence remains fragmen-
tary, several mental operations can be associated speculatively with conscious-level
processing.

Durable and explicit information maintenance

Priming experiments show that subliminal information tends to be short-lived:
after about 500 ms, priming effects typically cease to be detectable (Greenwald et
al. 1996; Mattler 2005). To bridge delays of a few seconds, information is thought
to be stored in working memory by active populations of neurons, particularly in
prefrontal cortex. When information reaches this working memory stage, Dehaene
and Naccache (2001) have suggested that it is always consciously accessible. The
work of Kunde et al. (2003), reviewed above, fits nicely with this conclusion, since
it shows that only the conscious variables of trial n — 1 can be carried out to
trial n. Similar evidence is provided by the trace-conditioning paradigm, in which
conditioning across a temporal gap only occurs if subjects report being aware of
the relations among the stimuli (Clark et al. 2002). Additional supporting data has
been reviewed by Dehaene and Naccache (2001). Altogether, the evidence points
to a crucial role of consciousness in bridging information across a delay.

Global access and novel combinations of operations

Consciousness has been suggested to play an essential role in the expression of
novel behaviors that require putting together evidence from multiple sources (e.g.,
by confronting evidence spread across several trials). For instance, Merikle et al.
(1995) studied subjects’ ability to control inhibition in a Strooplike task as a func-
tion of the conscious perceptibility of the conflicting information. Subjects had
to classify a colored target string as green or red. Each target was preceded by
a prime, which could be the word GREEN or RED. In this situation, the clas-
sical Stroop effect occurred: responses were faster when the word and color were
congruent than when they were incongruent. However, when the prime-target re-
lations were manipulated by presenting 75% of incongruent trials, subjects could
take advantage of the predictability of the target from the prime to become faster
on incongruent trials than on congruent trials, thus inverting the Stroop effect.
Crucially, this strategic inversion occurred only when the prime was consciously
perceptible. No strategic effect was observed when the word prime was masked
(Merikle et al. 1995) or fell outside the focus of attention (Merikle and Joordens
1997). Here, only the classical, automatic Stroop effect prevailed. Thus, the abil-
ity to inhibit an automatic stream of processes and to deploy a novel strategy
depended crucially on the conscious availability of information.

This conclusion may need to be qualified in the light of recent evidence,
reviewed above, that is, task switching or task stopping can be modulated partially
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by subliminal cues (Lau and Passingham 2007; Mattler 2003; van Gaal et al. 2007).
Note, however, that this evidence was always obtained under conditions of highly
routinized performance. Subjects performed hundreds of trials with consciously
perceived task cues before the same cues, presented subliminally, began to affect
task choice. This is very different from the rapid deployment of novel strategies
that, presumably, can only be deployed under conscious conditions.

Intentional action

As noted by Dehaene and Naccache (2001), the spontaneous generation of inten-
tional behavior may constitute a third property specifically associated with con-
scious perception. It is noteworthy that, in all of the above priming tasks, although
subliminal primes modulate the response time to another conscious stimulus, they
almost never induce a full-blown behavior in and of themselves. Only on a very
small proportion of trials do subliminal primes actually cause overt responses.
When they do, such trials are typically labeled as unintended errors by the sub-
ject (and by the experimenter).

As a related example, consider the case of blindsight patients (Weiskrantz
1997). Some of these patients, even though they claim to be blind, show an excellent
performance in pointing to objects. As noted by Dennett (1992) and Weiskrantz
(1997), a fundamental difference with normal subjects, however, is that blindsight
patients never spontaneously initiate any visually guided behavior in their im-
paired field. Good performance can be elicited only by forcing them to respond to
stimulation.

In summary, nonconscious stimuli do not seem to reach a stage of process-
ing at which information representation enters into a deliberation process that
supports voluntary action with a sense of ownership. If they do reach this stage,
it is only with a trickle of activation that modulates decision time but does not
determine the decision outcome.

Cerebral bases of conscious and nonconscious computations

The hypothesis that conscious information is associated with a second stage of
processing that cannot be deployed fully for subliminal stimuli meshes well with
recent experiments that have directly compared the brain activation evoked by con-
scious versus nonconscious stimuli. Many such experiments have been performed
with fMRI, and they converge to suggest that, relative to a masked stimulus, an
unmasked stimulus is amplified and gains access to high levels of activation in
prefrontal and parietal areas (Dehaene et al. 2006; Dehaene et al. 2001; Haynes
et al. 2005; for review and discussion, see Kouider et al. 2007). Most relevant to
the present discussion are time-resolved experiments using ERPs or MEG that
have followed the processing of a stimulus in time as it crosses or does not cross
the threshold for conscious perception. My colleagues and I have performed such
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experiments under conditions in which invisibility was created either by mask-
ing (Del Cul et al. 2007; see also Koivisto et al. 2006; Melloni et al. 2007; van
Aalderen-Smeets et al. 2006) or by inattention during the attentional blink (Gross
et al. 2004; Kranczioch et al. 2003; Sergent et al. 2005). In both cases, we were
able to analyze a subset of trials in which the very same stimulus was presented,
but was or was not consciously perceived according to subjective reports.

The results were highly convergent in coarsely separating two periods of stim-
ulus processing. During the first 270 ms, brain activation unfolded in an essentially
unchanged manner whether or not the stimuli were consciously perceived. Strong
visual activation was seen, quickly extending to the ventral temporal visual path-
way. In the case of the attentional blink, the nonconscious activation extended
even further in time, with very strong left lateral temporal activity around 400
ms plausibly associated with semantic-level processing (see also Luck et al. 1996).
However, around 270 ms, an important divergence occurred, with a sudden surge
of additional activation being observed on conscious trials only. Over a few tens
of milliseconds, activation expanded into bilateral inferior and dorsolateral frontal
regions, anterior cingulate cortex, and posterior parietal cortex. As shown in Fig-
ure 5, this activity was reduced drastically on nonconscious trials: only short-lived
activation was seen, quickly decaying towards zero about 500 ms after stimulus
presentation. By contrast, activation seemed to be amplified actively on conscious
trials.

The parsing of brain activation into two stages — early activation by sub-
liminal stimuli, followed by late global amplification and reverberation — seems
to be a generic phenomenon that can be observed in various stimulus modalities,
by a variety of methods, and in multiple species. Thus Victor Lamme and col-
laborators (2002), using electrophysiological recordings in macaque area V1, have
distinguished early feed-forward versus late feedback responses. They found that
only the latter were sensitive to attention and reportability. Using intracranial
electrodes in human epileptic patients, my team has obtained evidence for a sim-
ilar division in human subjects during subliminal versus conscious word reading
(Gaillard, Naccache et al. 2006; Naccache et al. 2005). In many electrodes, sublim-
inal words evoked only a first peak of activation whereas conscious words evoked
a similar but magnified peak followed by a sustained period of activation.

To give yet a third example, Nieuwenhuis et al. (2001) used ERPs in humans
to track error detection and compensation processes. When subjects made an
undetected erroneous saccade, an early error-related negativity was observed over
mesial frontal electrodes, presumably reflecting a nonconscious triggering of an
anterior cingulate system for error detection. However, only when the error was
detected consciously was this early waveform amplified and followed by a massive
P3-like waveform associated presumably with the expansion of activation into a
broader cortical and subcortical network.
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A global workspace model of conscious access

Jean-Pierre Changeux and I have suggested that these global self-amplifying prop-
erties of brain activation during conscious access can be accounted for by the con-
cept of a global workspace (Dehaene and Changeux 2005; Dehaene and Naccache
2001; Dehaene et al. 2003). This model, which has been backed up with explicit
computer simulations of realistic thalamo-cortical networks, supposes that access
to consciousness again corresponds to a form of accumulation of activation within
a recurrently connected network. However, this accumulation is postulated to oc-
cur, not just locally, but within a highly distributed set of columns coding for the
same object within distinct brain areas. These columns are interconnected in a re-
ciprocal manner by distinct cortical workspace neurons with long-distance axons.
As a result, an entire set of distributed brain areas can function temporarily as a
single integrator, with a strong top-down component such that higher association
areas send supportive signals to the sensory areas that first excited them.

Computer simulations show that such a network, when stimulated by a brief
pulse of activation, presents complex dynamics with at least two distinct stages. In
the first stage, activation climbs up the thalamo-cortical hierarchy in a feed-forward
manner. As it does, the higher levels send increasingly stronger top-down ampli-
fication signals. If the incoming signal is strong enough, then at a certain point a
dynamic threshold is crossed and activation becomes self amplifying and increases
in a nonlinear manner. During this second stage, the whole distributed assembly
coding for the stimulus at multiple hierarchical levels then ignites into a single
synchronously activated state. In peripheral neurons, this creates a late second
peak of sustained firing. The corresponding brain state is illustrated schematically
in Figure 6.

Why would this global brain state correspond to conscious access? Computer
simulations show that once stimulus-evoked activation has reached highly inter-
connected associative areas, two important changes occur:

1. The activation can now reverberate for a long time period, thus holding
information on-line for a duration essentially unrelated to the initial stimulus
duration.

2. Stimulus information represented within the global workspace can be propa-
gated rapidly to many brain systems.

We argue that both properties are characteristic of conscious information
processing. As noted above, the information can be maintained in time, buffered
from fast fluctuations in sensory inputs, and can be shared across a broad variety
of processes including evaluation, verbal report, planning, and long-term memory
(Baars 1989).

Anatomically, the model postulates that workspace neurons are particularly
dense in prefrontal, parietal, and anterior cingulate cortices, thus explaining why
these regions are recurrently found to be associated with conscious access across
various paradigms and modalities (Dehaene et al. 2006). However, according to
the model, workspace neurons are also present to variable degrees in essentially
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FIGURE 5. Changes in brain activity associated with crossing the threshold for
conscious perception during masking (after Del Cul et al. 2007). The paradigm
is described in Figure 1, and involves varying the delay between a digit and the
subsequent mask. Event-related potentials are recorded with a 128-channel elec-
trode net and reconstructed on the cortical surface with BrainStorm software. As
the delay increases, thus rendering the stimulus increasingly visible, activation in-
creases monotonically in posterior areas, then a threshold effect is seen. The late
part of the activation (beyond 270 ms) suddenly increases nonlinearly in a sig-
moidal manner once the delay exceeds a critical value which coincides with the
threshold value for conscious perception. This nonlinear activation is highly global
and occurs simultaneously in inferior and anterior prefrontal cortex as well as in
posterior parietal and ventral occipito-temporal cortices. Even when the delay is
fixed, the same results are seen when sorting the individual trials into seen ver-
sus not-seen (bottom panel): there is a clear separation between an initial period
where activation is identical for seen and not-seen trials, and a later period (> 270
ms) where activation suddenly re-increases globally on seen trials.

all of the cortex, thus permitting essentially any active cortical contents to be
brought together into a single brain-scale assembly. Indeed, it would seem likely
that this long-distance network has been subject to a particular selective pressure
in humans. A number of recent observations support this possibility, including
(a) the disproportionate increase of prefrontal white matter volume in our species
(Schoenemann et al. 2005), (b) the massive increase in dendritic branching and
spine density in prefrontal cortex across the primate lineage (Elston 2003); and
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F1GURE 6. Theoretical proposal of a distinction between brain states of sub-
liminal, preconscious, and conscious processing (after Dehaene et al. 2006). Con-
scious processing occurs when the accumulated stimulus-evoked activation exceeds
a threshold and evokes a dynamic state of global reverberation (ignition) across
multiple highlevel cortical areas forming a global neuronal workspace, particularly
involving prefrontal, cingulate and parietal cortices (bottom right). These areas
can maintain the information on-line and broadcast it to a variety of other pro-
cessors, thus serving as a central hub for global access to information. Subliminal
processing corresponds to a data-limited situation where only a trickle of partial
evidence is able to propagate through specialized cerebral networks, yet without
reaching a threshold for global ignition and thus without global reportability (top
line). The orientation and depth of subliminal processing may nevertheless depend
on the top-down state of attention (top right). A distinct nonconscious state, pre-
conscious processing, corresponds to a resource-limited situation where stimulus
processing is blocked at the level of the global neuronal workspace while it is tem-
porarily occupied by another task. A preconscious stimulus may be temporarily
buffered within peripheral sensory areas and later accessed by the fronto-parietal
system once it is released by its distracting task. In this case, information switches
from nonconscious to conscious.

(c) the presence in anterior cingulate cortex of large projection neurons (spindle
cells) seemingly unique to humans and great apes (Nimchinsky et al. 1999).



160 S. Dehaene

Accounting for subliminal processing

The proposed workspace architecture separates, in a first minimal description, two
computational spaces, each characterized by a distinct pattern of connectivity. Sub-
cortical networks and most of the cortex can be viewed as a collection of specialized
and automatized processors, each attuned to the processing of a particular type
of information via a limited number of local or medium-range connections that
bring to each processor the encapsulated inputs necessary to its function. On top
of this automatic level, we postulate a distinct set of cortical workspace neurons
characterized by their ability to send and receive projections to many distant areas
through long-range excitatory axons, thus allowing many different processors to
exchange information.

Can this model explain observations on subliminal processing? According to
the proposed model, subliminal processing corresponds to a condition of special-
ized processing without global information accessibility (see Figure 6). A sublimi-
nal stimulus is a stimulus that possesses sufficient energy to evoke a feed-forward
wave of activation in specialized processors, but it has insufficient energy or du-
ration to trigger a large-scale reverberating state in a global network of neurons
with long-range axons. As explained above, simulations of a minimal thalamo-
cortical network (Dehaene and Changeux 2005) indicate that such a nonlinear
self-amplifying system possesses a well-defined dynamic threshold. While it has
been observed that activation exceeding a threshold level grows quickly into a
full-scale ignition, a slightly weaker activation propagates forward, sometimes all
the way into higher areas. It, however, loses its self-supporting activation and dies
out quickly. Subliminal processing would correspond to the latter type of network
state.

Let us examine briefly how this schematic model may account for the data
reviewed in the preceding sections. We have seen that a masked visual stimulus
that is not consciously reportable is nevertheless processed at multiple levels, in-
cluding visual but also semantic, executive, and motor levels. These observations
mesh well with the notion of an ascending wave of feed-forward activation that
begins to accumulate within decision systems, but does not lead to a full-blown
activation crossing the response threshold. Recent theorizing suggests that local
neural assemblies recurrently interconnected by glutamatergic synapses with a
mixture of AMPA and NMDA receptors can operate as accumulators of evidence
(Wong and Wang 2006). The global workspace model suggests that such multiple
integrators can operate in parallel during subliminal processing, each integrating
evidence for or against their preferred stimulus. In priming experiments, where a
subliminal stimulus is followed by a supraliminal target, this partial accumulation
of evidence evoked by the prime would shift the baseline starting level of these ac-
cumulators, thus creating priming effects in response time, determined primarily
by the congruity of the prime and target.

As long as the prime-based accumulation remains subthreshold, and therefore
fails to trigger a global recurrent assembly, there is nothing in the global workspace
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model that prevents subliminal processing from occurring at any cognitive level,
including higher-level control processes. However, the model predicts that only the
most specialized processors, tightly attuned to the stimulus, should be capable of
activating strongly to a subliminal stimulus. This prediction meshes well with the
narrow localized activation measured by fMRI and intracranial recordings in re-
sponse to subliminal words and digits (Dehaene et al. 2001; Naccache and Dehaene
2001a; Naccache et al. 2005). Note that, under the model’s hypotheses, sublimi-
nal processing is not confined to a passive spreading of activation, independent of
the subject’s attention and strategies, as previously envisaged. On the contrary,
which-ever task and attentional set are prepared consciously, it can serve to orient
and amplify the processing of a subliminal stimulus, even if its bottom-up strength
remains insufficient for global ignition. This aspect of our model agrees with the
many top-down influences on subliminal processing that have been observed ex-
perimentally.

Finally, the model predicts correctly that subliminal activation may be very
strong within the first 100-300 ms after stimulus presentation, but progressively
dies out in the next few hundreds of milliseconds as time elapses and as the stim-
ulus reaches higher levels of representation. Such a decay of subliminal activation,
both in time and in cortical space, has indeed been observed experimentally with
high-density recordings of event-related potentials (Del Cul et al. 2007; see Figure
5). It can explain why only small behavioral influences of subliminal stimuli are
measurable at higher cognitive levels (van Gaal et al. 2007; Mattler 2003), and
why most if not all subliminal priming effects decay to a nonmeasurable level once
the prime-target interval exceeds 500 ms (Mattler 2005). Only very rarely are sub-
liminal effects seen beyond the range of a few seconds. My colleagues and I have
suggested that when they do (Gaillard et al. 2007), it may be because the sub-
liminal stimulus has caused structural changes (e.g., changes in synaptic efficacy)
rather than it being due to lingering brain activity.

A distinct state of preconscious processing

Simulations of the global workspace have revealed that global workspace ignition
can also be prevented in a different manner, suggesting a distinct state of non-
conscious processing that we have proposed to call preconscious (or potentially
conscious, or P-conscious). Contrary to subliminal processing, where the incom-
ing stimulus itself does not have enough energy or duration to trigger a supra-
threshold reverberation of activation, preconscious processing corresponds to a
neural process that potentially carries enough activation for conscious access, but
is temporarily blocked from activating the global workspace due to its transient
occupancy by another stimulus. Simulations have shown that such a competitive
interaction for global access can occur when two stimuli are presented in short suc-
cession, in a paradigm akin to the attentional blink. The first target (T1) creates
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a global workspace ignition, but while this global state is occurring, lateral inhi-
bition prevents a second target (T2) from entering the workspace. Essentially, the
global workspace acts as a central bottleneck (Chun and Potter 1995; Pashler 1994)
whose occupancy by T1 deprives the T2-evoked neural assembly from its top-down
support. The corresponding postulated brain state is illustrated schematically in
Figure 6.

Computer simulations (Dehaene and Changeux 2005) suggest that during
preconscious processing, T2 activation is blocked sharply at the central level; it
can, however, be quite strong at peripheral levels of processing. It may excite reso-
nant loops within medium-range connections that may maintain the representation
of the stimulus temporarily active in a sensory buffer for a few hundreds of millisec-
onds. As a result, a preconscious stimulus is literally on the brink of consciousness
and can compete actively for conscious access with other stimuli, including the
currently conscious one. Furthermore, although temporarily blocked, a precon-
scious stimulus may later achieve conscious access once the central workspace is
freed. This aspect of the model may correspond to the empirical observation of a
psychological refractory period in behavioral dual-task performance (Pashler 1984;
Sigman and Dehaene 2005), in which one task is put on hold while another task is
being processed. The model assumes that the key difference between the psycho-
logical refractory period and attentional blink phenomena is the possibility of a
lingering of T2-induced activation in peripheral circuits. T2 may never gain access
to conscious processing if its preconscious representation is erased prior to the
orienting of top-down attention (as achieved by masking in the attentional blink
paradigm).

At present, only a few studies have examined brain activity during states
where conscious access is prevented by top-down attentional competition, such as
the attentional blink (for review, see Marois and Ivanoff 2005). Time resolved ex-
periments suggest that the initial activation by an unseen T2 can be very strong
and essentially indistinguishable from that evoked by a conscious stimulus during
a time window of about 270 ms (Sergent et al. 2005). The attentional blink then
creates a sudden blocking of part of the activation starting around 270 ms, par-
ticularly in inferior prefrontal cortex (Sergent et al. 2005), and a global state of
fronto-parietal synchrony indexed by the scalp P3 and by evoked oscillations in the
beta range is prevented from occurring (Gross et al. 2004; Kranczioch et al. 2003).
Other fMRI experiments also point to a distributed prefronto-parietal network as
the main locus of the bottleneck effect in competition paradigms, consistent with
the global workspace model (Dux et al. 2006; Kouider et al. 2007).
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Conclusion: Conscious access as a solution to
von Neumann’s problem?

The purpose of this chapter was to survey the rich cognitive neuroscience litera-
ture on nonconscious processing and to establish links with evidence accumulation
models. The main generalizations that I have proposed to draw from these obser-
vations are the following:

1. Subliminal processing corresponds to a state of partial accumulation of evi-
dence within multiple sensory, semantic, executive, and motor networks, yet
without reaching a full-blown decision threshold.

2. Nonconscious processing can also occur in a distinct state of preconscious pro-
cessing, where evidence accumulation can proceed normally within posterior
sensory and semantic networks while being blocked from accessing anterior
networks due to competition with another attended mental representation.

3. Conscious access is associated with the crossing of a dynamic threshold
beyond which the stimulus activation reverberates within a global fronto-
parietal network. The sensory representation of the stimulus can thus be
maintained online and be used for higher-level executive processes, such as
reasoning and decision making.

I end with a final speculative note on one of the possible functions of con-
sciousness in evolution. In his 1958 book, The Computer and the Brain, von Neu-
mann asked how a biological organ such as the brain, where individual neurons are
prone to errors, could perform multistep calculations. He pointed out that in any
analogical machine, errors accumulate at each step so that the end result quickly
becomes imprecise or even useless. He therefore suggested that the brain must
have mechanisms that discretize the incoming analogical information, much like
the TTL or CMOS code of current digital chips is based on a distinction of voltages
into high (between 4.95 and 5 volts) versus low (between 0 and 0.05 volts).

Tentatively, I surmise that the architecture of the conscious workspace may
have evolved to address von Neumann’s problem. In the human brain, one function
of conscious access would be to control the accumulation of information in such a
way that information is pooled in a coherent manner across the multiple proces-
sors operating preconsciously and in parallel, and a discrete categorical decision is
reached before being dispatched to yet other processors. By pooling information
over time, this global accumulation of evidence would allow the inevitable errors
that creep up during analog processing to be corrected or at least to be kept be-
low a predefined probability level. Many decision models already postulate such
an accumulation of evidence within local brain systems such as the oculo-motor
system (see Gold and Shadlen, 2002). The role of the conscious global workspace
would be to achieve such accumulation of evidence in a unified manner across
multiple distributed brain systems and, once a single coherent result has been
obtained, to dispatch it back to essentially any brain processor as needed by the
current task. This architecture would permit the execution of a multistep mental
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algorithm through successive, consciously controlled steps of evidence accumula-
tion followed by result dispatching. The latter proposal is consistent with recent
findings from the psychological refractory period paradigm, where response time
in a dual-task situation was shown to result from a temporal succession of multi-
ple non-overlapping stochastic accumulation periods (Sigman and Dehaene 2005,
2006).

While clearly speculative and in need of further specification, the proposed
architecture seems to combine the benefits of two distinct computational principles:
massive parallel accumulation of evidence at a nonconscious level, followed by
conscious broadcasting of the outcome permitting the operation of the human
brain as a slow serial Turing machine.
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