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Preface to Progress in Nanophotonics

As the first example, recent advances in photonic systems demand drastic increases
in the degree of integration of photonic devices for large-capacity, ultrahigh-speed
signal transmission and information processing. Device size has to be scaled down
to nanometric dimensions to meet this requirement, which will become even more
strict in the future. As the second example, photonic fabrication systems demand
drastic decreases in the size of the fabricated patterns for assembling ultra-large-
scale integrated circuits. These requirements cannot be met even if the sizes of the
materials are decreased by advanced methods based on nanotechnology. It is es-
sential to decrease the size of the electromagnetic field used as a carrier for signal
transmission, processing, and fabrication. Such a decrease in the size of the electro-
magnetic field beyond the diffraction limit of the propagating field can be realized
in optical near fields. Nanophotonics, a novel optical technology that utilizes the
optical near field, was proposed by M. Ohtsu (the editor of this monograph series)
in 1993 in order to meet these requirements. However, it should be noted that the
true nature of nanophotonics involves not only its ability to meet the above require-
ments. It is also its ability to realize qualitative innovations in photonic devices,
fabrication techniques, energy conversion, and information processing systems by
utilizing novel functions and phenomena made possible by optical near-field inter-
actions, which are otherwise impossible as long as conventional propagating light
is used. Based on interdisciplinary studies on condensed-matter physics, optical sci-
ence, and quantum field theory, nano-materials and optical energy transfer in the
nanometric regime have been extensively studied in the last two decades. Through
these studies, novel theories on optical near fields have been developed, and a va-
riety of novel phenomena have been found. The results of this basic research have
been applied to develop nanometer-sized photonic devices, nanometer-resolution
fabrication, highly efficient energy conversion, and novel information processing,
resulting in qualitative innovations. Further advancement in these areas is expected
to establish novel optical sciences in the nanometric space, which can be applied to
further progress in nanophotonics in order to support the sustainable development
of peoples lives all over the world. This unique monograph series entitled Progress
in Nanophotonics in the Springer Series in Nano-optics and Nanophotonics is being
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vi Preface to Progress in Nanophotonics

introduced to review the results of advanced studies in the field of nanophotonics
and covers the most recent topics of theoretical and experimental interest in relevant
fields, such as classical and quantum optical sciences, nanometer-sized condensed
matter physics, devices, fabrication techniques, energy conversion, information pro-
cessing, architectures, and algorithms. Each chapter is written by leading scientists
in the relevant field. Thus, this monograph series will provide high-quality scientific
and technical information to scientists, engineers, and students who are and will be
engaged in nanophotonics research. As compared with the previous monograph se-
ries entitled “Progress in Nano-Electro-Optics” (edited by M. Ohtsu, published in
the Springer Series in Optical Science), this monograph series deals not only with
optical science on the nanometer scale, but also its applications to technology. I am
grateful to Dr. C. Ascheron of Springer-Verlag for his guidance and suggestions
throughout the preparation of this monograph series.

Motoichi OhtsuTokyo
August 2010



Preface to Volume II

This volume contains five review articles focusing on various but mutually related
topics in nanophotonics written by the world’fs leading scientists. The first article
describes near-field excitation dynamics in molecules. A generalized theoretical de-
scription of a light-matter interaction is given on the basis of the multipolar Hamilto-
nian. The second article is devoted to describing experimental results for wavelength
up-converting a phonon-assisted excitation process with degenerate beams and non-
degenerate beams in dye grains. Application to optical pulse-shape measurement
is also reviewed. The third article describes a fabrication method of semiconductor
quantum dots, including self-assembly of InAs quantum dots based on the Stranski-
Krastanov growth mode. Fabrication and application of ultrahigh-density quantum
dots by a strain compensation technique are also reviewed. The fourth article is de-
voted to single-nanotube spectroscopy and time-resolved spectroscopy for studying
novel excitonic properties of single-walled carbon nanotubes. The striking features
of ecxitons in the carbon nanotube, multiple-exciton states, charged exciton forma-
tion, and exciton-multiplication are reviewed. The last article describes microfluidic
and extended-nano fluidic techniques. It claims that nanophotonics is used as a key
technology since the space size becomes smaller than the wavelength in extended-
nano space.

This volume is published with the support of Prof. Yatsui of the University of
Tokyo, an associate editor. I hope that this volume will be a valuable resource for
readers and future specialists in nanophotonics.

Motoichi OhtsuTokyo
February 2013
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Chapter 1
Near-Field Excitation Dynamics in Molecules:
Nonuniform Light-Matter Interaction Theory
Beyond a Dipole Approximation

Katsuyuki Nobusada

Abstract We have presented near-field excitation dynamics in molecules beyond
diffraction limit of the incident visible laser field. A generalized theoretical descrip-
tion of a light-matter interaction taking account of nonuniformity of the light due to
its intensity gradient has been developed on the basis of the multipolar Hamiltonian.
The computations are demonstrated in high-harmonic generation spectra of a linear
chain molecule of dicyanodiacetylene, NC6N and also in optical forces induced by a
near-field for a 1 nm-sized metal particle mimicked by a jellium model and for C60.

1.1 Introduction

Optical response of molecules is undoubtedly essential for understanding their
physicochemical properties. For example, UV-vis light is used to study electronic
states of molecules, far-infrared light for molecular vibrations, microwave for
molecular rotations and so forth. In these optical responses, wavelengths of the
lights are usually considered to be much longer than molecular sizes. Thus, a tar-
get molecule is well approximated by a point dipole and the dipole feels an almost
uniform electromagnetic field. This condition underlies the conventional dipole ap-
proximation. Furthermore, light is an external field to excite molecules and its wave-
length is definitely determined by an apparatus condition. Since spatial resolution
of spectroscopy is limited by the wavelength of the incident light, it is impossible to
gain molecular properties in a local region shorter than the wavelength, i.e., diffrac-
tion limit. The conventional optical response mentioned above is referred here to as
a far-field and matter interaction.

However, recent development of nanofabrication and nano-optical techniques re-
quires a more general optical response theory for the following reasons. (We note
that the light is considered here to be a classical wave determined by the Maxwell
equations, although it should be treated in a narrow sense by resorting to the quan-
tum electrodynamics theory.) When noninteracting or weakly-interacting nanopar-

K. Nobusada (B)
Department of Theoretical and Computational Molecular Science, Institute for Molecular
Science, 38 Myodaiji-Nishigonaka, Okazaki, Aichi 444-8585, Japan
e-mail: nobusada@ims.ac.jp

M. Ohtsu (ed.), Progress in Nanophotonics 2, Nano-Optics and Nanophotonics,
DOI 10.1007/978-3-642-35719-0_1, © Springer-Verlag Berlin Heidelberg 2013
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2 K. Nobusada

Fig. 1.1 Schematic diagram
of a near-field and a far-field
from distant molecules 1 and
2 in the presence of an
incident laser field

ticles are irradiated by an incident laser pulse, electric dipoles are induced in the
nanoparticles. The induced dipoles generate local electric fields, in addition to far-
fields, around the nanoparticles and then the adjacent particles can interact with each
other through the local fields. This local field is often referred to as a near-field in
contrast to a far-field. Figure 1.1 shows a schematic diagram of a near-field and a far-
field from molecules irradiated by the incident laser field. The near-field interaction
is significantly different from the far-field interaction [1–7]. If the near-field irradi-
ates adjacent particles, the new near-field is subsequently generated around the par-
ticles. The new near-field recursively irradiates other particles and these sequential
light-matter interactions between the particles persist self-consistently. As a result
of the self-consistent interaction, an enhanced electric field, which is closely related
to surface enhanced Raman scattering (SERS) [8–10], appears around the particles.
A schematic diagram of SERS of a metallic-nanoparticle and molecule system is
depicted in Fig. 1.2. Such locally enhanced electric fields have been observed ex-
perimentally [11] and intensively simulated in an effort to understand mechanisms
of SERS by solving the Maxwell equations [12, 13]. SERS has currently attracted
much attention in a wide range of research fields, and there is interest in both achiev-
ing a fundamental understanding of SERS itself and also in applications to engi-
neering, biology, medical science, and pharmacology [14–16]. For example, a large
enhancement in Raman intensity is expected to realize single-molecule detection
[17, 18]. SERS effects are also thought to be applicable for developing ultrasensitive
chemical sensors or imaging tools, especially for biomolecules [19, 20]. Second, as
shown in Fig. 1.1 the near-field is a non-propagating wave rapidly decaying from the
surface of a radiating-source particle, that is, the spatial variation of the near-field is
of the same order of magnitude as the particle size. Thus, the near-field interaction
occurs in a narrow region comparable with the size of the particle. In other words,
the near-field and matter interaction, in sharp contrast to the far-field interaction,
is a nonuniform one and the spatial structure of the near-field plays a crucial role.
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Fig. 1.2 SERS is
schematically illustrated. The
center particle and the right
and left circles represent a
metallic nanoparticle and a
near-field interaction,
respectively. A molecule on
the surface of the nanoparticle
is exposed to the near-field
and scatters the light

This means that the near-field overcomes the diffraction limit and gives in princi-
ple information about molecular properties associated with local structures even of
1-nm-sized nanoparticles or molecules. Conversely, those great advantages of the
near-field interaction, that is, the self-consistency and the nonuniformity, require to
describe light-matter interactions in a more general way.

Basic frameworks of optical response taking account of the full nonuniform and
self-consistent light-matter interactions have so far been developed [21–23]. Al-
though the studies were made in various molecular or nanostructure systems at
different levels of theory, the authors drew essentially the same conclusion that
those full light-matter interactions have a great influence on optical properties of
the systems. Very recently, to confirm the importance of the full light-matter in-
teractions in optical response, explicit computational demonstrations have been car-
ried out in more specific nanosystems such as nanocrystals, semiconductor quantum
dots, nanoparticles, and molecular compounds [12, 13, 24–28]. Every study clearly
showed significant effects of the full light-matter interactions beyond the dipole ap-
proximation. An electric field enhancement due to the self-consistent light-matter
interaction is a key ingredient in understanding a mechanism of SERS and its com-
putations have been intensively demonstrated as mentioned above [12, 13]. Mul-
tipole effects concerning the nonuniform light-matter interaction were discussed
in nanoparticles [25, 27], and molecular compounds [24]. Furthermore, the self-
consistent and nonuniform light-matter interactions were verified in detail to play
a crucial role in optical response to localized light fields generated between nanos-
tructures [27, 28]. These explicit demonstrations have usually been done for model
systems, simplifying the electronic structures of target nanostructures, for example,
the nanostructures were assumed to be dielectric particles or their optical suscepti-
bilities were given in advance. This is partly because it is computationally highly
demanding to fully quantum-mechanically solve electron dynamics of the target
nanosystems coupled with the electromagnetic field dynamics, in particular almost
impossible for real nanostructures in a 1 nm size or more. Nevertheless, in molec-
ular science, it is essential to calculate optical properties associated with details of
electronic structures, such as geometric structures, bond characters, charge distribu-
tion, and electron correlation of target nanostructures. To describe optical response
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of 1-nm-sized molecules, we split the full-light matter interaction into the issues of
self-consistency and nonuniformity. We first consider the nonuniform light-matter
interaction as an initial step and leave the self-consistent interaction (i.e., solving
the Maxwell-Schrödinger coupled equation) for the next. Here, a first-principles ap-
proach to treat a nonuniform light-matter interaction in real molecular systems is
developed. We place special emphasis on obtaining full quantum-mechanical so-
lutions of electron dynamics under the near-field (i.e., local field) to elucidate the
nonuniform light-mater interaction at the level of molecular theory.

The conventional optical response theory is usually formulated starting from the
minimal coupling Hamiltonian, and the formulation often relies on the dipole ap-
proximation. In contrast, we develop a more general theory without the dipole ap-
proximation, on the basis of the multipolar Hamiltonian derived from the minimal
coupling Hamiltonian by a canonical transformation [22, 29–31]. The light-matter
interaction in the multipolar Hamiltonian is described in terms of the space integral
of an inner product of polarization and an electric field, whereas the minimal cou-
pling Hamiltonian uses momentum and vector potential. The last two variables are
rather inconvenient for practical calculations. Noteworthy is the fact that in the mul-
tipolar Hamiltonian approach the polarization in the integral can be treated entirely
without any approximations. This means that infinite orders of multipole moments
are taken into account. Therefore, the present approach is a generalization of the
conventional optical response theory with the dipole approximation.

To investigate optical properties of real molecules, explicit time-evolution of
electron dynamics should be solved. To this end, we have incorporated our op-
tical response theory with the nonuniform light-matter interaction into our devel-
oped electron-dynamics simulation approach in real space [32–35] based on time-
dependent density functional theory (TDDFT). The integrated TDDFT approach has
been applied to and computationally solved for a test molecular system of dicyan-
odiacetylene (NC6N) as an example, to elucidate the electron dynamics of 1-nm-
sized molecules induced by the nonuniform near-field. Specifically, high-harmonic-
generation (HHG) spectra induced by the near-field excitation are compared with
those excited under the uniform light-matter interaction. The near-field excitation
dynamics is also computationally demonstrated in optical forces exerted in a 1 nm-
sized metal particle mimicked by a jellium model and in C60.

1.2 Theory

1.2.1 Multipolar Hamiltonian

Electron dynamics in a molecule interacting with electromagnetic field is generally
described by the time-dependent Schrödinger equation based on minimal coupling
Hamiltonian consisting of vector potential A and scholar potential φ. Instead of
using the minimal coupling Hamiltonian, however, we start our theoretical formula-
tion from the multipolar Hamiltonian to include full spatial variation of an electric
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field for the nonuniform light-matter interaction. The multipolar Hamiltonian can be
derived from the minimal coupling Hamiltonian through a canonical transformation
[29, 30]. It should be noted that in this study the electric field is considered to be
a classical value and any magnetic interactions are neglected. The inter-molecular
distances are assumed to be large enough so that their electronic wavefunctions do
not overlap. The multipolar Hamiltonian of non-overlapping molecules interacting
with an electric field is then obtained as [31]

Ĥ = Ĥmol + V̂inter −
∫

drP̂ (r) · E⊥(r, t), (1.1)

where Ĥmol is the Hamiltonian of the molecules and V̂inter is the static intermolec-
ular Coulomb interaction. P̂ (r) = ∑

i P̂ i (r) is the total polarization operator of the
system with P̂ i (r) being the polarization operator of the molecule i. E⊥(r, t) is the
transverse part of the electric field written in the form of

E⊥(r, t) = E⊥
laser(r, t) +

∑
j

E⊥
j (r, t), (1.2)

where E⊥
laser(r, t) is an incident laser field and E⊥

j (r, t) is the electric field radiated

from the j -th molecule obtained by solving the Maxwell equations using P ⊥
j (r ′, t −

|r − r ′|/c) as a source with c being the speed of light. The static intermolecular
Coulomb interaction is given by

V̂inter = 1

ε0

∑
i<j

∫
drP̂

‖
i (r) · P̂ ‖

j (r), (1.3)

where P̂
‖
i (r) is the longitudinal part of P̂ i (r). Then, Eq. (1.1) is rewritten as

Ĥ = Ĥmol + 1

ε0

∑
i<j

∫
drP̂

‖
i (r) · P̂ ‖

j (r) −
∑

i

∫
drP̂ i (r) · E⊥(r, t). (1.4)

The explicit form of P̂ i (r) is [29–31]

P̂ i (r) =
∑
α

eα(q̂α − Ri )

∫ 1

0
dλδ

(
r − Ri − λ(q̂α − Ri )

)
, (1.5)

where eα and q̂α are the charge and the position operator of the α-th electron in
the molecule i, respectively, and Ri is the center of mass of the molecule. The
integration in Eq. (1.5) with respect to λ is introduced to express the polarization in
such a compact form, instead of using multipoles explicitly.

We address here the relation between our optical response formula and the con-
ventional approach based on a multipole expansion method. Eq. (1.5) can be ex-
panded in a Taylor series leading to the dipole, quadrupole, octapole, and higher-
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order multipole terms. The present formulation is thus a generalization of the con-
ventional optical response theory with the dipole approximation. Applying the Tay-
lor expansion to Eq. (1.5) and integrating the resulting equation with respect to λ,
we obtain

∫
drP̂ (r) · E⊥(r, t) =

(∑
α

eα(q̂α − R)i

)
· E⊥

i (R, t)

−
(

1

2!
∑
α

eα(q̂α − R)i(q̂α − R)j

)
∇iE

⊥
j (R, t)

+
(

1

3!
∑
α

eα(q̂α − R)i(q̂α − R)j (q̂α − R)k

)

× ∇i∇jE
⊥
k (R, t) · · ·

≡ μ̂iE
⊥
i + Q̂ij∇iE

⊥
j + Ôijk∇i∇jE

⊥
k · · · , (1.6)

where μ̂i , Q̂ij , and Ôijk represent the dipole, quadrupole, and octapole moments of
a molecule, respectively, and the indexes denote their (x, y, z) tensorial components.
These moments are defined at the molecular center R. ∇i is the gradient operator
along the i-th direction and acts on the electric field. We here use a contraction of
xiyi = ∑

i xiyi . The dipole moment couples with the field itself, the quadrupole
with the first derivative of the field, and the octapole with the second derivative of
the field, and so forth. If an electric field varies slowly over a whole spatial region,
the optical response can be reasonably described by only the first term of this ex-
pansion (i.e., the dipole approximation). The higher multipole effect is taken into
account by including the higher terms of Eq. (1.6). However, the near-field interac-
tion requires an infinite number of terms in the expansion because of its nonuniform
spatial structure. Therefore, we use Eq. (1.5) as is, without performing the Taylor
expansion of the polarization.

1.2.2 A Molecule Interacting with a Nonuniform Near-Field

In the previous section, we have formulated a general theory of the light-matter
interaction. To demonstrate the electron dynamics in molecules interacting with a
near-field, we first introduce a theoretical model consisting of two molecules irra-
diated by a laser light. The multipolar Hamiltonian Eq. (1.4) is rewritten for such a
model system by

Ĥmol + 1

ε0

∫
drP̂

‖
1(r) · P̂ ‖

2(r) −
∫

dr
(
P̂ 1(r) + P̂ 2(r)

) · E⊥(r, t). (1.7)

As mentioned in the beginning of this article, the near-field is a non-propagating
local field around nanostructures, generated in the presence of laser irradiation.
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Fig. 1.3 Nonuniform
light-matter interaction model
derived from the near-field
excitation process shown in
Fig. 1.1. The molecule 2 is
considered to be a radiation
source approximated by an
oscillating dipole. The
near-fields, i.e., nonuniform
electric fields, radiated from
the oscillating dipole are
shown in the thin curves with
arrows

Although the near-field should be given by solving the Maxwell equations (or by
resorting to quantum electrodynamics theory in a narrow sense), it is reasonably ap-
proximated by the short-range term of an oscillating dipole radiation [6, 36]. Then,
the theoretical model given by Eq. (1.7) can be further simplified as follows. We
discuss here optical response of the molecule 1 interacting only with the near-field
radiated from the molecule 2, in which the molecule 2 is considered to be an oscillat-
ing dipole as shown in Fig. 1.3. This approximation means that the material Hamil-
tonian of the molecule 1 is solved quantum mechanically, whereas the molecule 2
is assumed to be a classical dielectric merely as a radiation source. Furthermore, we
neglect the near-field induced around the molecule 1, which might affect the dielec-
tric molecule 2 (i.e., the self-consistent effect) when the molecule 1 is electronically
excited in its resonance state [27]. Since we focus on roles of the nonuniform electric
field in electronic excitation of a molecule, the near-field frequency is chosen so that
the resonance excitation does not occur principally. In addition, if the molecule 1 is
smaller than the molecule 2, its induced polarization is also relatively smaller than
that of the molecule 2. Thus, it is reasonable for the moment to neglect the induced
near-field around the molecule 1. In other words, our light-matter interaction model
is expected to be useful for studies about spatially-resolved local spectroscopy tak-
ing advantage of the nonuniform light-matter interaction in real molecules, because
radiations from target molecules are usually weak compared to those of probe tips.
For these reasons, the self-consistent effect is left for the future investigation. The
incident laser field E⊥

laser in the third term of Eq. (1.7) is required to induce the
polarization associated with the oscillating dipole in the molecule 2. From our pre-
liminary calculations, however, the incident field was found to be less important
for the light-matter interaction in the near-field region because the intensity of the
induced near-field is larger than that of the incident field. As a result, the electron
dynamics in this region is qualitatively unaffected even if the incident laser field is
neglected.
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Under these conditions, Eq. (1.7) can be reduced to the form of

Ĥmol −
∫

drP̂
‖
1(r) · Ẽ‖

2(r, t)

−
∫

dr
(
P̂ 1(r) + P̂ 2(r)

) · (Ẽ⊥
1 (r, t) + Ẽ

⊥
2 (r, t)

)
, (1.8)

where the longitudinal part of the polarization operator P̂
‖
2 is replaced with the

expectation (or c-number) value −ε0Ẽ
‖
2. Ẽ represents the near-field part of E. Al-

though the far-field part of E can also be included in this derivation, we only use the
near-field part for simplicity. Equation (1.8) is rewritten in a more compact form of

Ĥmol −
∫

drP̂ 1(r) · Ẽ2(r, t)

−
∫

dr
[
P̂ 1(r) · Ẽ⊥

1 (r, t) + P̂ 2(r) · (Ẽ⊥
1 (r, t) + Ẽ

⊥
2 (r, t)

)]
, (1.9)

where we used the relations of P̂
‖
1 · Ẽ

‖
2 = P̂ 1 · Ẽ

‖
2 and Ẽ

‖
2 + Ẽ

⊥
2 = Ẽ2. Since the

self-interaction term P̂ 1 · Ẽ
⊥
1 is not important in this work and P̂ 2 · (Ẽ

⊥
1 + Ẽ

⊥
2 )

does not act on the molecule 1, these terms can be omitted. Finally, the Hamiltonian
of a molecule interacting with the near-field becomes

Ĥ ≡ Ĥmol + Ĥint(t) = Ĥmol −
∫

drP̂ 1(r) · Ẽ2(r, t). (1.10)

This nonuniform light-matter interaction Hamiltonian is used throughout this study.
Our computational model is rather oversimplified. However, it is computationally
demanding to fully solved coupled Schrödinger–Maxwell equations, taking account
of the properties of the self-consistency and the nonuniformity due to the light-
matter interaction at the 1 nm scale. This derivation can also be applied to three or
more particle systems, where only the dynamics of the molecule 1 interacting with
the near-fields generated by the molecules 2,3, . . . is solved quantum mechanically
in a similar way as in the two-particle system.

1.2.3 Near-Field Radiated from an Oscillating Dipole

Let us next model the near-field. The near-field is known to be a localized, non-
propagating part of the light generated from a molecule when irradiated by an inci-
dent laser field (see Fig. 1.1). We describe the near-field in this article as the near-
part of the electric field generated from an oscillating dipole, the simplest model for
a radiation. In Fig. 1.3, the electric lines of the dipole radiation are depicted as the
blue curves, the directions of which are shown by the arrows on the lines.
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The analytical expression of the dipole radiation field Edip(r, t) generated by the
oscillating dipole is given by [36]

Edip(r, t) = k3

4πε0

( [3n(n · μ) − μ]
(kr)3

(1.11a)

− i
[3n(n · μ) − μ]

(kr)2
(1.11b)

+ [(n × μ) × n]
(kr)

)
e−iωt+ikr (1.11c)

where k is a wavenumber, ε0 is the vacuum permittivity, n is the unit vector of r/r ,
μ is a dipole moment of the source placed at the origin, and ω is a frequency of the
oscillation, where ω = kc with c being the velocity of light. The radiation field is
classified into three parts in terms of the radial dependencies, r−3, r−2, and r−1. We
set the distance between the target molecule and the radiation source to be several
angstroms, which is comparable in size with the molecule. In this region, the dipole
radiation field is dominated by the local electric field depending on r−3 given by
Eq. (1.11a). This local field is referred to as the near-field Ẽ used in the nonuniform
light-matter interaction in Eq. (1.10). We can then neglect the magnetic interacting
terms because the magnetic field from the oscillating dipole, not shown here, has
the r−2 and r−1 dependent terms.

Since we consider an optical interaction between very closely spaced particles,
it is reasonable to use the dipole radiation field as the electric near-field Ẽ2 with-
out distinguishing its longitudinal and transverse components. For larger systems,
however, the longitudinal and transverse parts should be evaluated separately be-
cause there is a difference in time between them, i.e., the longitudinal interaction is
instantaneous, whereas the transverse one is retarded. The retardation effect can be
treated by solving the Maxwell equations using the time-dependent polarization as
a radiation source.

1.2.4 Light-Matter Interaction in the Kohn-Sham DFT Approach

For computational applications of the present formal theory, we will derive the light-
matter interaction Hint in the Kohn-Sham (KS) DFT form. In the following deriva-
tions, we take eα = −1 for simplicity. Although the KS Hamiltonian is obtained
by functional derivative of the expectation value of the total energy, it is enough to
consider here only the light-matter interaction term of Eq. (1.10). The expectation
value of Ĥint is expressed by

〈
Ĥint(t)

〉 =
∫

drΨ ∗(r, t)Ĥint(t)Ψ (r, t)

= −
∫

drdr ′Ψ ∗(r, t)P̂
(
r ′)Ψ (r, t) · Ẽ(

r ′, t
)
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=
∫

drdr ′Ψ ∗(r, t)(r − R)

×
∫ 1

0
dλδ

(
r ′ − R − λ(r − R)

)
Ψ (r, t) · Ẽ(

r ′, t
)

=
∫

dr
[
Ψ ∗(r, t)Ψ (r, t)

]
(r − R)

∫ 1

0
dλ

×
∫

dr ′δ
(
r ′ − R − λ(r − R)

)
Ẽ

(
r ′, t

)

≡
∫

drρ(r, t)(r − R) ·
∫ 1

0
dλẼ

(
R + λ(r − R), t

)

≡
∫

drρ(r, t)(r − R) · Eeff(r, t)

≡
∫

drρ(r, t)Veff(r, t) (1.12)

where Ψ is the ground state wavefunction of the molecule, and the electron density
ρ(r), the effective electric field Eeff, and the effective potential Veff are given by

ρ(r, t) ≡ Ψ ∗(r, t)Ψ (r, t), (1.13a)

Eeff(r, t) ≡
∫ 1

0
dλẼ

(
R + λ(r − R), t

)
, (1.13b)

Veff(r, t) ≡ (r − R) · Eeff(r, t). (1.13c)

The λ-integration of Ẽ includes all the contributions of the spatial variation of the
electric field. As is clearly seen from Eq. (1.12), the nonuniform light-matter inter-
action is straightforwardly calculated in the conventional KS-DFT approach if the
effective potential Veff is added to the external potential term in the KS equation.

1.3 Computational Application

1.3.1 Time-Dependent Kohn-Sham Approach in Real Space

In this section, the KS-DFT computational approach is explained to demonstrate the
electron dynamics of nanoclusters interacting with a near-field. The time-dependent
Kohn-Sham (TD-KS) approach in real space and time to electron dynamics has so
far been explained elsewhere [32, 37–39]. We review the approach with particu-
lar emphasis on extending it to the optical response to a nonuniform electric field.
A time-dependent N -electron interacting system is solved through a set of electronic
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wave functions ψj (r, t) satisfying the following TD-KS equation

i�
∂

∂t
ψj (r, t) =

[
− �

2

2m
∇2 + VKS[ρ](r, t)

]
ψj (r, t), (1.14)

where m is the electron mass and ρ is the electron density given by

ρ(r, t) = 2
N/2∑
j=1

∣∣ψj(r, t)
∣∣2

. (1.15)

The factor of 2 indicates that each KS orbital is fully occupied (i.e., a closed shell
system). The KS potential VKS[ρ](r, t) is a functional of ρ, and it consists of four
terms of an ion-electron interaction potential Vion(r), a time-dependent Hartree po-
tential, an exchange-correlation (XC) potential Vxc[ρ](r, t), and an external poten-
tial Veff as follows:

VKS[ρ](r, t) = Vion(r) + 1

4πε0

∫
ρ(r′, t)
|r − r′|dr′ + Vxc[ρ](r, t) + Veff(r, t). (1.16)

The ion-electron interaction potential Vion(r) is constructed from norm-conserving
pseudopotentials of each atomic component of the system considered. Following
the Troullier and Martins procedure [40], the pseudopotentials are numerically gen-
erated so that the pseudowavefunctions can imitate the all-electron atomic wave
functions. The potentials depend on the angular momentum components. In this ar-
ticle, we use the Kleinman-Bylander separable form to represent the nonlocal (i.e.,
angular momentum depending) potential terms [41].

To represent the XC potential, we use the following adiabatic local density ap-
proximation (ALDA)

Vxc[ρ](r, t) ≈ V LDA
xc [ρ](r, t) = V LDA

xc [ρ0](r)|ρ0(r)=ρ(r,t), (1.17)

where V LDA
xc [ρ0](r) is the ground-state LDA XC potential given by Perdew and

Zunger [42]. In ALDA, the XC potential at r and t is approximated by that of the
ground-state uniform electron gas having the density ρ(r, t). Although the ALDA
XC potential does not take account of the nonlocality in both r and t and more
accurate exchange-correlation functionals have been developed lately, the ALDA
has practically provided results for single-electron excitation processes sufficiently
below the lowest ionization threshold of systems [43–45]. Furthermore, it is rea-
sonable to use such a simple functional at this early stage of development prior to
performing highly accurate calculations towards material science.

In the present theoretical model of the nonuniform light-matter interaction, the
external potential Veff is given by Eqs. (1.13b) and (1.13c). As mentioned above,
Ẽ in Eq. (1.13b) is approximated as the oscillating dipole radiation Eqs. (1.11a)–
(1.11c), the main contribution of which is given by the r−3 dependent term of
Eq. (1.11a). We set the center of mass of the molecule to be the origin. The temporal
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shape of the near-field is taken as a pulse. Finally, the effective potential Eq. (1.13c)
is rewritten by

Veff(r, t) = −r · Eeff(r) sin(ωt) sin2
(

πt

T

)
(0 < t < T ), (1.18)

where ω is the frequency of the oscillating dipole, and T determines the pulse du-
ration. The pulse profile is approximated by sin2(πt

T
) in which a few cycles of the

electric fields are included. The field intensity is related to the field strength by
I = 1

2ε0cE
2.

1.4 High-Harmonic-Generation Spectra Induced
by the Near-Field Excitation

1.4.1 Molecular System and Computations

A linear chain molecule is one of the better choices to demonstrate the nonuniform
light-matter interaction, in particular for such an electric field proportional to r−3.
We choose a dicyanodiacetylene (NC6N) molecule [46] shown in Fig. 1.4(a) as an
example of a real molecule. The geometric structure has been optimized by using the
TURBOMOLE V5.10 [47, 48] package of quantum chemistry programs, employing
the LDA exchange functional developed by Perdew and Wang [49] with the basis
set of def-SV(P) [50] from the TURBOMOLE basis set library, which corresponds
to the basis set of 6-31G*. The simplest functional LDA was chosen for consistency
with the functional used in the TD-KS equation. The vibrational analysis showed
no imaginary frequency. The interatomic distances of the molecule are N1–C2 =
1.176 Å, C2–C3 = 1.354 Å, C3–C4 = 1.239 Å, and C4–C5 = 1.340 Å.1

The TDKS equation (1.14) for NC6N is solved numerically by a grid-based
method [32, 51] in a three-dimensional Cartesian-coordinate rectangular box, the
lengths of which are 30 Å along the molecular (x-) axis and 20 Å along the y- and
z-axes, utilizing uniform grids with a mesh spacing of 0.3 Å. The Laplacian opera-
tor is evaluated by a nine-point difference formula [52]. The time-propagation of the
KS orbitals is carried out with a fourth-order Taylor expansion by using a constant
time step of 0.002 fs. The inner shell structures of the carbon and nitrogen atoms
are approximated by effective core pseudopotentials, and then the remaining four
electrons (2s22p2) for C and five electrons (2s22p3) for N are explicitly treated. In
other words, we have carried out 34-electron dynamics calculations for NC6N.

The effective potential for the dipole radiation on each grid is computed com-
bining Eqs. (1.11a)–(1.11c), (1.13b), and (1.13c), where the main contribution in
Eqs. (1.11a)–(1.11c) is its near-field part (1.11a). A point dipole μ is placed at

1These bond lengths remain almost unchanged (i.e., at most 0.0024 Å for C3–C4) even if the
geometry optimization was performed by using the B3LYP functional [58, 59].
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Fig. 1.4 (a) Geometrical
structure of NC6N and the
position of the radiation
source. (b) The intensities of
the effective electric fields on
the molecular axis calculated
from the near-field of the
dipole radiation. The
near-fields are generated by
the oscillating dipole with its
absolute value of the dipole
moment being 4 D and 5 D,
respectively

x = 8.0 Å (i.e., the value of 3.56 Å is the distance between the rightmost nitrogen
atom N(8) and the dipole as shown in Fig. 1.4(a)) so that the nonuniform electronic
excitation due to the near-field is clearly demonstrated. The dipole is assumed to be
y-polarized, that is μ = (0.0,μ,0.0) Debye (D), where μ is the absolute value of the
dipole moment. The dipole fields generated from μ = 4.0 D and 5.0 D are used in
this study. The integral of Eq. (1.13b) is calculated numerically with a constant step
of λ = 0.0423 Å. The contribution of the dipole radiation field at its origin to the
integration is evaluated by 4πμ/3 [31]. Edip is also replaced with 4πμ/3 if |Edip|
is larger than |4πμ/3|. This is done for a few points very close to the dipole, i.e.,
|r| ∼ 0.2 Å. The intensity of the effective electric field varies largely as indicated
in Fig. 1.4(b). The effective field intensity at the right end of the NC6N molecule is
two orders of magnitude larger than that at the left end (i.e., 1011 and 109 W/cm2 at
the right and the left ends, respectively). Thus, the molecule is nonuniformly excited
by the oscillating dipole field. All the electric fields used in this study have the field
frequency ω of 1 eV (the off-resonance condition). The pulse duration (T = 30 fs)
is short enough to avoid considering the nuclear dynamics.

1.4.2 Near-Field Excitation Dynamics

Let us first demonstrate the electron density motions in the uniform and the nonuni-
form electric fields. Figure 1.5 shows four snapshots of differences of the electron
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Fig. 1.5 Snapshots of
difference of the electron
density at t = 6, 12, 18, 24,
and 30 fs from the initial
(t = 0 fs) static electron
density. The uniform fields
((a), (b)) and the nonuniform
(oscillating dipole) fields with
their dipole moments being
(c) 4 D and (d) 5 D are
applied to the molecule. Four
schematic illustrations at the
top of each snapshot display
the ways of electronic
excitation

densities at t = 6, 12, 18, 24, and 30 fs from the initial (t = 0) electron density. Each
snapshot indicates an increase and a decrease in the electron density, respectively.
Each column of the snapshots illustrates the different time evolution of the electron
density depending on the ways of electronic excitation. Four schematic illustrations
at the top of the figure display how the light-matter interaction works. The uniform
oscillating-electric-field with its intensity of 1012 W/cm2 is applied to the molecule
along the (a) x- or (b) y-axis, whereas the nonuniform fields radiated from the os-
cillating dipoles (the black bold arrows) with their dipole moments being (c) 4 D
and (d) 5 D are applied to the molecule.

The electron densities in Figs. 1.5(a) and (b) oscillate uniformly and regu-
larly along the applied field directions, keeping the molecular symmetry. How-
ever, as shown in Figs. 1.5(c) and (d), the nonuniform electric field apparently
induces the symmetry-breaking time-evolution of the electron density. Such inho-
mogeneous electron dynamics clearly reflects the spatial distribution of the dipole
field. Since the oscillating dipole is y-polarized, the generated electric field on
the x-axis is also y-polarized, but its intensity sharply falls as r increases (i.e.,
∝r−3), where r is the distance from the oscillating dipole. Furthermore, only the
x-component of the dipole field Ex is antisymmetric with respect to the x-axis (i.e.,
Ex(x, y, z) = −Ex(x,−y, z)), whereas Ey and Ez are symmetric. For these rea-
sons, the time-evolved densities in Figs. 1.5(c) and (d) regularly oscillate to some
extent along the y-axis, whereas those are distorted along the x-axis. The electron
density distributions at 12 and 18 fs, for example, represent the antisymmetric mo-
tion along the x-axis. Specifically, the upper and lower half parts of the densities
with respect to the x-axis move toward the opposite directions. These irregular mo-
tions are really due to the electronic excitation by the symmetry-breaking, nonuni-
form electric field. The electron density distribution at 30 fs in Fig. 1.5(d) looks
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Fig. 1.6 Induced dipole moments along the x- and y-axes, di (i = x, y). The dipole moments,
respectively, correspond to the time-evolutions of the density in Figs. 1.5(a)–(d). Insets in (a) and
(b) are schemes of the applied field direction

rather different from the others. The electron-density-differences in Figs. 1.5(a)–(c)
almost disappear at the end of the pulse of the external electric fields because the
applied laser frequency considered is not in tune with any resonance frequencies. In
contrast, the electron density distribution in Fig. 1.5(d), under the condition of the
stronger nonuniform electric field, still persists even after the end of the pulsed near-
field. This is attributed to the nonuniform excitation by the localized near-field. In
this study, the near-field frequency is not tune with any dipole resonance frequencies
of NC6N. Thus, the time-evolution of the electron density should not persist after
the end of the near-field radiation (see, Fig. 1.5(c)). However, higher harmonics are
more easily generated by the nonuniform excitation with increasing the strength of
the dipole radiation field. NC6N has a dipole resonance frequency at 5.75 eV, which
is close to the sixth harmonics (=6 eV). As the result of this, the resonance exci-
tation accidentally occurs in the case of Fig. 1.5(d). Such a resonance excitation
allows the electrons to move persistently after the end of the pulse. It should be
noted that this resonance effect is due to a high-order nonlinear effect and thus is
still minor in the present nonuniform light-matter interaction model, i.e., it hardly
affects the radiation from the molecule 2.

Figures 1.6(a)–(d) show the induced dipole moments along the x- and y-axes,
di (i = x, y), corresponding to the time evolutions of the electron densities in
Figs. 1.5(a)–(d), respectively. The red and the dashed black curves represent dx

and dy . The insets in Figs. 1.6(a) and (b) schematically draw the applied field di-
rections. Similar overall time-profiles have been observed in dx (Fig. 1.6(a)) and
dy (Fig. 1.6(b)) induced by the uniform field and in dy induced by the nonuniform
field. In sharp contrast, nonuniformly induced dxs do not follow the time-profile of
the applied field. To see this more clearly, we pick up dx in Fig. 1.6(d) and plot it
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Fig. 1.7 Magnification of dx

in Fig. 1.6(d)

in Fig. 1.7. In the early times until about 20 fs, dx takes negative values owing to
the sharp gradient in the field intensity. The oscillation frequency becomes much
faster than that of the applied field after ∼20 fs. Such an irregular oscillation of dx

is a consequence of the antisymmetric Ex of the dipole field that acts strongly in
the right part of NC6N. Thus, the irregular time-evolutions of the density along the
x-axis in Figs. 1.5(c) and (d) were induced by the nonuniform, antisymmetric dipole
radiation field. We have further confirmed that such an irregular motion cannot be
induced even if we use either an electric field having a similar sharp gradient in the
field intensity or an antisymmetric electric field.

We next calculate the emission spectra for each electron dynamics to analyze
the uniform and nonuniform electronic excitations in an energy domain. Since the
emission spectrum is associated with the dipole acceleration [53, 54], we here
take the second derivative of the induced dipole moments and then perform a
Fourier transform. Figure 1.8 shows the power spectra of the dipole acceleration
|d̈i (ω)|2 (i = x, y) in the unit of Å2 fs−2 as a function of energy. We refer to
the power spectra of the dipole acceleration as harmonic-generation (HG) spec-
tra. The HG spectra in Figs. 1.8(a)–(d) correspond to the induced dipole moments
in Figs. 1.6(a)–(d), respectively. The red and the dashed black curves represent
|d̈x(ω)|2 and |d̈y(ω)|2. Comparing Figs. 1.8(a) and (b), the harmonics along the x-
axis (d̈x ) seem relatively easier to generate than that along the y-axis (d̈y ). A com-
paratively large peak appears at around 6 eV in Fig. 1.8(a). As discussed in the
time-evolution of the electron density in Fig. 1.5, this large peak is due to the fact
that the sixth harmonics is accidentally close to a dipole resonance peak (=5.75 eV)
of NC6N. Despite the inversion symmetry of NC6N, the nonuniform electric field,
in contrast to the uniform one, causes the even harmonics in addition to the odd har-
monics as shown in Figs. 1.8(c) and (d). Interestingly, the even and odd harmonics
are respectively due to the induced dipole moments along the x- and y-axes. The
even harmonics, therefore, have proved to be generated by the nonuniform electric
field breaking the symmetry along the x-axis. Furthermore, in comparison with the
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Fig. 1.8 HG power spectra of the dipole acceleration. The ways of electronic excitation corre-
spond to those in Figs. 1.5(a)–(d) and also in Figs. 1.6(a)–(d), respectively

HG spectra by the uniform electric field, relatively higher harmonics are clearly seen
in the HG spectra by the nonuniform electric field. In addition, their peak intensities
do not decay linearly against the order of the harmonics.

Before ending this section, we demonstrate that the nonuniform electronic exci-
tation also induces the quadrupole moment, which is never induced by the uniform
electric field, as one of the phenomena beyond the dipole approximation. Such non-
dipole excitation was observed in an experiment [55], although both nanostructure
systems are different from the present one. The xy component of the quadrupole
moment (Qxy ) for the time-evolution of Fig. 1.5(d) and its HG power spectrum are
shown in Figs. 1.9(a) and (b), respectively. The quadrupole moments both in the
time and the energy domains provide the structural patterns quite similar to those of
the dipole ones. To verify that Qxy is non-negligible in the nonuniform excitation,
we consider the charge distribution that causes dipole and quadrupole moments.
The calculated value of the quadrupole moment in the unit of Å2 is about an order
of magnitude larger than that of the dipole moment in the unit of Å. The dipole
moment of two charges q and −q with the inter charge distance a is qa Å, whereas
the quadrupole moment of two positive q ′ and two negative −q ′ charges disposed at
the corners of a square with its side being a is q ′a2 Å2. Then, |Qxy | ∼ 10|dy | (see
Figs. 1.6(d) and 1.9(a)) and a is ∼10 Å for NC6N. Thus, we have q ∼ q ′ because
q ′a2 ∼ 10 × qa → q ′a ∼ 10 × q → q ′ ∼ q . This indicates that the dipole-like and
quadrupole-like charge distributions have been induced in almost the same amount
as a consequence of the nonuniform light-matter interaction.
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Fig. 1.9 (a) xy-component of the induced quadrupole moment as a result of the nonuniform ex-
citation with μ = 5 D and (b) its power spectrum

1.4.3 Even and Odd Harmonics

Let us next carry out a perturbation analysis of the HG power spectra generated
through the nonuniform light-matter interaction. As shown in Figs. 1.8(c) and (d),
the even harmonics appear despite the inversion symmetry of NC6N. The even and
odd harmonics are due to the induced dipole moments dx and dy , respectively. This
even and odd alteration is easily understood in terms of the symmetries of the molec-
ular wave functions and the external field.

According to the time-dependent perturbation theory [56, 57], n-th dipole mo-
ment d

(n)
α (n = 1,2, . . . and α = x, y, z) in powers of the perturbation Veff can be

evaluated by the following matrix elements,

〈0|α|i〉 〈i|Veff|j 〉〈j |Veff|k〉 · · · 〈l|Veff|0〉︸ ︷︷ ︸
n brackets

, (1.19)

where |0〉 and |i〉 are the ground and the excited eigen states of the nonperturbative
Hamiltonian of the molecule, respectively. As typical examples, d

(2)
x , d

(2)
y , d

(3)
x , and

d
(3)
y are considered. Table 1.1 summarizes the evaluation of the matrix elements of

d
(2)
x and d

(2)
y . The symmetries of the eigen states and the applied field are labeled as

“e” for the even symmetry and “o” for the odd one. Since NC6N has mirror sym-
metries in every direction, the eigen state {|i〉} is either even or odd with respect to
x-, y-, or z-axis, namely, ψ(x, y, z) = ±ψ(−x, y, z), ψ(x, y, z) = ±ψ(x,−y, z),
or ψ(x, y, z) = ±ψ(x, y,−z). The effective potential Veff given by Eq. (1.13c) is
neither an even nor an odd function of x, an odd function of y, and an even func-
tion of z, i.e., Veff(x, y, z) �= Veff(−x, y, z), Veff(x, y, z) = −Veff(x,−y, z), and
Veff(x, y, z) = Veff(x, y,−z). Thus, the brackets can be estimated by decompos-
ing them into the integrations with respect to the x-, y-, and z-coordinates.

∫
dα

(α = x, y, z) in Table 1.1 denotes each component of the integrations. The sym-
metries of the ground state |0〉, the operators (x and y), and the potential Veff are
specified in bold characters. The symmetries of |i〉 and |j 〉 are then specified so that
the matrix elements have nonzero values. As a result, d

(2)
x becomes nonzero, but
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Table 1.1 Matrix elements of the second-order dipole moments along the x- and y-axes in the
power of Veff. e and o denote even and odd symmetries, respectively. The symmetries of the ground
state and Veff are indicated by bold characters

d
(2)
x 〈0|x|i〉 〈i|Veff|j〉 〈j |Veff|0〉∫

dx 〈e|o|o〉 〈o|eo|eo〉 〈eo|eo|e〉 �= 0∫
dy 〈e||e〉 〈e|o|o〉 〈o|o|e〉 �= 0∫
dz 〈e||e〉 〈e|e|e〉 〈e|e|e〉 �= 0

d
(2)
y 〈0|y|i〉 〈i|Veff|j〉 〈j |Veff|0〉∫

dx 〈e||e〉 〈e|eo|eo〉 〈eo|eo|e〉 �= 0∫
dy 〈e|o|o〉 〈o|o|e〉 〈e|o|e〉 = 0∫
dz 〈e||e〉 〈e|e|e〉 〈e|e|e〉 �= 0

Table 1.2 Same as Table 1.1 but for the third-order dipole moments. As in the case of Table 1.1,∫
dxdz is always nonzero, and thus only

∫
dy is summarized here

d
(3)
x 〈0|x|i〉 〈i|Veff|j〉 〈j |Veff|k〉 〈k|Veff|0〉∫

dy 〈e||e〉 〈e|o|o〉 〈o|o|e〉 〈e|o|e〉 = 0

d
(3)
y 〈0|y|i〉 〈i|Veff|j〉 〈j |Veff|k〉 〈k|Veff|0〉∫

dy 〈e|o|o〉 〈o|o|e〉 〈e|o|e〉 〈o|o|e〉 �= 0

d
(2)
y must be zero because the integral of 〈j |Veff|0〉 with respect to the y-coordinate

vanishes. The same analysis can be applied to d
(3)
α (see, Table 1.2). Then, d

(3)
x must

be zero but d
(3)
y becomes nonzero. The above analysis clearly explains the even-odd

alteration appears in the HG power spectra obtained by the nonuniform excitation.

1.4.4 Control of Harmonic Generation by Interference

Finally, it is demonstrated that the harmonics induced by the near-field can be con-
trolled. Figure 1.10 shows the HG power spectra obtained when both ends of the
NC6N molecule are excited by the near-fields radiated from two oscillating dipoles
with different phases by π/2. The inset illustrates the schematic diagram of the
near-field excitation by two radiation sources. It is clearly seen from the figure that
harmonics selectively appear every 4ωin starting from the second harmonics (2ωin).
The forth and eighth harmonics (4ωin and 8ωin) completely disappear as a result of
the interference between the two near-fields having different phases. We expect that
this idea of the near-field excitation with different phases can control intensities and
orders of HG spectra.
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Fig. 1.10 Power spectra of
the dipole acceleration along
the x- and y-axes. Two
oscillating dipole fields with
different phases disposed at
both ends of the molecule are
applied

1.4.5 Concluding Remarks

We have presented a generalized theoretical description of optical response in an
effort to understand a nonuniform light-matter interaction between a near-field and
a 1-nm-sized molecule. The light-matter interaction based on the multipolar Hamil-
tonian, instead of the minimal coupling Hamiltonian, was described in terms of a
space integral of the inner product of the total polarization of a molecule and an
external electric field. Noteworthy is the fact that the polarization in the integral can
be treated entirely without invoking any approximation such as a dipole approxima-
tion. Therefore, the present light-matter interaction theory allows us to understand
the inhomogeneous electron dynamics associated with local electronic structures of
a molecule at the 1 nm scale, although the wavelength of an incident laser pulse is
much longer than the size of the molecule. For a computational application, we have
studied the near-field-induced electron dynamics of NC6N by using the TD-KS ap-
proach in real space incorporated with the present nonuniform interaction theory.
The electron dynamics induced by the nonuniform light-matter interaction is com-
pletely different from that by the conventional uniform interaction under the dipole
approximation. Specifically, in the nonuniform electronic excitation high harmonics
were generated more easily and much more interestingly the even harmonics were
also generated in addition to the odd ones despite the inversion symmetry of NC6N.
Perturbation theory clearly explained that the even harmonics were generated ow-
ing to the symmetry-breaking (nonuniform) electric field along the x-axis radiated
from the oscillating dipole. It has also been found that the nonuniform fields with
different phases control HG though their interference effect.
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1.5 Near-Field Induced Optical Force in a Metal Nanoparticle
and C60

1.5.1 Brief Review of Optical Force

Optical trapping of micronsized particles by lasers was reported in the pioneering
work by Ashkin [60] and its idea was eventually realized as an innovative tool of a
single-beam gradient force optical trap for dielectric particles, called “optical tweez-
ers” [61]. In a series of papers since this seminal work, Ashkin and coworkers have
succeeded in optically trapping and manipulating various types of objects [62]. The
optical tweezers using force exerted by a highly focused laser-beam can trap and
manipulate objects, now in practice, ranging in force up to 100–200 pN with sub-
pN resolution and in size from tens of nanometers to tens of micrometers. Such
laser-based optical traps have been used in a wide-range of applications [63, 64] to
atoms and small molecules [62], colloidal particles [65, 66], and biological objects
[67–69]. In particular, biological applications have been extensively made to study
mechanical or functional properties of cells, intercellular materials, and filaments,
and also to study biological motors. A large number of references of those biological
applications were compiled in the resource letters [70].

Although a complete description of the laser-based optical traps needs a fully
quantum-mechanical treatment, the optical force exerted on trapped objects can be
derived from the Maxwell stress tensor into two limiting cases where the size of
the object is much larger (i.e., infinitely extended systems) and much smaller (i.e.,
small particle systems) than the wavelength of an incident laser field [6]. In the lim-
iting case of the extended systems, the net force is associated with so called optical
pressure. In the other limiting case of the small particle systems, the net force con-
sidered to be a gradient force. Since in this article we study nanoparticle and light
interaction, the gradient force exerted by optical field is only discussed. The gradi-
ent force is expected to be exerted more efficiently by using a near-field in optical
traps because the near-field is a very short-ranged electromagnetic field with strong
intensity gradient. Such a short-ranged field has the advantage of improving resolu-
tion beyond the diffraction limit. In addition, the near-field enhancement, which is a
consequence of self-consistent light-matter interaction, enables to trap objects with
weaker intensity of an incident laser beam. Novotny and coworkers proposed a the-
oretical scheme for using optical forces by the near-field close to a laser-illuminated
metal tip [71]. They demonstrated that strong mechanical force and torque were
exerted on dielectric particles in aqueous environments at the nanometer scale.

In recent years, laser-based optical phenomena in nanostructures including op-
tical traps mentioned above have been intensively studied in a rapidly growing re-
search area, referred to as “nano-optics” or “nanophotonics”. The fundamental fea-
tures of those optical phenomena are understood in the more general context of
light-matter interaction in optical response theory. A semiclassical approach has so
far been employed to understand these phenomena because a fully quantum me-
chanical treatment, i.e., quantum electrodynamics theory, is almost impossible in
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practice to perform for real nanostructure systems. In the semiclassical approach,
an optical field is determined by the Maxwell equation and a material is described
quantum mechanically, and the resulting Maxwell and Schrödinger coupled equa-
tion should be solved self-consistently [21–23]. However, it is still computationally
highly demanding to carry out the coupled equation in real systems [72, 73]. Instead
of treating the coupled equation rigorously, many authors employed numerically
feasible approaches in which, particularly, the target objects were phenomenolog-
ically approximated by model materials such as dielectrics to avoid fully solving
electronic structure calculations [71, 74–78].

Detailed electronic structures of molecules play an essential role in molecular
science because they determine all the properties of materials such as geometry,
bonding character, stability, functionality, reactivity, and so forth. In general, ab-
sorption spectra of molecules become discrete with many sharp peaks as the system
decreases in size. Each peak is apparently associated with detailed electronic struc-
tures consisting of discrete energy levels of molecules. This is due to the fact that the
light-matter interaction in such molecular systems can change drastically depend-
ing on the electronic structures. One simple and clear example is resonance effect
in absorption spectra. As easily inferred from this characteristic, the optical force
also strongly depends on details of the electronic structures of nanometer-sized ob-
jects. This means that we can optically trap and manipulate an object more precisely
by changing the incident laser frequency or the position of the exerted force on an
object. For these reasons, it is very important to analyze the optical force on nanos-
tructures, explicitly taking account of the electronic structures of objects.

As described in the previous section, we recently reported the first-principles
electron dynamics simulation approach to solving optical response fully taking ac-
count of nonuniform light and matter interaction [79]. This approach has following
advantages.

(i) Electronic structure and electron dynamics calculations are carried out at the
level of density functional theory (DFT) and time-dependent (TD) DFT, re-
spectively.

(ii) Full nonuniform-light and matter interactions (i.e., full-multipole effects) are
included.

(iii) Electron dynamics simulation in real space and real time makes it much easier
to analyze and visualize optical response of a target molecule.

We here employ this approach to understand the mechanisms of the optical force ex-
erted on nanostructures interacting with a near-field. Special emphasis is placed on
elucidating the effect of the detailed molecular-electronic-structures on the optical
force.

1.5.2 Optical Force Exerted on a Particle

Optical response to the near-field has been described in the previous section. Here,
we present the method of calculations of optical force exerted on a particle. The
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optical force exerted on the center of mass of a nanoparticle in the time-domain can
be written in the form of

F (t) = −
∫ [

ρ(r, t) − ρ(r,0)
]
E(r, t)dr. (1.20)

It should be noted that ρ(r, t)−ρ(r,0) is the net or true induced charge distribution
and numerically includes the full contributions of the charges screening the external
electric field within the molecule, i.e., an internal electric field effect. To obtain the
net force, the time-average of this quantity over the pulse duration T is taken,

〈F 〉 = 1

T

∫ T

0
F (t)dt. (1.21)

If a target material has a complex structure unlike a sphere used in this paper, it
might be useful to define local optical forces acting on each local structure of a
material.

We do not consider the damping effect due to an electron-nuclear coupling or
thermal relaxation on the electron dynamics. Thus, the response of the molecule
could be artificially strong in the present model. Ideally, it is necessary to treat the
electron dynamics in the presence of such relaxation, although it is practically al-
most impossible in real nanostructure systems. In an effort to accurately describe
optical force exerted on molecules at the level of molecular theory, we here carry
out the first-principles calculations of electron dynamics as a first step and leave the
relaxation effect for future investigation.

1.5.3 Model System and Computations

We consider that a nanoparticle interacts with the near-field radiated from an x-
polarized oscillating dipole at 10 Å above the molecule center, (x, y, z) = (0,0,0),
as shown in Fig. 1.11(a). The spatial distribution of the near-field is given by [36]

E(r − Rdip) = [3n(n · μ) − μ]
(4πε0|r − Rdip|)3

eik·(r−Rdip), (1.22)

where Rdip is the coordinate of the oscillating dipole, k is the wavenumber, ε0 is
the vacuum permittivity, n is the unit vector of (r − Rdip)/|r − Rdip| and μ is
the dipole moment of the radiation source. We set Rdip = (0.0,10.0,0.0) Å and
μ = (0.01,0.0,0.0) Debye. As shown in Fig. 1.11(b), the intensities of the near-field
are 7.4 × 105, 1.2 × 104, and 1.0 × 103 W/cm2 at (x, y) = (0.0,5.0), (0.0,0.0), and
(0.0,−5.0) Å, respectively. The external potential Veff is calculated by Eq. (1.13c)
with the effective electric field Eq. (1.13b) where the electric field E is given by
the dipole radiation, Eq. (1.22). We set the center of mass of the molecule to be the
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Fig. 1.11 (a) Schematic of a
near-field fiber tip (upper
ball) and a target particle
(lower ball). The near-field is
approximated by the radiation
from an x-polarized
oscillating dipole (solid
arrow). The thin curves with
arrows denote the electric
field lines. (b) Electric field
intensity as a function of
distance between the tip and
the particle

origin. The temporal shape of the near-field is taken as a pulse. Finally, the effective
potential Eq. (1.13c) is rewritten by

Veff(r, t) = −r · Eeff(r) sin(ωt) sin2
(

πt

T

)
(0 < t < T ), (1.23)

where ω is the frequency of the oscillating dipole, and T determines the pulse dura-
tion.

We demonstrate the TDDFT simulation of the optical force in different two sys-
tems: a metal nanoparticle and C60. The metal nanoparticle is simplified by a jellium
model, in which the ionic background is given by

Vion(r) = 3

4πr3
s

[
1 + exp

( |r| − a

w

)]−1

, (1.24)

where rs is the density parameter [80], a is the radius of the sphere and w is the
smoothed out factor for the jellium surface. The jellium parameters for the metal
nanoparticle are set to rs = 1.60, which corresponds to a silver atom (34 electrons),
a = 0.5 nm, and w = 0.538. For C60, on the other hand, the ionic background
Vion(r) of an atomic component C is constructed from a norm-conserving pseudopo-
tential generated numerically following the Troullier and Martins procedure [40]. In
this article, we use the Kleinman-Bylander separable form to represent the nonlocal
(i.e., angular momentum depending) potential terms [41]. The C–C distances are
set to be 1.457 Å for the single bond and 1.384 Å for the double bond. The inner
shell structure of the carbon atom is approximated by an effective core pseudopoten-
tial, and then the remaining four electrons (2s22p2) are explicitly treated, i.e., 240-
electron dynamics simulation in total for C60. To represent the exchange-correlation
potential Vxc(r, t), we use the local density approximation given by Perdew and
Zunger [42] as in the previous study.

The computational approach is based on TDKS. The approach was described in
the previous section. The TDKS equation (1.14) for these particles is solved numer-
ically by a grid-based method [25, 32, 33, 35, 38, 39, 51, 52] in a three-dimensional
Cartesian-coordinate cubic box. For the metal particle, the length of the cubic box is
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26 Å and the uniform grids with a mesh spacing of 0.5 Å are used, while the length
and the mesh spacing are 16 Å and 0.3 Å, respectively, for C60. The Laplacian op-
erator is evaluated by a nine-point difference formula [52]. The time-propagation
of the KS orbitals is carried out with a fourth-order Taylor expansion by using a
constant time step of 0.005 fs for the metal particle and 0.002 fs for C60.

The effective potential for the dipole radiation on each grid is computed com-
bining Eqs. (1.13b), (1.13c), and (1.22). The integral of Eq. (1.13b) is calculated
numerically with a constant spacing of λ = 0.0423 Å. In the integration, E is eval-
uated as 4πμ/3 if |E| is larger than |4πμ/3|, including the position of the dipole
[31]. This is done for a few points very close to the dipole, i.e., |r − Rdip| ∼ 0.2 Å.
The pulse duration (T = 20 fs) is short enough to avoid considering the nuclear
dynamics and thus the ion position is fixed during the time evolution.

Before ending this section, we make comments on the validity of the theoretical
model. We do not consider the self-consistent light matter interaction between the
target molecule and radiation source. More specifically, we employ a theoretical
model as in the case of the previous study in which the near-field is considered to
be a radiation field from an oscillating dipole source and the back reaction of the
electric field due to the target molecule on the source field is negligible. However, in
the present theoretical model the size of the target molecule is relatively small and
its induced dipole is not so strong. Thus, it can be reasonably assumed that the back
reaction does not primarily affect the external source field. We need to explicitly
take account of the back reaction when the target molecule becomes larger and its
induced dipole is comparable with the oscillating dipole of the radiation source.
The effect of the back reaction might be noticeable especially under the resonant
condition and then should be treated by solving the Maxwell-Schrodinger coupled
equation in a self-consistent manner. As mentioned in the beginning of this article,
it is still computationally highly demanding to solve such a coupled equation in real
nanostructure systems. In a model two-particle system, for instance, Govorov et al.
discussed the effect of the back reaction [27].

1.5.4 Optical Force on a Silver Nanoparticle

Figure 1.12 shows the time-dependent optical force exerted on the silver nanoparti-
cle in the y direction calculated by Eq. (1.20) at (a) ω = 1.0 eV (off-resonance) and
(b) ω = 2.7 eV (resonance) in the unit of aN. Figure 1.12(a) clearly shows that the
optical force is biased so that Fy takes the positive value during the excitation. This
means that the near-field induces an attractive force on the nanoparticle. On the other
hand, under the resonance condition in Fig. 1.12(b) Fy takes both positive and neg-
ative values even though the force is also biased to the positive value. Focusing on
the maximum values of Fy in these excitations, the resonantly induced optical force
is slightly larger than the off-resonantly induced one. The time-averaged forces cal-
culated by using Eq. (1.21) for each excitation are (a) 16.8 aN and (b) 16.9 aN. (As
a reference, the gravitation acted on the nanoparticle is of the order of 10−15 aN.)
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Fig. 1.12 Time dependence of optical force on a silver particle exerted by the near-field at
(a) ω = 1.0 eV (off-resonance) and (b) 2.7 eV (resonance). Insets are the snapshots of the in-
duced electron densities where the red and the blue show increase and decrease in the electron
density, respectively, compared to those of the ground state

This implies that the resonant condition does not necessarily significantly enhance
the optical force.

The underlying mechanism of the near-field induced optical force on the
nanoparticle can be schematically explained. As shown in Fig. 1.11, in the near-
field region the electric field lines curve across the nanoparticle and the field inten-
sity decreases with distance from the radiation source. When such a near-filed is
applied to the nanoparticle, polarization charges (±Q) are induced in accordance
with the curved electric-field-lines and the electron density distribution is biased,
see the schematic of the induced charges in Fig. 1.13. In addition, the screening
charges (∓q) are generated as counterparts of the polarization charges (±Q). The
terms of the polarization and screening charges were introduced to qualitatively
explain the generation mechanism of the optical force. The computed results nu-
merically take account of full contributions of these charges by solving the TDDFT
calculations. Thus, the polarization and screening charges are not calculated sepa-
rately and we cannot clearly distinguish one from the other. Then, the local effective
force is exerted on the polarization and screening charges, depending on both their
distributions and their signs of the charge. Similar optical response is commonly
found in conventional photoinduced phenomena, irrespective of whether a uniform
or nonuniform electric field is applied to a nanoparticle. However, oscillating uni-
form electric fields, which have frequently been used in the studies of optical re-
sponse under the dipole approximation, exert no net force on a time average because
the uniform (or symmetric) polarization and screening charges are induced. On the
other hand, since the near-filed is highly localized around a radiation source and
the intensity of the filed decreases rapidly with distance from the radiation source,
net force is induced depending on intensity gradient of the near-filed and on a bal-
ance between the amounts of the polarization and screening charges. In the present
system, the force acting on the polarization charges (bold arrows in Fig. 1.13) is
generally larger than on the screening charges (thin arrows). As a result, the near-
field induced optical force is biased so that the attractive force (Fy > 0) is exerted
between the near-field fiber tip and the nanoparticle as shown in Fig. 1.12.
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Fig. 1.13 Scheme for the optical force due to the interaction between inhomogeneously induced
charges and a near-field. The top curve with arrows shows the electric field, the sphere shows
a nanoparticle, and Q and q are the polarization and screening charges, respectively. The black
arrows indicate locally induced optical forces. The net optical force in the y direction is positive

The actual electron dynamics is more complicated. The four insets in Fig. 1.12
illustrate the snapshots of time evolution of the polarization and screening charges
on the xy plane, where the red and the blue indicate increase and decrease in
the electron density, respectively, compared to those of the initial ground state.
The charge distributions are rather complex but appear to be somewhat regular
in the sense that those nodal patterns are antisymmetric to the y-axis. Although
it is difficult to clearly distinguish between the polarization and screening charges
in the charge distribution, the snapshots of these charges are reminiscent of the
schematic in Fig. 1.13. We computationally confirmed that in the resonance exci-
tation (Fig. 1.12(b)) the polarization charges are induced in an inner region and
the corresponding screening charges are localized around the nanoparticle surface.
This is mainly because in the off-resonance excitation the electrons are forced to
oscillate near the radiation source, whereas in the resonance excitation the specific
electrons which are strongly associated with the details of the electronic structures
primarily oscillate resonantly. Thus, in the resonance excitation the optical force
partly becomes negative because the net force is determined by a balance between
the amounts of the polarization and screening charges.

We next discuss the energy dependence of the optical force. Figure 1.14 shows
the time-averaged force (red solid curve) and the absorption spectrum (black bro-
ken curve). The force spectrum was obtained by plotting the averaged optical force,
varying the frequency by 0.1 eV from 0.8 to 3.6 eV. The absorption spectrum was
obtained under a dipole approximation as in a similar way of previous methods.
[32, 51]. The averaged force spectrum has peaks at 1.3 eV and 2.2 eV, which are
different from the resonance frequency. Although the polarization charges are sig-
nificantly induced when the laser frequency is in tune with the resonance frequency,
this figure proves that the resonance excitation does not necessarily maximally in-
duce the net force. This is because the screening charges partly (and sometimes
largely) cancel the polarization charges. As a result of the sensible balance between
the polarization and the screening charges, several maxima and minima appear in
the force spectrum. Conversely, this result indicates that we can manipulate atoms
and molecules in nanostructures by controlling the strength of attractive force (and
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Fig. 1.14 Absorption
spectrum (dashed curve) of
the silver nanoparticle and the
time-averaged force on the
particle as a function of
energy

Fig. 1.15 Time-averaged
force on the silver particle
under the off-resonant
condition (1.0 eV) as a
function of the square of the
dipole moment of the
radiation source

possibly repulsive force), changing the laser frequency. To do that, electronic struc-
ture calculations of target nanostructures must be carried out. Our electron dynamics
approach combined with nonuniform light-matter interaction theory fulfills such a
requirement.

Before discussing the results of C60, we show the field-intensity dependence of
the optical force. Since the present near-field is approximated by the oscillating
dipole in the form of Eq. (1.22), we calculated the intensity dependence by varying
the dipole moment of the radiating source, which is associated with the field inten-
sity. The laser frequency ω is set to 1.0 eV (off-resonance). Figure 1.15 shows the
time-averaged optical force as a function of the square of the dipole moment of the
radiation source. The x and y axes are shown in a logarithm scale with base 10. We
found that the optical force is linearly proportional to the near-field intensity. The
optical force amounts to 10−12 N when the radiation source has the moment of 1D.
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Fig. 1.16 Same as Fig. 1.14
but for C60

1.5.5 Optical Force on C60

We have also calculated the optical force for C60 interacting with the near-field.
Contrary to the case of the metal particle, the force on C60 does not become negative
both for off-resonant (1 eV) and resonant (3.6 eV) conditions. This can be attributed
to the hollow structure of C60 because there are no effective screening charges. The
time-averaged forces are 1.29 aN (off-resonance condition) and 1.41 aN (resonance
condition). In this case, stronger force is induced under the resonant condition than
the off-resonant condition. The force on C60 is an order of magnitude smaller than
that on the silver particle because of less mobility of the charges and of the absence
of charges inside the sphere. We plot the time-averaged force (red solid curve) as
a function of energy in Fig. 1.16. The absorption spectrum (black broken curve) is
also drawn as a reference. The optical force has several peaks as similar to the force
spectrum of the metal particle and generally increases as a function of the energy.
The figure clearly demonstrates that the optical force is largely determined by the
detailed electronic structures of the molecule.

1.5.6 Concluding Remarks

We have calculated the near-field induced optical forces acted on a silver particle
mimicked by a jellium model and on C60. The grid-based real-time and real-space
time-dependent density functional theory approach combined with the nonuniform
light-matter interaction formalism, recently developed by the authors, was employed
to accurately calculate the inhomogeneous charge polarization induced by the full
multipole interaction with the near-field. The induced force is rationally explained
in terms of the polarization and screening charges. The local optical force on the
silver particle in the y direction takes both positive and negative values depending
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on the spatial distribution of these charges, and the net force becomes attractive
as a result of a balance between the polarization and screening charges. The opti-
cal force on C60 is an order of magnitude smaller than that on the silver particle
because of the less mobility of the electrons. The energy dependence of the opti-
cal force of these particles showed several maxima and minima, indicating that the
resonance excitation does not necessarily induce the optical force most efficiently.
Such a non-monotonic energy dependence of the optical force will be utilized when
manipulating nanoparticles at the nanometer scale by controlling the near-filed fre-
quency. To calculate the optical forces induced by a highly nonuniform electric field
in real molecules, a sensible balance of the polarization and screening charges must
be determined. The present first-principles TDDFT approach taking account of full
light-matter interactions can be a powerful tool for optical manipulation in nanos-
tructures at the level of single atoms and molecules.

1.6 Summary

We have presented a generalized theoretical description of optical response in an
effort to understand a nonuniform light-matter interaction between a near-field and
a molecule. The present optical response theory fully taking account of the nonuni-
form light-matter interaction allows us to elucidate inhomogeneous electron dynam-
ics associated with local electronic structures of a molecule at the 1 nm scale, even
though the wavelength of an incident laser pulse is much longer than the size of
the molecule. The near-field electron dynamics was computationally demonstrated
for high-harmonic-generation and optical force. In contrast to a conventional elec-
tronic excitation process due to uniform light-matter interaction, the computed re-
sults illustrated unusual electron dynamics caused by the nonuniform light-matter
interaction. We expect that the nonuniform light-matter interaction/TD-KS approach
incorporated with the Maxwell equations will enable us to elucidate electron and
electromagnetic field dynamics in nanostructures.
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Chapter 2
Novel Excitonic Properties of Carbon Nanotube
Studied by Advanced Optical Spectroscopy

Kazunari Matsuda

Abstract Novel excitonic properties of single-walled carbon nanotubes are stud-
ied by single-nanotube spectroscopy and time-resolved spectroscopy. Due to the
enhanced Coulomb interaction, the optically generated electron-hole pair forms a
strongly “bound exciton” state, analogous to the hydrogen-like state in the carbon
nanotubes. The exciton properties and dynamics dominate their optical properties.
The striking features of excitons in the carbon nanotube, multiple-exciton states,
charged exciton (trion) formation, and exciton-multiplication are described in this
chapter.

2.1 Basic Optical Properties of Carbon Nanotube

2.1.1 Structure of Carbon Nanotube

The nano-carbon materials consisting from carbon honeycomb lattice have been at-
tracted great deal of interests from viewpoints of basic science and applications.
The nano-carbon materials include varieties of materials such as fullerene (C60),
carbon nanotube, and graphene. In this chapter, we mainly focus on a single-walled
carbon nanotube (SWNT), about 1 nm in diameter and greater than several hun-
dred nanometers in length, is a prototypical system of one-dimensional (1D) struc-
tures [1]. SWNTs consist of a two-dimensional (2D), single-layer carbon honey-
comb lattice (or graphene sheet) that has been rolled into a cylindrical structure, as
shown in Fig. 2.1(a). The SWNT is characterized by the (n,m) index or chiral index
(chirality), where n and m are integers [2–5]. The chiral index makes a regulation of
the angle and radius, which describe the way in which the graphene sheet is rolled.
Figure 2.1(b) shows the schematic of a graphene sheet. The chiral vector C in the
graphene sheet can be described as

C = na1 + ma2, (2.1)
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Fig. 2.1 (a) Schematic of a
single-walled carbon
nanotube (SWNT).
(b) Schematic of the chiral
vector (n,m) of a carbon
nanotube

where a1 and a2 are fundamental lattice vectors. The structure of SWNTs with
chiral index (n,m) can be formed by connecting the origin to point (n,m). The
diameter d of SWNTs with chiral index (n,m) can be expressed as

d = a

√
n2 + m2 + mn

π
, (2.2)

where a(= |a1| = |a2|) is 2.46 Å. The most striking feature of SWNTs is that the
electronic properties are determined only by the structure of the carbon nanotube
itself, i.e., the chiral index (n,m), as described in the next section.

2.1.2 Electronic Structure of Graphene

At first, the electronic structure of graphene should be explained, since the elec-
tronic structure of SWNTs can be obtained by zone-folding of that of a graphene.
Figure 2.2 shows the reciprocal lattice of graphene in the momentum space and its
1st Brillouin zone. The shape of 1st Brillouin zone at reciprocal space shows the
hexagonal shape reflecting the hexagonal periodical lattice of graphene in the real
space. The simple tight-binding approximation is useful to understand the electronic
structure of the graphene as a first step, where the Coulomb interactions between the
electron-electron do not be considered. The unit cell of graphene is defined by the
fundamental lattice vectors of a1 and a2. The unit cell contains two carbon atoms,
and each carbon atom has four electrons in the valence band. The three of these
electrons will hybridize forming σ -bonds in the hexagonal plane and one forms a
π bond. The π electrons which are delocalized in the crystal, mainly dominate the
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Fig. 2.2 Schematic of
reciprocal lattice of graphene
and 1st Brillouin zone

electronic properties. Moreover, taking account only the nearest-neighbor interac-
tion, the energy dispersion relation of the graphene is given by

E±
g = ±γ0

√
1 + 4 cos

√
3kxa0

2
cos

kya0

2
+ 4 cos2

kya0

2
, (2.3)

where γ0 is the nearest-neighbor transfer integral and ± sign corresponds to the
bonding (valence) and anti-bonding (condition) bands in the k space. The energy
dispersion of the bonding (valence) and anti-bonding (conduction) bands are sym-
metric with respect to the Fermi level. Moreover, the energy bands at the K points
are degenerated at the Fermi level (Eg = 0), which indicates that the graphene is a
zero-gap material.

2.1.3 Electronic Structure of Carbon Nanotube

Based on the electronic structure of graphene described in previous section, the
zone-folding or confinement approximation of the electronic structure of graphene
provides the information on the electronic band structure of SWNTs. The allowed
wavevector component around the circumference of SWNTs is quantized, while the
component along the nanotube axis is continuous. The zone-folding approximation
consists in sectioning the graphene electronic structure as a “cutting line”, as shown
in Figs. 2.3(a) and (b). Thus, the energy bands for the SWNT will be a series of
1D dispersion relations. The zone-folding approximation provides a simple scheme
of the electronic properties, however it still is needed to understand that the some
SWNTs have metallic electronic states and the others have semiconducting ones.
This characteristic property comes from the energy band dispersion of graphene,
with zero-gap at K point. If the K point is an allowed wavevector of SWNTs, i.e.
the cutting line is crossed at K point as shown in Fig. 2.3(a), then the SWNTs will
be metallic, as shown in the band structure of the lower panel of Fig. 2.3(a). In
this case, the structure of SWNTs has a chiral index relationship of n − m = 3m

(m: integer). On the other hand, if the K point is not an allowed wavevector of
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Fig. 2.3 Schematic of 1st
Brillouin zone with the
cutting lines and energy band
structure in (a) metallic and
(b) semiconducting carbon
nanotube

Fig. 2.4 Density of states of
(a) metallic and
(b) semiconducting carbon
nanotube. Optical transitions
of absorption and
luminescence are indicated in
the figure

SWNTs, i.e. the cutting line is not crossed at K point, then the SWNTs with a chiral
index relationship of n − m �= 3m will be semiconducting. The chiral indices of
semiconducting and metallic SWNTs are shown in Fig. 2.1(b). From this simple
relationship, the 1/3 of SWNTs have metallic electronic states, while the rest have
semiconducting ones.

The density of states is an useful quantity to understand the electronic structures
of SWNTs. Figure 2.4 shows the schematic of the density of states (DOS) of metal-
lic (n − m = 3m) and semiconducting (n − m �= 3m) SWNTs. The sharp von-Hove
singularity peak in the density of states arises from the 1D quantum confined elec-
tronic state in the SWNTs. The band-gap energy Eg of semiconducting SWNTs is
inversely proportional to the diameter; this is predicted by the simple tight-binding
calculation [6].
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Fig. 2.5 Two-dimensional
photoluminescence (PL)
excitation map of SWNTs

2.1.4 Optical Spectroscopy of Carbon Nanotubes

The optical properties of semiconducting SWNTs have been extensively studied
since 2002 when O’Connell reported that micelle-encapsulated semiconducting
SWNTs showed very clear photoluminescence (PL) [7, 8]. The observation of PL
is due to the isolation of individual SWNTs that are prevented from bundling with
semiconducting and metallic carbon nanotubes [7, 9]. This is because that the energy
transfer between the semiconducting and metallic carbon nanotubes is occurred and
optically excited carriers are non-radiatively quenched at the metallic carbon nan-
otubes in the bundled samples [7, 9]. Indeed, it has been reported that the isolated
air-suspended carbon nanotubes fabricated between the Si pillars also showed clear
PL signals [9].

Figure 2.5 shows the typical 2D PL excitation (PLE) map corresponding to the
contour plot between the excitation energy (wavelength) and PL spectra of micelle-
encapsulated SWNTs [8]. Several PL signals, shown as spots, are observed in the
2D PL map, which indicates the sharp resonance features of the SWNT electronic
states. The photon energy of the PLE signals on the vertical axis corresponds to
the optical absorption peak between the second sub-band of the conduction to va-
lence state, as indicated by E22 in the inset of Fig. 2.5. In contrast, the energy of
the peak on the horizontal axis corresponds to E11, the PL energy corresponding
to the band gap of semiconducting SWNTs. The energies E11 and E22 in (n,m)
SWNTs can be calculated using the tight-binding method. From the predicted E11
and E22 energies, one can assign each peak in the 2D PLE map to (n,m) of the
SWNTs, as indicated in Fig. 2.5 [10]. Most researchers in this field have believed
that the PL signal from semiconducting SWNTs comes from the recombination of
the optically-excited free electron in the conduction band and free hole in the va-
lence band. In this one-electron picture, shown in Fig. 2.6(a), without consideration
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Fig. 2.6 Schematic of
electronic structures of
SWNTs in (a) the
one-electron picture without
Coulomb interactions and
(b) the exciton picture with
Coulomb interactions

of Coulomb interactions, the resonance features of the optical spectra are attributed
to the sharp electronic states corresponding to the 1D von-Hove singularity. In con-
trast, Ando theoretically pointed out that the Coulomb interaction between the elec-
tron and hole pair is greatly enhanced in the 1-nm cylindrical structure and, in fact,
that the Coulomb interaction affects the optical spectrum of SWNTs [11], as de-
scribed in the next section.

2.1.5 Exciton State in Carbon Nanotubes

The attractive Coulomb interaction between the optically excited electron and hole
pair plays an important role in understanding the optically excited states in the solid.
When the electron and hole are strongly confined in the 1D system such as the
SWNTs with only 1 nm diameter, the attractive Coulomb interaction between the
electron and hole is much enhanced in comparison with 3D bulk materials. The en-
hanced Coulomb interactions in 1D SWNTs lead to the formation of tightly bound
electron-hole pairs, i.e., “excitons”, analogous to a hydrogen-like state in the solid,
as shown in Fig. 2.6(b) [11–17]. The exciton has the series of energy structure, as
similar to the hydrogen atom, n = 1,2,3, . . . , where n is the quantum number. The
energy position of n = ∞ corresponds to the free electron and hole pair energy,
i.e. band gap energy Eg . The stable energy due to formation of the exciton corre-
sponds to the energy difference between n = 1, and n = ∞, which is defined as the
exciton binding energy. The exciton binding energy in the typical bulk compound
semiconductor ranges from a few to several-tenth meV.

Following theoretical studies [9–15], the optical experiments were carried out to
reveal the excitons in the SWNTs. The simple tight-binding calculation without con-
sidering the Coulomb interaction predicts that the energy ratio of E22/E11 should
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Fig. 2.7 (a)–(d)
Configuration of an
electron-hole pair forming the
exciton state

be factor of 2, however it has been well known that the experimentally obtained
E22/E11 were deviated from the factor 2. This is called as “ratio problem”, which
suggests the existence of “exciton” in the SWNTs. In 2005, more directly, the two-
photon absorption spectroscopy was carried out to determine the exciton binding
energy [18, 19]. The huge exciton binding energy of hundred meV in the SWNTs
was directly evaluated from the energy difference between 1s exciton PL and two-
photon 2p exciton resonance peak [18, 19]. These experimental studies verified the
existence of stable excitons in SWNTs, with huge binding energies on the order of
several hundred meV [18–20]. The larger binding energy than the thermal energy at
room temperature (≈26 meV) indicates that the excitons in the SWNTs are stable
even at room temperature. Moreover, noted that this exciton binding energy of sev-
eral hundred meV in the SWNTs is much larger than that of several-tenth meV in
the compound semiconductors. From these studies, it was found that the observed
PL peak does not originate from free electron-hole pair recombination but instead
from exciton recombination. This stable exciton dominates the optical properties
including the optical dynamics and optical nonlinear response, even at room tem-
perature.

2.1.6 Exciton Structures in Carbon Nanotubes

The one of the most striking features of SWNT electronic states are the two de-
generate band structures at the K and K ′ valleys in momentum space [21]. Many
configurations of the electron and hole forming the exciton are predicted due to
the degeneracy of band structures. Here, the exciton configuration consists of an
electron at the K valley and a hole at the K ′ valley, |K;K ′〉, as shown in Fig. 2.7.
Theoretical studies examining the exciton structure with respect to degenerate Kand
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Table 2.1 Table of exciton
states due to the valley and
spin degeneracy

Spin Valley Degeneracy Selection rule

singlet |K;K(+)〉 1 ◦
|K;K ′〉 1 ×
|K;K(−)〉 1 ×
|K ′;K〉 1 ×

triplet |K;K(+)〉 3 ×
|K;K ′〉 3 ×
|K;K(−)〉 3 ×
|K ′;K〉 3 ×

K ′ valleys [15–17, 21], have indicated multiple exciton states, as shown in Table 2.1
[21]. The exciton states with zero angular momentum, |K;K〉 and |K ′;K ′〉, are split
into bonding and anti-bonding exciton states due to the inter-valley (short-range)
Coulomb interaction. The bonding state is odd parity, and the anti-bonding state is
even parity. Exciton states are further classified by the singlet and triplet nature of
the electron-hole spin configurations. The degree of band degeneracy and spin re-
sults in 16 exciton states, as shown in Table 2.1. The optical transition from only
one exciton state, denoted as |K;K(+)〉, to the ground state is a dipole-allowed
transition (singlet-bright exciton), dictated by the restriction of the optical selection
rule (zero-momentum, singlet state, and odd parity). The other 15 exciton states are
optically forbidden (dark excitons). These exciton structures dominate the optical
properties of SWNTs, such as the exciton dynamics. Thus, the exciton fine struc-
ture, including the energy separation between the bright and dark exciton states,
should be clarified experimentally.

2.2 Novel Excitonic Properties of Carbon Nanotube

2.2.1 Single Carbon Nanotube Spectroscopy for Revealing Exciton
Structures

Figure 2.8 shows the typical macroscopic (ensemble averaged) PL spectrum from
micelle encapsulated SWNTs in D2O solution, indicated by the black line. The
many PL peaks arising from various types of SWNTs with different chirarities
(n,m) are observed in the ensemble averaged PL spectrum. The optically excited
electron-hole pair in SWNTs forms the exciton state due to strong Coulomb inter-
action described in Sect. 2.1, and recombination of exciton is the origin of the PL
signals in the SWNTs. The shape of ensemble averaged PL spectrum shows the
near Gaussian function, which means that each SWNT with same chiral indices
is in the different environment (local strain, dielectric constant, and . . . ). The op-
tical transition (absorption and PL) of each SWNT is affected from the Gaussian
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Fig. 2.8 Ensemble-averaged
PL spectrum (black solid line)
and PL spectrum of a single
SWNT (gray solid line)

distributed inhomogeneous environment, causes fluctuation of the transition energy
and broadens the optical spectrum. The PL broadening arising from the different
environment is called as “inhomogeneous broadening”, which covers the intrinsic
optical properties of SWNTs. In contrast, the effect of the inhomogeneous broaden-
ing is eliminated in the PL spectra from a single SWNT. The sophisticated optical
spectroscopic technique, called as a single carbon nanotube spectroscopy, enables
us to reveal the exciton fine structures [22–26]. Figure 2.8 also shows the PL spec-
trum from a single SWNT, and the PL of a single SWNT shows very clear single
peak and very narrow linewidth, which provide us the fruitful information on the
excitonic properties of SWNT.

The samples used for single SWNT spectroscopy were isolated SWNTs synthe-
sized on patterned Si substrates by an alcohol catalytic chemical vapor deposition
method [27]. The Si substrates were patterned with parallel grooves typically from
300 nm to a few µm in width and 500 nm in depth using an electron-beam lithog-
raphy technique. The isolated SWNTs grow from one side toward the opposite side
of the groove. We prepared several SWNT samples by changing the growth temper-
ature (650–850 °C) and time (30 sec–10 min). The average number density of iso-
lated SWNTs in the sample is 0.1–1 µm−2. Single SWNT PL measurements were
carried out from 300 (room temperature) to 5 K using a home-built variable tem-
perature confocal microscope setup. The SWNT samples mounted on a stage were
excited with a continuous-wave He-Ne, and femtosecond pulsed Ti:Al2O3 laser, and
the laser beam was focused on the sample surface through a microscope objective
(NA 0.8). The PL signal from SWNTs was spectrally dispersed by a 30-cm spec-
trometer equipped with a liquid-nitrogen (LN2)-cooled InGaAs photodiode array
(spectral range: 0.78–1.38 eV), and CCD camera (>1.22 eV). The spectral resolu-
tion of the system was typically less than 0.7 meV. We also obtained PL images of
the luminescent SWNTs on the sample, using a Si avalanche photodiode or electron
multiple (EM) CCD camera.

Figure 2.9 shows a typical PL image of isolated semiconducting SWNTs at room
temperature. The monitored PL energy range is typically between 1.18 and 1.37 eV.
Several spatially isolated bright spots can be observed in the 3D image. Each bright
spot represents the PL signal from a single luminescent SWNT because the PL
spectrum obtained just on each bright spot has only a single PL peak [26].
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Fig. 2.9 Three-dimensional
plots of the PL image of a
SWNT at room temperature

2.2.2 Singlet-Bright and -Dark Exciton Revealed by Magneto-PL
Spectroscopy

Magneto optical spectroscopy is a versatile tool in order to study the exciton struc-
tures [28–33]. Here, we described low temperature magneto-PL spectroscopy of
single SWNT to study the singlet exciton structures with odd |K;K(+)〉 and even
|K;K(−)〉 parity due to the inter-valley Coulomb interaction [32]. In the magneto-
PL measurements of a 1D SWNTs, relative angle relationship between the nan-
otube and magnetic field (magnetic flux) should be characterized. Magneto-PL spec-
troscopy was carried out under Voigt and Faraday geometry. In the Voigt geometry,
in which laser light propagates perpendicular to the magnetic field, we can investi-
gate the effect of the magnetic flux threading the nanotube axis, while in the Faraday
geometry, in which the laser propagates parallel to the field, the magnetic flux is per-
pendicular to the tube axis.

Figure 2.10(a) shows the normalized PL spectra of a single (9,4) carbon nanotube
under a magnetic field in the Voigt geometry, where the relative angle α between the
tube axis and magnetic field is ≈9°. A single and sharp PL spectrum arising from
bright exciton recombination is observed at zero magnetic field, and the shape of
PL spectrum from a single SWNT is approximated by a Lorentzian function, re-
flects homogeneous broadening [34–36]. This single and sharp spectrum of a single
carbon nanotube enables us to observe the spectral changes in detail, even under a
magnetic field of several T. An additional peak is clearly observed below the bright
exciton peak with an increasing field in Fig. 2.10(a). These PL spectra are fit well by
summation of two Lorentzian functions and the energy positions of the two peaks
can be evaluated accurately. The lower energy peak shows a redshift and the in-
tensity relative to the higher peak increases with the magnetic field. In contrast,
Fig. 2.10(b) shows the results of similar experiments on a single (9,5) nanotube per-
formed in the Faraday geometry, where the magnetic flux is perpendicular to the
nanotube axis. No spectral splitting induced by the magnetic field is observed in the
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Fig. 2.10 Low temperature
of PL spectra of single
SWNT under a magnetic
field; (a) Voigt (B//z) and
(b) Faraday (B//z)
configurations (Reprinted
with permission from [32].
Copyright, American
Physical Society)

Faraday geometry, even under a magnetic field of 7 T. Note that the splitting of the
PL peak occurs due to the magnetic flux parallel to the nanotube axis.

Here, we discuss the experimentally observed change of PL spectrum induced by
the magnetic flux in a single carbon nanotube. The effective magnetic flux thread-
ing the nanotube is experimentally evaluated as φ = πd2/4 × B cosα, where d is
the nanotube diameter and B is the strength of the magnetic field. According to
the theoretical calculation by Ajiki and Ando [37], the degenerated band-gaps in
semiconducting carbon nanotubes at the K and K ′ valleys are lifted due to the
Aharonov-Bohm effect. The split between the two states, ΔAB , is described by

ΔAB = 6Egφ/φ0 (φ/φ0 < 1/6), (2.4)

where φ0 = ch/e is the magnetic quantum and Eg is the band-gap energy of the car-
bon nanotubes. In the excitonic picture with consideration of Coulomb interactions,
two degenerated valleys create four singlet exciton states, |K;K〉, |K;K ′〉, |K ′;K〉,
|K ′;K ′〉, where |K;K〉 means that the exciton consists of an electron (hole) in the K

(K) valley [21]. Moreover, the singlet exciton states with zero angular momentum,
|K;K〉 and |K ′;K ′〉, split into the bonding |K;K(+)〉 exciton state with odd parity
and antibonding |K;K(−)〉 exciton states with even parity due to the short-range
Coulomb interaction. The optical transition from |K;K(+)〉 (|K;K(−)〉) exciton
to the ground state is dipole allowed (forbidden) and |K;K(+)〉 (|K;K(−)〉) exci-
ton becomes bright (dark) state [21]. When the magnetic flux threads the nanotube
axis, the exciton states at the K and K ′ valleys become independent of each other,
and the singlet dark state with even parity gradually brightens as the magnetic field
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Fig. 2.11 (a) Splitting of PL
peak as a function of
magnetic field under Voigt
configuration. (b) Schematic
of exciton states including
single bright and dark exciton
states. Splitting energy
between these states is
defined as Δbd (Reprinted
with permission from [32].
Copyright, American
Physical Society)

is increased. Using Eq. (2.4), the energy difference Δbd(B) between the bright and
dark exciton states under magnetic field B can be described by

ΔAB(B) =
√

Δ2
bd + Δ2

AB, (2.5)

where Δbd is the energy splitting at zero magnetic field [21].
Figure 2.11(a) shows the bright and dark exciton energies estimated from the

Lorentzian spectra fitting procedure as a function of magnetic field. For the eval-
uation of Δbd , we assumed that the Aharonov-Bohm splitting is proportional to
the magnetic flux, that is, ΔAB = μφ, where μ is a constant [21]. Figure 2.11(a)
shows the experimentally observed splitting values and the theoretical curve based
on Eq. (2.5) where Δbd and μ are fitting parameters. The theoretically calculated
curves reproduce the experimental results well. Here the value of Δbd is about
5.5 meV under zero magnetic field and the parameter μ is 1.14 meV/T nm2 [32].
This result indicates that the singlet dark exciton state exists about 5.5 meV below
the singlet bright exciton state in the (9,4) SWNT. The Aharonov-Bohm splitting of
SWNTs with various chiral indices were experimentally observed [32]. We found
that the singlet dark exciton states always lie at the lower energy side of singlet-
bright exciton on order of a few meV, and its energy splitting strongly depends on
the tube diameter.
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Fig. 2.12 (a) PLE contour
map of a single (9,4) carbon
nanotube. The arrow shows
the weak satellite PL peak far
below the bright exciton PL
peak. (b) Temperature-
dependent PLspectra of a
single (7,5) carbon nanotube.
The inset shows the
temperature dependence of
the PL intensity ratio of the
satellite peak to the bright
exciton peak.PL spectra of
single SWNT with different
chiral index (n,m) (Reprinted
with permission from [43].
Copyright, American
Physical Society)

2.2.3 Triplet and K-Momentum Dark Exciton States

Recently, satellite PL peaks have been experimentally observed, with much lower
energies than the singlet bright exciton peak [38–42]. Since the lower exciton states
have considerable influence on the optical properties of carbon nanotubes, the origin
of the low-energy PL peaks has been a matter of intense debate. Here we describe the
low energy PL peaks arising from the triplet and K-momentum dark exciton states
in SWNTs [43]. Figure 2.12(a) shows a typical contour map of PLE for a single
(9,4) carbon nanotube with E11 singlet bright exciton peak at room temperature.

A sharp PL spectrum of a single SWNT provides a clear feature of the low-energy
PL band below the singlet bright exciton peak. We can observe a weak low-energy
PL peak ≈130 meV below the singlet bright exciton peak as indicated by the arrow
in Fig. 2.12(a), arising from the same (9,4) nanotube.

Figure 2.12(b) shows the temperature dependence of PL spectra of a single (7,5)
carbon nanotube, where each PL spectrum was normalized by the bright exciton
peak intensity. With decreasing temperature, the PL intensity of the weak low-
energy peak decreases. The ratio of the weak low-energy PL peak to the bright
exciton peak is shown in the inset of Fig. 2.12(b) as a function of temperature.
The characteristics behavior of decrease of this ratio with decreasing temperature
shows that the low-energy PL peak does not come from the lower dark exciton
states because the exciton population in the lower exciton states should increase and
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Fig. 2.13 (a) and (b) PL
spectra of single (6,5) and
(7,6) carbon nanotubes,
respectively. The arrows
indicate the weak low-energy
peaks. (c) Tube-diameter
dependence of the energy
separation between the bright
exciton peak and the weak
low energy peak (Reprinted
with permission from [43].
Copyright, American
Physical Society)

PL intensity is expected to increase at lower temperature. To evaluate the experi-
mental data, we assumed that the low-energy peak is the phonon sideband of the
K-momentum dark exciton states (|K;K ′〉), emitting an in-plane TO (iTO) phonon
at K-point [39, 40]. The temperature dependence of the PL intensity ratio of the
phonon sideband Iphonon to the bright exciton state Ibright can be expressed as the
product of the Boltzmann factor and the probability of emitting a phonon, i.e.,

Iphonon

Ibright

∝ exp

(
ΔK

kBT

)
× (nph + 1), (2.6)

where ΔK is the energy separation between the K-momentum dark and the bright
exciton states, nph = 1/[exp(Δph/kBT ) − 1] is the phonon occupation number,
and Δph is the phonon energy. The solid curve in the inset of Fig. 2.12(b) shows
the calculated result from Eq. (2.6) using ΔK = 40 meV and Δph = 170 meV and
reproduces the experimental data well. These values are consistent with theoretical
[14] and experimental studies [40, 44] on the phonon-mediated absorption peak
≈200 meV (≈ΔK + Δph) above the bright exciton peak due to the K-momentum
excitons. This result shows that the temperature dependence of the weak low-energy
PL peak can be explained by considering the phonon sideband of the K-momentum
dark exciton states.

We investigated the low-energy PL peak for many single carbon nanotubes with
different chiralities shown in Figs. 2.13(a) and (b). In Fig. 2.13(c), we plotted the
energy separation, Δ1, between the weak low-energy PL peak and the bright exciton
PL peak as a function of the tube diameter. Although some of the data are slightly
scattered even in the same-chirality tubes, this result indicates that Δ1 = Δph −ΔK

is about 130 meV and almost independent of the tube diameter. This is consistent
with the considerations of the phonon sideband discussed above because the energy
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Fig. 2.14 (a) PL spectra of a
single (12,1) carbon nanotube
before and after pulsed-laser
irradiation. (b) Temperature
dependence of PL spectra of a
single (8,7) carbon nanotube
after pulsed-laser irradiation
(Reprinted with permission
from [43]. Copyright,
American Physical Society)

of the iTO phonon mode, Δph, is dominant in Δ1, and almost independent of the
tube diameter within the diameter range shown in Fig. 2.13(c). The both the temper-
ature and diameter dependences of the weak low-energy PL peak strongly indicate
that it arises from the phonon sideband of the K-momentum dark exciton states.
Therefore, from these results, it was found that K-momentum dark exciton states
lie above the singlet-bright exciton states above 40 meV.

Here, we also investigated the effect of the pulsed-laser irradiation to single car-
bon nanotubes, since the strong pulsed-laser irradiation has been reported to induce
the appearance of a low-energy PL peak [41, 43]. We irradiated the femtosecond
pulsed-laser with 735-nm wavelength and ≈2 mW to single carbon nanotubes. Fig-
ure 2.14(a) shows PL spectra of a single (12,1) carbon nanotube before/after the
pulse irradiation, respectively. Additional satellite PL peak appears 70 meV below
the bright exciton peak. Moreover, we also observed the weak phonon sideband
simultaneously discussed above 130 meV below the bright peak.

Figure 2.15(b) shows temperature dependence of the PL spectra for an (8,7) car-
bon nanotube after pulsed-laser irradiation. As temperature decreases, we observed
that the intensity of the low-energy PL peak induced by the laser irradiation in-
creases, in contrast with the phonon sideband at 0.87 eV, which decreases at low
temperatures. This result clearly shows that the origin of the laser-induced PL peak
is completely different from the phonon sideband of the K-momentum dark exciton
states and that some light-emitting states lie at much lower energies than the singlet
bright exciton state.



48 K. Matsuda

Fig. 2.15 (a) and (b) PL
spectra of single (7,5) and
(9,4) carbon nanotubes,
respectively, before and after
laser irradiation.
(c) Tube-diameter
dependence of the energy
separation between the bright
exciton and the strong
low-energy peak induced by
the laser irradiation. The
curve shows a fit with the
splitting energy proportional
to 1/d2 (Reprinted with
permission from [43].
Copyright, American
Physical Society)

We investigated the laser-induced low-energy PL peak for many carbon nan-
otubes, as typically shown in Figs. 2.15(a) and (b), and plotted the separation en-
ergy Δ2 between the bright exciton peak and the laser-induced peak in Fig. 2.15(c).
The experimental results show that Δ2 strongly depends on the tube diameter, with
a smaller-diameter tube having a larger Δ2. We fit the data to Δ2 = A/d2, where
A is a coefficient and d is the tube diameter, as shown in Fig. 2.15(c), which re-
produces the experimental results with A ≈ 70 meV nm2. Capaz et al. theoretically
predicted that the tube-diameter dependence of the splitting energy between the sin-
glet and triplet exciton states is proportional to 1/d2 because of the tube-diameter-
dependent exchange interaction [45, 46]. The calculated proportionality coefficient
is ≈40 meV nm2 for the micelle-wrapped SWNTs with a relative dielectric constant,
ε, of ≈3 [47]. However, the value of proportionality coefficient (A ≈ 70 meV nm2)
can be well accounted with consideration of smaller dielectric constant ε ≈ 1.8 in
this air-suspended SWNTs. This suggests that the origin of the laser-induced low-
energy PL peak is the triplet dark exciton states. Although the spin-orbit interaction
is small in carbon nanotubes and graphene due to a small mass of the carbon atoms,
a recent theoretical study showed that impurities on graphene lead to a large in-
crease of the spin-orbit coupling [48–50]. Therefore, we believe that defects created
by the laser irradiation, or any impurities trapped by the defects, would result in an
increase in the spin-orbit coupling, leading to the spin-flip process and PL from the
triplet exciton states.
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Fig. 2.16 PLE contour maps
of (a) nondoped
CoMoCAT-PFO nanotubes,
(b) CoMoCAT-PFO
nanotubes doped with
F4TCNQ solutions. The
dotted circles show the E11
bright excitons and the solid
circles show the new PL
peaks due to hole doping.
(c) The normalized PL
spectra of the nondoped and
doped CoMoCAT-PFO
nanotubes [from (a) and (b),
respectively] at the excitation
photon energy of 1.9 eV. The
doping-induced new PL peaks
of (7,5) and (7,6) nanotubes
are indicated by the solid and
open arrows, respectively
(Reprinted with permission
from [51]. Copyright,
American Physical Society)

2.2.4 Exciton-Complex in Carbon Nanotubes

Despite the importance of many particle bound states such as exciton-exciton or
exciton-electron (hole) complexes, the many particle bound states in carbon nan-
otubes are not yet fully understood. Here, we describe the many-particle bound
states (exciton-complex) in hole-doped single-walled carbon nanotubes [51]. Fig-
ure 2.16(a) shows a contour map of PLE for non-carrier doped CoMoCAT nanotube
dispersed by poly[9,9-dioctylfluorenyl-2,7-diyl] (CoMoCAT-PFO) in a toluene so-
lution, which included many (7,5) nanotubes and a small amount of (7,6) nanotubes
[52]. The dotted circles in Fig. 2.16(a) indicate the PL of the E11 singlet bright
excitons in the (7,5) and (7,6) nanotubes. The side peak indicated by the arrow in
Fig. 2.16(a) is the phonon sideband of the K-momentum dark excitons in (7,5)
carbon nanotubes as described in 3-3. Figure 2.16(b) shows the PLE map after
a p-type (hole) doping with 2,3,5,6-tetrafluoro-7,7,8,8-tetracyanoquinodimethane
(F4TCNQ). At the lower energy side of singlet exciton peak, new PL peaks appears,
as indicated by the solid circles in Fig. 2.16(b). These PL peaks are clearly asso-
ciated with (7,5) and (7,6) carbon nanotubes. Figure 2.16(c) shows the normalized
PL spectra of the non-doped and doped CoMoCAT-PFO nanotubes (Figs. 2.16(a)
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Fig. 2.17 (a) The
hole-doping dependence of
the absorption spectra of
CoMoCAT-PFO nanotubes.
The inset shows an enlarged
view of the lower-energy
region where the new peaks
appear. The new peaks
indicated by the arrows A and
B are associated with (7,5)
and (7,6) nanotubes,
respectively. (b) The
hole-doping dependence of
the absorption intensity of the
E11 bright excitons (left axis)
and the new peak (right axis)
of (7,5) carbon nanotubes
(Reprinted with permission
from [51]. Copyright,
American Physical Society)

and (b), respectively) at the excitation photon energy of 1.9 eV. The doping-induced
new PL peaks are indicated by the arrows in Fig. 2.16(c).

Figure 2.17(a) shows the absorption spectra of CoMoCAT-PFO nanotubes with
F4TCNQ solutions added. The inset shows an enlarged view of the low-energy side.
With increasing F4TCNQ concentration, the new absorption peaks appears as in-
dicated by the arrows A and B in Fig. 2.17(a). Compared with the new PL peaks
observed in Fig. 2.17(a), we found that the absorption peaks A and B are asso-
ciated with (7,5) and (7,6) nanotubes, respectively. Figure 2.17(b) shows the nor-
malized absorption intensity of the singlet bright exciton peak (left axis) and the
new peak (right axis) of (7,5) carbon nanotubes as a function of F4TCNQ con-
centration. While the absorption intensity of the bright exciton decreases due to
the hole-doping [53], the absorbance of the new state increases. In the same way,
we also performed hole-doping to HiPco-PFO nanotubes by adding F4TCNQ and
HiPco-SDBS (SDBS: sodium dodecylbenzene sulfonate) nanotubes by adding AB
(4-amino-1,1-azobenzene-3,4-disulphonic acid) solutions. Note that we observed
the appearance of the same new PL and absorption peaks in the SWNTs samples
with using different dispersing agents and dopant molecules. These results indicate



2 Novel Excitonic Properties of Carbon Nanotube 51

Fig. 2.18 Tube diameter d dependence of the energy separation between the bright exciton state
and the new state observed in PL and absorption spectra. The green numbers show the value of
2n + m for (n,m) nanotubes. The calculated solid curve shows the sum of the exchange splitting
of 70/d2 meV and the trion binding energy of 60/d meV. Inset shows the schematic of the energy
levels of the singlet and triplet excitons (XS and XT ) and the trions (X+). A free hole is denoted
as h+ (Reprinted with permission from [51]. Copyright, American Physical Society)

that the new PL peak observed in hole-doped carbon nanotubes is independent of
the dopant species, and that the new state exhibits intrinsic properties of hole-doped
carbon nanotubes, rather than any chemical complex with a specific dopant.

Figure 2.18 shows the tube-diameter dependence of the energy separation Δ be-
tween the bright exciton state and the new state observed in the PL and absorption
spectra. The energy separation depends strongly on the tube diameter, but not on
the species of dopants. The value of Δ is about 130 meV for 1-nm diameter. This
diameter dependence of the new peak is completely different from the phonon side-
band of the K-momentum dark excitons or the luminescence of triplet excitons, as
described in Sects. 2.2 and 2.3. The new PL and absorption peaks appear with very
small Stokes shifts. In Fig. 2.18, we also show the value of 2n+m for each chirality
with the HiPco-SDS data, where (n,m) is the chiral index. The HiPco-SDS data
show clear family patterns, which are well-known optical characteristics of carbon
nanotubes, similar to the exciton binding energy [46]. This result confirmed that
the new state arises from the intrinsic properties of carrier-doped carbon nanotubes,
rather than specific dopants.

Here, we consider the origin of the intrinsic low-energy PL and absorption peaks.
Theoretical calculations have shown that stable trions (charged excitons) can exist
in carbon nanotubes [54–56]. A trion binding energy is defined as the energy re-
quired for dissociating a trion into a free hole and an exciton. The calculated trion
binding energy in carbon nanotubes for dielectric constant of 3.5 is about 40/d meV,



52 K. Matsuda

where d is the tube diameter (n,m), and is much larger than that in other II–VI or
III–V compound semiconductors. It means that trions in carbon nanotubes are de-
tectable even at room temperature [51, 57]. Thus, we assign the new state below
the singlet excitons in hole-doped carbon nanotubes to trions, which have not been
experimentally reported in carbon nanotubes so far [53].

The energy separation between the bright excitons and trions observed in our ex-
periments for 1-nm-diameter tube was about 130 meV, which is very large value. We
attribute the extremely large energy separation to the electron-hole exchange inter-
action originating from the short-range Coulomb interaction in carbon nanotubes,
which has not been considered in the previous trion calculations [50]. The exci-
tons in carbon nanotubes have large singlet-triplet splitting as much as several tens
of meV, as described in Sects. 2.2 and 2.3. This is because the strong exchange in-
teraction between an electron and a hole in carbon nanotubes significantly lifts up
the energy level of the singlet bright exciton state. Thus, the trion binding energy
corresponds to the energy separation between the trion states and the lowest triplet
exciton states, as shown in the inset of Fig. 2.18. Assuming the trion binding energy
of ≈60/d meV and the singlet-triplet exciton splitting of 70/d2 meV [43], we show
the energy separation Δ = 70/d2 + 60/d as the solid curve in Fig. 2.18. The solid
curve is in good agreement with the experimental data. Thus, we concluded that the
trion can be stable in hole-doped carbon nanotubes even at room temperature.

2.3 Novel Exciton Dynamics of Carbon Nanotube

2.3.1 Exciton Relaxation Dynamics Between Bright and Dark
State

The exciton dynamics are important issues, which leads to the understanding of
the novel excitonic properties of carbon nanotube. Here, we studied the exciton
relaxation and distribution between the bright and dark states through the magnetic-
and temperature-dependences of the PL spectra of single carbon nanotubes.

Figure 2.19(a) shows the temperature dependence of the magneto-PL spectra for
a (7,5) nanotube in a 7 T field [58]. The two PL peaks from the dark and bright
exciton states are observed, as in Fig. 2.10(a). The PL peak from the dark exciton
state at the lower energy side is more clearly observed at lower temperatures. This
result can be explained by the concentrating of the population in the lower dark
exciton state with decreasing temperature, as the PL intensity can be represented as
the product of the oscillator strength and the population of excitons.

We investigated the exciton population from the PL intensity ratio of the dark
to the bright excitons, Id/Ib . We also checked the magneto-PL spectra at various
excitation laser powers, as shown in Fig. 2.19(b) and confirmed that Id/Ib was in-
dependent of the laser power in our weak excitation conditions in Fig. 2.19(c). Fig-
ure 2.20(a) shows the temperature dependence of Id/Ib at a magnetic field of 7 T for
the (7,5) carbon nanotube shown in Fig. 2.19(a). We therefore concluded that heat-
ing of the nanotubes due to excitation laser could be neglected. While Id/Ib (solid
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Fig. 2.19 (a) Temperature-
dependence of magneto-PL
spectra at 7 T for a single
(7,5) nanotube.
(b) Magneto-PL spectra at
7 T for a (7,6) carbon
nanotube under various
excitation laser powers.
(c) Laser-power dependence
of the PL intensity ratio of the
dark to the bright excitons in
the (b) (Reprinted with
permission from [58].
Copyright, American
Physical Society)

Fig. 2.20 (a) Temperature
dependence of the PL
intensity ratio of the dark to
the bright excitons at 7 T for
the (7,5) nanotube. Solid
circles show experimental
results and the lines indicate
the calculated results for each
Γd/γ0. (b) Temperature
dependence of Γd/γ0
evaluated from (a). Inset:
Schematic of a three-level
model, with the bright and
dark exciton states and a
ground state (Reprinted with
permission from [58].
Copyright, American
Physical Society)

circles) in Fig. 2.19(b) increases with decreasing temperature, it clearly saturates
below 20 K. In a Boltzmann exciton distribution, Id/Ib should diversely increase
toward low temperatures (the thick solid black line in Fig. 2.20(a)) because the exci-
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ton population fully concentrates on the lower dark state. However, the experimental
data do not diverge as rapidly as expected for a Boltzmann distribution.

We consider the transition rates between the bright and dark exciton states at
7 T to understand the experimental results. Inset of Fig. 2.20 shows a schematic
of a three-level model consisting of bright and dark exciton states with a splitting
energy Δbd and a ground state [59]. The lifetimes of the bright and dark excitons
are denoted as 1/Γb and 1/Γd , respectively. The γdown = γ0(n + 1) and γup =
γ0n represent the up and down scattering rate between the bright and dark exciton
states through phonon emission and absorption processes, respectively, where n =
1/[exp(Δbd/kBT )−1] is the phonon occupation number and γ0 is the temperature-
independent scattering rate. The rate equation for the dark exciton population can
be expressed as

dNd

dt
= γdownNb − (γup + Γd)Nd, (2.7)

where Nb and Nd are the populations of the bright and dark exciton states, respec-
tively. In the steady state (dNd/dt = 0), the population ratio of the dark to the bright
exciton state is

Nd

Nb

= exp(Δ/kBT )

1 + Γd

γ0
(exp(Δ/kBT ) − 1)

. (2.8)

This equation indicates that Nd/Nb depends on the term Γd/γ0, the ratio of the
dark exciton lifetime to the thermalization time between the two exciton states. If
the phonon-induced exciton scattering rate γ0 is large enough, the ratio can be ne-
glected (Γd/γ0 → 0) and Nd/Nb simplifies to exp(Δ/kBT ), a Boltzmann distribu-
tion. The thick solid black line in Fig. 2.20 shows the calculated Id/Ib , assuming the
Boltzmann distribution between the bright and dark exciton states. Here, according
to the expression given in Ref. [30], we calculated the relative oscillator strength
of the dark to the bright excitons at 7 T as ≈0.17. The other lines correspond to
the calculated results for each value of Γd/γ0. Below 20 K, the calculated line for
Γd/γ0 = 0.06 ± 0.02 reproduces the experimental data well.

We determined the values of Γd/γ0 for each temperature from the experimen-
tal data, and plotted them as a function of temperature in Fig. 2.20(d). Since γ0 is
temperature-independent, we can determine the temperature dependence of the dark
exciton decay rate Γd , which is dominated by the non-radiative process. The Γd is
almost constant below about 20 K, and becomes large with increasing temperature.
This dependence is similar to the reported bright exciton decay rate [59]. At room
temperature, up to 7 T, we could hardly observe the dark exciton PL peak. There-
fore we concluded that Γd/γ0 is at least larger than 1 at room temperature at 7 T.
A consistent result has been recently reported by using time-resolved spectroscopy
for single nanotubes [60].

Our result suggests that the phonon-induced exciton scattering between the bright
and dark states does not occur rapidly as compared to the dark exciton lifetime. This
means that the excitons are not fully thermalized between the two states. Theory
predicts that the phonon cannot scatter excitons between these two states for ideal
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carbon nanotubes because the bright and dark excitons have odd and even parities,
respectively, and the phonon cannot break the symmetry [61]. Therefore, the slow
phonon-induced exciton scattering between the bright and dark states leading to the
non-Boltzmann distribution can be explained by different parities of the two exciton
states. It means that the phonon-induced exciton scattering time between the bright
and dark exciton states cannot be neglected against the dark exciton lifetime, and
that PL dynamics in carbon nanotubes is under the influence of the non-Boltzmann
exciton distribution between the bright and dark states.

2.3.2 Radiative Lifetime of Bright Exciton States

The exciton spatial coherence volume (length) is defined as the volume from which
the exciton can coherently capture the oscillator strength, and is an important pa-
rameter [62]. The exciton radiative lifetimes and the PL quantum yields (η) are
therefore dominated by the coherence volumes (lengths) [62]. Moreover, the coher-
ence lengths in SWNTs also determine whether the exciton motion can be treated
as diffusive or not. This is directly related to the exciton relaxation mechanism and
nonlinear optical properties. Here, we investigated the exciton radiative lifetimes of
SWNTs using highly isolated SWNT ensembles with high PL quantum yields, and
determined the exciton coherence lengths from the radiative lifetimes.

Figure 2.21(a) shows the absorption spectra of PFO-dispersed SWNTs and
SDBS-dispersed SWNTs. The underlying background in the absorption spectrum
of PFO-dispersed SWNTs is remarkably suppressed compared to that of the SDBS-
dispersed SWNTs, and the absorption peaks are much more pronounced. This in-
dicates that bundled SWNTs, residual impurities, or other amorphous and graphitic
carbons were not included in the PFO-dispersed sample. Figure 2.21(b) shows the
PLE map of PFO-dispersed SWNTs. The absorption spectra and PLE spectra show
that only several types of chiral indices were included in the PFO-dispersed SWNTs
samples. The diameters of SWNTs in the sample estimated from the absorption and
PLE spectra range from ≈0.8 to 1.2 nm.

The η values of SWNTs were determined by comparison with those of the refer-
ence dyes (Styryl-13 and Rhodamine-6G). The η of Styryl-13 was calibrated against
that of Rhodamine-6G in methanol (η = 95 %). In addition to the absorption spec-
trum with very low backgrounds, the small number of peaks enabled us to extract
η of each (n,m) nanotube type in the PFO-dispersed sample. Figure 2.22(a) shows
the absorption spectrum and the reconstructed spectrum based on the observed PLE
spectrum. The reconstructed spectrum is the total of each (n,m) PLE spectrum, with
only the amplitude of the peak varied as a fitting parameter. From the peak heights
obtained in the fitting procedure, we determined the absorbance of each (n,m) peak
at E22. Figure 2.22(b) shows the evaluated ηPL of PFO-dispersed SWNTs as a func-
tion of tube diameter under the E22 resonance excitation conditions in each chiral
index, where the relaxation rates from E22 to E11 were assumed to be independent



56 K. Matsuda

Fig. 2.21 (a) Comparison of
optical absorption spectra of
SWNTs dispersed with SDBS
in D2O and PFO in toluene.
(b) PL excitation map of
PFO-dispersed SWNTs. Inset
shows the PLE spectrum of
(7,5) SWNTs (Reprinted with
permission from [52].
Copyright, American
Physical Society)

of the chirality [63]. We estimated the ηPL to be from ≈0.3 % to ≈1.6 %, depend-
ing on the tube diameter. The relatively smaller diameter nanotubes have larger ηPL

values, reaching ≈1.6 % for (7,5) SWNTs.
We measured the PL lifetimes using the femtosecond excitation correlation

(FEC) method. The FEC method has been successfully applied to a variety of
materials, including SWNTs, to measure the recombination lifetimes of excitons
[64, 65]. In the FEC experiments, the SWNTs were excited with optical pulses from
a Ti:sapphire laser of central wavelength 745 nm, repetition rate 80 MHz, pulse du-
ration ≈150 fs, and spectral width 8 nm. The two beams separated by the delay
time were chopped at 800 and 670 Hz, respectively, and collinearly focused onto
the same spot (≈10 µm). Only the PL signal components modulated at the sum fre-
quency (1470 Hz) were detected as FEC signals with a photomultiplier and a lock-in
amplifier after dispersion of PL by a monochromator. The measurements were car-
ried out under the excitation condition ≈100 µJ/cm2. For a material with efficient
exciton-exciton annihilation processes, FEC signal IC(τ) for the delay time τ can
be expressed as

IC(τ) ∝
∫ ∞

0
N1(t) dt (2.9)
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Fig. 2.22 (a) Optical (open
circles) and decomposed
(solid lines) absorption
spectra of SWNTs with PFO
in toluene using the PLE
spectra of each (n,m) SWNT
around the E22 transition.
The solid line is the
reconstructed absorption
spectrum using PLE spectra
of each (n,m). (b) Measured
PL quantum yields of
PFO-dispersed SWNTs as a
function of tube diameter
(Reprinted with permission
from [52]. Copyright,
American Physical Society)

where N1(t) is the single exciton population decay. Since exciton-exciton annihi-
lation processes occur efficiently in SWNTs [66], we are able to measure the PL
lifetimes of SWNTs using the FEC technique. Detailed discussions on the PL life-
time measurement of SWNTs using FEC technique are presented in Ref. [65].

Figure 2.23(a) shows the FEC signals as a function of delay time for (7,5)
SWNTs. The upward direction on the vertical axis indicates that the FEC sig-
nals have a negative sign. We checked that the FEC decay curves did not change
by the excitation power density in the range from ≈20 to 300 µJ/cm2 [see in in-
set of Fig. 2.23(a)]. The decay curve is closely described by a double exponen-
tial function (solid line) after subtracting the background signals. According to
Eq. (2.9), the exciton population showing double exponential decay as N1(t) =
C exp(−t/τA) + (1 − C) exp(−t/τB)(0 ≤ C ≤ 1, τA < τB) gives the FEC signal
IC(τ) as

IC(τ) ∝ [
CτA exp(−t/τA) + (1 − C)τB exp(−t/τB)

]
(2.10)

where C is the fractional amplitude of the fast decay component. Here, we define the
effective PL lifetime as τPL = CτA + (1−C)τB , and the ratio of the fast component
as YA = CτA/[CτA + (1 − C)τB ]. For (7,5) SWNTs in Fig. 2.23(a), we obtained
YA ≈ 0.7, τA ≈ 45 ps, and τB ≈ 200 ps by the fitting procedure. These are simi-
lar to the recently reported values for single (6,5) SWNTs in surfactant suspension
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Fig. 2.23 (a) The FEC
signals for the (7,5) SWNTs
of the PFO-dispersed sample
measured under 1.66 eV
excitation at ≈100 µJ/cm2.
The solid curve is given by a
double exponential function.
Inset shows the excitation
power dependence of FEC
curves for (8,7) SWNTs from
≈20 to 300 µJ/cm2. (b) The
effective PL lifetimes τPL as
a function of tube diameter in
the PFO-dispersed samples.
Only the τPL for the (9,7)
SWNTs was measured under
1.55 eV excitation to
distinguish the PL signal of
the (9,7) SWNTs from that of
the (8,7) SWNTs (Reprinted
with permission from [52].
Copyright, American
Physical Society)

[67]. The effective PL lifetime τPL is calculated as ≈60 ps for (7,5) SWNTs. Fig-
ure 2.23(b) shows the effective PL lifetimes of PFO-dispersed SWNTs as a function
of tube diameter. SWNTs with small diameters tended to have larger values.

Figure 2.24 shows the experimentally derived radiative lifetimes τR of SWNTs
at room temperature as a function of tube diameter. The τR are calculated from ηPL

in Fig. 2.22(b) and τPL in Fig. 2.23(b) as τR = τPL/ηPL. We found that the evalu-
ated τR are typically ≈3–10 ns, and slightly increase with the tube diameter. From
the obtained radiative lifetime at room temperature, the oscillator strength and the
coherence length Lc of the 1D exciton states in SWNTs can be deduced. Note that
the experimentally observed radiative decay rate τ−1

R does not simply correspond
to that of the bright Kex = 0 exciton τ−1

0 , where Kex is the exciton momentum.
The oscillator strength of Kex = 0 exciton is shared by all states within the finite
homogeneous linewidth Γ (T ) due to the uncertainty of Kex induced by dephasing
process [68], and here we define the oscillator strength reduced by dephasing pro-
cess as Fx . In addition, both the thermalization within each single exciton band, and
the exciton distribution among bright and dark exciton states further reduce the Fx
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Fig. 2.24 (a) Determined
radiative lifetimes τR of
SWNTs as a function of tube
diameter. Inset shows
deduced coherence lengths
Lc as a function of tube
diameter (Reprinted with
permission from [52].
Copyright, American
Physical Society)

to the effective oscillator strength Fx,eff . We can obtain Fx,eff from the measured
τR as

Fx,eff = 2πε0m0�
2c3

τRne2E2
x

, (2.11)

where n is the refractive index (≈1.5 for toluene), m0 is the electron mass, and Ex

is the exciton energy.
The fraction of excitons rS(T ) within Γ (T ) among the thermalized excitons in

the bright exciton band can contribute to radiative recombination. rS(T ) is given by
[68]

rS(T ) =
∫ Δ(T )

0
D(E)e−E/kBT dE

/∫ ∞

0
D(E)e−E/kBT dE, (2.12)

where D(E) is the exciton density of states. For the 1D case, assuming D(E) ∝
1/

√
E, we obtain rS(T ) = erf(

√
Γ/kBT ) ≈ √

Γ/kBT . The T −1/2 dependence of
the radiative decay rate has been observed in the temperature dependence in the
PL measurements [31, 69]. As mentioned above, the exciton distribution between
singlet bright and dark states decreases Fx again by a factor of [17]

rM(T ) = e−δ1kBT
/(

1 + e−Δbd/kBT + 2e−ΔK/kBT
)
, (2.13)

where Δbd and ΔK are the energy differences of the bright exciton and higher
dark excitons measured from the bottom of the lowest singlet dark exciton band,
respectively. Since the relationship between Fx,eff and Fx is expressed as Fx =
r−1
S r−1

M Fx,eff using rS(T ) and rM(T ), we thus determine the oscillator strength Fx

from Fx,eff . Using experimentally obtained values of Δ(T ) ≈ 13 meV for a single
nanotube at room temperature [36], Δbd ≈ 4 meV [32] and ΔK − Δbd ≈ 30 meV
[44], we obtain the factor r−1

S (T )r−1
M (T ) for (7,5) SWNTs.

The Fx contains information on the exciton coherence length. The exciton co-
herence length Lc and the exciton oscillator strength FX are related as Lc =



60 K. Matsuda

FX/f0|φ(0)|2, where f0 is the oscillator strength of a single k-state in the 1D mo-
mentum space, and φ(Ze − Zh) denotes the envelope function of the electron-hole
relative motion. In the 1D case, |φ(0)|2 ≈ 1/aX

√
π , where aX is the exciton Bohr

radius (exciton size). Using the theoretical derived value of aX ≈ 1.5 nm [46] and
evaluating f0 ≈ 5 according to Ref. [70], we evaluate the coherence length of exci-
tons as Lc ≈ 10 nm in (7,5) SWNTs.

Inset in Fig. 2.24 shows the evaluated coherence lengths for various (n,m)
SWNTs. Here, we neglected the diameter dependence of ΔK −Δbd because of their
small contribution. We found that each (n,m) type has similar values of Lc ≈ 10 nm.
These are in good agreement with the calculated values of Lc from the different for-
mula using Γ and the exciton effective mass [71].

From our results, we can comment on the motion of excitons in SWNTs: The
previously observed exciton excursion range of ≈100 nm [72, 73] is determined
by the diffusive motion of the excitons because the Lc ≈ 10 nm is much smaller
than the diffusion length. The Lc also gives the saturation density NS of excitons in
SWNTs as 1/NS ≈ Lc [71]. From Lc ≈ 10 nm, we get NS ≈ 102 excitons/µm and
this value is the upper limit of the exciton density in SWNTs at room temperature,
which leads to the strong optical nonlinearlity of SWNTs. Our experimental deter-
mination of Lc thus provides the further insight of the exciton transport and optical
properties in SWNTs.

2.3.3 Exciton-Exciton Interaction in Carbon Nanotube

In the higher photoexcitation regime, the exciton-exciton interaction and multi-
exciton dynamics appear in single SWNT PL spectra and their linewidths. The
single carbon nanotube PL spectroscopy will provide insights into the exciton-
dephasing and exciton-exciton interactions in a SWNT. Here, we examined the exci-
tation power dependence of PL spectra from spatially isolated single SWNTs using
singe carbon-nanotube PL spectroscopy. In the high excitation regime, the homoge-
neous linewidth broadens nonlinearly with an increase in excitation intensity. Our
observation suggests that the broadening of homogeneous linewidth arises from the
annihilation of excitons through a rapid Auger recombination process.

Figure 2.25(a) shows the temperature dependence of the PL spectra of an iso-
lated SWNT excited with a He-Ne laser. The spectra were measured under lower
excitation conditions (less than ≈100 µW) from 4.7 to 90 K. The PL spectra clearly
narrow when the temperature decreases [74]. As indicated by the circles in the fig-
ure, the spectral lineshapes are well fitted by Lorentzian functions. The linewidth
(full-width at half-maximum, FWHM) of a single SWNT, corresponding to a ho-
mogeneous linewidth is plotted as a function of temperature in Fig. 2.25(b). The
temperature dependence of the linewidth shows almost linear behavior (as indicated
by a solid line) in the range of 5 to 90 K. The inset of Fig. 2.25(b) shows the tem-
perature dependence of the PL peak energy. The energy change from 5 to 90 K
(≈1 meV) is much smaller than that in other compound semiconductor quantum
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Fig. 2.25 (a) Temperature
dependence of PL spectra of a
single SWNT from 4.7 to
90 K excited with He-Ne
laser light. Solid circles
denote the Lorentzian
function fits. (b) Spectral
linewidths (full-width at
half-maximum, FWHM) as a
function of temperature. The
dotted line represents the
spectral resolution. The solid
line indicates almost linear
temperature dependence.
Inset shows the temperature
dependence of the PL peak
energy (Reprinted with
permission from [53].
Copyright, American
Physical Society)

wire (12 meV from 5 to 90 K in GaAs wires) in the weak exciton-phonon coupling
regime [75]. This weak temperature dependence is consistent with the experimental
fact of narrow PL spectra with Lorentzian lineshape in Fig. 2.25(a).

Both the dephasing time and the lifetime of the excitons contribute to homoge-
neous linewidth broadening. The measured PL lifetimes of excitons are considerably
longer (≥20 ps) from 10 to 300 K [64], and this contribution to the linewidth is negli-
gibly small (≤0.01 meV) under lower excitation conditions. Thus, the temperature-
dependent linewidths are determined approximately by the dephasing time of the
exciton due to the exciton-phonon interactions. This linear temperature dependence
implies that the very low energy phonon modes (�kBT ) dominate the exciton-
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Fig. 2.26 (a) Low-
temperature PL spectra
obtained from a typical single
SWNT [assigned chiral
index: (11,4)] at various
excitation intensities for
1.72-eV and 150-fs pulses.
(b) Integrated PL intensity as
a function of the excitation
laser intensity. As indicated
by the dotted line, under weak
excitation conditions, the PL
intensities show almost linear
power dependence. The solid
line corresponds to the fitted
curve (Reprinted with
permission from [53].
Copyright, American
Physical Society)

dephasing. The contributed low energy phonon to the exciton-dephasing is assigned
as the TW (twisting) mode in SWNTs [26]. Based on the homogeneous linewidth,
the exciton-dephasing time is evaluated from 350 fs at 90 K to more than 940 fs at
5 K.

Figure 2.26(a) shows PL spectra obtained from a typical single SWNT [assigned
chiral index: (11,4)] at 30 K and at various excitation intensities of 1.72-eV and
150-fs laser pulses. Each spectrum has a single peak located at 0.941 eV. Even in
the high-excitation region above about 15 pJ per pulse, the PL spectrum shows a
single peak, without a change in the peak energy. Furthermore, additional spectral
structures are not observed in any lower energy regions. Similarly, the PL bands due
to biexcitons (M-line) and inelastic exciton scattering (P-line) are not observed in
this spectral region.

Spectrally integrated PL intensities are plotted as a function of excitation laser in-
tensity in Fig. 2.26(b). In a low excitation region below 10 pJ, the PL intensity grows
almost linearly with excitation intensity (as indicated by a dotted line). Conversely,
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Fig. 2.27 (a) Normalized PL
spectra of a single SWNT on
an expanded energy scale
excited with different
intensities. (b) Homogeneous
linewidths as a function of
excitation intensity. The solid
line corresponds to the fitted
curves considering exciton
annihilation through the
exciton-exciton scattering
process (Reprinted with
permission from [53].
Copyright, American
Physical Society)

in the higher excitation intensity region (>20 pJ), saturation of the PL intensity is
clearly apparent.

We show normalized PL spectra for a single SWNT, excited with different in-
tensities, on an expanded energy scale in Fig. 2.27(a). The spectral linewidth broad-
ens with increasing excitation intensity. The homogeneous linewidth is plotted in
Fig. 2.27(b) as a function of excitation intensity, with the FWHM of the linewidth
broadening nonlinearly. This broadening cannot be explained by laser heating ef-
fects because the nonlinear broadening behavior contradicts the linear temperature
dependence of the linewidth broadening [see Fig. 2.25(b)]. This excitation intensity-
dependent linewidth broadening indicates that the exciton dynamics are strongly
affected by the multiple excitons present in a SWNT.

Under higher excitation conditions, when additional homogeneous linewidth
broadening and saturation of the PL intensity occur, more than one exciton is created
in a SWNT, leading to a remarkable scattering process between excitons. Exciton-
exciton annihilation occurs due to the rapid Auger nonradiative recombination pro-
cess through strong Coulomb interactions [66, 76, 77]. The exciton annihilation rate
(1/τex-ex ) is given by [66]

1/τex-ex = ALN(N − 1), (2.14)
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where A is the exciton annihilation (Auger) constant, L (≈1 µm) the length of the
SWNT, and N the time-averaged exciton number. The exciton number should be
a discrete value. However, the exciton number fluctuates at each single excitation
event. Then, we might consider that the time-averaged exciton number N changes
continuously in the analysis of the time-averaged PL data. Taking the radiative life-
time (τrad > 1 ns) and the nonradiative lifetime, due to the exciton trapping of the
nonradiative centers (τnon-rad ≈ 40 ps) [64] into consideration, the PL intensity IPL

at the excitation power P is described by,

IPL ∝ τ−1
radP/

(
τ−1
rad + τ−1

non-rad + τ−1
ex-ex

)
. (2.15)

The PL intensity saturation at higher excitation regions, as shown in Fig. 2.26(b),
can be explained by the opening of the nonradiative relaxation path due to the
exciton-exciton annihilation. The homogeneous linewidth Γ in Fig. 2.27(b) is de-
termined by both the excitation power independent exciton-phonon interaction term
Γex-ph and the excitation power dependent Auger term Γex-ex(∝ 1/τex-ex),

Γ = Γex-ph + Γex-ex . (2.16)

The homogeneous linewidth broadening at higher excitation regions, as shown in
Fig. 2.27(a), can be explained by the shortening of exciton lifetime due to the Auger
process. The nonlinear behaviors of the PL intensity and the homogeneous linewidth
broadening can be reproduced using Eqs. (2.14)–(2.16) as indicated by the solid
lines in Figs. 2.26(b) and 2.27(b). The time-averaged exciton number N can be
translated from the excitation intensity P at which the PL intensity saturates. The
best fitted curves in Figs. 2.26(b) and 2.27(b) with varying the fitting parameter A

reproduced the experimental results well. Then, the derived exciton-exciton annihi-
lation constant A of 1.6 ps−1 µm is almost consistent with the theoretically calcu-
lated value based on perturbation theory [66]. From this result, it was found that the
multiparticle Auger process occurs very efficiently with an Auger recombination
time estimated at 800 fs for ≈1 µm-long SWNT when two excitons are present in
a SWNT. This very short time constant in comparison to bulk semiconductors, is
characteristics of low-dimensional systems, including SWNTs and is comparable to
the exciton-dephasing time at low temperature. These results indicate that the exci-
ton dephasing is limited under high excitation conditions, not by the exciton-phonon
interactions, but by the exciton-exciton interactions. As discussed above, the non-
radiative Auger recombination process occurs efficiently at about 1 ps order. As a
result, one of the two excitons nonradiatively relaxes in the ground state when two
excitons are present in a SWNT. The exciton-exciton scattering rate in a SWNT is
much higher than in other 1D semiconductors.

2.3.4 Multi-Exciton Generation in Carbon Nanotube

The strong enhancement of Coulomb interaction also would cause the many-body
effects of excitons such as exciton multiplication (or carrier multiplication) process
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Fig. 2.28 Transient
absorption (T/T ) dynamics
under 1.55 eV excitation at
different intensities of 15, 30,
100, and 300 µJ/cm2.
Transient absorption decays
with various excitation
intensities normalized by the
long decay component
t = 10 ps (Reprinted with
permission from [87].
Copyright, American Institute
of Physics)

in SWNTs, where the exciton multiplication (or carrier multiplication) is the produc-
tion process of two or more excitons (electron-hole pairs) by one high-energy photon
well above the lowest exciton transition energy. In addition to the strong Coulomb
interactions between excitons (carriers), the relaxation of momentum conservation
in nanoscale space allows the observation of highly efficient exciton multiplication
phenomena in a variety of nano-structures [78–82]. The achievement of efficient ex-
citon multiplication in semiconductors makes it possible to produce highly efficient
solar cells with conversion efficiencies that exceed the Shockley-Queisser limit of
32 % [83, 84]. Here, we describe exciton multiplication phenomena in CoMoCAT-
SWNTs observed using femtosecond pump-probe spectroscopy.

Figure 2.28 shows the transient absorption decay monitored at E11 exciton ab-
sorption (1.2 eV) excited by 1.55 eV. It is clear that the temporal profile cannot be
described by a single exponential function and that three exponential components
(time constants of ≈1 ps, ≈30 ps, and ≈1 ns) appear. The decay times of ≈30 ps
is consistent with those obtained using transient PL spectroscopy. These decays are
determined by the trapping of excitons at defects of excitons in SWNTs. Hereafter,
we focus on the transient absorption changes of the fast decay components on a pi-
cosecond time scale to clarify the exciton multiplication mechanism and fast Auger
(exciton-exciton annihilation) nonradiative recombination.

Figure 2.28(a) shows the excitation intensity dependence of the transient absorp-
tion decay from 15 to 300 µJ/cm2 under 1.55 eV excitation. The observed signals
correspond to absorption bleaching due to excitons in SWNTs. The decay profiles at
longer delay times (t > 10 ps) does not depend on the excitation intensity. Then, all
the data are normalized at 10 ps delay time, and the normalized signal curves provide
clear information about the excitation intensity-dependence of the exciton popula-
tion dynamics. The fast-decay component (t < 5 ps) grows at increasing excitation
power densities, and this excitation dependent signal above 50 µJ/cm2 comes from
the Auger (exciton-exciton annihilation) process on several picoseconds time-scale
[85, 86].

Figure 2.29 shows the transient absorption dynamics under a weak excitation
density at photon energies of 1.55, 3.10, and 4.65 eV, where all of the decay curves
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Fig. 2.29 Normalized transient absorption decays under the weak excitation regime with different
excitation photon energies black solid line: 4.65 eV, blue broken line: 3.10 eV, and red line: 1.55 eV.
This figure explains how to determine the exciton multiplication efficiency, η, which is calculated
from the ratio of the transient absorption signals at zero delay (Reprinted with permission from
[87]. Copyright, American Institute of Physics)

are normalized for a long time delay (t = 10 ps) [87]. We experimentally confirmed
that in these weak intensity regions, the transient decay dynamics is independent of
the excitation density. The fast-decay component due to Auger recombination does
not appear in the decay curve under 1.55 and 3.10 eV excitation. Note that the decay
dynamics under 4.65 eV excitation is faster than that under 1.55 eV excitation, and
that the lifetime of the fast-decay component under 4.65 eV excitation is the same as
the Auger recombination lifetime under intense 1.55 eV excitation. This experimen-
tal result indicates that Auger recombination occurs under 4.65 eV excitation, even
in the weak-intensity region. Since the transient absorption signals of the Auger
recombination process are a sign that more than two excitons are generated in a
SWNT, we conclude that a single photon with an energy of 4.65 eV produces two
or more excitons under weak excitation conditions, that is, exciton multiplication
occurs in a SWNT [88, 89].

We can evaluate the exciton multiplication quantum efficiency (η), defined as
the average number of excitons produced by one photon excitation, according to
the procedures by Schaller et al. [89]. The T/T signal amplitude is proportional
to the number of excited excitons in the sample. In the ensemble experiment, the
exciton density can be determined from signal amplitudes at zero delay in the time
profiles normalized at a long delay time [89]. The intensity ratio of a/b at zero delay
corresponds to η, where a and b are the amplitudes under 4.65 eV and 1.55 eV
excitation at zero delay, respectively. In our experiment, η is estimated to be about
1.3 (130 %) under 4.65 eV excitation, while η is almost 1 within the experimental
error at 3.10 eV excitation. This indicates that the novel photoelectric conversion
process of exciton multipilation efficiently occurs in the SWNTs.
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2.4 Summary

In this chapter, we described novel excitonic properties of carbon nanotubes re-
vealed by single-nanotube spectroscopy and time-resolved spectroscopy. Due to
the enhanced Coulomb interaction, the optically generated electron-hole pair forms
a strongly bound “exciton” state, analogous to the hydrogen-like state in the
carbon nanotubes. The striking properties of excitons in the carbon nanotube,
such as multiple-exciton states, charged exciton (trion) formation, and exciton-
multiplication were described in this chapter.

Multiple-exciton states, which affect the optical properties of carbon nanotubes,
were attributed to spin degeneracy and the degenerate electronic structure of the K

and K ′ valleys in momentum space. The singlet-bright exciton and -dark exciton,
with a splitting on the order of a few meV, were revealed using the Aharonov-Bohm
effect via low-temperature magneto-PL spectroscopy of a single SWNT. We iden-
tified the K-momentum dark exciton states lying approximately 40 meV above the
singlet-bright exciton state from the temperature and tube-diameter dependences
of the PL spectra of a single SWNT. The PL spectra showed large singlet-triplet
exciton splitting, on the order of 70 meV, following pulsed-laser irradiation. We de-
scribed the first observation of trions (charged excitons), three-particle bound states
consisting of one electron and two holes, in hole-doped carbon nanotubes at room
temperature. The unexpectedly large energy separation between the bright excitons
and the trions is attributed to the strong electron-hole exchange interaction in carbon
nanotubes.

The novel exciton dynamics in carbon nanotubes were revealed. We described
that the very slow exciton relaxation from the bright to the dark state, and exci-
tons are nonequilibriumly distributed between the bright and dark states due to the
different parities of the wave functions. The radiative lifetimes and the 1D exciton
coherence lengths in carbon nanotubes were evaluated. We found that the exciton
coherence lengths in SWNTs are of the order of 10 nm, as deduced from the exper-
imentally obtained radiative lifetimes, and they are about ten times larger than the
exciton Bohr radius along the tube axis. We also observed novel exciton many body
effects such as exciton (carrier) multiplication in carbon nanotubes at room temper-
ature. These novel excitonic properties of carbon nanotube will also facilitate the
future optical application based on carbon nanotubes.
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Chapter 3
Fabrication of Ultrahigh-Density Self-assembled
InAs Quantum Dots by Strain Compensation

Kouichi Akahane

Abstract A fabrication method of semiconductor quantum dots (QDs), which is an
important fundamental technology for realizing high-performance QD optical de-
vices, is discussed in this chapter. In the first section, we introduce self-assembly of
InAs QDs based on the Stranski-Krastanov growth mode. In the second section, we
discuss the fabrication of ultrahigh-density QDs by a strain compensation technique.
Finally, we present applications using the ultrahigh-density QDs, in particular, var-
ious unique properties of a highly stacked InAs QD laser diode.

3.1 Semiconductor Quantum Dot

A semiconductor quantum dot (QD) is a three-dimensional nanoscale structure that
confines electrons and holes. Structures that can restrict the spatial degrees of free-
dom of electrons and other particles are referred to as quantum structures. When
the restricted spatial degrees of freedom are one-dimensional, two-dimensional, and
three-dimensional, the structures are referred to as a quantum well (QW), quan-
tum wire (QWr), and QD, respectively. As shown in Fig. 3.1, the density of states of
these quantum structures—in other words, the number of states at a certain energy—
changes from a parabolic shape for the bulk structure to a step shape (QW), saw-
tooth shape (QWr), or delta function shape (QD). Accordingly, the light absorption
and emission behaviors are considered to change sequentially, which is expected
to induce a change in the optical response. In QDs, the carriers are concentrated
at a certain energy value, theoretically yielding laser diodes (LDs) with extremely
low thresholds. Moreover, the temperature dependence of the threshold current dis-
appears when QDs are used in semiconductor lasers; this characteristic can be at-
tributed to the change in the density of states of QDs. In other words, the density
of states changes continuously in a bulk material or in a QW structure. (The den-
sity of states of a QW changes stepwise at certain energy values but maintains a
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Fig. 3.1 Changes in density of states associated with decreases in structure dimensionality

constant value at others.) Therefore, when the device temperature increases, the in-
jected carriers are redistributed, and the carrier density—which contributes to laser
oscillation—decreases. As a result, new carriers need to be injected for laser oscil-
lation. Therefore, the threshold current required for laser oscillation generally tends
to increase as the temperature increases. On the other hand, a QD laser features a
delta-function-like density of states; therefore, only discrete values are allowed to
represent the carrier energy, even if the carriers attempt to redistribute themselves
when the temperature increases. In other words, carrier redistribution is suppressed.
This suppression maintains the density of carriers associated with a certain energy
value before and after the temperature increases, which suppresses the increase in
the threshold current that would otherwise result from the increase in temperature.
Therefore, we can create a situation in an ideal QD laser in which the threshold
current is completely independent of the temperature [1]. Ideal QDs are certainly
difficult to fabricate and we have not yet produced a laser with a threshold current
that is completely independent of temperature. Nevertheless, among the semicon-
ductor lasers available today, a QD laser has the least temperature dependence on
the threshold current. When we use QDs, we can implement a high-performance
semiconductor laser that does not require a cooling mechanism, whereby the con-
figuration of optical communication systems can be made simple and inexpensive.

Further, there are high expectations for the application of semiconductor QDs
in future technologies such as quantum information processing and quantum com-
munication. As discussed before, QDs have a three-dimensional confinement struc-
ture, and many research groups worldwide are now attempting to perform quantum
information processing by using confined excitons—combined states of electrons
and holes—in this confinement structure and by applying coherent control to the
excitons. Attempts are also underway to apply QDs to interception-free quantum
communication by controlling each of the photons generated by QDs [2]. The ad-
vantage of implementing these processes with semiconductor QDs is that such ad-
vances will enable the production of smaller devices compared to other methods. In
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addition, applying the peculiar interaction of the optical near field is expected to en-
able the fabrication of a new type of photonic device with low power consumption
because the QD size is less than the wavelength of light. In this chapter, we discuss
the fabrication method of semiconductor QDs, which is an important fundamental
technology for realizing high-performance QD optical devices. In the first section,
we introduce a self-assembled QD. In the second section, we discuss the fabrica-
tion of ultrahigh-density QDs. In the third section, we present applications using
ultrahigh-density QDs.

3.1.1 Self-assembled Semiconductor Quantum Dot

Quantum structures, including QDs, can be fabricated by manipulating energy band
gaps in semiconductors. Specifically, by fabricating a structure in which a material
with a larger energy gap surrounds a material with a smaller energy gap, electrons
and holes are confined in the material with the smaller energy gap. However, to
obtain sufficient quantum effects, these structures must be on the order of several
tens of nanometers or even smaller. We require extremely precise techniques to
fabricate arbitrary nanostructures. Recently, advanced semiconductor crystal growth
technology has yielded a mature technology for fabricating semiconductor films at
a precision of 1 nm or less on the basis of molecular beam epitaxy (MBE) and other
techniques. Therefore, we can easily fabricate QWs, the one-dimensional carrier
confinement structure. These QWs can be fabricated by precisely controlling the
growth rate and growth time in semiconductor crystal growth. This technique has
led to the realization of semiconductor lasers that operate at room temperature; these
have been applied to various devices, including those aimed at many applications.

In contrast to the thin-film deposition technology for fabricating QWs, QD fab-
rication is more difficult. Because QDs require a confinement structure in all three
dimensions, we now require a structure fabrication technology that can allow pro-
cesses on the order of several tens of nanometers or less along directions parallel to
the surface. The first attempt at fabricating QDs involved the formation of a QW,
patterning of the well with electron-beam lithography equipment, and etching of the
pattern. However, this top-down method cannot yield high-quality QDs because it
damages the sample during etching; additionally, it cannot yield high-density QDs.
In the early 1990s, a new method of QD fabrication was invented that makes use
of the self-assembling nature of semiconductor crystal growth. In crystal growth
in a lattice-mismatched material system, structures are self-assembled at sizes on
the order of several tens of nanometers along directions parallel to the surface. The
QDs obtained in this manner are referred to as self-assembled QDs [3]. Normally,
in the crystal growth of a lattice-mismatched material system, defects and disloca-
tions are formed to relax the strain energy of the growth film when the film cannot
withstand the lattice strain. (When the lattice mismatch is large, three-dimensional
growth, or the Volmer-Weber growth mode, occurs from the beginning, as shown
in Fig. 3.2(b).) The crystal quality deteriorates because of defects and dislocations,
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Fig. 3.2 Three different
growth modes arise because
of lattice mismatches between
the underlying matrix
material and the epitaxial
layer

so materials with low lattice mismatching are generally selected for semiconductor
crystal growth (that is, layer-by-layer growth, or the Frank-van der Merwe growth
mode, as shown in Fig. 3.2(a), in which the lattice mismatch is small). In contrast,
self-assembled QDs make favorable use of this strain in a lattice-mismatched sys-
tem.

One of the most popular material systems for self-assembled QDs consists of a
combination of GaAs and InAs. In this combination, InAs forms the QDs. GaAs
and InAs have lattice constants of 5.653 Å and 6.058 Å, respectively, and the lattice
mismatch between them is approximately 7 %. When InAs is grown on GaAs, InAs
first grows two-dimensionally and proceeds to three-dimensional growth when the
layer exceeds approximately 1.5 monolayers (MLs; one ML corresponds to half the
lattice constant). This type of growth mode is referred to as the Stranski-Krastanov
mode (S-K mode) and is illustrated in Fig. 3.2(c) [4]. This three-dimensional growth
forms InAs island structures (InAs QDs) on the sample surface, each with a diameter
of approximately several tens of nanometers. When InAs is grown without interrup-
tion, defects and dislocations are formed in the crystal, as discussed earlier, and the
crystal quality deteriorates. However, defects and dislocations do not arise just after
the InAs QDs form; if the growth of InAs is stopped after the appropriate amount of
growth and the sample is embedded in GaAs (or another material with a larger band
gap than InAs), InAs QDs can be successfully produced.

As an example, Fig. 3.3 shows an atomic force microscopy (AFM) image of
self-assembled InAs QDs fabricated on GaAs by MBE in our groups facilities. The
fabrication procedure is as follows. First, the GaAs substrate was thermally cleaned
by holding it in a growth chamber at 610 °C. After cleaning, a 150-nm-thick GaAs
buffer layer was grown at a rate of 1 ML/s at 580 °C. A 2-ML InAs layer was then
grown at 0.04 ML/s to fabricate the self-assembled QDs. In this sample, QDs with
an average diameter of 40 nm, average height of 9 nm, and density of 2.5×1010/cm2

were obtained. The self-assembly method yields high-quality QDs without damage,
as the process is completely vacuum-based; additionally, the obtained QDs exhibit
a higher density than that obtained from top-down fabrication. Diverse applications
using this type of QD are now under development. Among these, their use in optical
communication devices is just a step away from practical application. In particular,
a QD laser in the 1.3 µm band and a QD semiconductor optical amplifier (SOA)
operate at a lower threshold current, depend less on temperature, and offer better
high-speed signal processing performance than lasers and optical amplifiers based
on QWs [5–12].
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Fig. 3.3 AFM image of
self-assembled InAs QDs
grown on GaAs substrate
(500 nm × 500 nm)

3.1.2 Fabrication of Ultrahigh-Density QDs Using
Strain-Compensation Technique

In this section, we discuss the fabrication of high-density self-assembled QDs. In
an LD or SOA, QDs function as the gain medium; therefore, a method of fabri-
cating denser QDs represents a key technology for improving device performance.
However, even when simply considering how to increase the in-plane density, spa-
tial limitations are encountered. For example, assuming that we can fabricate QDs
with a diameter of 20 nm in a closely packed structure (Fig. 3.4), the surface density
is limited to approximately 3 × 1011/cm2. Further, it is difficult to fabricate such a
structure. To achieve a denser QD structure, layers comprising QDs can be stacked.
However, QD fabrication based on the S-K mode uses the strain energy of a lattice-
mismatched material system as the driving force in QD formation. Hence, when the
density of QDs is to be increased by stacking, strain accumulation becomes prob-
lematic. This accumulation may lead to problems such as changes in the size and
shape of the QDs; further, an excessive accumulation of strain generates defects and
dislocations. Therefore, the number of stacked layers is generally limited to 10 or
fewer.

To resolve this problem, we developed a strain compensation method of stacking
that enables the stacking of multilayer QDs. Figure 3.5 shows a schematic diagram
of this method. We used an InP(311)B substrate for fabricating the QDs. We used
InP(311)B because, when InAs is grown on an InP(001) substrate using conven-
tional MBE, quantum wire structures are formed along the [1-10] direction [13, 14].
As shown in Table 3.1, the lattice constant of InP is between that of GaAs or AlAs
and InAs; as a result, various material systems can be grown on an InP substrate. In
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Fig. 3.4 Estimation of density limit when QDs are formed in a closely packed structure

Fig. 3.5 Schematic diagram
of strain compensation

this study, we devised a structure in which InAs QDs fabricated on InP are embed-
ded in InGaAlAs, which has a slightly smaller lattice constant than InP. In this man-
ner, the tensile strain generated in InAs is compensated by the compressive strain in
InGaAlAs, which solves the problem of accumulated strain energy when fabricating
the stacked structure. We determined the conditions for strain compensation using
the following equations:

dQD · εQD = −ds · εs

εQD = (aInAs − aInP)/aInP

εs = (as − aInP)/aInP

where dQD and ds are the film thicknesses of the QD layer and strain compensation
layer, respectively. Further, aInAs, aInP, and as are the lattice constants of the InAs,
InP, and InGaAlAs strain compensation layers, respectively; εQD and εs are the
strain with respect to the InP substrate in the InAs QDs and strain compensation
layer, respectively. The sample was prepared as follows. The InP(311)B substrate
was placed in an MBE growth chamber and thermally cleaned at 500 °C for 10 min



3 Fabrication of Ultrahigh-Density Self-assembled InAs Quantum Dots 77

Table 3.1 Lattice constants
of AlAs, GaAs, InP, and InAs Material AlAs GaAs InP InAs

Lattice constant (Å) 5.661 5.6533 5.8687 6.0583

Fig. 3.6 Comparison of QD shapes associated with stacking: (a) single layer and (b) 20-layer
stack of InAs QDs on InP (1 µm × 1 µm)

to produce a clean surface. Then, a 150-nm-thick lattice-matched InAlAs buffer
layer was grown. Finally, the InAs QDs and InGaAlAs strain-compensation layer
were grown alternately, yielding the stacked structure.

First, to verify the effect of strain compensation, the stacked InAs QD struc-
ture was fabricated on the InP(311)B substrate. To illustrate the shapes associated
with stacking, Fig. 3.6 shows AFM images of single-layer and 20-layer QDs grown
on InP for comparison. Figure 3.7 shows AFM surface images of (a) single-layer,
(b) 30-layer, (c) 100-layer, and (d) 150-layer stacks of InAs QDs grown on the
InP(311)B substrate. We successfully increased the number of stacked QD lay-
ers to 150 without surface morphology degradation by accurately controlling the
strain compensation conditions. Using this method, we can progressively increase
the number of stacked layers as long as the strain compensation condition is satis-
fied. These results clearly indicate that strain compensation plays an important role
in stacking multilayer QDs. Because the QD distribution is more uniform than that
without strain compensation, we may further conclude that this method also sup-
presses the formation of defects and dislocations. It is also known that adding Al
to the strain compensation layers suppresses In surface segregation. Therefore, it is
important to use InGaAlAs, which contains Al, in the intermediate layers in order
to form a uniformly stacked structure of QD layers [15].

Figure 3.8 shows the dependence of the size and density of the QDs on the num-
ber of stacked layers. The diameter, height, and density of the QDs remain almost
constant regardless of the number of stacked layers, which indicates the effective-
ness of the strain compensation method in fabricating a stacked structure. To con-
firm the absence of dislocations, we also observed a sample cross section with scan-
ning transmission electron microscopy (STEM); Fig. 3.9 shows the results. In this
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Fig. 3.7 AFM surface images of (a) single-layer, (b) 30-layer, (c) 100-layer, and (d) 150-layer
stacks of InAs QDs grown on the InP(311)B substrate

sample, 150 layers are stacked with 20-nm InGaAlAs strain compensation layers,
as shown in Fig. 3.7(d). Uniform QDs formed on the sample surface and cross-
sectional STEM measurements did not indicate the formation of dislocations. Thus,
it is clear that the creation of a stacked structure with strain compensation not only
maintains the uniformity of the QDs but also suppresses the formation of disloca-
tions, yielding high-quality QDs. The advantage of fabricating stacked structures
using the strain compensation method is that the number of stacked layers is, in
principle, unlimited as long as the strain compensation condition is satisfied. Hence,
stacking can be repeated many times, enabling the fabrication of extremely dense
QDs. If we can optimize the strain compensation condition, there should be no limit
on the number of stacked layers. We investigated an increased number of layers
and were able to fabricate a 300-layer InAs QD stack, as shown in the AFM im-
age in the inset of Fig. 3.10. The QD arrays are uniform in size, and the surface
morphology is not degraded. The total density of the QDs in this sample was more
than 1.9 × 1013/cm2, which could not have been achieved using conventional QD
self-assembly.
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Fig. 3.8 Dependence of
diameter, height, and density
of QDs on the number of
stacked layers

Fig. 3.9 Cross-sectional
STEM image of a 150-layer
stacked structure. Inset:
Magnified pictures of
vertically aligned QDs

Figure 3.11 shows a two-dimensional fast Fourier transform (2DFFT) of the
AFM image of a 150-layer stack (inset). Sharp sixfold peaks and several higher-
order satellite peaks appear. This indicates that the lateral ordering of the QDs in
this sample is well defined. The symmetry of the 2DFFT shows that the QDs were
formed in a closely packed structure. Although the tendency to form an ordered
structure is based on the properties of the (311)B surface [16, 17], the formation of
the QD array as the number of stacked layers increases is probably due to the re-
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Fig. 3.10 AFM image of
300th layer of InAs stack
(1 µm × 1 µm)

Fig. 3.11 Two-dimensional
fast Fourier transform
(2DFFT) of topographic
image of a stack of 150 InAs
QD layers

distribution of strain after the formation of each strain compensation layer. In other
words, although the strain energy is counterbalanced and prevented from accumu-
lating in the material system as a whole, a nonuniform strain is distributed on the
sample surface after the growth of a strain compensation layer because of variations
in the positions of the embedded QDs. The lattice constant is slightly larger di-
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Fig. 3.12 Stacked 150-layer
structure based on (a) 10-nm
spacer layer and (b) 60-nm
spacer layer (1 µm × 0.5 µm)

rectly above the QDs, yielding dominant sites for the generation of QDs in the next
layer. This phenomenon can also be confirmed in a cross-sectional STEM measure-
ment, which shows that the QDs in the next layer are formed above the QDs of
the lower layer. Because the strain compensation condition is necessarily satisfied,
the lattice constant is slightly smaller at positions other than those directly above
the QDs, compensating for the tensile and compressive strains in the entire system.
With regard to a single QD, it is evident that a QD in a higher layer is formed above
that in the lower layer, continuing the morphology of the first layer. However, the
fact that array formation is promoted as the number of stacking layers increases
indicates that the strain distribution formed on the spacer layer is due to the strain
interactions involving the QDs in the nearby area, as well as the QDs directly be-
low. Thus, the formation of a strain field involving multiple dots is important in the
formation of QD arrays. It is easily deduced that the propagation of the strain field
depends strongly on the thickness of the intermediate layer. In other words, thinner
intermediate layers are more likely to facilitate QD production directly below the
surrounding QDs, so the system will preserve the morphology of the first layer un-
interrupted. Thicker intermediate layers involve an extremely large number of QDs
in the generation of the strain field; therefore, the strain field is averaged, and the QD
array may disappear. Note also that the (311)B substrate surface tends to cause the
formation of QD arrays [16, 17]. This is also considered to lend additional support
to the formation of a QD array structure. These phenomena have been well studied
with respect to the PbSe/PbEuTe material system [18]. To investigate this topic, we
also fabricated samples stacked with 150 layers including 10- or 60-nm strain com-
pensation layers. Figures 3.12(a) and (b) show AFM images of the samples with
the 10- and 60-nm strain compensation layers, respectively. As expected, the array
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Fig. 3.13 PL spectrum of a
150-layer stacked structure

structure eventually dissipates with both thick and thin strain compensation layers.
Thus, controlling the film thickness of the strain compensation layer is clearly an
important element of QD array formation. As discussed at the outset, QDs have dis-
crete energy levels with a delta-function-like density of states. Because the energy
can be manipulated, QDs are sometimes likened to artificial atoms. By fabricating
a three-dimensional array structure of QDs based on stacked QDs, we can obtain
an array structure of artificial atoms—in other words, artificial crystals. Here, we
consider that the following three factors will be of particular importance: stacking
based on strain compensation, QD array formation based on thickness control of the
intermediate layers, and control of coupled states between the QD layers.

Next, we discuss the optical properties of the stacked QDs. Strain compensation
layers of 20 nm were used, and the photoluminescence (PL) of a sample consist-
ing of 150 stacked layers was measured at room temperature. To excite the sample,
the 532-nm second harmonic of a diode-pumped Nd:YVO-laser was used. A 250-
mm monochromator and an electrically cooled PbS photodetector were used for
spectroscopy and detection of the emitted light, respectively. Figure 3.13 shows the
measurement results. The figure shows strong emission even at room temperature.
These results also demonstrate the effectiveness of dislocation suppression by strain
compensation and emission intensity enhancement due to the increased density. The
PL spectrum has a main peak near approximately 1.5 µm and a shoulder structure on
the higher-energy side. A simple calculation of quantum levels indicates that these
peaks agree with the energy levels of the ground state, first excited state, and sec-
ond excited state of the QDs. The corresponding values are indicated in the figure.
The full width at half-maximum (FWHM) value of the ground state is approxi-
mately 40 meV. The emission wavelength of this sample corresponds to that used
in fiber optic communication, and this material can be expected to be applied in
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QD lasers and SOAs. The density of QDs is particularly important in these appli-
cations because it is the source of the gain. Thus, the technology used to fabricate
high-density QDs in the present study has the potential to significantly improve the
performance of conventional semiconductor devices. Further, InAs QDs on GaAs
are subject to large compressive stress caused by the GaAs, resulting in the forma-
tion of a large band gap and a problematic restriction of emission to the 1-µm band.
However, because the InP substrate has a larger lattice constant than GaAs, the com-
pressive stress applied to InAs on an InP substrate is smaller; accordingly, we have
obtained emission from the InAs QDs at the fiber optic communication wavelength.
These emission characteristics can be modified by changing the volume of the InAs
QDs and the barrier heights of the intermediate layers. If we combine QDs with
various emission wavelengths and increase the density while satisfying the strain
compensation condition, we believe it will be possible to produce SOAs with higher
efficiency and broader bandwidth than those available with current products.

3.1.3 Applications Using Ultrahigh-Density QDs

Semiconductor QDs grown by self-assembly techniques in the S-K mode are ex-
pected to be used in high-performance optical devices such as QD lasers. There has
been great deal of research into the development of high-performance QD lasers
with characteristics such as low threshold current, temperature stability, high mod-
ulation bandwidth, and low chirp [1, 6–12, 19]. The problem with such devices is
that the low number of QDs on the surface (i.e., the low surface density) causes un-
desirable excited-state lasing at high currents or high temperatures [6, 7, 19]. This
problem can be overcome by increasing the surface density, which can be achieved
by fabricating a stacked QD structure. However, in the usual stacking technique, the
accumulation of strain is a problem because it limits the number of layers that can
be stacked. It is difficult to overcome this problem in self-assembled QDs because
strain is the main driving force for the formation of three-dimensional islands in the
S-K growth mode. Therefore, the number of stacked layers in a QD laser is usually
less than 10. Furthermore, Ishida et al. reported that the actual QD surface density
required for high-speed direct modulation of a QD laser should be high [10].

Section 2 presented a growth technique of stacked QD layers in which InAs
QDs are grown on an InP(311)B substrate under a strain compensation scheme, and
spacer layers having a slightly smaller lattice constant than the substrate are used
to embed the QD layers. Using this method, we successfully stacked 300 InAs QD
layers without degradation of the QD quality, and we believe that there is no limit
on the number of QD layers that can be stacked [20, 21]. This means that we can
optimize the number of QD layers depending on the application. In this section,
we describe the fabrication of a QD laser consisting of highly stacked QD layers
using our strain compensation technique. The fabricated laser in this work had a
stacked InAs QD structure containing up to 30 layers, and it showed ground-state
laser emissions of around 1.55 µm, which is suitable for fiber optic communications
systems.
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All samples were also fabricated using conventional solid-source MBE. We
fabricated the QD stacked structures on an InP(311)B substrate. In stacked
In(Ga)As/GaAs QD structures, which are commonly used to fabricate QD lasers,
the strain generated by QD growth cannot be compensated for completely after the
growth of the GaAs spacer layer because the lattice constant of the GaAs spacer
layer is identical to that of the substrate. This residual strain affects the formation of
QDs in the next stacked layer. In addition, the average strain energy becomes high
as the number of stacked layers increases, leading to the formation of defects and
dislocations.

A laser structure was fabricated as a simple broad-area stripe structure. First, a
buffer layer comprising a 150-nm-thick layer of lattice-matched Si-doped n-type
In0.52Al0.48As was grown. Thereafter, we consecutively grew stacks of three MLs
of InAs QDs separated by 15-nm-thick In0.49Ga0.26Al0.25As spacer layers. This
cycle was carried out 30 times; the Al atoms in the spacer layers prevented the
segregation of In atoms and enabled the growth of high-quality spacer layers of
uniform composition [15]. Then a 2000-nm-thick lattice-matched Be-doped p-type
InAlAs cladding layer and a p-type InGaAs contact layer were grown. All layers
were grown at 470 °C. We determined the density of the QDs in the sample without
the cladding layer by AFM. The images revealed an increase in the total density of
the stacked QDs to 1.02×1012/cm2 (the integrated density of the stacked structure).
Such an increase cannot be achieved using the conventional method of QD stacking.
Therefore, we think that this laser achieves sufficient gain for ground-state lasing.
The average lateral size and height of the QDs are 66 nm and 7.5 nm, respectively.
Then, 50-µm-wide Ti/Pt/Au p-contact electrodes were fabricated by a conventional
photolithography lift-off process. A SiO2 film to separate the InGaAs contact layer
from the probe electrode was deposited by tetraethyl orthosilicate tetraethoxysilane
chemical vapor deposition. After a Ti/Pt/Au n-contact electrode was deposited, the
sample was cleaved to form cavities ranging in length from 600 to 1400 µm, and
the cleaved facets were used as cavity mirrors. The light output versus injected cur-
rent (L–I ) characteristics were measured using an LD tester (AT-143; Yuasa Elec-
tronics), and the laser and electroluminescence (EL) spectra were studied using an
optical spectrum analyzer (AQ6370; Yokogawa Electric Corporation).

Figure 3.14 shows a plot of the output power from one facet versus the current
for a QD laser with a cavity length of 600 µm. The laser was operated in pulsed
mode (1-µs pulses, 1 % duty cycle) at room temperature. The threshold current for
this laser (Ith) is 517.5 mA, which corresponds to a threshold current density of
1725 A/cm2. After lasing, the output power appeared to be proportional to the input
current, and no kinks were observed. Because 30 InAs QD layers are stacked in this
laser structure, the threshold current density per QD layer is only 57 A/cm2. The
slope efficiency from the L–I plot for one facet is 0.052 W/A. Figure 3.15 shows
the spectra before (dotted line) and after (solid line) lasing. The EL spectrum was
measured at 500 mA. This spectrum shows a peak at 1526 nm with an FWHM of
30 meV; this spectrum is very similar to the PL spectrum (1524 nm) measured for
the sample without the cladding layer. Therefore, the changes in the size and shape
of the QDs that occur after growth can be ignored in our laser process. The lasing
spectrum was measured at 596 mA.
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Fig. 3.14 L–I

characteristics of laser
comprising 30 InAs QD
layers in pulsed mode. The
threshold current obtained for
this laser was 517.5 mA

Fig. 3.15 EL and lasing
spectra. Ground-state lasing
was observed at 1529 nm

Figure 3.16 shows a magnified spectrum around the lasing wavelength, which is
approximately 1529 nm. This is longer than that of the EL and PL peaks. The first
excited state emission appeared at 1466 nm in the PL measurement. Therefore, this
1529-nm emission corresponds to ground-state lasing of the QDs. The periodical
peaks show laser cavity mode. Our laser uses a strain compensation stack, so it
has a high density of QDs. Owing to this high density, the laser has sufficient gain
for ground-state lasing. Hence, excited-state lasing is suppressed, despite the short
cavity length of the laser. Short-cavity lasers have advantages such as operation as a
high-repetition-rate mode-locked laser.
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Fig. 3.16 Magnified
spectrum around the lasing
wavelength of the QD laser,
which is approximately
1529 nm

Fig. 3.17 Relationship
between ηd and L. The
internal optical loss (αi ) and
internal quantum efficiency
(ηi ) are 43 % and 26.6 cm−1,
respectively

Figure 3.17 shows the relationship between the reciprocal of the external quan-
tum efficiency (ηd ) and the cavity length (L). The internal optical loss (αi ) and
internal quantum efficiency (ηi ) were determined on the basis of the relationship

1

ηd

= 1

ηi

(
αiL

ln( 1
R

)
+ 1

)

where R denotes the reflectivity of the cavity mirror. The values of ηi and αi are
43 % and 26.6 cm−1, respectively. The large αi value is attributed to the low optical
confinement between the InGaAlAs waveguide layer and the InAlAs cladding layer,
whose refractive indices differ slightly. In addition, the optimization of the number
of stacked layers is important and should be investigated in the near future because
excessive QD layers act as a loss.



3 Fabrication of Ultrahigh-Density Self-assembled InAs Quantum Dots 87

Fig. 3.18 Temperature
dependence of L–I

characteristics

Figure 3.18 shows plots of the output power versus the current at various temper-
atures for a QD laser with a cavity length of 800 µm. This laser can be operated at
temperatures up to 80 °C without any large decrease in the slope efficiency. More-
over, the increase in its threshold current is not as large as that of a 1.55-µm conven-
tional semiconductor laser. Figure 3.19 shows the relationship between the threshold
current density and the temperature. The characteristic temperature is described as:

Jth = J0 exp

(
T

T0

)

The value of T0 for the QD laser was 113 K, which is greater than that of a 1.55-µm
conventional edge-emitting semiconductor laser. (For example, for a GaInNAs
quantum well LD it is 100 K [22], and for an InAs quantum dash LD it is 70 K [23].)
This is because the QDs used as gain media have discrete energy levels. Moreover,
even though numerous QD layers are stacked, the use of the strain compensation
technique ensured that the crystal quality and strong QD confinement were main-
tained.

Next, we investigated the dependence of the diode parameters on the stacking
layer number. We fabricated a QD laser using a stack of N InAs QD layers (N = 5,
10, 15, and 20) and 18-nm-thick InGaAlAs spacer layers. The thickness of the active
region was fixed at about 380 nm in each LD by adding lattice-matched InGaAlAs
layers at the top and bottom of the stacked QD layers.

Figure 3.20 shows the dependence of the threshold current on the cavity length
for QD lasers with different stacking layer numbers N ; the open circles, open
squares, open triangles, and closed circles denote the N = 5, 10, 15, and 20 samples,
respectively. The threshold currents of the LDs with 15 and 20 QD layers decreased
with a decrease in the cavity length. This implies that these LDs had sufficient gain.
On the other hand, for the LDs with 5 and 10 QD layers, the threshold currents in-
creased with a decrease in the cavity length, which implies that the gains in these
LDs were insufficient. In our stacking structure, we can ignore the degradation in



88 K. Akahane

Fig. 3.19 Relationship
between threshold current
density and temperature. The
obtained T0 value was 113 K

Fig. 3.20 Relationship
between Ith and cavity length
(L) for QD lasers with
different stacking layer
numbers N

the QD quality because a strain compensation technique was used to fabricate the
stacking structure. Thus, the highly stacked structure in our laser is useful for fab-
ricating high-gain LDs. This offers the advantage of fabricating a short-cavity laser
that possesses high-speed-modulation LDs or high-repetition mode-locked LDs.

Figures 3.21 and 3.22 show the dependence of the internal loss (αi ) and internal
quantum efficiency (ηi ) on the QD layer stacking number. The values of αi and ηi

are 5.9 cm−1 and 17 % for N = 5, 16.9 cm−1 and 22 % for N = 10, 20.7 cm−1

and 25 % for N = 15, and 26.1 cm−1 and 28 % for N = 20. The internal loss and
internal quantum efficiency increased with increasing N . The increase in the inter-
nal quantum efficiency associated with the increase in QD layers enhanced carrier
recombination in the QDs. On the other hand, the internal loss also increased with
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Fig. 3.21 Dependence of αi

on stacking layer number.
The αi values for each sample
were 5.9 cm−1 for N = 5,
16.9 cm−1 for N = 10,
20.7 cm−1 for N = 15, and
26.1 cm−1 for N = 20

Fig. 3.22 Dependence of ηi

on stacking layer number.
The ηi values for each sample
were 17 % for N = 5, 22 %
for N = 10, 25 % for N = 15,
and 28 % for N = 20

an increase in the QD layers. This could be attributed to imperfect coupling of the
optical mode to the QD gain media. We used a layer of InAlAs, which has a larger
refractive index than InP, for the upper cladding layer. Therefore, the center of the
optical mode was pushed slightly upward to the InAlAs layer. Thus, the QDs lo-
cated at the lower layer could not couple efficiently to the optical mode and acted
as a loss. This large loss could be decreased by optimizing the device structure or
changing the cladding layer material. However, the LD with 20 InAs QD layers
achieved lasing with a relatively small threshold current, which means that a large
gain was obtained in this laser by stacking 20 InAs QD layers. Therefore, the highly
stacked InAs QD structure produced by using a strain compensation technique is



90 K. Akahane

Table 3.2 Structural
parameters of three 60-layer
samples having different
emission wavelengths

Composition of spacer layer dsp dQD

sample 1 In0.50Ga0.21Al0.29As 15 nm 3 ML

sample 2 In0.51Ga0.22Al0.27As 15 nm 3 ML

sample 3 In0.50Ga0.25Al0.25As 20 nm 4 ML

useful for obtaining a high gain, which can be applied to optical devices such as
short-cavity lasers, including a high-repetition-rate mode-locked laser or SOA.

The advantage of the strain compensation technique is that we can change the
QD and spacer layer thickness and the composition of the spacer layer as long as
the strain compensation condition is satisfied. Therefore, it is expected that we can
control the emission wavelength of InAs QDs by changing the growth parameters
while maintaining the crystal quality of the highly stacked QDs. Thus, we fabricated
and evaluated a QD laser consisting of highly stacked QD layers with different
structural parameters using our strain compensation technique. Before fabricating
the QD laser, we fabricated InAs QD stacked structures on InP(311)B substrates
to confirm the change in the emission wavelength. After growing a lattice-matched
In0.52Al0.48As buffer layer 150 nm thick, we consecutively grew dQD-ML InAs QDs
and dsp-nm-thick InGaAlAs spacer layers in stacks of up to 60 cycles. We controlled
the emission wavelength of the QDs by changing dsp, dQD, and the composition of
the spacer layer in three samples. The structural parameters of samples 1, 2, and 3
are summarized in Table 3.2.

Figure 3.23 shows the PL spectra of stacks of 60 InAs QD layers measured at
room temperature. In these samples, we observed strong PL emission in which the
peak wavelength of the QD ground state ranged from 1.47 to 1.64 µm. The small
FWHM of around 30 meV indicates that the QDs were fabricated uniformly in this
stacked structure. The shoulder structures of the PL spectrum correspond to emis-
sion in the excited states. The strong PL emission indicates that the generation of
defects and dislocations was suppressed in these samples, even though 60 InAs QD
layers were stacked.

Simple broad-area-stripe laser structures were fabricated under the conditions
described above but containing different structures of highly stacked QDs (samples
1, 2, and 3 with 20 or 30 layers). Figure 3.24 shows the spectra before (dotted line)
and after (solid line) lasing. The EL was measured under current injection below the
lasing threshold. The EL spectrum is broad and is quite similar to the PL spectrum.
Therefore, the change in the QD size and shape after growth can be ignored in our
laser process. Lasing occurred at 1.47 (sample 1), 1.53 (sample 2), and 1.7 µm (sam-
ple 3) which were around the PL and EL peaks. Therefore, it corresponds to lasing at
the ground state of the QDs. The controllable wavelength range was 230 nm, which
covers the S, C, and L bands of fiber optic communication systems. In our structure,
excited-state lasing is suppressed because the density of the QDs becomes very high
as a result of the use of a strain compensation stack, which gives sufficient gain for
ground-state lasing. An AFM image indicated that the total density of the stacked
QDs increased to more than 1 × 1012/cm2 (not shown).



3 Fabrication of Ultrahigh-Density Self-assembled InAs Quantum Dots 91

Fig. 3.23 PL spectrum of
stacks of 60 InAs QD layers
at room temperature

Fig. 3.24 EL and laser (solid
line) spectra of QD lasers at
room temperature

Control of the emission wavelength of highly stacked QDs was demonstrated
above. If we grow different types of QDs in one sample, wider emission will be ex-
pected. In this case, strain compensation has an advantage because the strain energy
can be canceled in one paired QD layer and spacer layer so that many QD layers
with different structural parameters can be stacked in one sample. A wide-band op-
tical gain is needed in high-performance wavelength-tunable LDs, SOAs for optical
communication systems, and light sources for optical coherent tomography (OCT)
for high-resolution mapping [22–25]. Thus, a modulated stacking structure based
on the strain compensation technique is among the most promising candidates for
achieving these devices. Three samples were fabricated with different stacked struc-
tures. In sample A, the 10 QD layer/spacer layer pairs (dQD-ML in bold/dsp-nm),
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Fig. 3.25 AFM surface
image of modulated stacking
structure of InAs QDs
(topmost two ML) in
sample A (1 µm × 1 µm)

starting from the buffer layer, had thicknesses of 4.5/22.5 / 4.0/20.0 / 3.5/17.5 /
3.0/15.0 / 2.5/12.5 / 2.0/10.0 ML/nm; in sample B, the 3 QD layer/spacer layer
pairs, starting from the buffer layer, had thicknesses of 4.5/22.5 / 4.0/20.0 / 3.5/17.5
/ 3.5/17.5 / 3.0/15.0 / 3.0/15.0 / 3.0/15.0 / 2.5/12.5 / 2.5/12.5 / 2.5/12.5 / 2.5/12.5
/ 2.5/12.5 / 2.5/12.5 / 2.0/10.0 / 2.0/10.0 / 2.0/10.0 / 2.0/10.0 / 2.0/10.0 / 2.0/10.0
/ 2.0/10.0 ML/nm; and in sample C, the 6 QD layer/spacer layer pairs, starting
from the buffer layer, had thicknesses of 4.5/45 / 4.0/40 / 3.5/35 / 3.0/30 / 2.5/25 /
2.0/20 ML/nm.

Figure 3.25 shows an AFM surface image of the stacked InAs QDs (topmost
2.0 ML) in sample A. Self-assembled QDs were fabricated even though the deposi-
tion thickness was less than that in the reference samples (for example, the sample
with 4 ML-thick InAs as shown in Fig. 3.10). The average lateral size in the [−233]
direction and the height of the QDs were estimated to be 45.9 nm and 2.3 nm, re-
spectively. The height of the QDs on the topmost layer was smaller than that of
reference, in which the thickness of the QD layer was 4 ML. The density of the
QDs in the topmost layer was 8.7 × 1010/cm2. In this sample, broad PL emission
was observed at room temperature, as shown in Fig. 3.26. The peak wavelength and
FWHM of this spectrum were 1624 nm and 143 nm, respectively. Although we ob-
tained wider PL emission in sample A than in the reference sample, the broadening
was not very large. The narrowing of the PL spectrum in sample A likely originates
in carrier transfer from small QDs to large QDs, which is enhanced by the coupling
of the QD state with thin spacer layers [26]. This QD state coupling was signifi-
cant when the spacer layer thickness decreased to less than 20 nm. Therefore, the
photo-excited carriers in the small QDs moved to large QDs in sample A. There are
two ways to broaden the PL spectrum: increasing the number of QD layers that emit
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Fig. 3.26 PL spectrum at
room temperature for
sample A

Fig. 3.27 AFM surface images of modulated stacking structure of InAs QDs (topmost 2 ML) for
(a) sample B and (b) sample C (1 µm × 1 µm)

at a shorter wavelength, and increasing the thickness of the spacer layer to prevent
QD state coupling, i.e., preventing carrier transfer from small QDs to large QDs.
Samples B and C were fabricated for these purposes.

Figures 3.27(a) and (b) show AFM surface images of the stacked InAs QDs (top-
most layer) of samples B and C, respectively. In these AFM images, self-assembled
QDs were also observed, even though the deposition thickness was less than in the
reference samples. The average lateral size in the [−233] direction and the height
of the QDs were estimated to be 47.5 nm and 2.2 nm for sample B and 58.4 nm and
3.4 nm for sample C. Although the average size of the QDs in sample B is similar
to that in sample A, that in sample C is slightly larger than that in sample A. The
origin of the increase in QD size is not clear, but it is considered that the distribution
of the strain field changed if thicker spacer layers were used.
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Fig. 3.28 PL spectra of
modulated stacking structure
of InAs QDs for (a) sample B
and (b) sample C

Figures 3.28(a) and (b) show PL spectra for samples B and C, respectively. The
peak wavelength and FWHM of the PL spectra for samples B and C are 1633 nm,
201 nm and 1581 nm, 241 nm, respectively. Compared to sample A, these samples
showed wide-band PL emission over 200 nm, which is about two times wider than
that for samples reported previously [20]. The PL spectrum of sample B is slightly
narrower than that of sample C, indicating that the ratio of small QD layers and
large QD layers is better optimized. Sample C shows a symmetrical PL spectrum,
suggesting that coupling of the QD states is restricted in this sample. In this case,
photo-excited carriers were distributed uniformly in each QD layer. However, the
active layer became thicker in this structure because thicker spacer layers were used.
Therefore, the appropriate method of the two mentioned above should be selected
for each application, such as SOAs, which are the light sources in OCT. Although
the integrated PL intensity is of the same order in sample C and the reference sam-
ples, the PL intensity is five times larger in samples A and B as a result of excitation
transfer between the QD arrays [27]. The detailed mechanism of the enhanced PL
intensity is now under investigation. Modulated stacking using this strain compen-
sation technique is, however, a useful way to expand the gain wavelength because
the strong emission at room temperature is attributed to the suppression of defect
and dislocation generation due to strain compensation throughout the stack.

The EL spectrum of sample B was also measured with pulsed current injection
into the same LD structure. As shown in Fig. 3.29, strong emission from the ground
state appeared at around 1524 nm at an injection current of 100 mA, which is suit-
able for fiber optic communications, at room temperature. The FWHM was 213 nm,
which is almost the same as in the PL spectrum. Modulated stacking using this
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Fig. 3.29 EL spectrum for
modulated stacked InAs QD
structure (sample B) with an
injection current of 100 mA
in pulsed mode

strain compensation technique is thus a useful way to expand the gain wavelength.
The strong emission at room temperature is attributed to the suppression of defect
and dislocation generation due to strain compensation throughout the stack.

3.1.4 Summary

A fabrication technique for strain-compensated ultrahigh-density self-assembled
InAs QDs was presented in this chapter. We successfully stacked up to 300 QD
layers, and the total density of the stacked QDs was on the order of 1013/cm2. High
crystal quality was maintained throughout the stacking process, and no defects or
dislocations were observed. This structure also exhibited good optical properties.
Strong 1.55-µm emission was obtained from the InAs QDs at room temperature.

Some applications of highly stacked InAs QDs for LDs were also demonstrated
and showed good LD properties. The lasing wavelength can be controlled from
1470 nm to 1700 nm. The controllable wavelength range was therefore 230 nm and
covered the S, C, and L bands of fiber optic communication systems. Wide band
emission (maximum bandwidth, 241 nm) was observed in the modulated stacking
structure.

The various applications of highly stacked QD structures fabricated by the strain
compensation technique include not only those mentioned in this chapter but also
applications in other fields.
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Chapter 4
Wavelength Up-Conversion Using
a Phonon-Assisted Excitation Process
and Its Application to Optical Pulse-Shape
Measurement

Hiroyasu Fujiwara

Abstract This chapter describes experimental results for wavelength up-conversion
using a phonon-assisted excitation process with degenerate beams and nondegener-
ate beams in dye grains. Optical pulse-shape measurement is also introduced as a
new application of the phonon-assisted excitation process.

4.1 Introduction

Infrared light has been increasingly used in environmental and security applications,
and there is a growing demand for infrared photodetectors. Among these, photodi-
odes using the inter-band transition due to light absorption have high industrial po-
tential because of their relatively rapid response [1]. However, because an infrared
photodetector utilizes material with a narrow band gap, which easily produces noise
by thermal excitation, a device for cooling the photodetector is required in order
to realize a sufficiently high signal-to-noise ratio (S/N) for detection. As a solu-
tion to these problems, there is a method in which the incident light is frequency
up-converted (to a shorter wavelength), and a photodetector having detection sen-
sitivity for visible light, with less noise, is used [2]. In using IR-phosphor for the
frequency up-conversion, excitation to a triplet state from the ground state by an-
other excitation method, such as ultraviolet excitation, is required, and thus, the
slow response and unstable conversion efficiency of the measurement light become
problematic [3].

In order to solve these problems, we have been investigating a novel frequency
up-conversion method in which emission of visible light is obtained by multi-step
excitation of a dye molecule’s vibrational states using an optical near-field with a
near-infrared frequency, thereby inducing transition of electrons into the electroni-
cally excited state [4]. Excitation of the molecular vibrational state is not possible
with propagating light because it is optically forbidden. However, because an optical
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near-field is considered as a photon dressed with material excitations (a dressed pho-
ton), the optical near-field excites a coherent phonon at the molecular particle sur-
face, creating a coupled state with the coherent phonon [5]. Therefore, molecules in
the area where the optical near-field is present are excited by the phonon into higher
vibrational states, via which they are electronically excited by the dressed photon. In
contrast to the conventional optical excitation using propagating light, which is adia-
batic and excites only the electronic system, the method described above is referred
to as nonadiabatic because the optical near-field excites the molecular vibration.
This nonadiabatic excitation process (phonon-assisted excitation process) has been
applied to chemical vapor deposition [6–8], sputtering [9], lithography [10–12], and
chemical etching [13].

In our previous work, we have discovered a novel light emission process us-
ing this phonon-assisted excitation [4]. We have observed emission of visible light
through the near-infrared excitation of dye grains, such as 4-dicyanmethylene-
2-methyl-6-(p-dimethylaminostyryl)-4H-pyran (DCM) and benzoic acid, 2-[6-
(ethylamino)-3-(ethylimino)-2,7-dimethyl-3H-xanthen-9-yl]-ethyl ester, monohy-
drochloride (Rhodamine 6G). These dyes are transparent to near-infrared light;
however, individual protrusions on the dye grains contribute to generating the op-
tical near-field. Inside dye grains in the vicinity, dye molecules are excited to a
higher vibrational state as an intermediate excited state due to the phonon-assisted
excitation, giving rise to light emission from the dye.

However, detailed properties of the intermediate excited state in the phonon-
assisted excitation process have not been elucidated. In addition, with these types
of dyes, the wavelength conversion has been limited to that from approximately
λ = 805 nm to 650 nm, that is, 0.37 eV in terms of the frequency up-shift. This is
because the excitation wavelength and the fluorescence wavelength are close, and
the excitation to electrically excited states occurs only by the one- and two-step
phonon-assisted excitation processes. A larger up-shift is needed for detector appli-
cations, which would be effectively achieved by using a phonon-assisted excitation
process involving two or more steps.

This chapter describes in detail phonon-assisted excitation processes with two
or more steps for a larger up-shift with degenerate beams and phonon-assisted ex-
citation processes with nondegenerate beams, as well as a new application: optical
pulse-shape measurement.

4.2 Multi-step Phonon-Assisted Processes with Degenerate
Beams

For a larger up-shift, we conducted experiments in which the dyes were changed to
those having fluorescence properties toward shorter wavelengths. The dyes used
were 2,3,5,6-1H,4H-tetrahydro-8-trifluormethylquinolizino-[9,9a,1-gh]-coumarin
(Coumarin 153) and 2,3,5,6-1H,4H-tetrahydro-8-methylquinolizino-[9,9a,1-gh]-
coumarin (Coumarin 102), materials that generate fluorescence of λ = 570 nm
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Fig. 4.1 (a) Overview of light emission from dye grains induced by the phonon-assisted excita-
tion. (b) Optical microscopic image of visible emission light from dye grains excited by phonon-as-
sisted process. (c) Optical microscopic image of dye grains at the same region of (b)

and 460 nm, respectively, when excited by light of a shorter wavelength than the
absorption-edge wavelength used in the conventional adiabatic excitation [14]. Us-
ing these dye grains as samples, emission of visible light due to the near-infrared
excitation was measured, and the excitation intensity dependence and lifetime of the
intermediate excited state were investigated [15].

4.2.1 Principles of Multi-step Phonon-Assisted Process

We now describe the principles of light emission by phonon-assisted excitation of
dye grains. Figure 4.1(a) is an overview of visible light emission from dye grains
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Fig. 4.2 Electronic potential curves in the configuration coordinates of the dye molecules. Illustra-
tion explaining the origin of the visible light emission by a two-step (excitation ①) and three-step
(excitation ②) phonon-assisted excitation process

induced by the phonon-assisted excitation with an optical near-field. When infrared
light whose wavelength is longer than the absorption-edge wavelength of the dye
is incident on the dye grains, an optical near-field is generated at the surface of
the dye grains, and it is especially pronounced at sharp protrusions. The generated
optical near-field excites a coherent phonon at the surface of the dye grains, creating
a coupled state with it [5]. As a result, dye molecules in the dye grains in the area
in which the optical near-field is generated are excited into a higher energy state
by a phonon of the dressed photon. Because the higher vibrational state serves as
the intermediate excited state, the dye molecules are further excited by multiple
phonons to an even higher energy state through multi-step excitation, eventually
resulting in an electronically excited state. Subsequently, visible light is emitted
by the electronic transition. Figure 4.1(b) shows an example of the visible light
emission from dye grains (DCM) excited by near-infrared light. Figure 4.1(c) shows
an optical microscopic image of dye grains at the same region as in Fig. 4.1(b). The
dye grains take a rod-like shape, and the intensity of visible light emission is high
at the tip of rod in particular.

Figure 4.2 shows an overview of light emission by multi-step phonon-assisted ex-
citation, resulting in transition of electrons in the dye molecules to an electronically
excited state. In Fig. 4.2, a three-step excitation to the electronically excited state is
shown; however, a light emission process involving two steps or four or more steps
is possible, depending on the energy difference between the excitation wavelength
and the dye absorption-edge wavelength. Figure 4.2 is an electronic potential curve
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in the configuration coordinates of the dye molecules in the phonon mode coupled
with the optical near-field. Here, |Eα; el〉 and |Eβ; vib〉 indicate the electronic state
and molecular vibrational state, respectively. Eα denotes the energy of the electronic
state, where the subscript α indicates the ground state (α = g) and the excited state
(α = ex). Eβ denotes the energy of the molecular vibrational state, where the sub-
script β indicates respective characteristic vibrational states (β = i, a, b, c, d, em).

(1) 1st step: The optical near-field is generated at the surface of the dye grains
by the incident excitation light. The dye molecules in the nearby dye grains
are excited by the phonon-assisted excitation process from the ground state,
|Eg; el〉 ⊗ |Ei; vib〉, to a higher vibrational state, |Eg; el〉 ⊗ |Ea; vib〉 (indicated
by the wavy arrow in Fig. 4.2). Because molecules in the excited vibrational
state seek stable thermal equilibrium, they relax (cool) to a lower vibrational
state.

(2) 2nd step: The vibrational state relaxing toward thermal equilibrium, following
the 1st step, serves as the intermediate excited state, causing a second excitation
by a phonon-assisted excitation process to an even higher energy state: a tran-
sition from |Eg; el〉 ⊗ |Ea; vib〉 to |Eg; el〉 ⊗ |Eb; vib〉 (indicated by the wavy
arrow in Fig. 4.2). The molecules in the vibrational state resulting from the two
steps of the phonon-assisted excitation process cool to a lower energy state.

(3) 3rd step: Excitation to the electronically excited state via the two transition
routes described below is possible when the energy of the intermediate excited
state is equal to or greater than 1.17 eV, i.e., the difference between the energy
of the electronically excited state (for example, light emission wavelength of
Coumarin 102; hν2 = 2.70 eV, λ = 460 nm) and the photon energy of the excita-
tion light (for example, hν1 = 1.53 eV, λex = 808 nm). The first route (excitation
①) is an excitation from |Eg; el〉⊗ |Eb; vib〉 to |Eex; el〉⊗ |Ec; vib〉 by adiabatic
excitation using propagating light (indicated by the thick arrow in Fig. 4.2). The
other route (excitation ②) is an excitation to an even higher vibrational state,
from |Eg; el〉 ⊗ |Eb; vib〉 to |Eg; el〉 ⊗ |Ed ; vib〉 by the phonon-assisted excita-
tion (indicated by the wavy arrow in Fig. 4.2). This energy is greater than the
initial state |Eex; el〉 ⊗ |Eem; vib〉 for light emission. Molecules relax from the
states in these two transition routes, |Eex; el〉⊗ |Ec; vib〉 or |Eg; el〉⊗ |Ed; vib〉,
to the initial state for light emission, |Eex; el〉 ⊗ |Eem; vib〉.

Following excitation by the above three steps, radiative relaxation occurs from
the initial state for light emission, |Eex; el〉 ⊗ |Eem; vib〉, to the ground state,
|Eg; el〉 ⊗ |Ei; vib〉. Since the excitation in the 3rd step is an adiabatic excitation
whose transition probability is about 106 times greater than that of the phonon-
assisted excitation [4, 6], the probability of light emission that occurs in this transi-
tion route is limited by the phonon-assisted excitation probability, and the emitted
light intensity I has a squared dependence on the incident light intensity E (I ∝ E2).
This excitation process is referred to as a two-step phonon-assisted excitation pro-
cess since two phonon-assisted steps contribute to the excitation. On the other hand,
the phonon-assisted excitation ② in the third step has a probability equal to the
phonon-assisted excitation probabilities of the first and second steps. The emitted
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Fig. 4.3 SEM images of the
dye grains. (a) Coumarin 153.
(b) Coumarin 102

light intensity I of the dyes due to this excitation is the origin of the cubed depen-
dence on the incident light intensity E (I ∝ E3). This excitation process is referred
to as a three-step phonon-assisted excitation process since three phonon-assisted
steps contribute to the excitation.

4.2.2 Sample Preparation

As experimental samples, two types of dyes (Coumarin 153 and 102) were prepared.
When these dyes are dissolved in solution, the absorption-edge wavelengths are ap-
proximately 500 nm for Coumarin 153 and 440 nm for Coumarin 102, and they do
not absorb near-infrared light of wavelengths around 808 nm [14]. These dyes were
dissolved in acetone, and then dripped into water to crystallize [16]. The dye grains
were obtained by evaporating the solution in quartz cells. The total thickness of the
dye grains in the quartz cells was 1 mm. SEM images of the dye grains are shown in
Fig. 4.3. Coumarin 153 dye grains take a granular shape with dimensions of approx-
imately 5 µm × 5 µm × 5 µm (Fig. 4.3(a)). Coumarin 102 dye grains take a rod-like
shape of approximately 2 µm in diameter and 50 µm in length (Fig. 4.3(b)). The
optical near-field is generated at the surface of the dye grains by incident excitation
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Fig. 4.4 Spectral profiles of
the visible light emitted from
(a) Coumarin 153 and
(b) Coumarin 102. Solid and
broken curves represent the
spectra obtained with
near-infrared and ultraviolet
excitation, respectively

light, and it is especially pronounced at sharp protrusions. Coumarin 153 dye grains,
which have smaller crystal grain size and a greater number of protrusions per unit
volume, have a higher optical near-field generation efficiency, and thus are expected
to show a higher light emission efficiency induced by the phonon-assisted excitation
process.

4.2.3 Comparison Between Fluorescence and Emitted Spectra
Induced by Phonon-Assisted Process

The solid curve in Fig. 4.4(a) indicates the emitted green light spectrum of Coumarin
153 dye grains obtained by near-infrared excitation. A CW laser diode (center wave-
length λex = 808 nm) was used as the near-infrared excitation light source. It was
shifted about 54 nm toward shorter wavelengths as compared with the fluorescence
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spectrum obtained by conventional adiabatic excitation using an ultraviolet light
source (center wavelength λex = 326 nm; the broken curve). The solid curve in
Fig. 4.4(b) indicates the emitted blue light spectrum obtained by exciting Coumarin
102 dye grains using the same near-infrared light source as above. The broken curve
in Fig. 4.4(b) indicates the fluorescence spectrum using an ultraviolet light source.
Peak wavelengths of the two curves agree closely, suggesting that the light emission
by near-infrared excitation is due to light emission from the electronically excited
state. The frequency shift between the emitted light and the excitation light was
approximately 1.17 eV.

Comparing peak intensities of the emission spectra in the cases of near-infrared
excitation, the peak intensity of the light emitted from the Coumarin 153 dye grains
was approximately 10 times greater than that of the Coumarin 102 dye grains. As
shown in Figs. 4.3(a) and (b), comparing the shapes and sizes of the two dye grains,
the phonon-assisted excitation process is suggested to be the origin of the observed
difference in the emitted visible light intensities.

4.2.4 Excitation Intensity Dependence

Figure 4.5 shows the dependence of emitted light intensity I on the excitation inten-
sity E at λ = 520 nm (Coumarin 153) and 460 nm (Coumarin 102). The emitted light
intensity I was least-squares fitted by the third-order function I = aE + bE2 + cE3.
The values a, b, and c for the fitting obtained by the nonlinear Levenberg-Marquardt
method [17] were as follows. For Coumarin 153: a = (2.09 ± 0.20) × 10−16,
b = (1.42 ± 0.02) × 10−33, and c = (9.20 ± 0.39) × 10−53. For Coumarin 102: a =
(1.19 ± 0.85) × 10−17, b = (1.71 ± 0.10) × 10−34, and c = (3.51 ± 1.43) × 10−54.
The fitting results are shown by the solid curves in Fig. 4.5. In addition, the broken
lines indicate the excitation intensity dependence of each order. The coefficient ratio
c/b of the second and the third orders was approximately 2 × 10−20 to 6 × 10−20.

According to the dressed photon model, the coefficient ratio c/b of the two-step
and the three-step phonon-assisted excitation processes is represented by [6]

c
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The theoretical value of (4.1) was approximately 7 × 10−20, when the measured
value of Coumarin 153 at a low excitation intensity I ≈ aE = 14.8 photons/s and
the excitation light intensity E = 9.2 × 1016 photons/s were used, and additionally,
μnucl = 1 Debye, μel = 10−3 Debye (the electronic and lattice vibrational dipole
moments), γm = 10−1 eV (the linewidth of the electronic and vibrational states),
and v′

p/u′
p = 0.1 (the conversion efficiency from the incident photon to a dressed

photon) were used as other parameters. This theoretical value is nearly equal to the
fitted value based on the experimental value; therefore, the dressed photon model is
applicable to the excitation intensity dependence.
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Fig. 4.5 Dependence of the
emitted light intensity I on
the excitation light intensity E

Only the coefficient a was larger than the theoretical value. This is likely caused
by difficulties in estimating the first-order coefficient a. That is, the observed devi-
ation of the coefficient a from the theoretical value is likely to be an experimental
error, explained as follows: In the case of the dye samples used in this experiment,
there is a large energy difference between the emitted light (λ = 460–520 nm) and
the infrared excitation light (λ = 808 nm); therefore, the energy needed for excita-
tion cannot be secured in the one-step phonon-assisted excitation process, resulting
in a small proportional contribution to the light emission. As a result, the measured
value aE becomes close to the detection limit (1 photon/s) of the photodetector.

Based on these experimental results and comparisons with theoretical values,
it can be concluded that the visible light emission process in Coumarin 153 and
102 dye grains based on the near-infrared excitation was generated by the two- and
three-step phonon-assisted excitation, with the excited vibrational level of the dye
grains serving as the intermediate excited state. Light emission by the three-step
phonon-assisted excitation was confirmed for the first time in this experiment.

4.2.5 Lifetime of the Intermediate Excited State

In the two- and three-step phonon-assisted excitation of Coumarin 153 and 102
dye grains, the intermediate excited state shown in Fig. 4.2 is the vibrational state
of the dye grains. The lifetime of this intermediate excited state can be mea-
sured by pump-probe spectroscopy. More specifically, the measurement method
was as follows. A femtosecond pulse from a mode-locked Ti:sapphire laser was
used as the excitation light (center wavelength = 805 nm, pulse duration = 100 fs,
repetition frequency = 80 MHz). The light pulse was split into two and made inci-
dent on a single point on a sample after passing along different optical paths. The
length of one optical path was made variable to control the difference in the incident
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Fig. 4.6 Measured temporal
behavior of the increment of
the light intensity I emitted
from (a) grains of Coumarin
153, (b) grains of Coumarin
102, and (c) solution of
Coumarin 153 in acetone

time of the two light pulses reaching the experimental sample. The relationship be-
tween the difference in the incident time for the two light pulses to reach the sample,
the delay time t, and the emitted light intensity was examined.

The results are shown in Fig. 4.6. The vertical axis is the increment of the emit-
ted light intensity I, defined as follows: From the emitted light intensity due to
phonon-assisted excitation obtained at t = 0, the sum of emitted light intensities
obtained for the two light pulses when they were separately made incident on the
sample was subtracted and the difference was normalized. The increment of the
emitted light intensity I at the delay time t = t is proportional to exp(−t/τ),
where the time constant τ is the lifetime of the intermediate excited state, explained
as follows: The number of dye molecules in the intermediate state excited by the
pumping light pulse decreases with time constant τ because their vibrational ener-
gies are much higher than the thermal energy determined by the sample tempera-
ture [18–20]. Also, I at t = t is proportional to the number of dye molecules
excited by the probing light pulse from this intermediate excited state to the elec-
tronically excited state for visible light emission. The probability of this excitation
is proportional only to the number of the intermediately excited dye molecules at
t = t, because it is proportional to both the probing light pulse intensity and the
number of intermediately excited dye molecules. Therefore, the time constant τ ,
i.e., the lifetime of the intermediate excited state in the dye molecules, could be
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Fig. 4.7 (a) Measured
temporal behavior of the
increment of the light
intensity I emitted from
grains of Stilbene 3, and
(b) the relations between the
lifetime of the intermediate
excited state and emitted light
intensity for grains of
Stilbene 3, Coumarin 102,
and Coumarin 153

measured from the dependence I on the delay time t, if the time constant τ is
longer than the pumping light pulse duration. The decay time of I was approxi-
mately 1.1 ps for Coumarin 153 dye grains (Fig. 4.6(a)), suggesting that the lifetime
of their intermediate excited state was 1.1 ps. Figure 4.6(b) shows that the decay
time was approximately 1.9 ps for Coumarin 102 dye grains, suggesting that the
lifetime of their intermediate excited state is 1.9 ps.

For the purpose of comparison, the same measurements were carried out using
a dye acetone solution (Coumarin 153) without dye grain precipitation. The results
are shown in Fig. 4.6(c). With this sample, green light emission occurred only by the
two-photon excitation using propagating light. The intermediate excited state of the
two-photon excitation light emission is based on a two-step excitation via a virtual
level; therefore, the emitted light intensity increases only when the two excitation
light pulses show a temporal overlap. As a result, the profile of the temporal behavior
of I corresponds to the autocorrelation waveform of the excitation light pulse.
Unlike Fig. 4.6(c), the results for the dye grains (Figs. 4.6(a) and (b)) suggest that
their intermediate excited states are real levels whose lifetimes are longer than the
duration of the light pulses.

Blue light emission by near-infrared excitation was observed from dye grains of
2,2′-([1,1′-biphenyl]-4,4′-diyldi-2,1-ethenediyl)-bis-benzenesulfonic acid disodium
salt (Stilbene 3), prepared by the same method as for Coumarin 153 and 102. The
emitted light wavelength was approximately 460 nm. The results of pump-probe
spectroscopy are shown in Fig. 4.7(a). The lifetime of the intermediate excited state
for Stilbene 3 was approximately 2.5 ps.

The cooling time for relaxing toward thermal equilibrium from an excited vi-
brational state ranges from a few ps to 10 ps for organic dye molecules and GaAs
semiconductors [18–20], closely agreeing with our experimental results. Therefore,
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it can be concluded that the lifetime of the intermediate excited state observed in this
experiment is the lifetime of the intermediate excited state of the dye molecules that
contributes to light emission induced by phonon-assisted excitation process. Fig-
ure 4.7(b) shows the relationships between emitted light intensities of Stilbene 3,
Coumarin 102, and Coumarin 153 obtained under equal excitation conditions, and
the lifetime of the intermediate excited states obtained in the experiment. The emit-
ted light intensities decreased as the lifetime of the intermediate excited states be-
came longer. The cooling time constant represents the phonon generation efficiency,
and the smaller the cooling time constant is, the higher the phonon generation ef-
ficiency becomes. Therefore, the efficiency of the conversion from incident photon
to dressed photon, v′

p/u′
p , is also likely higher, and it is speculated that dye grains

whose intermediate excited state lifetime is shorter have a greater efficiency of light
emission. The lifetime of the intermediate excited state is expected to be closely
related to the dimensions and shapes of the grains.

As described above, the lifetime of the intermediate excited state of dye
molecules excited by the phonon-assisted excitation was 1.1–2.5 ps, which is ex-
tremely short. Therefore, a frequency up-shifting mechanism using the phonon-
assisted excitation process has great promise for photodetector applications since it
can realize a very rapid response time. An application exploiting this characteristic
is described in a later section. In addition, realizing blue-green light emission with-
out using an ultraviolet light source or a pulse laser with a high peak intensity as
excitation light [21] can be effective in such areas as display applications.

4.3 Multi-step Phonon-Assisted Process with Two
Nondegenerate Beams

In the previous section, blue or green light emission of dye grains induced by
the phonon-assisted excitation process was observed. These dyes are transparent
to near-infrared light; however, individual protrusions on the dye grains serve as
sources of optical near-fields. The energy of these optical near-fields is transferred
to dye grains in the vicinity, and their dye molecules are nonadiabatically excited to
a vibrational state of higher energy with the aid of the phonon energy in the grains
(a two-step phonon-assisted excitation process is shown in Fig. 4.8). Because this
intermediate excited state (|Eg; el〉 ⊗ |Ea; vib〉) is a real energy state, excitation to
an even higher energy state (|Eg; el〉 ⊗ |Ec; vib〉) is possible with the subsequent
transfer of the optical near-field energy. Eventually, the dye molecules are excited
to an electronic excited state (|Eex; el〉 ⊗ |Eem; vib〉), generating visible light. It has
been speculated that phonon-assisted excitation is possible even if the excitation
beam used to cause excitation to this intermediate excited state (indicated as 1st
step in Fig. 4.2 or Fig. 4.8) and the second excitation beam (2nd step) differ from
each other in terms of wavelength, etc. (i.e., mutually nondegenerate). This section
describes the experimental results for the multi-step phonon-assisted process with
two nondegenerate beams [22].
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Fig. 4.8 Electronic potential curves in the configuration coordinates of the dye molecules. Illus-
tration explaining the origin of the visible light emission by a two-step phonon-assisted excitation
process

4.3.1 Emitted Spectra Induced by Phonon-Assisted Process with
Nondegenerate Beams

Dye grains were obtained by dispersing DCM powder in ethanol solution, placing
the solution in quartz cells, and evaporating the solution. The size of the dye grains
was distributed between 10 nm and several micrometers. The resulting thickness of
the dye grains in the quartz cells was 1 mm. DCM has an absorption edge wave-
length of about 560 nm and does not absorb near-infrared light in the wavelength
range of about 750–1350 nm [14]. However, our previous research has shown that,
by irradiating the dye with near-infrared light at wavelengths of about 750–808 nm,
the dye molecules are excited by a phonon-assisted process, generating visible light
at wavelengths of about 650–700 nm [4].

Using two laser diodes that generated two beams of differing wavelengths
as excitation light sources, the emitted light intensities obtained by irradiat-
ing the dye grains with the generated CW beams simultaneously or separately
were measured and compared. The properties of the first beam (referred to as
“signal beam” hereafter) were: wavelength λ1 = 1150 nm; intensity Iex(1150) =
0.55–2.28 W/cm2; and linear polarization. The properties of the second beam (re-
ferred to as “sampling beam” hereafter) were: wavelength λ2 = 808 nm; intensity
Iex(808) = 2.0–19.9 W/cm2; and elliptical polarization. Emission spectra of the dye
grains were measured using a CCD linear image sensor with a spectrometer.

The emission spectra are shown in Fig. 4.9. The dotted-line curve indicates the
emitted light intensity, I808(λ), obtained when the sampling beam alone was radi-
ated. The broken-line curve indicates the emitted light intensity, I1150(λ), obtained
when the signal beam alone was radiated. The solid curve indicates the emitted light
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Fig. 4.9 Emitted light
spectra of visible light
emission from the DCM dye
grains due to near-infrared
excitation. The broken-line
curve I1150(λ) is the result for
irradiation with the signal
beam only. The dotted-line
curve I808(λ) is the result for
irradiation with the sampling
beam only. The solid-line
curve is the result for
simultaneous irradiation with
the signal beam and the
sampling beam

Fig. 4.10 The excitation
intensity dependence of the
emitted light intensity.
Triangles indicate the
excitation intensity Iex(808)

dependence of the emitted
light intensity I808(680).
Squares indicate the
excitation intensity Iex(1150)

dependence of the emitted
light intensity I1150(680). The
solid-line curve is the result
of curve fitting for I808(680)

with a quadratic function

intensity, I1150+808(λ), obtained when the two beams were radiated simultaneously.
The value of I1150(λ) was small, approximately equivalent to the noise level of the
detector; nonetheless, the value of I1150+808(λ) was larger than the sum of the emit-
ted light intensities obtained by separately radiating the signal beam or the sampling
beam, i.e. I1150(λ) + I808(λ). This result suggests that there is an excitation process
induced by the simultaneous radiation of the signal beam and the sampling beam.

The triangles in Fig. 4.10 show the relationship between the emitted light inten-
sity I808(λ) at λ = 680 nm (i.e., I808(680)) and the excitation light intensity Iex(808)

(sampling beam intensity). Similarly, the squares in Fig. 4.10 show the relationship
between the emitted light intensity I1150(λ) at λ = 680 nm (i.e., I1150(680)) and
the excitation light intensity Iex(1150) (signal beam intensity). Because the values of
I1150(680) were small, being approximately equivalent to the noise level of the de-
tector, the relationship between I1150(680) and Iex(1150) is not clear. On the other
hand, I808(680) was proportional to Iex(808) under weak excitation and proportional
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Fig. 4.11 (a) The signal
beam intensity Iex(1150)

dependence of the emitted
light intensity increment I.
(b) The sampling beam
intensity Iex(808) dependence
of the emitted light intensity
increment I

to I2
ex(808) under strong excitation. The solid-line curve in the figure was obtained by

least squares fitting of a quadratic function, and the broken-line curves show com-
ponents proportional to Iex(808) and I2

ex(808). These components correspond to the
one-step and the two-step phonon-assisted excitation process, respectively [4, 15].

4.3.2 Excitation Intensity Dependence

The excitation process responsible for I will now be discussed, where I is the
emitted light intensity increment caused by the simultaneous radiation of the sig-
nal beam and the sampling beam, defined as I = I1150+808(680) − {I1150(680) +
I808(680)}. Figure 4.11(a) shows the relationship between I and the intensity of the
signal beam used for excitation, Iex(1150), with the intensity of the sampling beam,
Iex(808), as a parameter. The solid straight lines were obtained by least squares fit-
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ting of linear functions, and their agreement with the experimental values indicates
that one photon of the signal beam contributes to the excitation process. On the
other hand, Fig. 4.11(b) shows the relationship between I and the intensity of the
sampling beam used for excitation, Iex(808), with the intensity of the signal beam
Iex(1150) as a parameter. The solid-line curves in the figure were obtained by least
squares fitting of quadratic functions, and the broken straight lines represent val-
ues proportional to Iex(808) and I2

ex(808) when Iex(1150) = 0.55 W/cm2. These results
show that I was proportional to Iex(808) under weak excitation and proportional
to I2

ex(808) under strong excitation. The components that are proportional to Iex(808)

and I2
ex(808) correspond to the one-step and the two-step phonon-assisted excitation

process, respectively.
The signal beam and the sampling beam were mutually nondegenerate, having no

correlation in their phases, and they were also low-intensity CW beams. Therefore,
the excitation process due to the simultaneous radiation of the signal beam and the
sampling beam is likely a multi-step phonon-assisted excitation process brought
about by the two mutually nondegenerate beams.

Considering the dependence of I on the excitation intensities (i.e., Iex(1150) and
Iex(808)), seven potential excitation processes (Processes 1–7) were identified, as
shown in Fig. 4.12. For all seven cases, the elapsed time after excitation of dye
molecules from the ground state, i.e., |Eg; el〉⊗|Ei; vib〉, is shown on the horizontal
axes.

Process 1 Dye molecules are excited to an intermediate excited state, |Eg; el〉 ⊗
|Ea; vib〉, by phonon-assisted excitation due to the sampling beam, after which,
they cool to a lower energy state, approaching thermal equilibrium, |Eg; el〉 ⊗
|Ei; vib〉. In this process, however, the molecules are adiabatically excited to an
excited state, |Eex; el〉 ⊗ |Eb; vib〉, by the signal beam, eventually transitioning to
an electronic excited state, |Eex; el〉⊗|Eem; vib〉, which is the origin of visible light
emission.

Process 2 This process is similar to Process 1 described above, but the 2nd step
is the phonon-assisted excitation process due to the signal beam. In this case, the
dye molecules are excited by the signal beam from the intermediate excited state,
|Eg; el〉 ⊗ |Ea; vib〉, to an even higher vibrational state, |Eg; el〉 ⊗ |Ec; vib〉. Even-
tually, transition to |Eex; el〉⊗|Eem; vib〉 occurs by coupling of a higher vibrational
state with an electronic excited state.

Process 3 Molecules are excited to an intermediate excited state by the phonon-
assisted excitation by the signal beam, after which, they cool to a lower energy
state; however, in this process, they are adiabatically excited by the sampling beam
to |Eex; el〉 ⊗ |Eem; vib〉.

Process 4 This process is similar to Process 3 described above, but the 2nd step
is the phonon-assisted excitation by the sampling beam, causing an excitation to
|Eex; el〉 ⊗ |Eem; vib〉.

Process 5 Phonon-assisted excitation by the sampling beam is repeated twice in
exciting the molecules to the intermediate excited state, after which, they cool to a
lower energy state; however, in this process, they are adiabatically excited by the
signal beam to |Eex; el〉 ⊗ |Eem; vib〉.
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Fig. 4.12 Energy diagrams of phonon-assisted excitation process of the DCM dye grains by the
sampling beam and the signal beam. The broken lines represent vibrational states of dye molecules
at electronic ground states, the dotted lines represent the vibrational states of dye molecules at
electronic excited states. The elapsed time from the initial excitation of dye molecules at the ground
state |Eg; el〉 ⊗ |Ei; vib〉 is shown on the horizontal axes

Process 6 This process is similar to Process 5 described above, but the excita-
tion by the signal beam is nonadiabatic (phonon-assisted), causing an excitation
to |Eex; el〉 ⊗ |Eem; vib〉.
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Process 7 The molecules are nonadiabatically excited to the intermediate excited
state by the signal beam, after which they relax to a lower energy state and are then
nonadiabatically excited by the sampling beam, twice in succession, to |Eex; el〉 ⊗
|Eem; vib〉.

In Fig. 4.11(b), because I has a primary dependency on the sampling beam
intensity Iex(808) under weak excitation, the two-photon energy associated with Pro-
cesses 1–4 is sufficient as the excitation energy required for visible light emission
from the dye molecules. Nevertheless, Processes 5–7, involving three photons, ap-
peared because there are dye molecules having low coupling efficiency between
the electronic excited state and the molecular higher vibrational state of the ground
state, and, in Processes 2 and 4, they do not cool to the electronic excited state
|Eex; el〉 ⊗ |Eem; vib〉 but approach thermal equilibrium by cooling. In these Pro-
cesses 5–7, the time required to reach the electronic excited state, which is the origin
of the light emission from dye grains, after the dye molecules in the ground state
are excited (i.e., the lifetime of the intermediate excited state) is longer than it is in
Processes 1–4.

4.3.3 Dependence of the Difference in Polarization Angle Between
Two Nondegenerate Beams

In order to investigate the dependence of the difference in polarization angle be-
tween the sampling beam and the signal beam, θ , on I, the following experiment
was conducted. A polarizer and a neutral density filter were placed in the optical
path of the sampling beam, and the polarization direction of the linearly polarized
sampling beam was controlled while keeping the intensity of a sampling beam in-
cident on the sample constant, i.e., Iex(808) = 2.2 W/cm2. The relationship between
I and θ is shown in Fig. 4.13. The values of I showed nearly no change with
respect to θ . Fluctuations in the values are likely due to the precision in adjust-
ing the sampling beam intensity Iex(808) with the neutral density filter. In support of
this, when dye grains are singly irradiated with a sampling beam whose polariza-
tion direction is tilted from that of the signal beam by θ , the resulting emitted light
intensity I808(680) actually shows a fluctuation similar to I. Therefore, I is inde-
pendent of the difference in polarization angle between the sampling beam and the
signal beam. Possible reasons for this independence are that the orientation of the
dye grains is random, and that the intermediate excited state is a real energy state
and information about the polarization direction of the beam that excites the dye
molecules to the intermediate excited state is lost. This non-dependence of the emit-
ted light intensity on the difference in polarization angle between the two beams is a
considerably different property from sum-frequency generation with nonlinear po-
larization, in which there is a dependence on the polarization angles of the sampling
beam and the signal beam [23].
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Fig. 4.13 The relationship
between the emitted light
intensity increment I and
the polarization angle
difference θ between the
signal beam and the sampling
beam

The above experimental results showed, for the first time, the existence of a
phonon-assisted excitation process by two mutually nondegenerate beams. In addi-
tion, unlike sum-frequency generation with nonlinear polarization, with this excita-
tion process, the emitted light intensity did not change with respect to the difference
in polarization angle between the two beams.

4.4 Application to Optical Pulse Shape Measurement

There is much demand for optical pulse measurement in the near infrared region
at wavelengths of about 1–1.5 µm, which includes optical pulses used in optical
fiber communication and pulses from fiber lasers [24–26]. However, the measure-
ment is not easy because there is no photodetector with a high enough sensitivity
and a high temporal resolution for this wavelength region. In order to measure op-
tical pulse shapes in the picosecond/femtosecond regime in this wavelength band,
sum-frequency generation with nonlinear crystals can be used to convert light of a
certain wavelength to a shorter wavelength, whose intensity can then be measured
with a photodetector that is sensitive to visible light [27–30]. Because the temporal
resolution is determined by the width of the sampling pulse, a high temporal reso-
lution can be obtained by using a short laser pulse. With this method, however, the
signal beam (beam to be measured), the sampling beam, and the converted beam
(to a short wavelength) must satisfy phase matching conditions [31–34]. As a result,
depending on the wavelength of the beam to be measured, it is necessary to provide
an optical element for polarization control, such as a wavelength plate, to adjust the
angle of incidence to the nonlinear crystals; therefore, this method may not be suit-
able for measuring beams with a wide wavelength band or exhibiting polarization
dependence.

As described in Sect. 4.2, because the energy of the intermediate excited state
is greater than the thermal energy, which is determined by the sample temperature,
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molecules excited by the phonon-assisted process cool to a lower energy state. In the
case of dye grains, the amount of time that the dye molecules maintain the energy
difference E1 − E2 (defined as the lifetime of the intermediate excited state, τ ),
where E1 is the energy needed for excitation to the electronic excited state (i.e.,
the origin of visible light emission) and E2 is the energy needed for the second
excitation from the intermediate excited state, has been experimentally shown to be
extremely short, at about 2.5 ps or less [15].

By exploiting this phonon-assisted excitation process, assuming the signal beam
to be the beam for the first excitation, the sampling beam to be the beam for the
second excitation, and visible light emission of the dye to be the resultant sampling
signal, optical measurement with a temporal resolution of 2.5 ps should be pos-
sible. This optical measurement method does not use nonlinear polarization with
polarization dependence but makes use of the vibrational level of molecules with a
continuous energy distribution as an intermediate excited state. Therefore, an optical
measurement device with a simple optical system, free of polarization dependence,
and with a wide measurable wavelength band should be possible. In this section, we
discuss the potential application of the phonon-assisted excitation process to optical
pulse-shape measurement [22].

4.4.1 Experimental Setup

Pulse-shape measurement using the phonon-assisted excitation process with non-
degenerate beams was attempted for the first time with the measuring device il-
lustrated in Fig. 4.14. The signal pulse (center wavelength λ1 = 1250–1350 nm;
mean intensity I1 = 1.3 W/cm2; repetition frequency = 80 MHz) to be measured
was generated with a Ti:sapphire laser and an optical parametric oscillator (OPO).
Also, the pump beam of the OPO was used as the sampling pulse (center wavelength
λ2 = 750–775 nm; intensity I2 = 3.2–5.1 W/cm2; repetition frequency = 80 MHz).
After passing along separate optical paths, the two pulses were directed to the same
optical path using half mirrors and were made incident on DCM dye grains in a
quartz cell at an identical position. Note that the polarization directions of the sig-
nal beam and the sampling beams were perpendicular to each other. The length of
the optical path for the optical pulse to be measured was made variable to con-
trol the difference in time at which the two optical pulses were incident on the dye
grains (i.e., delay time), t. Components of the emitted light intensity I(λ,t) at
the wavelength λ = 680 nm (i.e., I(680,t)) were extracted with a spectrometer,
and the measurement was performed using a photomultiplier tube. When t < 0,
the sampling beam reaches the dye grain before the signal beam does, making it
possible to observe light emission by Processes 1, 2, 5, and 6 in Fig. 4.12. On the
other hand, when t > 0, the sampling beam reaches the dye grains after the signal
beam, making it possible to observe light emission by Processes 3, 4, and 7.
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Fig. 4.14 Schematic
representation of the optical
pulse measurement system
using the phonon-assisted
excitation light emission
induced by nondegenerate
beams

4.4.2 Experimental Results

Figure 4.15(a) shows the results of pulse-shape measurement for the signal beam
(wavelength λ1 = 1250 nm, intensity I1 = 1.3 W/cm2), where the sampling beam
had a wavelength λ2 = 750 nm and intensity I2 = 3.2 W/cm2. The vertical axis
in the figure shows the increment in emitted light intensity, I(680,t), defined
as: I(680,t) = I(680,t) − I(680,−∞). In the vicinity of t = 0, values of
I(680,t) can be clearly observed because of the light emission based on the
phonon-assisted excitation process induced by the nondegenerate beams (i.e., the
signal beam and the sampling beam). The full width at half maximum of this signal
wave profile was about 0.8 ps, and its signal-to-noise ratio (S/N) was 34. The actual
time interval of an incident optical pulse can be estimated from its spectral width,
and the pulse widths for the signal beam and the sampling beam were estimated to be
about 0.2 ps. These estimated widths are smaller than those determined by the mea-
surements in this study. The reasons for this inconsistency were considered. Curve
fitting for I(680,t) was possible with use of the sum of two exponential func-
tions for the time regions t < 0 and t > 0, respectively (i.e., A exp(−t/τfast) +
B exp(−t/τslow) for t > 0 and C exp(t/τfast) + D exp(t/τslow) for t < 0).
Solid-line curves in Fig. 4.15(a) are the results of least squares fitting. For the region
t > 0, decay time constants τfast and τslow were 0.35 ps and 1.7 ps, respectively.
The coefficient A of the decay component with the decay time constant τfast is about
4 times greater than the coefficient B of the decay component with the decay time
constant τslow. On the other hand, for the region t < 0, the decay time constants
τfast and τslow were 0.3 ps and 1.6 ps. There is no substantial difference between
the coefficient C of the decay component with the decay time constant τfast and the
coefficient D of the decay component with the decay time constant τslow. Also, as
compared with the region t > 0, the decay component with τslow has a greater
proportion with respect to I(680,t). Consequently, the signal waveform profile
shown in Fig. 4.15(a) is not symmetrical around t = 0, and compared with the
region t < 0, the curve shows a steeper slope in the region t > 0.

The decay time constants τfast and τslow can be considered as the lifetime of the
intermediate excited state, because the values of τfast and τslow (i.e., 0.3–1.7 ps) were
approximately equivalent to the lifetime of the intermediate excited states obtained
for Coumarin 153, Coumarin 102 and Stilbene 3 dye grains (i.e., 1.1–2.5 ps) in
an experiment on phonon-assisted excitation light emission induced by degenerate
beams [15]. Therefore, the temporal resolution of this measurement method (i.e.,
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Fig. 4.15 (a) Signal wave
profiles with λ1 = 1250 nm
and λ2 = 750 nm. (b) Signal
wave profiles with
λ1 = 1350 nm and
λ2 = 775 nm. The solid-line
curves in (a) and (b) are the
results of curve fitting I
with the sum of two
exponential functions. The
broken lines indicate the
respective exponential
functions:
A exp(−t/τfast) +
B exp(−t/τslow) for t > 0,
and C exp(t/τfast) +
D exp(t/τslow) for t < 0

full width at half maximum of 0.8 ps) is likely determined by the lifetime of the
intermediate excited state. The presence of the two decay time constants, τfast and
τslow, may be explained by the sampling beam contributing to I(680,t) through
both the two-step (Processes 1, 2 (t < 0), 3, and 4 (t > 0)) and the three-step
(Processes 5, 6 (t < 0), and 7 (t > 0)) of the phonon-assisted nondegenerate
excitation process.

The signal waveform profile shown in Fig. 4.15(a) is not symmetrical around
t = 0 because the dye grains receive different levels of excitation energy from the
beam that reaches them first, depending on the excitation routes (Processes 1, 2, 5,
and 6 vs. Processes 3, 4, and 7 in Fig. 4.12), and because the lifetime of the inter-
mediate excited states differ accordingly. When t > 0, a signal beam with a long
wavelength reaches the dye grains first to excite them to the intermediate excited
state, but the photon energy of this excited state is lower than that of the sampling
beam with a short wavelength. Therefore, because the lifetime of the intermediate
excited state is short, the waveform profile in the t > 0 region is steeply sloping
downward.



4 Wavelength Up-Conversion Using a Phonon-Assisted Excitation Process 119

Figure 4.15(b) shows the results of pulse-shape measurement for the signal beam
(wavelength λ1 = 1350 nm, intensity I1 = 1.3 W/cm2) where the sampling beam
had a wavelength λ2 = 775 nm and intensity I2 = 5.1 W/cm2. Keeping the incident
angle to the sample identical to the case shown in Fig. 4.15(a), a signal waveform
with a full width at half maximum of about 1.1 ps and an S/N of 19 was measured.
As with Fig. 4.15(a), curve fitting for the signal waveform I(680,t) is possible
with use of the sum of two exponential functions for the time regions t < 0 and
t > 0, respectively. For the region t > 0, decay time constants τfast and τslow were
0.62 ps and 5.2 ps, respectively, and, for the region t < 0, decay time constants τfast

and τslow were 0.69 ps and 3.0 ps, respectively. Similarly to Fig. 4.15(a), the signal
waveform profile is not symmetrical around t = 0, and, compared with the region
t < 0, the curve is steeply sloping downward in the region t > 0.

As shown by the above experimental results, the signal waveform obtained by the
optical pulse-shape measurement using phonon-assisted excitation light emission
from the DCM dye grains induced by nondegenerate beams had a measurement
wavelength range of 1250–1350 nm and an S/N of about 19–34. The full width at
half maximum was about 0.8–1.1 ps, which is likely constrained by the lifetime of
intermediate excited state. With this measurement method, there is no restriction on
angular correlation between the polarization directions of the signal beam and the
sampling beam, nor is there any need for a device for controlling the polarization
direction before the beam reaches the dye grains, such as a wavelength plate. In
addition, a wide wavelength region can be measured with this method because the
incident angle to the dye grains can be fixed independent of the wavelength of the
signal beam.

4.5 Summary

Blue–green light emission from dye grains, Coumarin 153, Coumarin 102 and Stil-
bene 3, by near-infrared excitation was observed. This phenomenon was based on
phonon-assisted excitation. A maximum frequency up-shift of 1.17 eV was con-
firmed. Based on the excitation intensity dependence, manifestation of a light emis-
sion mechanism by three-step phonon-assisted excitation was confirmed. The life-
time of the intermediate excited state was shown to be 1.1–2.5 ps. The frequency
up-shifting mechanism based on the phonon-assisted excitation in the dye grains is
very promising for application to fast-response infrared photodetectors.

Using DCM dye grains and mutually nondegenerate beams generated by two
CW laser diodes, visible light emission from the dyes by near-infrared excitation
based on a phonon-assisted, nondegenerate excitation process was observed. This
principle was applied to optical sampling as a measurement method. As a result, the
optical pulse shape in the wavelength band of λ = 1250–1350 nm, which is close to
the wavelength range used for optical fiber communications, was measured with a
temporal resolution of 0.8–1.1 ps.
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Chapter 5
Micro and Extended-Nano Fluidics and Optics
for Chemical and Bioanalytical Technology

Kazuma Mawatari, Yuriy Pihosh, Hisashi Shimizu, Yutaka Kazoe,
and Takehiko Kitamori

Abstract Integrated chemical systems on microfluidic chips are further downscal-
ing to 101–103 nm scale, which we call extended-nano space. The extended-nano
space is a transient space from single molecules to bulk condensed phase, and
new liquid properties can be expected in fluidics and chemistry. Actually, many
unique liquid properties are increasingly reported which are quite different with
microspace. In addition, development of new chemical devices is in progress by uti-
lizing the unique characteristics of extended nanospace. Although new research area
is being formed, there exist many challenges in fundamental technologies (nanofab-
rication, fluidic control, detection, partial surface modification, etc.) due to the ex-
tremely small size. Optical near field (ONF) technology is one promising solution
because the size of ONF is comparable with extended-nano space and also has
unique optical properties such as non-adiabatic optical transitions. In this chapter,
we introduce our approach to construct a new micro and extended-nano chemical
systems by utilizing the unique characteristics of ONF.

5.1 Introduction

In a past half century, electronics technologies progressed rapidly. Electronic com-
ponents such as transistors, capacitors and resistance were integrated to a circuit by
micro/nano fabrication technologies, and the device technologies were established.
In addition, the integration technologies allowed higher performance of the informa-
tion processing. Due to the development, general people can use the miniaturized
electronic systems (e.g. laptop computer and cell phone) without any significant
difficulties. However, if we look at chemical and biological field, the available tech-
nologies have not been changed significantly. For example, if we consider solvent
extraction experiments which are used to analyze target molecules by extracting the
molecules to organic or aqueous phase, traditional apparatus such as a flask, shaker
and pipette has been utilized. Device technology in chemistry and biotechnology
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Fig. 5.1 Traditional apparatus for chemical experiments and microfluidic chip

also has not been developed. In developing a chemical plant, the volumes of the
traditional apparatus were scaled up with much effort to realize uniform mixing and
temperature control.

In 1990s, integrated micro chemical systems on a chip have been developed
(Fig. 5.1) [1, 2]. Microfabrication technologies were applied, and microfluidic chan-
nels with a size of 10–100 µm were fabricated on silicon, glass and plastic substrates.
In the microspace, many chemical operations were integrated in microspace as mi-
cro unit operations (MUOs) [3]. These chemical operations include mixing, reac-
tion, detection, separation, extraction, distillation, concentration. The fundamental
technologies were also developed, which were pressure-driven microfluidics, sur-
face control methods, detection technologies and fabrication methods. Those meth-
ods allowed varieties of analysis, synthesis and biochemical systems integrated on
microchips, and their superior performances such as rapid, simple, and high efficient
processing have been proved. Currently, practical microsystems are being developed
in clinical diagnosis, environmental analysis, food analysis, drug synthesis and basic
research for biology, pharmaceutical, tissue engineering.

Recently, micro fluidic technologies were applied to 101–103 nm scale space
which we call extended-nano space to distinguish from nanospace or nanotechnol-
ogy dealing with 100–101 nm space (Fig. 5.2). The extended-nano space bridges
between single molecules in nanospace and normal condensed phase in bulk, and
the liquid properties and chemistry in extended-nano space have not been clarified.
One main reason is that the space is 2–3 orders smaller than microspace, and the
technologies developed for microspace cannot be utilized. In order to solve these
problems, the basic research tools for extended-nano space were rapidly developed
in a recent few years. In particular, optical technologies play significant roles for
detection in chemistry and fluidics. Due to the technical development, new specific
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Fig. 5.2 Size hierarchy and micro and extended-nano space

phenomena in fluidics and chemistry were clarified, which were quite different with
the liquid properties in micro or bulk space [4, 5]. From a view point of photonics,
the extended-nano scale is comparable or smaller than light wavelength. Therefore,
nanophotonics will play an important role to understand the phenomena. For appli-
cation, by combining fluidics, chemistry, photonics, new device technologies can be
expected. Ohtsu’s group proposed a new concept of phonon-polariton, which is gen-
erated by illuminating a light for extended-nano objects [6]. The phonon-polariton
allows optical excitation pathways which are usually prohibited by utilizing phonon
energy. As a consequence, the phonon-polariton apparently behaves as a higher en-
ergy photon than incident photon energy. These characteristics were applied to TiO2
water splitting by visible light.

In this chapter, we will introduce micro and extended-nano fluidics and its appli-
cations. Because this book focusing on nanophotonics, several optical technologies
were selected, which were used for detection and reaction.

5.2 Technology and Applications by Microfluidics

5.2.1 Integration Methods

For realizing various chemical processes, we should utilize many chemical opera-
tions. These chemical operations can usually be divided to unit operations. As the
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Fig. 5.3 Characteristics of liquid in microspace

Fig. 5.4 Stabilization of multiphase laminar flow

bulk chemical processing plant, the bulk scale operations could include multiphase
reaction, mixing, separation, detection, etc. However, direct miniaturization of bulk
scale unit operation cannot be applied in microspace. For the integration, unique
characteristics of microspace should be considered as shown in Fig. 5.3. For exam-
ple, surface or interfacial force is several orders larger than gravity force. There-
fore, conventional chemical operations using gravity force cannot be scaled down in
the same format. Rather, surface properties should be carefully adjusted to control
the liquid flow. For multiphase laminar flow, wall of the microfluidic channels is
partially modified with chemical reagent such as hydrophobic molecules. By con-
trolling the surface properties, multiphase flows can easily formed (Fig. 5.4), which
was quite difficult to form in bulk. Then, MUOs that perform similar functions can
be achieved, and the MUOs are in place of resistor, capacitor, and diode in an inte-
grated circuit. In particular, multiphase laminar flow is an important fluidic format
to realize MUOs. In Fig. 5.5, bulk scale unit operations for solvent extraction were
converted to MUOs by multiphase laminar flow. Then, the MUOs can be combined
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Fig. 5.5 Stabilization of multiphase laminar flow

in parallel and serial like an electric circuit by continuous flow chemical processing
(CFCP) as shown in Fig. 5.6. The function of the integrated microfluidic chips is
analogous to that of a chemical central processing unit.

The combination of MUOs and its arrangement are dependent on specific appli-
cations. Usually, for specific chemical processes, a national standard procedure is
settled. For example of cobalt ion analysis, the procedure is illustrated in Fig. 5.7
(left). Standard procedures consist of a complex formation reaction, solvent extrac-
tion, and decomposition and removal of the coexisting metal complex. For each
chemical operation, aqueous solution is wasted, and organic phase are utilized and
transferred to the next process. The standard analytical procedure is decomposed to
unit operations, which are mixing, reaction, phase contact, extraction, phase sepa-
ration and determination as shown in Fig. 5.7 (middle). Finally, the corresponding
MUOs are assigned to each unit operation. The MUOs are connected in parallel and
serial, and microfluidic chip can be realized (Fig. 5.8), which works as a chemical
device [7]. These are general designing process of microfluidic chip. The channel
size and length can be also designed when the bulk scale reaction and diffusion
time is known. Computational fluid dynamics (CFD) software will be helpful for
the design.

These process are established general integration procedures and can be applied
various chemical processes in analytical and chemical synthesis fields. The applica-
tion fields are wide from medical diagnosis, environmental analysis, food analysis,
process analysis, cell biology, tissue engineering, cosmetics, pharmaceutical, and
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Fig. 5.6 Stabilization of multiphase laminar flow

Fig. 5.7 Conversion of bulk procedures to MUOS (example of solvent extraction)
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Fig. 5.8 Co ion analysis chip
in which MUOs are
integrated in parallel and
serial

production of fine chemicals. In conventional methods, the procedures are quite
troublesome because washing processes by hydrochloric acid, water, and sodium
hydroxide solution are repeated step-by-step. In addition, the conventional proce-
dures need a long analysis time (e.g. 6 hours for cobalt ion analysis). In microfluidic
chips, chemical reaction and molecular transport can be realized in continuous flow
chemical process. It provides advantages of small sample and reagent volume, short
process time, simplicity and omission of troublesome operations. These integration
approaches allowed device technology in chemistry and biotechnology for the first
time.

5.2.2 Optical Detection Method for Single Molecule Detection

Single molecule detection is the largest landmark in the history of analytical chem-
istry as an achievement of the ultimate sensitivity in analysis. Furthermore, single
molecule detection has great influences in various fields such as physics, chemistry,
biology and medicine since it allowed us direct, real-time investigations of molecu-
lar dynamics, enzymatic activities of single enzymes and intra- and intermolecular
interactions of biomolecules [8]. In particular, single molecule detection is strongly
required in micro- and nanospace because the number of analyte molecules is re-
duced with decreasing detection volume [9]. For example, if 1 nM solution is filled
in a 1 µm cube, the expected number of analytes is 0.6, which represents the neces-
sity of single molecule detection.

Laser spectroscopy has been frequently used to detect single molecules in mi-
crospace because laser can be tightly focused and increase sensitivity dramatically.
The most successful single molecule detection method is laser induced fluores-
cence (LIF) combined with a confocal microscope or total internal reflection mi-
croscope. The well-established setups of LIF can decrease background signal of
solvent to distinguish fluorescence signal of analyte from the background. However,
LIF can detect only fluorescent molecules, while most of molecules have no fluores-
cence. Therefore, single molecule detection method for nonfluorescent molecules is
strongly required for further applications of microfluidics. To date, some other single
molecule detection methods have been proposed such as scanning electrochemical
microscope (SECM) and surface enhanced Raman spectroscopy (SERS), although
the analytes are still limited to a small range of molecules.
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Fig. 5.9 Principle of TLM

In order to detect a wide range of nonfluorescent molecules, an absorption-
based method is desirable. Among the absorption-based methods, photothermal
spectroscopy is known to the most sensitive method. Photothermal spectroscopy
detects nonfluorescent molecules based on light absorption and nonradiative relax-
ation of analyte molecules. When a molecule in a ground state is excited by light,
the molecule in an excited state relaxes via a radiative or nonradiative process. Here,
almost all molecules produce thermal energy with nonradiative processes because
few molecules have fluorescence quantum efficiencies of nearly 1. Therefore, mea-
surements of the thermal energy make it possible to detection of wide range of
molecules. The detection methods using the light-to-heat conversion are called pho-
tothermal spectroscopy. Photothermal spectroscopy is known to be much more sen-
sitive than other absorption spectroscopies because a use of high-brightness laser
can dramatically increase the intensity of the photothermal effects. In particular,
thermal lens spectroscopy (TLS) is well-known as a very sensitive method which
can detect small amount of molecules in solutions [10]. However, TLS could not
been performed under an optical microscope, which led to difficulties of measure-
ments.

The problem was solved by a development of thermal lens microscope (TLM)
[11]. The principle of TLM is illustrated in Fig. 5.9. A sample is heated by an exci-
tation laser through absorption and nonradiative relaxation. Then, a local change in
refractive index is induced in the sample medium. This change in refractive index is
called thermal lens because its distribution is similar to a concave lens. As a result, a
probe laser introduced coaxially is refracted by the thermal lens and a change of light
density is detected by a pinhole and photodetector. In order to realize this principle,
the focal points of the excitation and probe beam must be mismatched along z axis.
If the focal point of the excitation beam is lower than that of the probe beam, the
probe beam is diverged as Fig. 5.10(a). Contrary, if the excitation focus is in upper
side, the probe beam is converged as Fig. 5.10(c). Although the both configurations
make the probe beam refracted, the probe beam is not refracted if the two beams are
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Fig. 5.10 Relationship of focal points configurations and thermal lens signal

focused at the same point as Fig. 5.10(b). Therefore, for thermal lens microscope,
an objective lens with a chromatic aberration (not apochromatic one) is used, or the
two focal points are intentionally mismatched using uncollimated beams. The out-
put of the photodetector is finally fed into a lock-in amplifier to obtain a thermal
lens signal. When the excitation beam is intensity-modulated at a certain frequency,
the intensity of the refracted probe beam also oscillates at the frequency as shown in
Fig. 5.10 (bottom). Then, the amplitude of the oscillation is extracted as the thermal
lens signal which is proportional to the absorbance of the analyte solution.

Figure 5.11 is an example of calibration curve obtained by a TLM [12]. The an-
alyte is aqueous solution of a nonfluorescent dye. In this experiment, the volume of
detection area was estimated as the confocal volume (1.3 fL). Then, the amount of
detected molecules was calculated to be 0.13–2.6 zmol and the limit of detection
was 85 ymol (50 molecules). Thus, an ultrasensitive measurement of a nonfluores-
cent molecule could be realized using the TLM. In addition, the thermal lens signal
can be enhanced by some kinds of organic solvents due to their large temperature
gradient of refractive index (dn/dT ) and low thermal conductivity. This tells that
more sensitive, single molecule level measurement might be possible using a TLM.
Figure 5.12 is a calibration curve of a nonfluorescent metal porphyrin complex dis-
solved in benzene [13]. The calibration curve was linear in a range of countable
number of molecules and the LOD reached to 0.34 molecules in 7.2 fL. The phys-
ical meaning of this subsingle molecule detection is explained as following. If the
number of molecules is such a low level, the probability of the molecule becomes
Poisson distribution. The distribution tells us that there is no molecule in most cases,
and sometimes one molecule in the detection volume. From Debye-Einstein-Stokes
theory, the analyte molecule goes through the detection volume in several millisec-
onds by diffusion. On the other hand, a time constant of lock-in amplifier, that is
an integration time of signal, is several seconds to determine the low concentration.
Therefore, thousands of molecules enter and leave the detection volume and their
probability is averaged as an expected number of molecules.
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Fig. 5.11 Calibration curve
of a nonfluorescent dye in
water

Fig. 5.12 Calibration curve
of a metal porphyrin complex
in organic solvent

The TLM which has such a splendid detection performance for nonfluorescent
molecules has already been commercialized. For example, a standard TLM was de-
veloped as a product by incorporating laser optics into an optical microscope. In
addition, the TLM was also miniaturized as a built-in detection device for microflu-
idic analysis systems such as immunoassay and ammonia detection. Figure 5.13
shows a structure of the thermal lens detection device [14]. An optical fiber is used
to guide the excitation and probe lasers and connected with three microlenses fixed
on a microchip to focus the lasers. Owing to this technical development, various mi-
crofluidic devices with sensitive absorptiometric detection entered into the market.

As explained before, TLM can determine a concentration of subsingle molecule
level, although thousands of molecules are involved in the measurement with an
averaging time of several seconds. Contrary, a transit of single molecule can be de-
tected with an averaging time of milliseconds which is same time scale as Brownian
diffusion. However, such single molecule counting measurement has a difficulty
deriving from the principle of TLS. In the principle of conventional TLS, a small
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Fig. 5.13 Components of
thermal lens detection device

intensity change by refraction of a probe beam is detected as a signal (S). On the
other hand, the original intensity of the probe beam becomes optical background
(B), which leads to a very small signal-to-background (S/B) ratio of 10−5. In case
of concentration determination, the small signal can be recovered by averaging sig-
nal for several seconds using a lock-in amplifier. However, in case of counting, the
single molecule signal is buried in the large optical background because the sig-
nal cannot be time-averaged. Subsequently, a reduction of the optical background is
indispensable to single molecule counting by TLM.

In order to solve this problem, a principle realizing background-free detection,
differential interference contrast (DIC) method was introduced into TLM [15]. Fig-
ure 5.14 illustrates the principle of differential interference contrast thermal lens
microscope (DIC-TLM). A probe beam is separated by a DIC prism and mixed
again by another DIC prism to make interference. Due to the interference, the probe
intensity becomes zero and background-free is achieved. On the other hand, the
excitation beam is not separated, by controlling its polarization plane. Then, the
excitation beam is absorbed by an analyte and a local refractive index change is in-
duced for one of the two probe beams. This produces phase contrast between the two
probe beams to be detected by the interference. Since the transmitted probe beam
is detected only when the analyte is in the detection volume, this principle realizes
background-free detection of photothermal effects.

Figure 5.15 shows results of single gold nanoparticle (5 nm) counting using con-
ventional TLM and DIC-TLM. In the results, many pulse signals were observed
when the particles transited the detection volume. The pulse signals were confirmed
to be generated not by scattering, but by photothermal effect of nanoparticles. The
signal-to-noise (S/N) ratio of the pulse signal was dramatically improved by DIC-
TLM. This was because the optical background was reduced by the interference
to decrease the baseline noise. Thus, DIC-TLM realized ultrasensitive detection
of single metallic nanoparticles, which suggests the possibility of single molecule
counting. Considering absorption coefficients of porphyrin molecules and the sig-
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Fig. 5.14 Principle of
DIC-TLM

Fig. 5.15 Results of single gold nanoparticle counting by (a) conventional TLM and (b) DIC-TLM

nal enhancement by organic solvents, S/N ratios of single porphyrin molecules are
detectable. Moreover, large protein molecules could be also detected if a UV exci-
tation beam is used. If the detection of single nonfluorescent molecule is realized,
targets of single molecule chemistry would be expanded largely.

5.2.3 Applications

After proposal of general integration methods utilizing MUOs and CFCP, the ap-
plication field of microfluidic technology was rapidly expanded from DNA separa-
tion/detection to general chemistry and biochemistry. The fundamental technologies
have been established, and practical systems are currently realized. In the system,
optical technologies are one of breakthrough to detect very small amount of ana-
lyte molecules. Several companies commercialized practical microsystems. Some
examples are illustrated in Fig. 5.16.
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Fig. 5.16 Practical microsystems for analytical and chemical synthesis fields

Among the practical systems, a blood analysis system using immunoassay is
introduced here. Immunoassays are important analytical methods for clinical di-
agnosis (cancer, virus infection, allergy, cardiovascular, etc.) and can be used for
quantitative or qualitative analysis of proteins in blood. The immunoassay utilized
immunoreaction between antigen and antibody. There are several methods to real-
ize the immunoassay. The most popular method is enzyme-linked immunosorbent
assay (ELISA). In ELISA, antibody or antigen was immobilized on a solid support,
and analyte molecules are captured by the immunoreaction. In order to determine
the amount of captured analyte molecules, enzyme-labeled antibody was introduced
and captures the analyte molecules. After introduction of substrate, the substrate re-
acts with the enzyme, and colored products (dyes) are generated. The concentration
of the dyes is determined by absorption photometry. As shown in a previous section,
the immunoassay can be converted to MUOs as shown in Fig. 5.17. The procedure
includes (1) immunoreaction of antigen (analyte) and antibody, (2) washing, (3) im-
munoreaction of antigen and enzyme-labeled antibody, (4) washing, (5) enzymatic
reaction of substrate and enzyme and (6) concentration determination. These pro-
cesses can be decomposed to unit operations, and almost all the unit operations can
be realized by same MUOs (immunoreaction on microbeads). Then, an integrated
microfluidic chips can be designed and fabricated (Fig. 5.18). A dam structure was
used to trap microparticles inside the microfluidic channel. Based on the chip design
and fabrication, a miniaturized automated system was realized. The fluidic compo-
nents such as a syringe pump, micro-valve, dispenser and connector were integrated
into a system together with a sensitive optical detection component (TLM device)
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Fig. 5.17 Conversion immunoassay procedure to MUOs

Fig. 5.18 A photograph of
microELISA chip

as shown in Fig. 5.19. The data showed very good correlation with conventional
method for allergy diagnosis [16]. The reliability of the system was verified with
patient serum. The superior performance was also verified in shortening analysis
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Fig. 5.19 Developed automated microELISA system

Fig. 5.20 Comparison of conventional ELISA and microELISA

time, smaller volume of serum, easy-to-use as shown in Fig. 5.20. The miniaturized
rapid diagnosis system will be very promising for point-of-care diagnosis in clinics
and health check at home.

The size is still large compared with an electronic device such as a cellular phone.
In near future, by integrating nanophotonic devices, fluidic devices and electronic
devices, the hand-held microfluidic devices will be realized and new analytical field
utilizing the mobility are opened.
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5.3 Extended-Nano Fluidics and Optics

5.3.1 Introduction

As micro/nanotechnologies have been rapidly developed, integrated chemical sys-
tems are downscaling to 10–1000 nm (extended nanoscale), which bridges the gap
between single molecules and condensed phase, in order to achieve manipulation
and sensing of individual molecules for biology, analytical chemistry and reaction
chemistry. One of final goals of extended-nanofluidics is single cell analysis for
basic biological study and medical applications, by extracting ultra small-volume
analyte molecules into an extended nanochannel from a cell in microspace. How-
ever, in such small space with extremely increased surface-to-volume ratio, physics
and chemistry are different from the bulk space due to dominant surface effects, and
the space itself is often shorter than the optical wavelength. Therefore, extended-
nanofluidics and optics are fundamental components for the integrated chemical
systems, as well as fabrication and surface chemistry.

In order to establish extended-nanofluidics, physics and chemistry of liquids con-
fined in nanospaces must be explored. Hence study of liquid behavior in nanospaces,
which traditionally has been interested to understand porous medium in chemistry,
biology and geology, has been more important in the past decades. A number of ex-
perimental and theoretical studies have investigated liquids confined in single nm-
sized space, e.g., carbon nanotubes, porous silica, biological macromolecules and
clay minerals [17, 18]. These studies have revealed unique liquid properties of wa-
ter including ice-like structure, slower molecular motions, and depression of the
freezing point, due to oriented behavior of confined molecules. On the other hand,
the extended nanospace (10–1000 nm) is a transitional regime of molecular behav-
ior, from single molecules to condensed phase (size of water molecule is approxi-
mately 3 Å). Also this space is comparable to well known electric double layer in an
aqueous solution, an ion screening layer to cancel the surface electric charge with
1–100 nm thicknesses determined by the Debye length. The extended nanospace
is more suitable for fluidic systems with collective behavior of liquid molecules.
Although the regime of extended nanospace is relatively condensed liquid com-
pared to single-nm space, various unique properties also have been reported by
recent studies, such as higher viscosity, lower permittivity and higher conductiv-
ity [4]. Especially, Tsukahara et al. studied water confined in fused-silica extended
nanochannels by nuclear magnetic resonance analysis (NMR) and revealed that the
proton exchange rate in water increases with decreasing the channel size, suggest-
ing loosely coupled water molecules by hydrogen bond in the vicinity of the wall
within 50 nm [19, 20]. From these results, a hypothesis of three phase model for
water confined in micro/nanospace has been proposed, where the water in closed
space consists of adsorption phase of ice-like bilayer structure within 10 nm on the
surface, proton transfer phase of loosely coupled water molecules within 50 nm,
and bulk phase of ordinary liquid structure, as illustrated in Fig. 5.21. These unique
water properties in nanospaces are expected to play an important role in chemical
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Fig. 5.21 A schematic illustration of the three-phase model. In the bulk phase, SB , the water
molecules have an ordinary liquid structure and free translation and rotation. In the proton transfer
phase, Sp , the water molecules keep a four-coordinated H2O structure, and have slower transla-
tional motion and higher proton transfer due to proton hopping along a linear O· · ·H-O hydrogen
bonding chain. In the adsorption phase, Sa , the water has an ice-like bilayer structure, with both
translation and rotation inhibited

and biological functions, including chromatography separation of molecules, cell
signaling mechanism, and stability of protein hydration.

Since extended nanospace is small volume and short length, sophisticated detec-
tion technologies are strongly required. Optical detection allows in situ and non-
invasive detection with very small sample volume on microchips made of transpar-
ent materials. For 100 nm detection volume, single molecule detection is required
even for 1 µM solutions, which is a typical concentration in analytical chemistry.
Laser induced fluorescence, which uses fluorescent molecules releasing absorbed
energy by radiative decay processes from the electronic excited state, is a broadly
used because of very high sensitivity [21]. However, since the radiative decay is
rather rare process, almost all species of molecule release the adsorbed energy as
heat by non-radiative decay process. On the other hand, Kitamori et al. has devel-
oped a method for nonfluorescent molecules based on heat generation, i.e., ther-
mal lens microscopy (TLM), and achieved high sensitivity for microspace [13].
Recently, TLM was further improved for extended nanospace by coupling with dif-
ferential interference contrast optics (DIC-TLM) [22]. DIC-TLM could achieve de-
tection of several-hundred nonfluorescent molecules in aqueous solution in extended
nanochannel for the first time.
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In addition, spatial resolution of the optical detection is important especially for
basic studies to reveal spatial liquid structure and distribution of properties. Based
on the three phase model as illustrated in Fig. 5.1, 10 nm-order spatial resolutions
are required for studies of extended nanospace. However, it is difficult to achieve
such sub-wavelength resolution by normal far-field optics owing to the Abbe’s
diffraction limit. Recently, several methods to achieve super resolution over the
diffraction limit, including total internal reflection microscopy (TIRM), scanning
near-field optical microscopy (SNOM) and stimulated emission microscopy (STED)
[23–25]. These optical technologies can greatly contribute to extended-nanofluidics.

On the other hand, another approach is to use optics as a unit operation in inte-
grated chemical systems. One of applications of nanophotonics is optical near-field
(ONF) based reactions using nanostructured materials. Our group has been devel-
oped a unit operation of TiO2-based photocatalytic reaction for water splitting using
ONF [26]. In order to fabricate well-controlled TiO2 nanostructure, a fabrication
method of nanorods, i.e., glancing angle deposition (GLAD), has been developed.

In this chapter, extended-nanofluidics and optics important for integrated chem-
ical systems are provided. Optical detection methods of single molecule sensitivity
and super resolution are described. Then, recent results for liquid and optical prop-
erties in extended nanospace are described. Finally, we introduce an application
of extended-nanofluidics and optics. Nanochromatography, which uses extended
nanochanenl as a separation column for very high efficient separation, is combined
with the high sensitive detection method, for future application of single cell analy-
sis.

5.3.2 Optical Detection Methods

5.3.2.1 DIC-TLM

Since the field of nanofluidics emerged, the importance of detection techniques has
been rapidly increasing. For detection in nanospace, high sensitivity is firstly re-
quired because the number of analyte molecules is very small due to the extremely
small detection volume. Laser induced fluorescence (LIF) is the most commonly
used detection method for nanofluidics. However, there is almost no method to
detect nonfluorescent molecules in nanochannels. As explained in a previous sec-
tion, thermal lens microscope (TLM) is a strong detection tool of nonfluorescent
molecules for microfluidic applications. Nevertheless, conventional TLMs have not
been applied to detection in nanochannel. This is because the size of thermal lens
becomes as small as the size of nanochannel. On the other hand, the principle of
conventional TLM is based on refraction that is a phenomenon of geometric op-
tics. Geometric optics, which deals with problems whose optical systems are larger
than wavelengths of light, is not available in nanospace. That is the reason why
conventional TLMs could not be used in nanochannels. Contrary, differential in-
terference contrast thermal lens microscope (DIC-TLM) explained in a previous
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Fig. 5.22 (a) Optical configuration of laser spots and nanochannel and (b) calibration curve of
nonfluorescent dye in determination of concentration using DIC-TLM

section is based on phase contrast and interference that are phenomena of wave op-
tics. Wave optics, which can deal with problems that geometric optics is not valid,
is available in nanospace. Therefore, the DIC-TLM can become a strong detection
tool for nanofluidics.

Figure 5.22(a) illustrates an optical configuration of laser spots and a 500-nm
deep nanochannel in a measurement using DIC-TLM [22]. The detection volume
can be accurately calculated using an excitation spot size and confocal length be-
cause the nanochannel depth is smaller than the confocal length. Figure 5.22(b) is a
calibration curve of a nonfluorescent dye solution obtained by DIC-TLM. The cali-
bration curve was linear in µM range and the limit of detection (LOD) was 2.6 µM.
This concentration corresponds to 390 molecules in the detection volume of 250 aL.
This is the first result of sensitive measurement of nonfluorescent molecules in a thin
nanochannel whose scale is same as wavelength of light.

Figure 5.23 shows a characteristic of sensitivity for nanochannel depth. The sen-
sitivity initially decreased gradually and rapidly from 2 µm in proportion to the cube
of depth. This tendency is accountable for three reasons as following. Firstly, the
sensitivity decreases gradually due to a decrease of the number of excited molecules.
Secondly, a part of generated heat transfers from water to silica by thermal diffusion
with decreasing depth. Thirdly, the heat transfer causes an increase in refractive in-
dex of silica, while refractive index of water decreases with rising temperature. As
a result, the changes in refractive index of water and silica canceled out with each
other, which decreases the sensitivity rapidly. Owing to these problems, the sensi-
tivity of DIC-TLM is partly lost in case of nanochannel. If this problem is solved,
single molecule measurement in nanochannel using DIC-TLM could be realized.
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Fig. 5.23 Relationship of
sensitivity and channel depth

5.3.2.2 Stimulated Emission Depletion Microscopy

Fluorescence microscopy has been a promising tool in various fields including mi-
crochemistry and biology. Recently, engineering fields of chemistry are further
downscaling to extended nanospace, and scientific interests of biology are shifting to
nanoscale bio-organisms such as organelles, neurons and proteins. However, normal
far-field optical microscopy, even confocal microscopy, cannot be applied because
the spatial resolution is restricted by the Abbe’s optical diffraction limit of simi-
lar order to optical wavelength. On the other hand, near-field optical methods, total
internal reflection microscopy (TIRM) and scanning optical near-field microscopy
(SNOM), can achieve sub-wavelength resolution. However, TIRM is only available
to measurement in the vicinity of a flat surface, and SNOM cannot be used in closed
space such as micro/nanochannels and intracellular spaces.

Therefore, a far-field optical microscopy with a spatial resolution higher than
the optical diffraction limit is desired for general observation for nanospaces. In
recent advances, several kinds of super resolution microscopy of 10–100 nm reso-
lution have been developed, including stimulated emission depletion (STED) mi-
croscopy, stochastic optical reconstruction microscopy (STORM) and saturated
structured-illumination microscopy (SSIM) [25, 27, 28]. Among these methods,
STED microscopy, which enables to achieve fluorescence excitation spot smaller
than 100 nm, is considered to be most applicable because of similarity of its prin-
ciple as normal fluorescence microscopic methods. STED microscopy has recently
used for observation of bio-organisms and measurement of flows in a nanocapillary
[29, 30].

STED microscopy decreases the size of fluorescence excitation spot by using
two laser beams and effect of STED. Figure 5.24 shows a schematic of the energy-
level diagram for a fluorophore. In the normal fluorescence, when the fluorophore is
excited by light, an outer electron jumps from the ground state to the singlet state.
From the singlet state, de-excitation to the ground state by fluorescence emission
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Fig. 5.24 Schematic of energy-level diagram of fluorescence and STED

Fig. 5.25 Schematics of (a) STED microscope and (b) excitation of fluorescent molecules with
STED effect

or by radiationless collision or crossing to the triplet state can occur. On the other
hand, in STED, the de-excitation to the ground state is alternatively enforced by
light illumination of longer wavelength than wavelengths of fluorescence absorption
spectrum. This process is applied to realize the super resolution.

Figure 5.25(a) illustrates a schematic of a STED microscope. Two laser beams
are used: one is for fluorescent excitation of a Gaussian intensity profile, and an-
other is for STED of a doughnuts shape intensity profile, i.e., STED beam by an
optical phase filter. The two laser beams are completely aligned, and focused to flu-
orescent molecules through dichroic mirrors and an objective lens (Fig. 5.25(b)).
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Fig. 5.26 (a) 20-averaged fluorescence image of particles stuck on the fused-silica plate. (b) The
diameter of particle image estimated from the 2D Gaussian fitting as function of the actual diameter
of particle

The fluorescent molecules in the center of the focal spot are excited to the singlet
state and emit fluorescence. However, those in the periphery of the focal spot, where
the STED beam is illuminated, are forced to return to the ground state without flu-
orescence emission. As a result, only the fluorescence emitted from the molecules
in the doughnuts hole is detected. Therefore a spatial resolution of 10–100 nm can
be realized, which is narrower than a width of the Gaussian focal spot of the exci-
tation beam under the optical diffraction limit. The spatial resolution of the STED
microscopy δx is described as [31]

δx = λ

2n sin θ
√

1 + I/Isat
(5.1)

Where λ is the wavelength of the laser beam, n is the refractive index, q is the half
aperture angle of the lens, I is the STED beam intensity, and Isat is the saturation
intensity where half of the excited molecules are stimulated to the ground state. This
indicates the detection spot can be narrowed by increasing the STED beam intensity.
Although the STED laser narrows the focal spot, a depth-wise resolution determined
by the focal depth is still under the optical diffraction limit.

The STED microscopy was demonstrated for imaging of nanoparticles stuck on
a glass surface to evaluate a spatial resolution [32]. A STED microscope was com-
posed of Ar laser of 458 nm/488 nm wavelengths for the excitation, a fiber laser of
592 nm wavelength for STED, an oil immersion objective lens (100×, NA = 1.4,
refractive index of immersion oil n = 1.52) and an avalanche photo diode (APD).
The fluorescence was detected by a confocal pinhole. The scanning at an interval
of 33.7 nm was conducted by galvanometer mirrors. 36 nm, 110 nm and 200 nm
fluorescent polystyrene particles stuck on a cover glass of 0.17 mm were imaged.
Then the particle image diameter was determined from a 2D Gaussian fitting, and
then compared to the actual diameter, as shown in Fig. 5.26. When the diameter
is 200 nm, the measured diameter is approximately equal to the actual size. For
the 36 nm and 110 nm particles, the values are almost constant and larger than the
actual diameters: approximately 134 nm. These results show the spatial resolution
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limited by the width of the fluorescence excitation spot. Therefore, the spatial res-
olution, i.e., the minimal distance to resolve two separate points, was estimated to
be 134/2 = 66 nm. On the other hand, the depth-wise resolution for the imaging is
under the diffraction limit. The depth-wise resolution was estimated to be 655 nm
based on the principle of the confocal microscopy [33].

The above measurement system was used to reveal proton concentration in a
fused-silica nanochannel, as mentioned in later section. For the fused-silica, owing
to the optical aberration, the spatial resolution of STED microscope in the image
plane was reduced to 87 nm.

5.3.2.3 Nano-Particle Image Velocimetry

Understanding fluid flows in micro/nanospace is important to develop novel inte-
grated chemical systems. Recent studies for liquids confined in extended nanospace
have suggested a possibility of spatially-distributed liquid structure and properties,
especially near the surface, considering the electric double layer and the three phase
model as described in Fig. 5.21. Also, due to dominant surface effects by extremely
increased surface-to-volume ratio, studying behavior of substrates including col-
loids, macromolecules and bio-materials is fundamental for applications such as
nanochromatography and nanoimmunoassay. These suggest importance of study for
fluid flow and substrate behavior near the surface within several hundred nanome-
ters. Therefore, spatially-resolved measurement methods for near-wall flow and sub-
strates, which have a spatial resolution higher than the optical diffraction limit, are
strongly required.

Particle image velocimetry (PIV) has been a broadly used method in fields of
fluid mechanics [34]. The tracer particles are seeded into fluid, and images of flow-
ing particles are captured. Then velocity distribution of fluid is obtained from the
displacement of tracer particles during a time interval. Since this method uses par-
ticles, both fluid flow and particle motion can be investigated. Santiago et al. devel-
oped PIV for microchannel flows by applying fluorescence microscopy, i.e., micro-
particle image velocimetry (µPIV) [35]. Normal procedure to obtain the velocity
distribution includes ensemble averaging to eliminate an error owing to the Brown-
ian diffusion of tracers, which is significant in small scale. Although µPIV has been
broadly used for visualization of microscale flows [36, 37], it is difficult to apply
this method to studies of interfacial dynamics owing to spatial resolutions under the
optical diffraction limit and size of tracer particles typically 1 µm.

In order to realize spatial resolution higher than the diffraction limit, near-field
optics has been applied to PIV. Evanescent wave-based particle image velocimetry
using total internal reflection microscopy (TIRM), nano-particle image velocimetry
(nPIV), has been developed to measure the velocities within the first several hundred
nanometers next to the wall. The evanescent wave is used as an excitation light for
fluorescent tracers as illustrated in Fig. 5.27(a). When the light is totally reflected at
an interface between two media of different refractive indices (n1 > n2), the incident
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Fig. 5.27 (a) Schematic of nano-particle image velocimetry. (b) Velocity profiles of Poiseuille
flows near the microchannel wall for different shear rates. The solid lines indicate a linear fitting
to the experimental data

light partially penetrates into the medium of lower refractive index propagating par-
allel to the interface. The light intensity has an exponential decay with a penetration
depth zp as follow:

zp = λ

4π
√

n1
2sin2θi − n2

2
(5.2)

where θi is the incident angle. Typically zp ≈ 100 nm for total internal reflection
of light of λ = 488 nm at an incident angle of θi exceeding a critical angle θc =
sin−1(n2/n1) by a few degrees.

Many efforts have been made to develop nPIV for measurement of near-wall fluid
flows in microchannels. Zettner and Yoda demonstrated nPIV using 300 nm and
500 nm tracer particles [38]. Smallest tracer of visible quantum dot of 11 nm hydro-
dynamic diameter was applied to nPIV by Pouya et al. [39]. Guasto et al. developed
statistical particle tracking method for small particle images of low signal-to-noise
ratio [40]. In these methods, only an averaged near-wall velocity in the evanescent
wave field can be obtained. Hence it has been difficult to measure near-wall velocity
profile in the depth-wise direction by spatially resolving the evanescent wave field.

Yoda et al. has further developed nPIV to obtain the near-wall flow profile, which
is called multilayer nano-particle tracking velocimetry (MnPTV) [41]. A method to
determine the separation distance between the particle edge and the wall h, which
has been established in colloid science [42], was introduced. Since the fluorescent
intensity excited by the evanescent wave also has the exponential decay, the particle
center position z can be determined as follow:

z = a + h = a + zp ln

(
I0

I

)
(5.3)

where a is the particle radius and I0 is the intensity of particle touching the wall
(h = 0). By using this developed method, near-wall distribution of velocity, particle
number density and diffusion coefficient can be measured simultaneously.
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Fig. 5.28 Profiles of (a) number density and (b) potential energy of 220 nm fluorescent
polystyrene particles as function of the separation distance, h

Near-wall velocity profile of Poiseuille flows in a fused-silica microchannel was
measured by MnPTV [43]. Experiments were conducted for the channel of 469 µm
width and 41 µm depth. 100 nm fluorescent polystyrene particles were used as tracer.
Particles were illuminated by the evanescent wave of 488 nm wavelength, and the
images were captured by a time interval of 1.5 ms. After determining particle posi-
tion, the particle image in the evanescent wave field of 300 nm thickness was divided
into three layers depending on z. The velocities in the layer were ensemble-averaged
to eliminate the error by the Brownian fluctuation. Representative position of aver-
aged velocity for each layer 〈z〉 was defined to be an average z-position sampled by
the particles in the layer based on number densities c(h)

〈z〉 = a + 〈h〉 = a +
∑

hc(h)∑
c(h)

(5.4)

Figure 5.27(b) shows near-wall velocity profiles of Poiseuille flow of 10 mM
NH4HCO3 in the microchannel at shear rates of 486 s−1 to 2255 s−1. The velocity
profile in agreement with the analytical solution of Poiseuille flow could be ob-
tained.

Near-wall particle distribution in microchannel flows also was evaluated for
study of interactions between the particle and surface [44, 45]. From the particle po-
sitions, profile of the number density of particles was obtained. Figure 5.28(a) shows
near-wall distribution of 220 nm polystyrene particles. The particles nonuniformly
distributes in the vicinity of the wall. The result shows typical particle distribu-
tion with a potential energy described by the Derjaguin-Landau-Verwey-Overbeek
(DLVO) theory. In case of polystyrene particle of almost similar density as aque-
ous solution, the potential energy is mainly governed by electrostatic and van der
Waals effects. The electrostatic interaction is due to the electric double layer with
1–100 nm length scale, and repulsive in this case because both the particle and wall
surfaces are negatively charged. On the other hand, the van der Waals interaction is
attractive and significant in a region within 50 nm of the surface. Since the particles
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Fig. 5.29 (a) The means square of the displacements 〈r2〉 as function of the time interval t

and (b) normalized diffusion coefficients D/D∞ as function of the separation distance h, for the
Brownian motion of 220 nm fluorescent polystyrene particles parallel and normal to the wall

have the Boltzmann distribution, the potential energy φ(h) can be obtained from the
particle distribution as shown in Fig. 5.28(b), given by

φ − φ0

kT
= ln

{
c(h)

c0

}
(5.5)

where k is the Boltzmann constant and T is the temperature. In most recent studies,
the near-wall particle distribution in electrokinetically driven flows was investigated,
and additional repulsive force acting on the particle due to the Maxwell stress was
revealed [45].

Since the near-wall displacements of particle include components of the Brown-
ian fluctuation, near-wall diffusion coefficients can be estimated [46]. Measurements
were conducted for 220 nm polystyrene particles for time intervals t of 1.3 ms,
1.6 ms, 1.9 ms and 2.2 ms. The variance of the displacements 〈r2〉 was determined
from the probability density function of the displacements by a least-square fitting
with a Gaussian function. The diffusion coefficients parallel D‖ and normal to the
wall D⊥ were obtained from a linear relationship between 〈r2〉 and t as shown in
Fig. 5.29(a), considering 〈r2〉 = 4D‖t and 〈r2〉 = 2D⊥t . Figure 5.29(b) shows
diffusion coefficients as function of the separation distance h, which are normal-
ized by that in the bulk by the Stokes-Einstein relation D = kT /(6πμa). Classical
hydrodynamic theory describes that, when the particles are in the near-wall region,
Brownian diffusion becomes anisotropic by hindrance effects owing to the hydro-
dynamic drag due to the wall. The hindrance factors for the diffusion coefficients
are expressed for component parallel to the wall [47]

D‖
D∞

= 1 − 9

16

(
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z

)
+ 1

8

(
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16

(
a

z

)5

(5.6)

and for component normal to the wall [48, 49]

D⊥
D∞

= 6h2 + 2ah

6h2 + 9ah + 2a2
(5.7)
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as shown in Fig. 5.29(b). The results well agrees with the theoretical values, and the
diffusion coefficient normal to the wall decreases to less than 30 % at h = 60 nm.

Since nPIV can measure fluid flow and substrate behavior with 10 nm-order spa-
tial resolution, this method has possibility for study of extended nanochannel after
further developments.

5.3.3 Liquid and Optical Properties

5.3.3.1 Proton Behavior in Extended Nanospace

Overview of Specific Properties in Extended Nanospace Recent studies of ex-
tended nanospace have reported various specific properties of liquid, phase transi-
tion and chemical reaction [4]. These results suggest possibilities for novel fluidic
devices using specific properties of extended nanospace for analytical applications,
chemical synthesis and energy production. In order to explain the specific phenom-
ena in extended nanospace, Tsukahara et al. proposed the three phase model, where
the aqueous liquid has specific structure due to surface effects: adsorbed water phase
of several-molecules thickness next to the surface, proton transfer phase of loosely
coupled water molecules by hydrogen bond within 50 nm, and bulk water phase as
illustrated in Fig. 5.21 [19, 20]. On the other hand, a classical model for the aque-
ous liquids, the electric double layer, is also considered to be dominant due to its
thickness of 1–100 nm. Herein, we describe various physicochemical properties of
extended nanospace.

Viscosity of liquid confined in extended nanospace has been studied by sev-
eral methods. Hibara et al. observed capillary filling into a fused silica extended
nanochannel of a 330 nm hydrodynamic diameter [50]. The filling speed was slower
showing few times higher water viscosity than the bulk. Similar results for slower
capillary filling for hydrophilic extended nanospace has been reported, which can be
explained considering hydrogen bond between silanol surface and water molecules,
and electroviscous effect by the electric double layer [51, 52]. In addition, results
of time-resolved fluorescence measurement showed higher viscosity and lower per-
mittivity, which are strongly related to the specific structure of confined water [50].
On the other hand, measurement of pressure-driven flows in hydrophobic extended-
nano carbon pore showed faster flow rate than the bulk, suggesting interactions be-
tween hydrophobic surface and liquid [53].

Electrical conductivity in extended nanospace, which is strongly related to ion
behavior, has been studied. Electric conductance of KCl solution filled in a plate
type extended nanochannel of 50 nm height (and microscale width) was estimated
from AC impedance measurement, using platinum electrodes embedded in mi-
crochannels interfaced with the nanochannels [54]. The conductivity was obtained
from the resulting Cole-Cole plots. The conductivity decreased with decreasing KCl
concentration, reaching a plateau for low ion concentration below 10−4 M. This con-
ductivity plateau could be explained by overlap of the electric double layer mainly
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formed by excess protons, with the Debye length comparable to the channel height.
Liu et al. measured the proton conductivity of HClO4 solution in a plate extended
nanochannel from the electric current [55]. The proton conductivity increased in ex-
tended nanospace, and the authors concluded that the enhanced conductivity is due
to the electric double layer overlap. On the other hand, Tsukahara et al. conducted
AC impedance measurement for KCl solution in square type extended nanochannels
(nanoscale width and depth) using a nanofluidic chip equipped with two microchan-
nels containing mercury microelectrodes directly interfaced with the nanochannels
[56]. From the Cole-Cole plots, the electric conductivity and the capacitance were
estimated. The results suggested increased viscosity and decreased dielectric con-
stant of the solution, and a conductivity plateau below 10−4 M corresponding to
the results of plate nanochannels. It was confirmed that, in extended nanospace,
the density of dissociated silanols (SiO−) on a surface was reduced and the proton
concentration is greater than that expected from a initial solution.

The surface charge plays an important role for liquid properties in extended
nanospace because it induces the electric double layer formed by mobile counter
ions. A streaming potential/current measurement is one of the most useful methods
for evaluating the effects of surface charge on liquid properties. When the counter
ions in electric double layer are transported in nanospaces by pressure driven flow,
the streaming potential/current relating to the surface charge, flow rate and ion
strength is induced. van der Heyden et al. conducted streaming current measure-
ments for various ion solutions in silica plate nanochannels with 10–1000 nm height
[57]. Morikawa et al. developed a streaming potential/current measurement system
for square extended nanochannels and proved their performance using KCl solutions
[58]. By using this method, isoelectric points in extended nanochannels fabricated
by fused-silica were measured [59]. Since the streaming current is flow of mobile
counter ions by pressure driven flow, dissociation of silanol groups on the surface:
≡ SiO− + 2H+ ↔≡ SiOH+

2 , which has been reported to be 2.6–3.2 in the bulk, can
be estimated. The isonelectric point in a 2720 nm channel was almost similar to the
repored values, however, that in extended nanochannel (580 nm) was decreased to
less than 2.0. The results suggest enhancement of proton dissociation in extended
nanospace.

When the electric double layer is overlapped in extended nanospace, ions are
spatially distributed, resulting in electrical polarization of the channel. Cations are
enriched near the negatively charged surface, while anions are localized to the center
of the nanospaces or excluded from the nanospaces due to the electrostatic repul-
sive/attractive forces. Ion enrichment/depletion in external electric field in a plate
nanochannel was demonstrated using fluorescent dye molecules [60]. Kato et al.
investigated a relationship between the thickness of electric double layer and the ve-
locity of 50 µM fluorescent solutes in square extended nanochannel (width; 270 nm,
depth; 280 nm), and clarified that the more negatively charged solute such as flu-
orescein with negative divalent produced higher velocity compared with sulforho-
damine B with monovalent or rhodamine B with neutral [61]. This is evidence that
negatively charged ions could be localized to the center of the extended nanospaces,
because of the Debye length of about 50 nm for a 50 µM solution comparable to the
extended nanospace.
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It has been unclear at the molecular level about how the properties of water
molecules are affected by size-confinement. Tsukahara et al. studied molecular
structure and dynamics of water and non-aqueous solvents confined in fused-silica
extended nanospaces using nuclear magnetic resonance (NMR) [19, 20]. The results
of size dependency of the 1H-NMR spin-lattice relaxation rate (1H–1/T1) sug-
gested that size-confinement in extended nanospace produces slower translational
motion of water, but does not affect the hydrogen-bonding structure and rotational
motion. Only the translational motion change of H2O can be attributed to protonic
diffusion invoking excess proton hopping pathway along a linear O· · ·H-O hydro-
gen bonding chain between adjacent water molecules than hydrodynamic transla-
tional diffusion. By measuring 1H-NMR spin-spin relaxation rate (1H–1/T2) and
rotating-frame spin-lattice relaxation rate (1H–1/T1ρ ) values, the proton exchange
rate of water molecules confined in extended nanospace was determined to be larger
by a factor of more than 10 from that of bulk water because of chemical exchange of
protons between water and SiOH groups on glass surfaces. From these results, the
three phase model, considering the proton transfer phase of loosely coupled water
within about 50 nm of the surface, was proposed as illustrated in Fig. 5.21.

Generally, when water is in confined geometries, the saturated vapor pressure is
lower than that at the flat surface due to the Laplace pressure, as described by the
Kelvin equation. Tsukahara et al. developed an experimental system for the water
evaporation, which can strictly control equilibrium vapor pressure and temperature
in extended nanochannels, and studied size dependency of water for capillary evap-
oration by optical microscope observation [62]. The water evaporated in microchan-
nels at 22 °C, while did not evaporate in extended nanospaces. The water in 120 nm
extended nanospace started to evaporate at 22.2 °C. Furthermore, the vapor pres-
sures in extended nanospace were found to be lower than those calculated from a
model based on Kelvin’s equation. By using the lower vapor pressure in extended
nanospace, distillation of an aqueous solution containing 9.0 wt% ethanol and cap-
illary condensation of ethanol vapor were succeeded to demonstrate in 270 nm ex-
tended nanoscale pillar structures [63].

The unique water properties in extended nanospace are expected to affect reac-
tion properties. Tsukahara et al. demonstrated the enzyme reaction, in which the flu-
orogenic substrate TokyoGreen-β-galactoside is hydrolyzed to fluorescein deriva-
tive TokyoGreen and β-galactose by β-galactosidase enzyme acting as a catalyst
in a Y-shaped extended nanochannel by using pressure driven flow control system
[64]. The results suggested that the enzyme reaction rate is increased by a factor of
about 2 compared with those in the bulk. The acceleration of the reaction kinetics is
attributed to the enhancement of proton mobility of water in extended nanospace.

Measurement of Proton Concentration and Diffusion Study of proton behav-
ior in extended nanospace is important, because the specific water layer of loosely
coupled water molecules is considered to enhance proton hopping through hydro-
gen bonding network and the electric double layer is a dissociated ion layer near the
surface. Most recently, our group has studied proton diffusion and distribution by
optical detection methods using fluorescein as a pH indicator [32, 65]. Figure 5.30
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Fig. 5.30 Chemical structure and fluorescent intensities of fluorescein with excitation by 458 nm
and 488 nm wavelengths, as function of pH of electrolyte solution

shows chemical structure and fluorescent intensities of fluorescein, which is depen-
dent on pH of electrolyte solution. The fluorescent intensity of fluorescein excited
by a laser beam of 488 nm wavelength significantly varies with pH around 6.4 due
to a chemical equilibrium constant of pKa = 6.43.

Recent studies of water in extended nanospace suggest effects of proton concen-
tration on the electrical conductivity. It is considered that the electric double layer
is overlapped in extended nanospace, however, there is no report for direct obser-
vation of electric double layer. Kazoe et al. have developed super-resolution laser-
induced fluorescence for measuring proton distribution in extended nanochannel,
using stimulated emission depletion (STED) microscopy, as described in previous
Sect. 5.32. STED microscopy realized the super-resolution measurement of 87 nm
resolution in the image plane, and 655 nm resolution in the depth-wise direction,
for fused-silica nanochannels. The ratiometric measurements were conducted us-
ing the property of molar absorption coefficient of fluorescencein, which is strongly
dependent on the pH at wavelength around 490 nm, while almost independent at
wavelength at 460 nm. By the ratiometric method, error by nonuniform distribution
of fluorescein was eliminated. Figure 5.31 shows proton distribution in a nanochan-
nel of 410 nm width and 405 nm depth, for solutions of water, 10−4 M KCl and
10−2 M KCl, where 8.6 µM fluorescein was dissolved. The proton distribution was
resolved by 33.7 nm interval of 87 nm resolution in the spanwise direction, while
averaged over the depthwise direction owing to the spatial resolution of 655 nm.
When the water was flown through the nanochannel, whole region of the channel
is filled by overlapped electric double layers formed by protons to cancel the neg-
ative charge of glass surface, and the average proton concentration was 19.1 times
higher than the bulk. The concentration in the near-wall region of 30 nm was 6
times larger than the channel center. However, the Debye length seemed to be ap-
proximately 100 nm, much shorter than 311 nm predicted from the bulk pH of 6.04.
It was considered that the silanol group itself provides excess protons by dissocia-
tion (≡ SiOH ↔≡ SiO− + H−), and makes the Debye length shorter. With shorter
Debye length by increasing KCl concentration, the pH in the channel became close
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Fig. 5.31 Profile of pH and proton concentration in the extended nanochannel of 410 nm width
and 405 nm depth, compared with the bulk value measured in a microchannel

to the bulk value and the distribution became relatively uniform except the region
very close to the wall, in agreement with the classical theory.

According to NMR results, an increase of the diffusion coefficient and ion mo-
bility can be expected in the proton transfer phase. Therefore, effects of accelerated
proton exchange through water molecules in extended nanospace on the actual pro-
ton transfer have been studied by measuring the proton diffusion coefficients [65].
Measurements were conducted for square extended nanochannels of various hy-
drodynamic diameters, interfaced with two microchannels, as shown in Fig. 5.32.
Firstly, 10−4 M fluorescein and 10−2 M HCl solution was introduced into the left
microchannel at 10 kPa, and 10−4 M fluorescein and 10−4 M phosphate buffer solu-
tion (PBS) was introduced into right microchannel. In this condition, nanochannels
were filled with the fluorescein and PBS. Then, after switching off the pressures,
protons were diffused to the right microchannel and the fluorescent intensity de-
creased owing to pH decrease. The moving front of protons was clearly observed
as Fig. 5.32, and quantitatively measured as shown in Fig. 5.33(a). From a lin-
ear relationship between the square displacement 〈X2〉 and the time showing the
correlation coefficient of 0.98, diffusion coefficients could be estimated because of
〈X2〉 = 2Dt . Figure 5.33(b) shows the diffusion coefficients of protons as func-
tion of the channel size. The diffusion coefficient was decreased for channel sizes
of below 1580 nm, and then enhanced for smaller channels from 330 nm. The en-
hancement factor at 180 nm was almost 4 compared with the bulk value. It is known
that the proton diffusion is dependent on the Grotthuss mechanism, and is expressed
by the Stokes-Einstein relation and proton hopping, with weighting parameters of
χS and χH

D = χS

kT

6πμa
+ χH

kT λH+
z2F 2

(5.8)
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Fig. 5.32 Proton diffusion across nanochannels of hydrodynamic diameter of 737 nm at
(a) t = 0 s, (b) t = 10.429 s, and (c) t = 15.597 s

Fig. 5.33 (a) Fluorescent intensity measurement at X = 100, 150, 200, 250, and 300 µm. t = 0 s
denotes the measurement starting point. (b) Proton diffusion coefficient as function of the channel
size

where z is the proton charge, F is the Faraday’s constant and λH+ is the proton
mobility. Considering the water properties in extended nanospace, it was suggested
that the decrease of diffusion coefficients from 1580 nm to 570 nm is due to the
increase of the viscosity, and the increase of diffusion coefficients from 570 nm and
180 nm is dominated by the increased proton mobilities corresponding to the results
by our NMR studies [19, 20]. The results for the first time proved that the specific
water structure increasing viscosity and proton exchange rate significantly affects
the proton transport by diffusion. The conductance of the nanochannel at 330 nm
was 6.4 × 10−3 S cm−1, assuming that proton concentration is 10−2 M, which is
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comparable with the Nafion membrane well used as proton exchange membrane in
fuel cells. This calculation shows that the fused-silica nanochannels can be an alter-
native to the Nafion membrane with advantages of low crossover by glass substrates
and large mechanical strength.

5.3.3.2 TiO2 Nanorod Fabrication and Water Splitting by Visible Light

Using sunlight to perform water splitting (the photocatalysis process) to produce
hydrogen is one the most important human aims in the production of cheap energy,
since both water and sunlight are vastly abundant. This process requires a material
which, during the light absorption, could generate a transient state decaying at least
partially to form some chemical species. TiO2 has proved itself as a very popular
and a promising functional material in the recent years. The main role of TiO2 is
addressed at the challenges in the field of energy applications, particularly in pho-
tochemistry to perform efficient water splitting for hydrogen production [66–71],
in photocatalysis [72–74] and photovoltaics [75], respectively, because this material
has a good stability, is non-toxic and is attained at low cost. The performance of the
applications mentioned above depends not only on the bulk properties of TiO2 or
their modification by doping or sensitizing with inorganic and organic dyes, but also
on the morphology of the TiO2 material on the nanometer scale.

Many kinds of experimental techniques have been employed for the prepara-
tion of TiO2 films, such as pulsed laser deposition [76], reactive evaporation [77]
and chemical vapor deposition [78]. However, with the help of these techniques, the
TiO2 deposits usually have a low specific surface area which results in a weaker pho-
tocatalytic activity; and they are not subjected to serious practical problems typical
for TiO2 powders or nanoparticles, which are associated with synthesis, annealing
and immobilization. Compared to nanoparticles, such dimensional nanostructures
as nanowires or nanorods have much better transport properties and also a bigger
surface area in comparison with the bulk or two dimensional nanostructures. Thus,
TiO2 nanorods or well-defined based nanorods structures are highly considered for
both photoelectrochemical and photovoltaics applications. However, the photocat-
alytic activity of TiO2 is the most active in the anatase phase under UV light ir-
radiation due to its wide band gap energy (3.2 eV; ∼350 nm). So, there is a very
big interest in expanding the photoresponse of to the longer wavelength for the rea-
son that most of solar light corresponds to visible light and TiO2 can harvest the
UV light which takes only ∼5 % of sunlight, resulting in low energy conversion
efficiency.

There has been an interest research strategy aimed at expanding the photore-
sponse in TiO2 in the visible region. One of the well-reported strategies consists in
doping TiO2 with a transition metal [79, 80] or the main group of elements like car-
bon [68, 81, 82] or nitrogen [83]. Another promising approach involves the plasmon-
induced enhancement of the visible response in TiO2 loading metal nanoparticles
(Au, Ag, etc.), yet these materials need a large applied bias or the addition of elec-
tron donor in order to obtain hydrogen generation. The stability of the metal also
still remains a problem [84, 85].
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To obtain a good material, that would meet the requirements in both the band
gap energy and stability, is the main issue not only for photoelectrochemistry, but
also for materials science, as it still has limitations and cannot be solved only by
chemical modification.

On the other hand, nanotechnology allows preparing many kinds of nanostruc-
tured semiconductors which have unique optical and electronic properties. Although
the nanostructured TiO2 enhances the photocatalytic performance in UV region by
improving the charge separation and better transport properties, but the visible re-
sponse of nanostructured TiO2 resulting from nanostructures has not been investi-
gated yet.

Recently, prof. Ohtsu’s group reported that optical near-field (ONF) generated at
nanostructures can excite the coherent phonons in the nanostructures, together with
the ONF these excited coherent phonons form a coupled state which is called virtual
exciton-phonon-polariton. This coupled state contributes to the so-called phonon-
assisted process, which excites an electron in the valence band of a semiconductor
to the conduction band via energy of phonon [86, 87]. Although this excitation is an
electric-dipole forbidden, it is allowed by the ONF which can couple with phonons
to generate a quasi-particle of exciton-phonon-polariton in a nanometric space. That
is, this quasi-particle can excite the electron to the phonon level and successively to
the conduction band. This two-step excitation process is possible even though the
incident photon energy is lower than the band gap energy.

This chapter provides a detailed description of a new physical approach to induce
the visible response of TiO2 by introducing favorable nanostructures to generate
ONF on which we have recently reported [26]. It is found that the generation of ONF
strongly depends on the nanometric structures; hence, the fabrication of favorable
TiO2 nanostructures is crucial to induce the ONF effect. Among the techniques for
fabrication of nanostructures, glancing angle deposition (GLAD) allows a viable
way to fabricate aligned nanorods with a well-controlled diameter, density and shape
[74, 88].

Controllable Fabrication of Nanorods Structures The experimental set-up for
the glancing angle deposition (GLAD) is quite simple, and usually consists of col-
limated evaporation or deposition source beam which has a large incident angle
(bigger than 80°) with respect to the substrate normal (see Fig. 5.34). Originally this
technique is different from traditional physical vapor deposition (PVD) techniques
because it utilizes highly oblique deposition angles.

During the deposition of a thin film onto a flat substrate, initially impinging atoms
will randomly form islands on the substrate, and these nucleated islands will act as
shadowing centers and shield that area from other incident atoms. The shadowing
effect and limited adatom diffusion eventually produce a micro- or nanostructure
of small isolated columns slanting toward the incident beam (see Fig. 5.34 (right
part)). In GLAD configuration, the substrate is manipulated by two stepper motors:
one motor controls the incident angle α, and the other motor controls the azimuthal
rotation ϕ of the substrate with respect to the substrate surface normal. During the
GLAD process, the substrate can rotate azimuthally at a fixed incident angle α, ro-
tate back and force changing the incident angle α, or rotate azimuthally and polarly
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Fig. 5.34 The basic schematic illustration of the GLAD process

Fig. 5.35 Cross-sectional SEM images of TiO2 nano-sculptured films fabricated on flat glass sub-
strates at constant incident angle α: chevrons—when the azimuthal rotation ϕ is set on two opposite
positions; slanted rods—when ϕ is set in one position; vertical rods—when ϕ is set in continuous
rotation and helices—when ϕ is set in continuous rotation, but stops for a while every 45°

simultaneously. The driving of the both step motors is controlled by a computer. By
changing the speed and the phase of ϕ rotation, polar rotation or the combination
of two rotations with respect to the deposition rate, we can produce many kinds of
nano-sculptured shapes of deposits: chevrons, slanted rods, simple vertical rods and
helices [74] (see Fig. 5.35).

In continuation of this chapter, we will focus on describing our efforts to fabri-
cate simple vertical TiO2 nanorods by the GLAD technique, and will provide some
discussion on the possibility to control the diameter and the shape of TiO2 nanorods
by changing experimental parameters (such as working distance, incident angle α

and the speed of azimuthal substrate rotation ϕ) during the GLAD process.
For the fabrication of TiO2 vertical nanorods, the custom-built radio frequency

magnetron sputtering system was used as the deposition source. The deposition
was performed using the Ti target (50 mm in diameter, thickness 5 mm, and pu-
rity 99.99 %, purchased from Furuuchi Chemical Corporation). The sputtering of Ti
in the Ar/O2 mixture was performed at relative low pressure 0.1 Pa and at long throw
80–120 mm (the distance from the substrate center to the deposition source) to re-
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Fig. 5.36 SEM top view images of TiO2 nanorods samples prepared by GLAD on the ITO sub-
strate at various incident angles and rotation speed. The results of the average diameter of nanorods
were estimated from SEM images

duce the scattered components of flux from the magnetron source. A shutter placed
between the magnetron and the special rotated substrate holder (GLAD configura-
tion) allowed pre-sputtering of the materials for at least 5 min before deposition.
The deposition rate from the magnetron flux was controlled by quartz crystal mi-
crobalance (QCM) and the thickness of all deposited films was controlled at 300 nm
for comparative study.

From the beginning of this work, we have been studying the influence of the sub-
strate rotation regime ϕ and the incident angle α deposition on the morphology of
deposited columnar structures of the TiO2 material at the constant deposition rate
and fixed working distance ∼120 mm. The TiO2 nanorods structured films were de-
posited onto the transparent conducting substrate ITO (Sigma-Aldrich, surface sheet
resistance ∼10–15 �/sq and roughness factor of ∼1.6 ± 0.1) and were photoelec-
trochemically (PEC) characterized afterwards. Before the deposition, all the ITO
substrates were cleaned with ethanol in the ultrasound bath for 15 min and dried
under a stream of argon to avoid any contamination on the surface, because the
morphology and the surface energy of the substrates play a significant factor for the
growth of nanorods due to their self-organization nature during the GLAD process.
Figure 5.36 shows SEM images of the TiO2 nanocolumnar structure deposited on
ITO with a different rotation speed of 10–30 rpm at three different incident deposi-
tion angles. All the nanocolumns are aligned vertically with respect to the substrate,
and the location of the columns is random with well-separated from each other indi-
vidual nanorods with different diameters as revealed by the top view of SEM images
(Fig. 5.36). Taking into account that all deposits correspond to films with a constant
film thickness, we estimated the mean average nanorods diameter from SEM im-
ages with the help of image analysis software Image J. These results, also described
in Fig. 5.36 (right part), indicate that, in fact, the nanorods diameter will decrease
monotonically with the substrate rotation speed ϕ for all investigated incident de-
position angles α. There is a clear variation of nanorods diameter, which depends
on two parameters, and the mean nanorods diameter was found to vary from 45 to
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Fig. 5.37 Top view SEM image of a pyramid-like patterned F-doped Tin Oxide (TCO) coated
glass (a); (b) shows how the pyramid shape of the TCO substrate works as a nucleation site for
the growth of nanorods; SEM images of (c) the top view and (d) the side view of TiO2 nanorods
deposited on the TCO patterned substrate

65 nm. The formations of the vertical nanorods are expected, if we consider the di-
rection of the sputtered flux (or atoms) as it is shown in Fig. 5.34. Subsequently the
substrate rotates azimuthally (ϕ) so each part of the surface has an equal chance to
receive the same amount of deposited atoms from the magnetron source. This is a
good evidence that the purpose of the azimuthal rotation ϕ is to constantly adjust
the columns’ tilting direction to make them straight.

In order to achieve a larger diameter of TiO2 nanorods (larger than 100 nm), a
pyramid-like patterned F-doped tin oxide coated glass substrate (TCO) was used
(Asahi-Glass, surface resistivity 8–12 �/sq). In this case, the nano-pattern plays as
nucleation site for the growth of nanorods, as shown in Fig. 5.37.

All the as-deposited TiO2 nanostructures showed the preferred amorphous phase
and it was converted to the single-phase anatase by annealing at 550 under oxygen
flow (400 sccm) in 4 hours, which was confirmed by the XRD analysis. The oxygen
flow was used during the annealing process to reduce the oxygen defects in the film.

PEC Characterization and Water Splitting The solar photoelectrochemical
process is one of the most attractive methods for conversion of solar to chemical
energy fuel by means of water splitting, with hydrogen as the energy carrier. The
simplest photoelectrochemical cell usually consists of a semiconductor photoanode
and a metal counter electrode (for example, Pt) immersed in the electrolyte solu-
tion. According to the classical theory, the photoanode (usually n-type TiO2 film)
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Fig. 5.38 Simple schematic diagram of a photoelectrochemical cell, which includes a photoanode,
cathode and the reference electrode. The inset figure corresponds to the principle of the ONF-in-
duced excitation of TiO2 by the visible light

under incident UV-light irradiation absorbs light, and this absorption creates excited
photoelectrons in the conduction band and holes in the valence band of the semi-
conductor. The photoelectrons and holes reduce and oxidize water to produce the
stoichiometric 2:1 mixture of H2 and O2 by the following reactions:

Oxidation: H2O → 1/2O2 + 2H+ + 2e−

Reduction: 2H+ + 2e− → H2

However, the photocatalytic activity is low, because the TiO2 material has a wide
band gap 3.2 eV and can harvest the UV light which takes only ∼5 % of sunlight,
as it has been mentioned above.

Our ability to fabricate nanostructured TiO2 films by GLAD is significant, be-
cause this method allows to make a precise design and to control the geometri-
cal features. This allows achieving a TiO2 nanostructured material with specific
light properties to generate the ONF, and the generated ONF is utilized to excite
TiO2 with visible light. The photocatalytic activity of the TiO2 nanostructured films
prepared by GLAD was characterized by standard photoelectrochemical measure-
ment in a custom-built 3-electrode cell (Pt wire counter electrode, Ag/AgCl refer-
ence electrode, and nanostructured TiO2 thin film as a working electrode) with an
equipped quartz window of 15 mm in diameter. The simple schematic diagram of
this process is shown in Fig. 5.38. For visible irradiation, the 488 nm Argon ion laser
was used, and the irradiation spot diameter was changed in the range of 1–15 mm to
vary the power density. The power was calibrated and measured using the ADCMT
8230E optical power meter. All the power dependence measurements under visible
irradiation were acquired at 0.5 V vs. Ag/AgCl external bias voltage.
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Fig. 5.39 The photoresponse of GLAD fabricated TiO2 nanorods sample under visible light irra-
diation (488 nm), compared with the P-25 flat reference film

The photocurrent was acquired by the ALS electrochemical analyzer Model
814B, and the photocurrent density was calculated from the I–t curves after 6 s
when the light-on and the I–t curves reach the steady state.

Figure 5.39 shows the PEC performance of 300 nm thick nanostructured TiO2
films under visible light (488 nm) irradiation. The enhancement of the photocurrent
in 150 nm nanorods was observed, which is more than two orders of magnitude
compared to the reference P-25 flat film. This linear dependence in a wide range of
light power density (from 10 to 50 E/cm−2) excludes the possibility of the excitation
of TiO2 by non-linear multi-photon absorption. As it has been described above, the
phonon-assisted excitation is possible through the two-steps, and since the second
step transition from the energy levels of phonon to the conduction band is a conven-
tional adiabatic transition, the probability of this transition is more than 106 times
larger than that of the first transition step from the valence band to phonon levels
[87, 89]. In addition, the second step transition of a conventional adiabatic transition
easily saturates, which results in the linear power dependence as shown in Fig. 5.39.

It is necessary to add that the photocurrent has been also acquired in the range of
10−5 A at the lowest irradiation power, which excludes the factors of thermal effect
or background noise during the PEC measurements.

We measured the absorption spectra of nanorods samples to exclude the possi-
bility of absorption due to impurity of samples. The absorbance spectra show clear
interference patterns in the visible region which can be attributed to the interfer-
ence in the thickness of the films 300 nm. The slight absorption in the visible region
has been observed, and this absorption strongly enhances in nanorod samples. The
enhancement of the visible absorption can be ascribed to the scattering effect on
complex nanorod structures. A strong gain of optical absorption in nanorod samples
is in good agreement with previous reports on the decrease of refraction index and
the consequent increase of light trapping and nanocavity effect in nanostructures
[90, 91].

In conclusion, this result confirmed a novel physical approach to excite TiO2
with visible light by utilizing the ONF, generated at nanostructures via the phonon-
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Fig. 5.40 Comparison of (a) conventional HPLC with (b) extended-nano chromatography

assisted excitation on the surface of TiO2 prepared by GLAD. This study opens a
new perspective for the development of visible-light driven nanostructured materi-
als.

5.3.4 Applications

Recently, comprehensive analyses of biochemical processes are performed at sin-
gle cell level to elucidate differences of gene expression for each cell [92]. This
movement requires novel technologies of handling and analysis of ultralow volume
sample. Therefore, extended-nano space has been proposed as a platform of single
cell analysis. Since the volume of extended-nano space (aL-fL) is smaller than the
volume of single cell (pL), an efficient single cell analysis is expected.

High-performance liquid chromatography (HPLC) has an important role in so-
called omics technologies. Therefore, chromatographic separation of minute vol-
ume sample has been one of the principal targets of micro- and nanofluidics [93].
Exploiting the strong surface effects of nanochannel, a chromatography using an
extended-nano channel was proposed. Figure 5.40 is a comparison of conventional
HPLC and the extended-nano chromatography. Conventional HPLC uses a separa-
tion column packed with porous particles. Contrary, the extended-nano chromatog-
raphy uses an extended-nano nanochannel itself as a separation column. The merits
of using nanochannel are explained in principle as following. Separation efficiency
of chromatography is evaluated using plate height H which is expressed as follow-
ing equation.

H = A + B · u + C/u (5.9)

Here, smaller H means better separation efficiency and the A, B and C term
come from eddy diffusion, longitudinal dispersion and radial dispersion as shown in
Fig. 5.41, respectively. Firstly, in case of packed column, the separation efficiency
decreases due to the A term which is caused by random pathways of molecules. In
contrast, the A term can be eliminated in the extended-nano chromatography. Next,
the C term could be also negligible because diffusion of molecules in radial direc-
tion is much faster than diffusion in longitudinal direction. Thus, the extended-nano
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Fig. 5.41 Comparison of packed column and nanochannel for separation efficiency

chromatography has a potential of high separation efficiency which overcomes the
limitation of conventional HPLC.

Figure 5.42(a) is an example of chromatogram obtained by the extended-nano
chromatography [94]. Two fluorescent dyes with different emission wavelengths
were separated reproducibly and detected separately. The injected sample volume
was ∼1 fL, which indicated that the scale of analysis was 9 orders of magnitude
smaller compared to a capillary chromatography reported previously. Figure 5.42(b)
is a van Deemter plot of the separation. The experimental and theoretical values of
plate height were well accorded with eath other. The lowest plate height was 2.3 µm
and the plate number reached 440,000 /m, which realized a separation efficiency one
order higher than conventional HPLC. The largest advantage of chromatography as
a separation method is that various separation modes are available. To date, normal-
phase, reversed-phase and HILIC mode were developed for the extended-nano chro-
matography using a pressure-driven nanofluidic control system [95]. Therefore, the
extended-nano chromatography has a prospect as a universal separation technique
in chemistry and biochemistry.

One of the largest issues on the future development of the extended-nano chro-
matography is a detection method. The differential interference contrast thermal
lens microscope (DIC-TLM) would be a solution for this problem. Previously, a
conventional TLM with a UV excitation laser was successfully used as a detector
of chromatography [96]. In addition, the detection performance of DIC-TLM was
verified as a detector of the extended-nano chromatography [97]. Combining the
UV excitation, DIC-TLM and extended-nano chromatography, an integrated sys-
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Fig. 5.42 Comparison of packed column and nanochannel for separation efficiency

tem could be developed to realize quantitative analyses of proteins, secretions and
metabolites in a single cell.

5.4 Summary

In this chapter, microfluidic and extended-nano fluidic technologies were briefly in-
troduced. As a fundamental technology, optical technologies played important roles
for ultrasensitive detection and photochemical reaction. In extended-nano space, the
space size becomes smaller than the wavelength. Therefore, nanophotonics will be
a key technology. Many unique properties were discovered in microscopic chemical
properties and fluidic properties. In addition, by combining with nanophotonic and
nanofluidics, quite unique applications can be expected. For this purpose, fundamen-
tal research will be dispensable. Currently, there are still many unknown phenomena
both in chemistry and optics.
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