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Preface

Electron Paramagnetic Resonance, EPR, has been widely used for nearly 60 years 
in studies of intermediate products like free radicals, triplet state molecules and oth-
er paramagnetic species, formed by irradiation. The applications of EPR (ESR) in 
radiation research have since then been reviewed in several monographs and edited 
works. The progress made during the last two decades has so far not been treated in 
a single volume, however, in spite of the significant progress reached by applying 
modern continuous wave (CW) and pulsed EPR, development of detection methods 
with high resolution and sensitivity, application of sophisticated matrix isolation 
techniques and by the advancement in quantitative EPR to mention a few recent 
experimental trends. On the theoretical side methods based on first principles have 
been developed and applied for the calculation of hyperfine couplings, zero-field 
splittings and g-factors as well as in spectral simulations. In the present work an ef-
fort was made to present developments of particular interest for radiation research 
in 19 chapters written by invited specialists.

Elementary radiation processes is treated in the first four chapters. The sub-
ject is introduced in Chap. 1 and is illustrated by recent applications in radiation 
chemistry employing steady-state and pulse radiolysis. Experimental EPR studies 
of the radicals and radical ions formed by radiolysis of crystalline organophospho-
rus compounds, metal complexes, and halocarbons are reviewed in the following 
two chapters, with assignments supported by state-of-the-art quantum chemistry 
calculations. Recent progress in studies of hydrogen molecular ions is reviewed in 
Chap. 4. EPR studies in solid para-hydrogen matrices at cryogenic temperatures 
were reported. Several applications of EPR in solid state radiation chemistry are 
considered in the three following chapters. A combination of EPR and IR methods 
was used in Chap. 5 to obtain information on the structure and dynamics of radicals 
and radical ions produced by in situ irradiation with fast electrons. A rigorous ma-
trix isolation approach using solid noble gases was applied. Research towards iden-
tification of radiation-induced radicals in solid state sugars and sugar phosphates is 
treated in Chap. 6. EPR and ENDOR single crystal measurements combined with 
DFT calculations were utilized to obtain information of initial radiation damages 
and thermally induced transformation mechanisms. Structures of radiation-induced 
defects in silica (SiO2) were investigated by pulsed ENDOR and ESEEM as well 
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as EPR in Chap. 7. Recent progress made on selected radiation-induced defects in 
crystalline SiO2 and amorphous SiO2 doped (and undoped) with diamagnetic impu-
rities is reviewed. Direct and indirect radiation effects are considered in two chap-
ters devoted to biochemistry, biophysics, and biology applications. In Chap. 8 EPR 
studies of radical formation by direct ionization of DNA are reviewed. Mechanisms 
that lead to production of stable damage, such as strand breaks were considered. A 
method presented in Chap. 9 combining EPR, spin trapping and chromatographic 
separation made it possible to identify free radicals in nucleic-acid and protein-
related compounds. Applications in material science are treated in three chapters. 
As explained in Chap. 10 EPR studies of polymers have been closely related to the 
research and development of polymer modification by radiation processing. EPR 
in combination with theoretical modeling and optical and electrical characteriza-
tions were used in Chap.  11 for studies of radiation-induced defects in SiC and 
III-nitrides. The use of intrinsic defects in controlling properties of materials for 
power electronics was discussed. The radiation induced reactions and fragmenta-
tion in room temperature ionic liquids using EPR spectroscopy are reviewed in 
Chap. 12 with particular emphasis on applications in nuclear fuel cycle separations. 
Radiation metrology is treated in two chapters concerned with EPR dosimetry. In 
Chap. 13 the alanine-EPR metrology system for high-dose radiation dosimetry at 
NIST is presented. The use of EPR dosimetry in medicine, predominantly within 
radiotherapy, is reviewed in Chap. 14. Most applications have employed polycrys-
talline alanine, but the use of other materials is also discussed. The utilization of 
CW and pulsed EPR measurements as a tool for astrobiology in search of primitive 
organic matter is considered in Chap. 15. Materials originating from meteorites and 
terrestrial substances could for example be distinguished. Studies involving pulsed 
EPR and optical detection are treated in two chapters presenting advanced methods. 
EPR methods to determine the distribution of radiation damage products in solids 
are reviewed in Chap. 16. The emphasis is on pulsed EPR methods that measure 
weak dipolar interactions between paramagnetic centers. Radical ion pairs in irradi-
ated solutions were investigated by optically detected EPR and related techniques 
in Chap. 17. A brief history, a theoretical background, methodological details, as 
well as the unique experimental results obtained with these sensitive techniques 
are discussed. Quantum chemistry calculations and spectrum simulation tools ap-
plied to irradiated systems are presented in the last two chapters. Periodic density-
functional calculations were employed for confrontation with experimental results 
in Chap. 18. Software for EPR and ENDOR simulations by exact and perturbation 
methods are presented in Chap. 19.

September 2014 Anders Lund and Masaru Shiotani
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Chapter 1
Fundamental Reaction Mechanisms in 
Radiation Chemistry and Recent Examples

Mamoru Fujitsuka and Tetsuro Majima

T. Majima () · M. Fujitsuka
The Institute of Scientific and Industrial Research (SANKEN),  
Osaka University, Ibaraki, Osaka 567-0047, Japan
e-mail: majima@sanken.osaka-u.ac.jp

M. Fujitsuka
e-mail: fuji@sanken.osaka-u.ac.jp

Abstract  By using radiation chemical methods, such as γ-ray radiolysis and pulse 
radiolysis, powerful oxidative and reductive reagents, which are not available with 
other methods, can be generated to promote various reactions. The reaction path-
ways caused by these oxidative and reductive reagents can be followed by various 
spectroscopic methods, such as transient absorption and EPR. Therefore, radiation 
chemical methods are applicable to various systems in a wide variety of fields. For 
example, our research group has studied the mechanisms of various phenomena by 
means of radiation chemical methods. In the present chapter, fundamental reaction 
mechanisms of radiation chemistry are introduced in the initial part. Additionally, 
our radiation chemical investigations on charge delocalization process, radical ions 
in the excited state, photocatalytic systems, emitting device, and biological systems 
are introduced as examples of wide applicability of radiation chemical methods.

1.1 � Introduction

For many years, radiation chemical methods, such as γ-ray radiolysis and pulse 
radiolysis, have been employed by a variety of researchers as a well-established 
chemical method [1–5]. Generation of powerful oxidative and reductive reagents, 
which cannot be obtained by other methods, should be the most important charac-
teristic of radiation chemical methods: these species can be used to initiate redox re-
actions of various molecules and materials. Therefore, radiation chemistry provides 
powerful techniques for investigating intermediate species such as radicals and rad-
ical ions. It is known that the radical ion species can be generated by other methods 
such as chemical and electrochemical reactions and photoinduced electron transfer. 
However, in the cases of chemical and electrochemical reactions, control of the oxi-
dation or reduction states is a rather difficult task for the molecules with similar first 

3© Springer International Publishing 2014
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and second oxidation or reduction potentials. In addition, heterogeneous generation 
of radical ion species by electrochemical reaction causes difficulty in the analysis of 
the reactions. Furthermore, radical ion generation by photoinduced electron transfer 
means formation of radical ion pair. Thus, contribution of the counter ion species 
cannot be neglected. On the other hand, radiation chemistry retains many advantag-
es over these methods including high oxidation or reduction ability. Furthermore, 
the performance of radiation chemistry facilities has been significantly improved 
by continuous efforts by scientists in this field. These improvements made radiation 
chemical study more reliable and reproducible.

Our research group has continuously carried out mechanistic investigations of 
chemical reactions by means of radiation chemical methods [6, 7]. From these 
studies, we have reported reaction mechanisms of redox reactions of fundamental 
molecules, excited states, mechanisms of devices that are close to practical appli-
cation, and biological processes caused by redox reactions. In the present chapter, 
fundamental reaction mechanisms of radiation chemistry are summarized in the 
initial part. In addition, our recent researches based on the radiation chemistry were 
summarized as examples of such studies to show the wide applicability of radia-
tion chemical methods. In the later section, four topics are summarized. The first 
topic is charge delocalization over stacked or expanded chromophores. By employ-
ing structurally well-defined molecules, detailed insight into charge delocalization 
was obtained. Negative charge delocalization over organic chromophores was also 
revealed. Charge delocalization in two-dimensionally expanded oligomer is also 
introduced. The second topic involves the properties of radical ions in the excited 
state, which can be generated by a combination of pulse radiolysis and laser flash 
photolysis. The third topic is the investigation of reaction mechanisms of systems 
related to practical applications such as the photocatalysts and light emitting de-
vices. The fourth topic concerns the effect of radiation to biological materials. In 
particular, studies on oxidation processes in DNA and structural change of proteins 
upon irradiation are summarized.

1.2 � Fundamental Reaction Mechanisms in Radiation 
Chemistry

In this section, fundamental reaction mechanisms during γ-ray irradiation and pulse 
radiolysis are provided as a representative in radiation chemistry.

1.2.1  �Generation of Radical Ion of Substrate by γ-Ray 
Irradiation

Generation of radical ions of solute molecule is normally carried out by γ-ray ir-
radiation to low temperature (77 K or lower) glassy matrix of appropriate solvent, 
which has to be selected on the basis of preferred ion species, i.e., radical cation or 
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radical anion. By employing rigid matrices, conventional steady-state spectroscop-
ic measurements including absorption, fluorescence, and EPR become possible, 
because chemical reactions of generated intermediates are inhibited in the rigid 
matrices where translational and rotational motions of solute are highly restricted. 
As γ-ray source, 60Co and 137Cs are often employed (Fig. 1.1). 60Co disintegrates by 
emitting two cascade γ-rays of 1.17 and 1.33 MeV, generating 60Ni. The half-life 
of 60Co is 5.27 years. 137Cs emits γ-ray of 0.66 MeV to generate 137Ba with half-
life of 30 years. Because of the high energy, the γ-ray irradiation causes inner-shell 
ionization, the Compton effect, and electron-positron pair formation, generating 
electron ejection. Although these processes are possible with both solvent and sol-
ute, direct ionization of solute molecules is usually negligible due to quite small 
population compared to solvent molecule. This point is quite different from photo-
chemistry using UV or visible excitation light (1–4 eV), which excites only solute. 
After ionization of solvent due to radiolysis, ionized molecule and ejected electrons 
are deactivated by various energy dissipation processes and thermalized within pi-
coseconds. The thermalized species can generate radical ion species as indicated in 
what follows.

For the formation of solute radical anion, 2-methyltetrahydrofuran (MTHF) is 
often used as a solvent. In MTHF, reduction of solute (S) by solvated electron (e–

sol) 
occurs to form S radical anion (S•−) according to the following scheme:

� (1.1)

� (1.2)

�
(1.3)

Reduction of S yielding S•− by the similar reaction mechanism occurs in alkaline 
solutions such as ethers, amines, and alcohols.

Concentration of S•− ([S•−] (M)) generated by the γ-ray radiolysis can be esti-
mated by the following equation:

� (1.4)

MTHF MTHF•+ + e–
sol

+ +MTHF +MTHF MTHF(+H) MTHF(-H)→ +i i

sole S S− −+ → i

S ( / )(1000 /100)GItd N−  = 
i

Fig. 1.1   γ-Ray source 
(60Co, 265.7 TBq) emitting 
Cerenkov light at Osaka 
University
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where G is so-called G-value and defined as the total number of e–
sol applicable to 

reduction of solute per 100 eV energy absorbed by the system, I is the radiation dose 
rate (eV g−1 min−1), t is the irradiation time (min), d is the density of solvent at the 
temperature or frozen matrix at 77 K (g cm−3), and N is the Avogadro number. In 
the case of the reduction of solute forming S•− in MTHF, G = 2.55 can be applied.

For generation of solute radical cation (S•+), saturated alkylhalides (RX) such as 
CCl4 and buthylchloride (BuCl) are employed as a solvent. The oxidation reactions 
in BuCl are summarized as follows:

� (1.5)

�
(1.6)

� (1.7)

The concentration of the resulted radical cation [S•+] can be calculated on the basis 
of Eq. (1.4). G-value of s-BuCl is reported to be 3.25.

As indicated above, the employment of the glassy matrices realizes steady-state 
spectroscopic measurements of reactive intermediates due to restriction of molecu-
lar motion. Slight warming of the rigid glass causes softening of the matrices to 
start chemical reactions, and such processes can be also followed by various spec-
troscopic methods.

1.2.2 � Generation of Radical Ions of Substrate by Pulse Radiolysis

In the pulse radiolysis, reactions are initiated by an electron pulse. The electron 
pulse can be generated by various types of radiation sources such as linear accelera-
tor (linac) and Van de Graaf accelerator. The performance of accelerators depends 
on the facilities. For example, in the case of the L-band electron linac of Osaka 
University (Fig. 1.2), electrons injected from the gun (up to 91 nC) are bunched to 
20–30 ps and accelerated up to 40 MeV through the acceleration tube. These values 
can be changed according to the condition of experiments. Furthermore, the laser-
photocathode RF electron linear accelerator of Osaka University generates single 
bunch electron beam shorter than 100 fs. These electron pulses have been employed 
to follow the reactions in the time domain from sub-picosecond to millisecond.

Fast electrons generated by an accelerator lose its kinetic energy during the pass-
ing through the sample by scattering due to atoms or molecules, which causes either 
electronic excitation or ionization initially. The excited states or ionized species 
generated initially produce secondary products such as ions and radicals. For ex-
ample, pulse radiolysis of water caused following ionization (1.8) and electronic 
excitation (1.9) as the primary processes:

� (1.8)

BuCl BuCl•+ + e–
sol

sole BuCl (BuCl ) Bu Cl−− −+ → → +i i

BuCl S BuCl S+ ++ → +i i

H2O H2O+ + e–sol
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� (1.9)

The ionized water undergoes rapid reaction with another water molecule to produce 
hydronium ion (H3O

+) and hydroxyl radical (OH) in 10−11 s:

� (1.10)

Ejected electrons are trapped by water after being thermalized to form thermalized 
electrons (e−

thermal) and then hydrated electrons (e−
aq).

� (1.11)

The excited water (H2O*) dissociates in 10−13 s to give a hydrogen atom and a hy-
droxyl radical.

� (1.12)

H2O2 is also a reactive intermediate generated from coupling of OH during the pulse 
radiolysis of water.

� (1.13)

These primary species are localized in the track, called as spur, in which the elec-
tron pulse passed through. The generated primary species can escape from the spur 
with time by diffusion to react with other primary species or solute in water. The 
G-values are G(e−

aq) = 2.7, G(H) = 0.55, G(OH) = 2.75, G(H2) = 0.45, G(H2O2) = 0.7, 
G(H+) = 2.9, and G(OH−) = 0.2 [5].

As indicated above, various species are generated by the initial processes. 
Thus, for the selective generation of reaction intermediate of the solute, so-called 

H2O H2O*

H O H O H O OH2 2 3
+ ++ → +

e e ethermal aq
− − −→ →

H O* H OH2 → +

OH OH H O2 2+ →

Fig. 1.2   L-band linac of 
Osaka University
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scavengers, which trap un-desirable intermediates, have to be included in the reac-
tion system. For example, in order to achieve oxidation of DNA in water media, 
we employed a buffer solution including S2O8

2− and t-BuOH ((CH3)3COH), since 
t-BuOH traps hydroxyl radical and S2O8

2− generates oxidant SO4
•− upon reaction 

with eaq
− as summarized in (1.14, 1.15 and 1.16) [8].

� (1.14)

� (1.15)

�
(1.16)

On the other hand, reduction of substrate can be achieved by e−
aq as indicated by 

(1.17) in the presence of t-BuOH which traps hydroxyl radical according to (1.15).

� (1.17)

Recently, we reported that guanidine HCl (H2NC(=NH2)
+NH2·Cl−), which is well 

known denaturant of protein, is effective to reduce solutes such as protein in solu-
tion according to the following scheme [9].

� (1.18)

� (1.19)

During the reduction process, Cl− is used to trap hydroxyl radical according to the 
following scheme.

� (1.20)

� (1.21)

Although Cl2
•− is a possible oxidizing regent, it was confirmed that its effect was 

negligible in the study of reduction of cytochrome c.
For the oxidation reaction by hydroxyl radical, e−

aq should be trapped. For this 
purpose, N2O is often employed due to the reaction indicated in (1.22). In the pulse 
radiolysis study on the TiO2 reaction mechanism, we employed N2O− saturated 
water to generate hydroxyl radical according to following equation [10].

� (1.22)

For reduction and oxidation of organic substrate in organic solvent, reactions simi-
lar to those indicated in the section above are applicable. For oxidation, alkyl ha-
lides such as 1,2-dichloroethane (DCE) and dichloromethane and benzonitrile are 
employed as solvents. On the other hand, MTHF and dimethylformamide are used 
as solvents for the generation of radical anions.

2 2
2 8 aq 4 4S O e SO SO− − − −+ → + i

•
3 3 2 2 3 2OH (CH ) COH H O CH (CH ) COH+ → +

2
4 4SO S SO S− − ++ → +i i

aqe S S− −+ → i

aq 2 2 2 2 2 2e H NC(=NH ) NH H NC(=NH ) NH− ++ → i

• + •
2 2 2 2 2 2H NC(=NH ) NH + S H NC(=NH ) NH + S −→

Cl + OH Cl + OH− −→ i

2Cl + Cl Cl− −→i i

2 aq 2 2N O + e + H O OH + OH + N− −→
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When the excitation energy level of solvent in the singlet and triplet excited 
states (RHS,T*) is higher than that of solute (S), it can be transferred to solute to 
generate solute in the singlet or triplet excited states (SS,T*),

� (1.23)

where RH is hydrocarbon solvent such as cyclohexane and benzene and subscripts 
S and T indicate singlet and triplet, respectively. In addition to the energy transfer 
(1.23), recombination of the solute ions provides the solute in the excited states 
(SS,T*) according to the following mechanisms (1.24–1.29):

� (1.24)

� (1.25)

�
(1.26)

�
(1.27)

�
(1.28)

�
(1.29)

It should be noted that the formation of SS,T* by the recombination mechanisms 
(1.24–1.29) is proposed by the observation of radical ion species of the solute based 
on the highly time-resolved experiments [4].

As summarized in this section, various reactive intermediates can be generated 
during the pulse radiolysis. Since the reactive intermediates are generated instan-
taneously, deactivation or reaction pathways of intermediates can be followed by 
various experimental methods with better time resolution. Characteristics of the 
experimental methods are summarized briefly [4].

Electronic transition of intermediates can be measured with transient absorption 
spectroscopy. In order to follow the reactions of oxidized or reduced solute in solu-
tion, measurements in nanosecond to millisecond time scale are essential, because 
generation of the oxidized or reduced solute by initially generated solvent-related 
species takes a few tens nanoseconds due to limitation of diffusion in solution. 
Transient absorption measurements in nanosecond to millisecond time scale can be 
achieved by using instruments similar to nanosecond laser flash photolysis. That is, 
combination of steady state or pulsed Xe lamps and gated CCD or photodetectors 
such as photodiode and photomultiplier realizes the measurements. It is notable that 
employment of near-IR sensitive photodiode such as InGaAs detector is effective 
to expand the spectral region. Relatively better signal to noise ratio can be achieved 
with smaller number of accumulation when compared with other spectroscopic 
methods.

S,T S,TRH * + S RH + S *→

RH RH+ + e–sol

+ +RH + S RH + S→ i

sole + S S− −→ i

S,TS + S S * + S+ − →i i

+
sol S,TS + e S *− →i

+
S,TS + RH S * + RH− →i

1  Fundamental Reaction Mechanisms in Radiation Chemistry …
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For the detection of kinetic processes faster than nanosecond such as reactions of 
the initial species generated by radiolysis like hydrated electron, techniques similar 
to femtosecond pump & probe, i.e. stroboscopic method, are often employed. In 
such systems, duration of probe light has to be short and delay time with respect to 
the electron pulse is controlled by an optical delay. Thus, white continuum or output 
of an optical parametric amplifier is often employed as a probe light. For determi-
nation of kinetics of the intermediate, a number of events have to be accumulated, 
which causes longer estimation time as well as damage of the sample, usually. In 
order to diminish these problems, a streak scope can be used as a detector for these 
measurements, although time resolution is not so high when compared to above 
pump & probe type measurement.

If intermediate generated during pulse radiolysis is emissive, its emission can be 
detected by CCD or photodetector. By employment of a streak scope, better time 
resolution can be expected.

Vibrational spectra of intermediate can be also measured. Raman spectrum of the 
intermediate generated during pulse radiolysis can be measured by synchronization 
of the accelerator and pulse laser, which is used as Raman probe. Raman signal 
can be detected by a gated CCD and the time resolution is determined by the laser 
pulse duration. For Raman spectrum measurement with better signal to noise ratio, 
accumulation of substantial number of events is required.

EPR measurement of the intermediate during the pulse radiolysis is also achieved 
by averaging a number of events. To take a spectrum at a certain delay with respect 
to an electron pulse, the EPR signals are sampled and averaged by using a box-car 
averager, under slow sweep of the magnetic field. Time profiles of the intermediate 
can be obtained by a transient digitizer. Thus, the time resolution is not better than 
other methods, while the information on the electronic population is quite informa-
tive as summarized in this book.

1.3 � Recent Examples of Radical Chemical Works

In this section, some of our works are introduced as examples of the wide applica-
bility of radiation chemical methods.

1.3.1  �Charge Delocalization over Well-Defined Oligomer Systems

1.3.1.1 � Positive and Negative Charge Delocalization on Stacked Benzene 
Rings

For years, charge transport in organic materials has been an attracting subject for a 
wide variety of researchers [11]. Recently, Miller et al. and Shanze et al. reported 
charge transport in conjugated polymers in the picosecond time scale using radiation 
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chemical methods [12, 13]. In these studies, well-defined polymeric structures and 
high time resolution are indispensable. It should be noted that the charge carrier in 
organic molecular materials is always stabilized by surrounding molecules [11]. 
Furthermore, the charge stabilized in the molecular solid exhibits behaviors differ-
ent from charged molecules isolated in solution or in the gas phase. For understand-
ing the effect of the stabilization in molecular solids, dimer of molecules can be 
regarded as the simplest model. The charge resonance (CR) band, which manifests 
an interaction between the radical ion and neutral molecule in a dimeric molecule, 
is a characteristic property of the charge stabilized over chromophores. Dimer radi-
cal cations of aromatic molecules have been extensively studied since the initial 
observation of the CR band by γ-ray radiolysis of aromatic compounds by Badger 
and Brocklehurst in the 1960s [14]. It is well recognized from numerous studies that 
the stabilization energy of the dimer radical cation, which can be evaluated from the 
peak position of the CR band, is closely related to the conformations of chromo-
phores that form the dimer radical cation [15]. That is, a larger molecular overlap 
and shorter distance between chromophores generate highly stabilized dimer radi-
cal cations, which show CR band at shorter wavelength side. In spite of this simple 
relation, quantitative analysis on the relation between the structure and amount of 
stabilization energy was difficult to obtain, because the structure of chromophores 
in solution was difficult to determine or be fixed. To clarify the relationship between 
conformation of chromophores and stabilization energy, a molecular system with 
fixed conformation has to be employed.

Cyclophanes, which possess two benzene rings connected by alkyl chains 
(Fig. 1.3), will be ideal molecules for studies on charge delocalization because of 
well-defined face-to-face structure. X-ray crystallographic studies revealed that the 
distance between the two benzene rings in cyclophanes depends on the number 
of bridging alkyl chains. In addition, the face-to-face structure is kept even in the 
oxidized state [16]. It was also confirmed that their molecular structure could be 
estimated adequately using theoretical calculations based on the density functional 
theory. In order to elucidate the relationship between structure and stabilization en-
ergy, we studied the dimer radical cation of cyclophanes using the radiation chemi-
cal methods [17–21].

Among cyclophanes in the study, [36]CP is expected to have the shortest trans-
annular distance. The absorption spectrum of the [36]CP radical cation, which was 
generated by pulse radiolysis using DCE as a solvent, showed a CR band at 667 nm, 
corresponding to 89.7 kJ mol−1 of the stabilization energy [17]. The observed peak 
was located at a shorter wavelength than the commonly reported peak positions of 
the CR band (around 1–3 μm), indicating the formation of highly stabilized dimer 
radical cation. Similarly stable dimer radical cation was confirmed with [35]CP and 
[33](1,3,5)CP, although the peak position varied with the number of linker: CP with 
many linkers gave CR band at shorter wavelength. In order to explain this finding 
quantitatively, we measured the CR bands of 12 cyclophanes by means of pulse 
radiolysis [18]. A series of data indicated that the peak position of the CR band 
tends to shift to longer wavelength side with an increase in the distance between 
the two benzene rings. The exchange interaction is expected to be important in the 
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interactions between the two benzene rings of [3n]CPs. Therefore, the stabilization 
energy ( ECR) should be a function of the distance ( r) between the two chromo-
phores, i.e., ECR ∝ exp(− βr), where β is a constant. The estimated stabilization 
energy was plotted against the transannular distance in Fig. 1.4. The resultant linear 
relation indicates the importance of the exchange interaction in charge delocaliza-
tion. The β value was estimated to be 0.83 Å−1. It was also confirmed that the elec-
tron-donating or electron-withdrawing nature of substituents does not significantly 
affect the stabilization energy.

For further understanding of charge delocalization over chromophores, the in-
vestigation of chromophore arrays with multi-layers is desirable. For cyclophanes, 
a series of multilayered cyclophanes were successfully synthesized. Therefore, we 
investigated the transient absorption spectra of three- and four-layered meta- and 
para-cyclophanes during the pulse radiolysis [19]. Local excitation (LE) and CR 
bands were successfully observed. It was revealed that the CR band shifted to lon-
ger wavelength side with the number of benzene rings. The stabilization energy 
estimated from the peak position of the CR band implied efficient charge delocal-
ization over the multilayers of cyclophanes. Furthermore, the CR bands showed a 
slight peak position change attributable to change in the distribution of conformers. 

[33](1,3,5)CP

[35]CP

[36]CP

[32](1,4)CP[32](1,3)CP

[34](1,2,4,5)CP[34](1,2,3,5)CP

F
F

F

F
F

FF
F

F

CH3

H3C
CH3

Me3CP

F

F1CP

[42](1,4)CP

F6CPF3CP

Fig. 1.3   Molecular struc-
tures of cyclophanes (CP). 
(Reprinted with permission 
from [18]. Copyright (2006) 
American Chemical Society)
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The CR band also exhibited a substantially long lifetime, which is due to the smaller 
charge distribution on the outer layers of multi-layered cyclophanes as expected 
from the theoretical calculation.

Although there are numerous studies on the delocalization of positive charge over 
chromophore arrays, the number of reports on delocalization of negative charge is 
quite small. In the case of the intermolecular dimer radical anions, Kochi et  al. 
reported the CR band of some molecules with electron acceptor nature [22]. For 
cyclophane, in the 1960s, Ishitani and Nagakura reported an absorption spectrum 
of the radical anion of [22]paracyclophane generated by chemical reduction at low 
temperature; [22]paracyclophane showed a peak due to the dimer radical anion at 
760 nm [23]. Despite these studies, a quantitative relation between structure and the 
stabilization energy of delocalized negative charge has not been estimated. Thus, 
we carried out γ-ray radiolysis of several cyclophanes and successfully observed 
the CR band due to the dimer radical anion (Fig. 1.5) [20]. It was confirmed that the 
peak position of the CR band shifts to longer wavelength side with an increase in 
the distance between the two benzene rings. This finding was also analyzed in terms 
of the exchange interaction indicated above. The β value of the dimer radical anion 
was estimated to be 0.62 Å−1, which is slightly smaller than that of the dimer radical 
cation (0.83 Å−1). This result indicates that negative charge delocalizes in stacked 
chromophores similarly to the positive charge; therefore, the negative charge is po-
tentially an effective carrier in organic assemblies like positive charge.

The dimer radical anion was also observed with cyclophanes of benzothiadia-
zole, electron acceptor molecule [21]. In this case, two structural isomers, i.e., the 
syn- and anti-forms, were investigated. It was revealed that their stabilization en-
ergy depends largely on the overlap. These findings indicate that negative charge 
delocalization is possible in a variety of compounds when the two chromophores 
are held close to each other by alkyl chains.

1.3.1.2 � Charge Delocalization on Two Dimensional Oligomers

As indicated in the above section, charge delocalized materials can be obtained 
by stacking of aromatic molecules. Connection of aromatic molecules by adequate 

Fig. 1.4   Distance ( r) depen-
dence on the stabilization 
energy ( ECR) for [3n]CP and 
[42](1,4)CP ( open circle), 
M3CP ( solid square), and 
FnCPs ( solid circle). Solid 
line is a fitted line for [3n]CP 
and [42](1,4)CP. (Reprinted 
with permission from [18]. 
Copyright (2006) American 
Chemical Society)
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covalent bond so as to expand the π-conjugation system is also effective to con-
struct charge delocalized materials. To date various kinds of conjugated materials 
have been synthesized. Polyacetylene and polythiophene are well known polymeric 
materials with expanded π-conjugation systems. Among them, polyfluorenes have 
attracted wide attention due to their excellent optical and electric properties useful 
in various applications. To reveal their properties, an understanding of the charge 
states is important. From this viewpoint, radical ion species of oligofluorenes, 
which can be regarded as a model of polymers due to their well-defined structure, 
have been examined by means of radiation chemical methods [24].

These linear polymers and oligomers can be regarded as a conjugated material 
with a one-dimensional π-electron system. On the other hand, conjugated materials 
with a two-dimensional π-electron system have been realized by recent synthetic 
efforts. Among them, star-shaped oligofluorenes having a truxene (T) or isotrux-
ene (IT) core are interesting (Fig. 1.6). Because T and IT can be regarded as three 
overlapping fluorene units, the conjugation pathway will be maintained through 
the core. To date various interesting optical and electronic properties have been re-
ported for these star-shaped oligofluorenes. In order to understand these properties, 
we investigated radical ions species of these star-shaped oligofluorenes by means of 
γ-ray radiolysis to the glassy matrix [25].

The observed absorption spectra of radical ion species were in the range from the 
UV to near-IR regions. By using theoretical calculations, the observed peaks were 
assigned to electronic transitions. In the cases of radical cations, the near-IR bands 
were assigned to transitions from HOMO-n (n ≥ 1) to HOMO, while the major visible 
band was assigned to transition from HOMO to LUMO (Fig. 1.7). In the cases of 
radical anions, on the other hand, the near-IR bands were assigned to transitions from 
HOMO to LUMO + n (n ≥ 0), while the major visible band was assigned to transition 
from HOMO-1 to HOMO, which corresponds to HOMO to LUMO of the neutral 
molecules. Thus, it is indicated that the transition between HOMO and LUMO of the 
original neutral molecule is significant in the visible region both for radical cation 
and radical anion. Furthermore, structural changes generating more planar structure 
upon oxidation and reduction were indicated from the theoretical calculations. It is 
indicated that the charge is delocalized on the whole molecules. In addition, it is also 
indicated that the reduction induced larger structural change than oxidation.
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Fig. 1.5   Absorption spectra 
of γ-ray irradiated cyclo-
phanes in MTHF glassy 
matrix. 1: [32](1,3)CP, 2: [32]
(1,4)CP, 3: [33](1,3,5)CP, 
4: [34](1,2,4,5)CP, 5: [34]
(1,2,3,5)CP, 6: [35] CP, and 
8: [22](1,4)CP. (Reproduced 
from [20] with permission 
from The Royal Society of 
Chemistry)
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Fig. 1.6   Molecular structures of star-shaped oligofluorenes having T or IT as a core. (Reprinted 
from [25] with permission from Elsevier)

 

Fig. 1.7   Absorption spectra 
of ITFn in BuCl ( A: IT, B: 
ITF1, C: ITF2, D: ITF3, E: 
ITF4) at 77 K after γ-ray 
irradiation. Bar indicates 
oscillator strength evaluated 
using TDDFT at UB3LYP/ 
6–31G(d) level. Oscillator 
strengths for syn- and anti-
conformers were indicated by 
gray and black, respectively. 
(Reprinted from [25] with 
permission from Elsevier)
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1.3.1.3 � Dissociation Reactions of Charge Delocalized Phenyl-Substituted 
Ethanes

As indicated in the above section, application of structural constraint to a molec-
ular assembly realizes intramolecular negative charge delocalization. To confirm 
this issue with more simple organic compounds, we have examined intramolecu-
lar negative charge delocalization on phenyl-substituted ethanes: The number of 
the phenyl rings was varied from three to six [26]. Upon γ-ray irradiation, these 
phenyl-substituted ethanes showed absorption bands attributable to two kinds of 
intramolecular charge delocalization, i. e., delocalization over phenyls on the same 
carbon or that on different carbon atoms of the ethane molecule (namely, 1,1-dimer 
or 1,2-dimer, respectively. Figure 1.8). It is notable that the peak position of the CR 
band of the 1,2-dimer is located at longer wavelength side than that of 1,1-dimer, 
because of weak interaction due to longer distance: In the case of radical anion of 
1,1,2,2-tetraphenylethane at 77 K, CR bands due to 1,1- and 1,2-dimer appeared at 
~1500 and >2000 nm, respectively. It was revealed from the transient absorption 
measurements during the pulse radiolysis and absorption measurement of warmed 
glassy matrix sample after γ-ray irradiation that radial anion of polyphenyl-substi-
tuted ethanes undergoes mesolysis generating phenyl-substituted methyl anion and 
phenyl-substituted methyl radical. Since no mesolysis occurred with disappearance 
of 1,2-dimer radical anion, the importance of an interaction between π* delocalized 
over 1,1-diphenyl and σ* of C-C of the ethane backbone was indicated.

1.3.2  �Dimer Radical Cation in the Excited State  
and Its Dissociation Reaction

During the pulse radiolysis, various intermediates are generated transiently. Since 
these transient species exhibit characteristic absorption bands different from the 
original molecule, selective excitation of intermediates to generate intermediates 
in the excited states is possible by using laser flash photolysis synchronized with 
pulse radiolysis. The excited intermediates are expected to possess various charac-
teristic properties different from the ground state. The most important one should 

Ph2CH

CH-CH CH-CH CH-CH CH
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-

CH+

I II III Ph2CH-

kmeso

Fig. 1.8   Intramolecular negative charge delocalization and mesolysis of 1,1,2,2-tetraphenyl-
ethane. I denotes 1,2 dimer. II and III are 1,1-dimer. (Reprinted with permission from [26]. Copy-
right (2013) American Chemical Society)
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be electron donor- or acceptor-ability higher than those in the ground state. In ad-
dition, by combination of pulse radiolysis and laser flash photolysis, reactions can 
be caused site-selectively, because the excited intermediate can be generated at the 
intersection of the electron beam and laser pulse. Furthermore, the amount of the 
excited intermediate can be controlled by radiation timing of these pulses. We al-
ready reported numerous reports on hole and electron transfer from radical cations 
and anions in the excited states, respectively [6, 27, 28]. For example, hole transfer 
from stilbene radical cation in the excited state to anisole was reported [27]. By 
assuming a diffusion-controlled reaction, the lifetime of the radical cation in the 
excited state was determined. Additionally, we reported that the fluorescence inten-
sity from an radical cation in the excited state depends on the irradiation timing of 
the laser pulse with respect to the electron pulse [29], indicating that the amount of 
excited intermediate can be controlled by the radiation timing.

Higher reactivities of the excited intermediate were also observed with other 
reactions [30]. For example, it was revealed that excitation of the radical ion species 
induced bond cleavage, even when such cleavage did not occur from the ground 
state radical ions.

Although the properties of dimer radical cations have been well investigated, 
those in the excited states have not been reported. This topic is informative, because 
charge injected to organic materials is expected to be a “hot” carrier corresponding 
to the excited state in many cases. From this viewpoint, we studied the properties 
of dimer radical cations in the excited state using the pulse radiolysis-laser flash 
photolysis combined method [31]. In order to study the excited dimer radical cation, 
the dimer radical cation of naphthalene (Np2

•+) was selected, because Np2
•+shows 

a CR band around 1000 nm, which can be selectively excited by the fundamental 
pulse of Nd:YAG laser (1064 nm).

Np2
•+ was generated by the pulse radiolysis of Np in DCE. When the CR band of 

Np2
•+ was excited by the 1064 nm laser flash, the bleaching and recovery of ΔO.D. 

at 580 and 980 nm were observed with the concomitant growth and decay of ΔO.D. 
at 700 nm (Fig. 1.9). The immediate decay of the CR (980 nm) and LE (580 nm) 
bands of Np2

•+ and the rise of the Np•+ band (700 nm) indicate dissociation of Np2
•+ 

from Np2
•+* to generate Np•+ and Np. On the other hand, recovery of these bands 

indicates quantitative regeneration of Np2
•+ by the dimerization of Np•+ and Np.

It should be noted that the yield of the dissociation of Np2
•+* is quite low 

(3.2 × 10−3), indicating that the main deactivation pathway of Np2
•+* is internal con-

version to generate the ground state. In addition, the recombination of the radical 
cation and neutral molecule in the solvent cage should be efficient and finished 
within laser duration. These findings indicate that the energy imparted to Np2

•+ is 
only partly used for dissociation to Np and Np•+; the majority of the excitation 
energy is dissipated by rapid internal conversion, which should be the important 
process when the fate of the “hot” carrier in the organic materials is considered.

Photodissociation of dimer radical cations was also examined by using pyrene 
(Py) [32]. In the case of Py2

•+, the excitation pulse at 532  nm was absorbed by 
the LE band of the dimer radical cation, indicating the formation of dimer radi-
cal cation in the higher excited state. The quantum yield of photodissociation of 
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Py2
•+ was estimated to be 2.9 × 10−3 and the regeneration of Py2

•+ occurred at the 
rate constant of 4.8 × 109 M−1  s−1 in DCE which is almost equal to kdiff (8.5 × 109 
M−1 s−1). From the comparison with dissociation of Np2

•+*, it was suggested that 
the photodissociation of Py2

•+ occurred from the lowest-excited state Py2
•+(D’1), 

even though Py2
•+ was initially excited to the higher-excited Py2

•+(D’n), due to the 
rapid internal conversion from Py2

•+(D’n) to Py2
•+(D’1) (Fig. 1.10). Consequently, 

the internal conversion rate is one of the major factors which govern the yield of the 
dissociation of Py2

•+.

1.3.3 � Clarification of Photocatalytic Reaction by Radiation 
Chemistry

Titanium dioxide (TiO2) has been widely used as a photocatalyst and charge transport 
material in dye-sensitized solar cells because of high photo-activity and preferable 

Fig. 1.9   Kinetic traces of 
ΔO.D. during the pulse 
radiolysis-laser flash photoly-
sis of naphthalene in DCE at 
a 580, b 980, and c 700 nm. 
(Reprinted with permission 
from [31]. Copyright (2006) 
American Chemical Society)
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electric characteristics as well as high stability under various conditions. In the ap-
plications to photocatalysts, generation of the electron/hole pair upon absorption 
of a photon with a greater energy than the band gap (3.2 eV) is an initial impor-
tant process. The electron/hole pair generates a trapped hole and surface-bound OH 
radicals, which are responsible for the initiation of a wide variety of photocatalytic 
one-electron redox reactions. However, information about the oxidizing ability of 
the surface-bound OH radicals is scarce. In order to clarify its oxidizing ability in 
physical chemical manner, pulse radiolysis was applied [10], since the generation 
of OH radicals is well established in the field of radiation chemistry as summa-
rized in (1.8–1.13). The pulse radiolysis of N2O-saturated colloidal TiO2 aqueous 
solution generated OH radicals according to (1.22) which were strongly adsorbed 
on the TiO2 particles with an apparent association constant of ~ 106 M−1. The OH 
radicals trapped on the TiO2 surface exhibited an absorption with a maximum at 
370 nm (Fig. 1.11). To clarify the oxidation ability of this species, the oxidation 
processes of 4-methylthiophenylmethanol (MTPM) and 2-phenylthioethanol (PTE) 
in an aqueous solution of the colloidal TiO2 were studied on the basis of a kinetic 
analysis of the transient absorption. It was revealed that the oxidation ability of the 
surface-bound OH radical is high but still lower than that of free OH radicals in so-
lution. On the basis of the oxidation potentials of MTPM and PET, it was proposed 
that the redox potential of surface-bound OH radicals is higher than 1.6 V vs. NHE. 
Therefore, using the pulse radiolysis method, the nature of surface-bound OH radi-
cals was elucidated.

1.3.4  �Emission Process by Recombination of Radical Ion  
Species Generated during Pulse Radiolysis

Electrochemical luminescence (ECL) devices utilize the emission from excited 
molecules generated by the recombination process of radical cation and radical an-
ion, which were formed by electrochemical oxidation and reduction, respective-
ly. The emission is primarily resulted from the singlet excited state generated by 
recombination, while contribution of excimer and/or exciplex is also possible. In 
addition, the singlet excited state generated by triplet-triplet annihilation will be 
included in emission mechanisms. However, the mechanism for the formation of 
the singlet excited state and/or excimer as the emissive species was not fully un-

Fig. 1.10   Schematic diagram 
of dissociation process of Py 
dimer radical cation (Py2

•+) 
via higher excited state. 
(Reprinted from [32], with 
permission from Springer)
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derstood. Especially, its kinetics is not known. As summarized in Eqs. (1.24–1.29), 
pulse radiolysis of nonpolar solvents such as benzene (Bz) generates the hole and 
electron pair, which undergoes fast geminate charge recombination to mainly pro-
duce solvent molecules in the excited states. In addition, a small fraction of the 
holes and electrons escape to generate radical cations and radical anions of the 
solute, respectively. Since the recombination of radical cation and radical anion 
of the solute generates the solute in the excited state, emission from the solute in 
the excited state is expected. These reactions are similar to the ECL mechanisms. 
Therefore, the kinetic aspects can be obtained from the study of the pulse radiolysis 
of the solute in nonpolar solvents [33–40].

We measured emission spectra of various aromatic hydrocarbons (AHs) in Bz 
during pulse radiolysis [33]. Generation of an emissive molecule can be attributed 
to charge recombination of radical cation and radical anion as indicated above. This 
emission mechanism is supported by the relationship between the annihilation en-
thalpy change (− H◦) for charge recombination and the excitation energies of 1AH* 
( ES1): It was confirmed that the ratio of fluorescence intensity ( I) and fluorescence 

Fig. 1.11   a Transient absorp-
tion spectra at 1 μs after an 
electron pulse during the 
pulse radiolysis of colloidal 
TiO2 aqueous solution (TiO2 
concentration: 0, 6.2 × 10−8 
and 1.2 × 10−7 M). b Time 
profile of ΔO.D. at 370 nm 
(TiO2 concentration: a 0, 
b 6.2 × 10−8, c 1.2 × 10−7, 
and 2.5 × 10−7 M). c The 
Benesi–Hildebrand plot for 
the [TiO2]p

−1 vs kobs
−1, where 

[TiO2]p denotes concentration 
of TiO2 particle. (Reprinted 
from [10], with permission 
from Elsevier)
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quantum yield ( ϕfl), which relates to the rate constant of the charge recombination 
of AH•+and AH•−, increases with an increase of the energy difference between − H◦ 
and ES1 (Fig. 1.12), which corresponds to the driving force for charge recombina-
tion. Therefore, the observed tendency accords with the electron transfer theory, 
supporting the emission mechanisms based on the charge recombination between 
radical cation and radical anion generated by the pulse radiolysis.

Furthermore, we applied the pulse radiolysis technique to a variety of donor-ac-
ceptor compounds including compounds that were developed for ECL applications 
(Fig. 1.13) [34–37]. These molecules showed emission attributable to formation of 
the singlet excited state and excimer/exciplex. It was shown that both quantitative 
and qualitative explanations of the emission intensity can be given on the basis of 
the redox and structural properties. In the case of donor-acceptor quinolones with 
an ethynyl linkage (PnQ in Fig. 1.13), the emission due to the charge recombination 
was explained on the basis of positive and negative charge localization on donor and 
acceptor moieties, respectively, in the radical ion state, in accordance with the ECL 
mechanisms [34]. The localization of the charge in the radical ion state was also 
indicated for phenylethynyl substituted cyanoanthracenes (PEA etc. in Fig. 1.13) 
[35, 36]. In the case of PEA, which takes a planar structure, both monomer and 
excimer emission occurred upon charge recombination. On the other hand, DEA 
with twisted structure showed strong charge transfer emission. Excimer emission 
was also confirmed with arylethynyl substituted pyrenes [37].

During the pulse radiolysis of the benzene solution of donor-acceptor substi-
tuted tetrakis(phenylethynyl)benzenes (TAEB, Fig.  1.14), emission with a peak, 
which largely depends on the CT character induced by substituents as well as its 

Fig. 1.12   Relation between ln( I/ϕfl) and – ΔH0-ES1, where I and ϕfl are emission intensity and fluo-
rescence quantum yield, respectively. Characters close to marks indicate compounds name: An: 
anthracene, BF: 2,3-benzofluorene, bisPEB: 1,4-bis(phenylethynyl)benzene, B[b]Fl: benzo[b]flu-
oranthene, B[k]Fl: benzo[k]fluoranthene, Chry: chrysene, Cz: carbazole, DMeAn: 9,10-dimeth-
ylanthracene, DPhAn: 9,10-diphenylanthracene, Fl: fluoranthene, MePy: 1-methylpyrene, Pe: 
perylene, Py: pyrene, Te: tetracene, Th: thianthrene, TPh: triphenylene, Rub: rubrene. (Reprinted 
from [33], with permission from Elsevier)
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conjugation pathway, was observed [38, 39]. Because donor/acceptor substituted 
TAEBs possess three types of conjugation pathways (linear conjugated, cross-con-
jugated, and bent conjugated pathways between donor and acceptor substituents 
through ethynyl linkage), CT interaction largely depends on the substitution pat-
terns. It was revealed that the emission peak varied from 405 to 640 nm depending 
on the substitution pattern [38, 39]. These results will be interesting examples show-
ing that the substitution pattern allows one to control the emission peak precisely.

It is interesting to note that a dimerization reaction of the radical anions of 
bis(phenylethynyl)benzenes was found during the study of their radical ion species 
[41] similar to that of the radical anion of biphenylacetylene [6].

Fig. 1.13   Structure of donor-acceptor molecules investigated using pulse radiolysis. (Reprinted 
with permission from [34–37]. Copyright (2005, 2006) American Chemical Society)
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1.3.5  �Application to Biological Systems

1.3.5.1 � Charge Transfer in DNA

For years, biological systems have been important subjects for radiation chemistry 
because of the significant interests on the effects of radiation to biological systems. 
One of the well investigated materials from the viewpoints of the radiation effects is 
DNA, because it is well known that the oxidation and reduction of DNA are closely 
related to DNA damage and repair, respectively [42–44]. To understand DNA dam-
age or repair at a site apart from the initially oxidized or reduced sites, respectively, 
charge transfer along DNA has to be taken into account. Thus, charge transfer in 
DNA has been investigated by many researchers. Our research group has also inves-
tigated charge transfer in DNA using various methods including pulse radiolysis.

Nowadays, it is widely accepted that both tunneling and hopping mechanisms 
are included in hole transfer in DNA [45]. For the tunneling mechanism, the hole 
transfer rate ( kHT) can be expressed by a β factor of 0.6–0.7 Å−1 in kHT ∝ exp(− βr), 
where r is the distance between the donor and acceptor [46, 47], while the hop-
ping mechanism provides a smaller β value [48]. In order to estimate the β value, 
our research group applied pulse radiolysis to pyrene (Py)-conjugated oligodeoxy-
nucleotides (ODNs) in the presence of K2S2O8, which generates oxidant SO4

•− upon 
reaction with eaq

− to realize oxidation of DNA and/or Py according to (1.14, 1.15 
and 1.16). Upon oxidation of ODN, hole transfer from G moiety in ODN to Py 
or from Py to 8-oxo-7,8-dihydroguanine (oxG) was expected [49]. From transient 

Fig. 1.14   Molecular structures of donor-acceptor substituted tetrakis(phenylethynyl)benzenes. 
(Reprinted with permission from [38, 39]. Copyright (2007, 2008) American Chemical Society)
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absorption measurements during the pulse radiolysis, both hole transfers were con-
firmed. From the distance dependence of the observed hole transfer rate from Py 
to oxG, the β value was estimated to be 0.6 Å−1 in accordance with the reports by 
other research groups.

It is well known that multistep hopping mechanism makes long range hole trans-
fer in DNA possible. In order to clarify the factors that govern the hopping rate, we 
employed Py-modified DNA in the pulse radiolysis study. By analyzing the kinetic 
trace of the transient absorption band of a Py radical cation (Py•+) formed by hole 
transfer from DNA to Py, the rate constants for hole transfer in various sequences of 
DNA were determined [8]. It was revealed that the rate constants of the hole trans-
fer from the nearest G to Py were weakly dependent on the distance between them, 
indicating the hole transfer in DNA by the multistep hopping mechanism. In con-
trast, in the hole transfer where the rate-determining step was the single-step hole 
transfer between guanines (Gs), the rate was strongly dependent on the distance. 
By comparing the intervening nucleobases between Gs, it was revealed that the rate 
constants of multistep hole transfer were in the order of G•+AG > G•+AC > G•+TG. 
These results showed that A can mediate hole transfer between Gs effectively. The 
effect of multiple Gs (GGG) on multistep hole transfer was also examined. It was 
indicated that the hole transfer from DNA to Py became slow when the GGG site 
is located at a distant position from Py. The hole transfer rate in ODN with seven 
base pairs between Py and GGG decreased by one order when compared to that of 
ODN with one base pair between Py and GGG. The present finding indicates that 
the multiple G acts as an efficient hole trap site, which decreases the hole transfer 
rate in ODN.

In addition to the GGG consecutive site, we investigated the possibility of the 
planar G quartet in G quadruplex as a hole trapping site by means of the transient 
absorption measurement during the pulse radiolysis (Fig. 1.15) [50]. It was revealed 
that the spectrum of G + C observed from the G-quadruplex is red-shifted compared 
to the spectra with two or three consecutive G bases (Fig. 1.16), supporting that 
the hole trapping in the planar G quartet of the G-quadruplex is favored because of 
the delocalized positive charge along the more extended π orbitals. Meanwhile, the 
spectra with absorption maxima at 390 and 550 nm observed at longer delay times 
are due to the neutral radical of G [G + C(–H)], which is the deprotonated species 
of G + C. The rate constant for the formation of G + C(–H) was determined to be 
4.0 × 106 s−1. Therefore hole trapping process in DNA was reasonably investigated 
by the radiation chemical method.

As indicated above, mechanisms of hole transfer are well established. On the 
other hand, the report on excess electron transfer is rather limited, probably because 
reduction of nucleobases is rather difficult due to their low reduction potentials. 
Thus, application of radiation chemical methods is effective in the study of the 
excess electron transfer in DNA. By applying EPR to the γ-ray-irradiated DNA at 
low temperature, Sevilla et al. reported the contribution of tunneling and hopping 
mechanisms in excess electron transfer in DNA [51]. Kobayashi et al. revealed the 
delocalization of the excess electron over nucleobases using pulse radiolysis [52]. 
Our research group investigated excess electron transfer in DNA conjugated with 
naphthalimide (NI) using the pulse radiolysis method [53]. Reduction of DNA was 



25

achieved according to (1.17). Although the formation of radical anion of NI (NI•−) 
due to excess electron transfer from DNA to NI was expected, the component due 
to excess electron transfer was not confirmed in the time profile of NI•−, indicat-
ing that excess electron transfer in DNA occurs very quickly. This assumption was 
confirmed by our recent laser flash photolysis studies on oligothiophene or N, N-
dimethylaminopyrene conjugated DNA [54, 55].

1.3.5.2 � DNA Motion

Conformational change of DNA is also an important subject in biological science 
because DNA is known to take a variety of structures, which relate to its biologi-
cal functions. To reveal such DNA structures, various structural probes have been 
developed. For this purpose, the FRET system using fluorescence probes has been 
often employed. It should be noted that a probe which can monitor DNA structure 
in a long time domain is preferable. From this viewpoint, we examined to utilize 
the CR band which can be generated during the pulse radiolysis as a structure probe 
of DNA [56]. For this purpose, the formation of a Py dimer radical cation (Py2

•+) 
in doubly Py-conjugated ODNs upon one-electron oxidation during the pulse ra-
diolysis was investigated (Fig. 1.17). The formation of Py•+ within 5 μs was con-
firmed by the observation of a 470 nm-band during the pulse radiolysis of doubly 
Py-conjugated ODN in D2O in the presence of K2S2O8. With the decay of Py•+, 
the concomitant formation of Py2

•+, which has an absorption peak at 1500 nm (CR 
band), was confirmed in the time range of ~ 100 μs. The rate of formation of Py2

•+ in 
DNA reflects the dynamics of DNA, which allows the interaction between Py•+ and 
Py, since the transient DNA structure is trapped by the attractive CR interaction to 

Fig. 1.15   Molecular structure of riboflavin labeled oligonucleotide and G-quadraplex. (Reprinted 
from [50], with permission from Wiley)
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produce Py2
•+. The formation rate of Py2

•+, which has a characteristic CR absorption 
band in the near-IR region, is useful to obtain structural and dynamic information 
on transient DNA structures in the time range of 1 μs to 1 ms. Application of the CR 
band is also beneficial, because the CR bands usually appear at a wavelength region 
where other species do not exhibit absorption. These results indicate that pulse ra-
diolysis is also useful for investigating the various dynamic aspects of DNA such as 
charge transfer and conformational motions.

1.3.5.3 � Protein Dynamics

Since the oxidation and reduction processes promote various biological process, 
pulse radiolysis will be one of the promising methods for these studies although 
examples of pulse radiolysis work on the biological systems are rather limited. 

Fig. 1.16   a Transient absorp-
tion spectra during the pulse 
radiolysis of G-quadraplex 
(5′-TAGGG(TTAGGG)3 
TT−3′) in potassium buffer.  
b Kinetic profiles of ΔO.D. at 
indicated wavelengths. Red 
curve indicates fitted curve 
obtained by global analysis. 
(Reprinted from [50], with 
permission from Wiley)
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We applied the pulse radiolysis to reveal the folding process of cytochrome c (Cyt 
c) [9]. In order to realize selective reduction of oxidized Cyt c, we applied high 
concentration of the denaturant, guanidine HCl (GdHCl, H2NC(=NH2)

+NH2·Cl−), 
which generates guanidine radical as a reducing reagent from the reaction between 
the solvated electron and guanidine as indicated in (1.18, 1.19, 1.20 and 1.21). From 
the kinetic profile of ΔO.D. at Q-band region during the pulse radiolysis of Cyt c, it 
was confirmed that ligation of Met80 and reduction of oxidized Cyt c occurred with 
time constants of 2.3 and 7.7 μs (Fig. 1.18). We also suggested that the dynamics 
which is characterized by 204 μs of the time constant is due to the intermediate-
folding kinetics corresponding to the collapse of the unfolded Cyt c into a compact 
denatured structure. In addition, the slow dynamics (110 s−1) attributable to the rear-
rangement to the native conformation was observed. These results indicate that ap-
plication of pulse radiolysis is also effective to investigate the dynamics of proteins 
upon oxidation and reduction processes.

Fig. 1.17   Formation of Py dimer radical cation (Py2
•+) in Py-modified DNA (Py-Py-ODN) during 

the pulse radiolysis. (Reprinted with permission from [56]. Copyright (2003) American Chemical 
Society)

 

Fig. 1.18   Folding dynamics of oxidized Cyt c upon reduction during the pulse radiolysis. 
(Reprinted with permission from [9]. Copyright (2012) American Chemical Society)
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By employing the reduction agent generated by the pulse radiolysis, we also 
investigated folding dynamics of myoglobin (Mb) upon reduction [57]. To obtain 
structural information, we combined pulse radiolysis and time-resolved resonance 
Raman spectroscopy. Upon reduction, the folded metmyoglobin (metMb), which 
has a six-coordinated heme geometry linked with a water molecule as a distal li-
gand, is structurally relaxed to the deoxymyoblobin (deoxyMb) form with a five-
coordination heme geometry without water ligand. Meanwhile, the Raman spectrum 
of an unfolded metMb is almost identical to those of the unfolded deoxyMb formed 
by the reduction (Fig. 1.19), indicating that both unfolded metMb and deoxyMb 
have similar heme geometries. The results provided herein show that upon reduc-
tion, the folded metMb with a six-coordinated heme geometry is structurally re-
laxed to deoxyMb with a five-coordination heme geometry, while both unfolded 
metMb and deoxyMb have a six-coordinated heme geometry linked with a water 
molecule or histidine as a distal ligand (Fig. 1.20).

1.4 � Summary

In the initial part of the present chapter, fundamental reaction mechanisms in radia-
tion chemistry are introduced. Because radiation chemical methods provide power-
ful oxidative and reductive species, radiation chemical methods can be applied to 
a variety of systems where oxidation and reduction processes play important roles. 
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pulse radiolysis in buffer solution [57]
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The time resolution of these systems is much improved nowadays. Furthermore, the 
application of various time-resolved spectroscopic techniques, such as IR, Raman, 
EPR, and so on, will enhance the availability of radiation chemical methods for 
researchers. Actually, we have been engaged to the studies on the variety of sub-
jects as introduced in this section. Thus, the continuous contribution of the radiation 
chemical methods to a wide variety of research fields is expected.
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Abstract  The main radical species produced by radiolysis of organophosphorus 
compounds are described in this chapter. Their identification is generally based on 
an analysis of the g and hyperfine tensors obtained from EPR experiments per-
formed on irradiated single crystals. Special emphasis is placed on the properties of 
the 31P hyperfine tensor, which is often decisive in determining the structure of these 
radicals. Radiogenic species mentioned in the beginning of this review correspond 
to simple phosphorus-centered radicals (PR2, PR3

−, PR4, PR3
+, and R2PO). Then, 

more delocalized systems are reported (allylic structures, captodatively stabilized 
radicals, symmetrical radical ions containing a P–P bond). The effects of radiolysis 
on compounds containing low-coordinate phosphorus atoms (e.g. phosphaalkenes) 
are also described as well as the formation of radical pairs in irradiated phosphated 
sugars. The last part of the chapter deals with metallated radicals formed by radi-
olysis of metallic complexes M(CO)5P(H)Ph2 (with M = Mo, Cr, W). In some cases, 
phosphorus-centered radicals are compared with their arsenic analogues. For sev-
eral systems the focus lies on dynamical effects; this is the case, for example, for the 
triptycenephosphinyl radical, which undergoes internal rotation around a P–C bond. 
Molecular rearrangements after radiolysis of some organophosphorus compounds 
(e.g. diphosphenes) are also reported.

2.1  Introduction

Phosphorus, the 11th most abundant element in the Earth’s crust, plays a crucial 
role in almost all fields of chemistry. It participates in a multitude of industrial 
processes, is a key element in the life sciences and is involved in the structure of 
numerous reactants useful in organic synthesis [1]. The ability of phosphorus to 
adopt several oxidation states and various coordination numbers is the source of its 
rich and diversified chemistry. This property is especially important for explaining 
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the huge variety of reaction intermediates encountered in the radical chemistry of 
organophosphorus compounds. Without any doubt, EPR is one of the most efficient 
methods to detect these radicals. A great number of phosphorus-centered radicals, 
formed by photolysis, chemical reaction or electrochemistry, have been identified 
by liquid phase EPR [2, 3]. In these experiments, however, due to rapid motion of 
the radicals, only the average g value and the isotropic component of the hyperfine 
interactions can be measured. More complete information about the structure of 
these species is provided by solid state EPR [4]. In most cases, these spectra are re-
corded after rapid freezing of the reaction medium or by direct radiolysis of a solid 
sample containing the randomly oriented precursor. All the tensors that participate 
in the spin Hamiltonian of the radical contribute to the resulting “powder” spectra 
and, in principle, this technique is well suited for structural interpretation. However, 
due to frequent overlapping signals, the analysis of these spectra is often quite te-
dious, especially when several paramagnetic species are simultaneously produced 
in the sample. Moreover, it cannot be entirely excluded, when line-widths are rather 
large, that various sets of tensors can lead to similar spectra. All these difficulties 
are overcome when the radiogenic radical is trapped in a single crystal matrix. The 
angular dependences of the signals lead to an unambiguous determination of all the 
tensors of the system and, in favorable cases, additional valuable information can 
be obtained. As mentioned in this chapter, when the crystal structure of the sample 
is known, it is possible to directly determine the orientation of the orbital containing 
the unpaired electron with respect to the undamaged molecule. It is also possible to 
get a clear description of molecular motion when, after radiolysis, the radical under-
goes internal rotation or rearrangement. Contributions of the matrix to stabilizing 
the trapped radical can be revealed by comparing the principal directions of the EPR 
tensors with the bond directions given by the crystal structure of the precursor; this 
approach is particularly pertinent when hydrogen bonds are involved. Specific in-
formation about radiation mechanism can also be provided by single crystal EPR in 
the case of pair wise trapping; for these systems the vector linking the two radicals 
of the pair can be determined and discussed in relation to the crystallographic data.

Analysis of EPR spectra obtained with radiolyzed single crystals of organophos-
phorus compounds is greatly facilitated by the magnetic properties of the 31P nucle-
us. The natural abundance of this nucleus is equal to 100 % and its spin is equal to 
½. Moreover, the isotropic coupling constant associated with an electron localized 
in a phosphorus 3s orbital is large (31P-Aiso

* = 13306 MHz) and the dipolar tensor as-
sociated with an electron lying in a phosphorus 3p orbital (2Bo = 733 MHz) leads to 
rather anisotropic hyperfine splittings. The angular variation of signals due to radi-
cals exhibiting hyperfine interactions with 31P is therefore easy to follow, even when 
several species are simultaneously trapped in the crystal. Many programs have been 
written in order to extract the g and hyperfine tensors from the angular dependence 
of signals recorded in a single crystal EPR study or from powder spectra [5, 6]; 
some of them are commercially available [7]. For some organophosphorus radi-
cals presenting a small 31P hyperfine interaction, assignment of the couplings to the 
various spin ½ nuclei present in the molecule is not straightforward but can be per-
formed by running single crystal ENDOR spectra.
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Interpretation of 31P hyperfine tensors in terms of radical structure is generally 
performed by comparing the experimental isotropic and anisotropic coupling con-
stants with the expectation values of the Fermi contact and dipolar interactions ob-
tained from ab initio calculations or Density Functional Theory (DFT). It is then 
possible to check if the measured isotropic (Aiso) and anisotropic (τ) coupling con-
stants are consistent with the calculated s and p contributions to the SOMO of the 
postulated radical. A rapid but rather rough method for estimating the phosphorus 
s and p characters of the SOMO of a radiogenic radical is to merely compare the 
experimental Aiso and τ values with the atomic constants Aiso

* and 2Bo. Several sets 
of atomic constants have been tabulated in the literature [8, 9]; in the present chap-
ter, for sake of consistency, only the values published by Morton and Preston [10] 
will be used. The hybridization ratio λ2, equal to the ratio of the p character ρp over 
the s character ρs has frequently been used to get information about the geometry of 
a radical. For an AB3 radical with local C3v symmetry, λ2 allows calculation of the 
interbonding angle and the pyramidality (out-of-plane angle) of the radical [9, 11].

From a chemical point of view it can be interesting to compare phosphorus-
centered radicals with other species centered on a heavy atom in group 15. Although 
considerably less numerous than their phosphorus homologues, some arsenic and 
antimony radicals will be mentioned in this chapter. For these radicals, structural in-
formation is provided not only by the magnetic hyperfine interaction but also by the 
quadrupolar coupling: 75As: natural abundance = 100 %, I = 3/2, Aiso

* = 14660 MHz, 
2Bo = 667  MHz, 121Sb: natural abundance: 57.2 %, I = 5/2, Aiso

* = 35100  MHz, 
2Bo = 1257 MHz [10].

The present chapter deals with radicals produced by radiolysis of organic com-
pounds containing a phosphorus atom. However, for historical reasons, pure inor-
ganic radicals, such as PO3

2− or PF4, will also be mentioned.

2.2  Phosphinyl Radicals

The first EPR study of a phosphinyl radical was reported almost 50 years ago 
[12]. It concerned the formation of PH2 produced by γ-irradiation of PH3 in a di-
luted solution in a Kr matrix at low temperature. Due to the rapid motion of this 
small radical, only the isotropic part of the 31P hyperfine tensor could be measured 
(Aiso = 224 MHz). A few years later, the anisotropic part of the phosphorus coupling 
could be estimated for PF2 [13] (τ = 626MHz) and PCl2 [14] (τ = 605 MHz) after 
trapping these species at 4 K in Xe matrices. As shown by Symons et al. [15, 16], 
powder spectra recorded after γ- radiolysis at 77 K of several trivalent phosphorus 
derivatives (e.g. P(SMe)3, P(OMe)3, Pr2PCl) revealed the formation of phosphi-
nyl radicals. A full determination of both the g and 31P hyperfine tensors could be 
obtained for the diphenylphosphinyl radical Ph2P after trapping of this radical in 
X-irradiated single crystals of triphenyl phosphine oxide and diphenyl phosphine 
sulfide at room temperature [17]. The 31P hyperfine tensor presents axial symmetry 
and is moderately sensitive to the host matrix: (740, 20, 20 MHz in Ph3PO; 773, 
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55, 35 MHz in Ph2P(S)H). Similarly, the g-tensor is not very affected by the nature 
of the crystal: (2.0024, 2.0052, 2.0124) in Ph3PO and (2.0021, 2.0039, 2.0094) in 
Ph2P(S)H. As shown in Fig. 2.1, drawn in the approximation of a perfect cylindrical 
symmetry of 31P-T, the 31P-T// direction is oriented along the g-eigenvector corre-
sponding to the g value close to that of the free electron. This relative orientation of 
the g and phosphorus hyperfine tensors agrees with properties predicted by Atkins 
and Symons for this type of radical with C2v symmetry [9].

Assuming a positive sign for the three 31P coupling eigenvalues leads to isotro-
pic coupling constants of 260 MHz in Ph3PO and 287 MHz in Ph2P(S)H, respec-
tively. The corresponding s-spin densities are small (ρs = 0.020 and 0.022) and are 
mainly due to inner shell polarization. The anisotropic coupling constants τ// shown 
in Fig. 2.1 are consistent with a rather large localization of the unpaired electron in 
the phosphorus Pπ-orbital (ρp = 0.65 in Ph3PO, ρp = 0.66 in Ph2P(S)H). This iden-
tification of the Ph2P radical was confirmed by uv-photolysis of frozen Ph2PH at 
−100 °C; the resulting spectrum could be simulated using the tensors obtained from 
the Ph3PO single crystal study. In order to assess the sensitivity of the structure of 
R2P to the nature of R, the radical (PhNH)2P was trapped in an X-irradiated single 
crystal of (PhNH)2P(O)H; a marked axiality of the 31P coupling tensor was still ob-
served but a variation in the anisotropic components revealed a decrease of ~15 % 
in the phosphorus spin density [18].

Lately, renewed interest has focused on phosphinyl radicals in organic and or-
ganometallic chemistry. Due to the use of sterically encumbering substituents, very 
persistent phosphinyl radicals have been synthesized [19, 20]. A dialkylphosphinyl 
radical was even obtained as thermally stable crystals [21] and an X-ray diffraction 
study was performed on a phosphinyl radical bearing a cationic substituent [22].

2.2.1  Arsenic and Antimony Homologues of Phosphinyl Radicals

It is interesting to compare the structures of phosphinyl radicals with those of arsi-
nyl and stibinyl radicals. This is possible for the diphenyl phosphinyl radical since 
Ph2As could be produced in an X-irradiated single crystal of triphenylarsine oxid 
[23], while Ph2Sb was trapped, after radiolysis or uv-photolysis, in a single crystal 

Fig. 2.1   31P hyperfine 
values for Ph2P trapped in an 
X-irradiated single crystal of 
Ph3PO (data in blue) and in 
an X-irradiated single crystal 
of Ph2P(S)H (data in red)
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of triphenylantimony [24, 25]. For Ph2As, both magnetic (75As-T) and quadrupo-
lar (75As-P) hyperfine coupling tensors exhibit cylindrical symmetry. As expected, 
the direction of T//, (628 MHz) aligned along the arsenic p-orbital containing the 
unpaired electron is perpendicular to the quadrupolar interaction eigenvector P// 
(−19 MHz), which is oriented along the direction of the lone pair. The tensors g, 
121/123Sb-T and 121/123Sb-P obtained for Ph2Sb are also consistent with this model. 
Measurements of both the magnetic and quadrupolar interactions with the central 
atom allow an estimation of the bonding angle: the C–As–C as well as the C–Sb–C 
angle are close to 98°.

2.2.2  Internal Rotation in Phosphinyl Radicals

During the last two decades considerable efforts have been devoted to the develop-
ment of molecular rotors and motors [26]. For example, Kelly et al. took advantage 
of the C3 symmetry in the triptycene moiety to design a diamagnetic molecular 
brake in solution [27]. In a similar approach, secondary phosphines containing a 
barellene moiety were synthesized and crystallized. In these systems, after radioly-
sis, a paramagnetic PH bond can rotate around an immobilized phosphorus-barre-
lene bond [28, 29, 30]. These radicals are shown in Fig. 2.2.

X-irradiation of a single crystal of 9-phosphinotriptycene at room temperature 
gives rise to a radical characterized by hyperfine couplings with a 31P nucleus and a 
proton [28]. As shown by experiments performed with deuterated crystals of tripy-
tycene-PD2 [29], the 1H-coupling is due to a hydrogen atom bound to the phospho-
rus. Angular variations of the spectrum show that at room temperature, the radical 
is trapped along a single orientation. The hyperfine eigenvalues for 1H and 31P are 

Fig. 2.2   Phosphinyl radicals formed in an x-irradiated single crystal of 9-phosphinotriptycene 
( bar 1), diphenyldibenzobarrelenephosphine ( bar 2), dibenzobarrelenephosphine ( bar 3)
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equal to (38, 39, 61 MHz) and (23, 409, 413 MHz), respectively. Decreasing temper-
ature drastically modifies the spectrum. At 77 K, the radical is trapped along three 
magnetically non-equivalent sites with new sets of eigenvalues: (37, 42, 67 MHz) 
for 1H and (4, 74, 848 MHz) for 31P. The phosphorus isotropic coupling constant is 
therefore rather small (Aiso = 308 MHz) and the anisotropic constant τ// = 540 MHZ 
implies a spin density of 0.73 in a phosphorus p orbital. The component of the g- 
tensor (2.0036, 2.0102, 2.0134) close to the free electron value is aligned along 31P-
T//. The angle between the three new 31P-T// eigenvectors is equal to 120° and these 
three directions are perpendicular to the C–P crystallographic direction. All these 
features demonstrate that the phosphinyl radical resulting from homolytic scission 
of a P–H bond is trapped in the crystal and that this radical, immobilized at 77 K, 
is freely rotating at 300 K around the triptycene-phosphorus bond. In accordance 
with ab initio calculations, the three sites observed at low temperature correspond 
to the three most stable staggered conformations of the phosphinyl radical (bar 1 
in Fig. 2.2). The dynamical process occurring between 77 and 300 K was studied 
by recording the temperature dependence of the spectrum and analyzing this tem-
perature dependence with density matrix formalism. From the Arrhenius plot ln(1/
τc) = f(1/T), the energy barrier to the rotation of the P–D bond around the P–C bond 
was found to be about 2.75 kcal mol−1 [29].

In order to assess the factors that influence the motion of the P–H bond in this 
type of phosphinyl radical, single crystals of deuterated and non-deuterated diphe-
nyldibenzobarrelenephosphine were X-irradiated at 300 K and their EPR spectra 
studied at various temperatures [29]. As with bar 1, the radical due to the homolytic 
scission of a P–H bond is trapped in the crystal. Three staggered conformations, 
denoted J, K, and L in Fig.  2.3, are possible for this phosphinyl radical (bar 2, 
Fig. 2.2), whose internal rotation of the P-H bond is hindered by the presence of the 
phenyl ring linked to the ethylenic bond.

However, at 77 K, only conformations J and K contribute to the EPR spectrum; 
steric constraints between the phosphinyl deuterium and the phenyl group bound 

Fig. 2.3   The three staggered configurations of the phosphinyl radical ( bar 2) trapped in an irradi-
ated crystal of diphenyldibenzobarrelenephosphine. The figure is adapted from [29] by permission 
of the American Chemical Society



392  Single Crystal EPR Studies of Radicals Produced by Radiolysis …

to C12 preclude occupation of site L. A schematic representation of the energy for 
the three rotamers is shown in Fig. 2.4. At 100 K, site L begins to be populated and 
to exchange with site J, while exchange with site K starts only at 130 K. Exchange 
between J and K begins at 110 K.

The temperature dependence of the EPR spectrum indicates that steric interactions 
with the phenyl ring bound to the ethylenic carbon C9 give rise to three different po-
tential wells: ΔEJL = 2.46 kcal mol−1, ΔEJK = 2.37 kcal mol−1, ΔEKL = 2.74 kcal mol−1 
and EL −EK = 0.5 kcal mol−1. The role of the environment of the phosphinyl group on 
the motion of the P–H bond was confirmed by studying the temperature dependence 
of the EPR spectrum obtained after x-irradiation of a single crystal of dibenzobar-
relenephosphine [31]. In the resulting phosphinyl radical (bar 3, Fig. 2.2), there is 
no group linked to C12 and it was necessary to decrease the temperature to 40 K to 
stop the motion of the P–H bond. The phosphinyl radical was blocked in only two 
conformations and the motion observed between 45 and 200 K was attributed to 
jumps between the two corresponding rotamers. The energy barrier associated with 
this hopping of the phosphinyl proton between two sites was found to be equal to 
0.5 kcal mol−1.

The triptycenegermanyl radical (Triptycene-GeH2) is another example of a ra-
diogenic radical located on a heteroatom bound to triptycene [32]. In this radical, 
the rotation of the GeH2 moiety is blocked at 90 K and is free above 110 K. The 
corresponding rotation barrier is equal to1.3 kcal mol−1.

2.3  Radical Anion PR3
−

Earlier studies on non-oriented samples have shown that radiolysis of trivalent tri-
coordinated phosphorus compounds leads to a large variety of radical species. The 
resulting EPR spectra are strongly dependent upon the experimental conditions: 
polycrystalline or dilute frozen solutions, nature of the solvent (protic or aprotic), 

Fig. 2.4   Variation in the 
potential energy of the 
phosphinyl radical bar 2 as 
a function of the C12C9PH 
torsion angle. The figure 
is reproduced from [29] by 
permission of the American 
Chemical Society
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temperature of irradiation, and annealing temperature of the irradiated sample [33]. 
This sensitivity to experimental conditions has been attributed, in part, to the vari-
ous conformations that the primary radical anion can adopt and to the secondary 
reactions that this anion can undergo. Trimethylphosphite has been widely studied 
in this context. Three structures have been proposed for this radical anion. Both 
structures A and B are derived from a trigonal bipyramid structure, with a lone pair 
of electrons in the axial position for A and a lone pair of electrons in equatorial posi-
tion for B. Structure C corresponds to a planar T-shape structure with the unpaired 
electron located in a phosphorus pπ orbital (see Fig. 2.5).

One of the first species (called species 1) formed by γ-irradiation of poly-
crystalline P(OMe)3 at 77 K is characterized by 31P hyperfine splittings equal to 
T// = 1792 MHz and T⊥ = 1464 MHz. By annealing, this species transforms into a 
new radical (called species 2) characterized by T// = 2274 MHz and T⊥ = 1870 MHz. 
Hudson and Williams [34] proposed that species 1 corresponds to the radical an-
ion− P(OMe)3 in conformation A and that species 2 results from the rearrangement 
of structure A into structure B. However, as shown by Symons et al. [33], the spe-
cies trapped after radiolysis of polycrystalline P(OMe)3 are different from those 
formed by radiolysis of frozen solutions. In MeTHF, a species (called species 1’) 
with a hyperfine splitting T// = 748 MHz is observed immediately after irradiation at 
77 K. A slight increase in temperature transforms this species into species 2’ with 
T// = 812 MHz. Symons et al. identified species 1’ as being the planar radical anion 
.-P(OMe)3 with structure C and proposed that species 2’ results from a dissociative 
reaction which gives rise to the phosphinyl radical P(OMe)2. In this interpretation, 
signals observed for species 1 and 2 in polycrystalline samples are attributed to 
phosphoranyl radicals ( vide infra).

Phosphorus-centered radical anions resulting from the reduction of a phosphine 
are rarely observed. The (PhPMe2)

− species formed from phenyldimethylphosphine 
by electrolysis or by reaction with metal alkali exhibits a 31P-Aiso coupling of 5 G, 
and corresponds, in fact, to a phenyl radical anion bearing a dimethylphosphino 
group [35].

Electron capture by a R2PCl compound and subsequent dissociation into a chlo-
rine anion and a phosphinyl radical were clearly observed with an irradiated single 
crystal of 1,2-phenylenephosphorochloridite (I) [36]. The crystal structure of I is 

Fig. 2.5   Examples of structures adopted by a radical monoanion centered on a tricoordinated 
phosphorus atom. The figure is adapted from [33] by permission of Elsevier
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known (see Fig. 2.6) and confirms the pyramidality of the phosphorus coordination 
(OPO = 95.5° and OPCl = 99°). X-irradiation of such a single crystal at 77 K leads 
to a radical exhibiting hyperfine coupling with both a 31P nucleus (868, 56, 44 MHz) 
and a 35Cl nucleus (41, (−) 20, (−) 19 MHz). This radical disappears by annealing or 
photolysis; it is replaced by a new species without 35Cl coupling whose 31P coupling 
eigenvalues are equal to 755, 111, 93 MHz.

As indicated by the hyperfine interactions, in the first species the unpaired elec-
tron is mainly located in a phosphorus p-orbital (~74 %) and a chlorine p orbital 
(~10 %, by assuming negative signs for “perpendicular” 35Cl− hyperfine eigen-
values). The angle between the two “parallel” eigenvectors is rather small (26°). 
These properties are consistent with the formation of a radical anion I.- in which the 
unpaired electron belongs to a phosphorus-chlorine σ* orbital (Fig. 2.5, structure 
D). This type of structure has also been observed with selenium-centered radicals 
[37]. This is also the structure predicted by former ab initio calculations for H2PCl− 
whereas a planar T-shape structure was predicted for PCl3

−.
The 31P coupling of the radical observed after annealing is very anisotropic and 

indicates a spin density of ~60 % in a phosphorus p- orbital. Moreover, its T// eigen-
vector is oriented along a direction corresponding to g near 2.0023. These properties 
agree with those expected for phosphinyl radicals and show that a slight increase 
in temperature causes the dissociation reaction of (RO)2PCl− into (RO)2P to occur. 
Similar results have been obtained with a radiolyzed single crystal of chlorodithi-
aphospholane (see Fig. 2.6) [38]. The resulting radical anion II−, trapped at 77 K, 
also adopts a pyramidal conformation with the unpaired electron localized in a P–Cl 
σ* orbital. This is confirmed by the small angle formed by the 31P-T// and 35Cl-T// 
directions (11°). The presence of the sulfur atoms linked to the phosphorus atoms 
does not appreciably affect the spin density in the P–Cl bond (ρ ~0.80). Similar 
to (I), the phosphinyl radical is observed after annealing. As shown by ab initio 
calculations, the dissociation energy of H2PCl− into Cl− and the phosphinyl radical 

Fig. 2.6   (I) perspective view of 1,2-phenylenephosphorochloridite (from the crystal structure 
given in [36]. (II) molecule of 2-chloro-1,3,2-dithiaphospholane. The figure is adapted from [36] 
by permission of the American Chemical society
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is rather low (ΔE = 29.3 kJ mol−1). This is probably why the radical anion resulting 
from electron capture by a chlorophosphine is rarely observed.

It is worthwhile noting that electron addition to compounds containing a pentaco-
ordinated phosphorus has also been reported. PF5

− has been formed by γ-irradiation 
of solid solution of PF5 in neopentane [39] and a (RO)4PCl− radical has been trapped 
in X-irradiated crystals of a derivative of chlorobenzodioxaphosphole [40]. The 
structure of this latter species is octahedral with the unpaired electron and the chlo-
rine atom in axial position. In this context, irradiation of a single crystal of Ph3AsF2 
led to the formation of Ph3AsF2

− adopting a square base pyramidal structure [41].

2.4  Phosphoranyl Radicals

Formally, in phosphoranyl radicals the unpaired electron is mainly localized on a 
neutral tetracoordinated phosphorus atom. The exact electronic configuration and 
the conformation of these radicals have been shown to be very dependent upon the 
nature of the chemical groups bound to phosphorus [42, 43]. A large number of EPR 
studies has been devoted to the various structures of these radicals [44] and this spe-
cies is now well documented. Here, we will focus our attention on results obtained 
after radiolysis of single crystals.

Early investigations, carried out in liquid solution, concluded that phosphoranyl 
radicals adopt a trigonal bipyramid structure. Single crystal EPR studies on two 
halogen-containing phosphoranyls (PF4 [45] and POCl3

− [46]) showed, however, 
that the angular dependences of the spectra were not in accord with a traditional 
valence bond description, which expects the unpaired electron to occupy one of the 
five sp3d-hybridized orbitals. The low anisotropy of the 31P coupling together with 
the rather large anisotropic coupling with two equivalent halogens were interpreted 
in terms of a Rundle three-center non-bonding orbital [47]. In this model the two 
axial ligand pz-orbitals mix with the phosphorus s and px orbitals in an antibond-
ing combination. In this structure most of the phosphorus spin density lies in the 
equatorial plane of a trigonal bipyramid ( structure TBP-e). As shown by Buck et al., 
phosphoranyl can also adopt a second type of TBP structure in which the unpaired 
electron lies in an apical position ( structure TBP-a) [48]. A third limiting structure 
was found for some R3PX phosphoranyls [49]; in this C3v structure, the unpaired 
electron lies in a σ* P–X bond as shown in Fig. 2.7.

A simple way to trap a phosphoranyl radical in an oriented matrix is to irradiate 
a crystalline pentacoordinated phosphorus compound containing a P–H bond. This 
method was used by Buck et al. to generate phosphoranyl radicals A [50, 51], B [51] 
and C [52] (see Fig. 2.8). As shown by X-ray diffraction analysis, the conformation 
of the precursor of A corresponds to a trigonal bipyramid with the hydrogen atom 
in the equatorial position. The resulting EPR parameters are given in Table 2.1. The 
31P-T// eigenvector—found to be oriented along the crystallographic P–H direction 
of the precursor—confirms that this radical adopts a TBP-e structure.
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In contrast with HP(OCH2CH2NH)2, the crystal structure of the precursor of b 
indicates that the initial P–H bond is aligned along an apical direction of the TBP 
formed by the five ligands. The species trapped at 77 K (radical be) is characterized 
by “parallel” and “perpendicular” phosphorus splittings equal to 1120 and 930 G 
respectively. Radical be is irreversibly replaced above 193 K by radical ba whose 
“parallel” and “perpendicular” phosphorus splittings are equal to 888 and 753 G. By 
comparing the orientations of the 31P-T// directions with the crystallographic bond 
directions of the precursor, Buck et al. concluded that be and ba correspond to the 
TBP-e and the TBP-a structure, respectively, and that stereoisomerization occurs in 
the crystal. Another dynamical effect was reported by the same authors for phospho-
ranyl c [52]. At 258 K, this radical adopts a TBP-e conformation ce with large hy-
perfine splittings for the two nitrogens in apical positions (T// = 26.3 G, T⊥ = 24.0 G) 
and a splitting less than 5 G for the two nitrogens in equatorial positions. At 295 K 
a coupling with four equivalent nitrogens (T// = 14.4 G, T⊥ = 12.7 G) is observed due 
to a rapid pairwise interconversion between the ligands. This exchange mechanism 

Fig. 2.7   Trigonal bipyramid and σ* structures adopted by phosphoranyl radicals. The figure is 
adapted from [53] by permission of the American Chemical Society

Fig. 2.8   Phophoranyl radicals trapped in irradiated single crystals of HP(OCH2CH2NH)2 (struc-
ture a), HP(OCH2CH2)3N

+BF4 
− (structure b), HP(NCH2CH2)4 (structure c). The figure is adapted 

from [50] and [51] by permission of the Royal Society of Chemistry

  



44 M. Geoffroy

does not affect the phosphorus couplings (T// = 715G, T⊥ = 606 G) and was described 
as a Berry pseudorotation with the unpaired electron acting as a pivot.

Although radicals a and ba adopt a TBP-e and a TBP-a structure, respectively, 
their 31P hyperfine tensors are quite similar; it seems therefore that structural assign-
ment to one type of TBP cannot be made on the basis of hyperfine couplings with 
phosphorus alone. Couplings with the ligands are more informative since the value 
of Aiso(

14N) passes from ~25 G for a nitrogen in the axial position to a value < 5G 
for a nitrogen in the equatorial position.

Electron capture by a crystalline four-coordinated phosphorus compound con-
taining a P = X bond (X = O, S or Se) is also an efficient method to generate 
phosphoranyl radicals in oriented matrices. Irradiation of single crystals of dimor-
pholinofluorophosphine sulfide produces a phosphoranyl radical (morph)2P(S−)F 
whose 31P hyperfine couplings are given in Table 2.1. The principal directions of 
phosphorus and fluorine anisotropies are almost perpendicular. This implies for this 
phosphoranyl radical R2P(S−)F a TBP-e structure with fluorine and sulfur in apical 
positions [53].

Ph3PCl, the first phosphoranyl radical trapped in a C3v conformation, was ob-
served after irradiation of a crystal of Ph3PBCl3 [54]. Its mechanism of formation in 
this matrix is not straightforward and was not described. The measured 31P hyper-
fine tensor together with its decomposition into isotropic and anisotropic constants 
are given in Table 2.1. They lead to phosphorus spin densities, ρs and ρp, equal to 
0.13 and 0.44, respectively. The chlorine spin densities obtained from the 35Cl cou-
pling tensor (T// = 229 MHz, T⊥ = 95 MHz) are equal to ρs = 0.02 and ρp = 0.25. The 
major part of the spin lies on the two magnetic atoms and the density on chlorine, 
the more electronegative atom, is less than on phosphorus as expected for an anti-
bonding orbital. The angle formed by the 31P-T// and 35Cl-T// eigenvectors is very 
small (10°) in good accord with an electron localized in a P–Cl σ* orbital.

Another phophoranyl radical with a σ* structure was trapped in a single crystal 
of 1,2 phenylene phosphorochloridate (Fig. 2.9) irradiated at 77 K. This structure 
was confirmed by the small angle (12°) formed by the 31P-Tmax and 35Cl-Tmax ei-
genvectors [55]. Some departure from cylindrical symmetry occurs for both the 
31P anisotropic interaction (173 MHz, −40 MHz, −133 MHz) and the 35Cl aniso-
tropic coupling (58, −13, −45 MHz). This departure indicates some distortion from 
the idealized local C3 conformation. In the phosphoranyl radical resulting from the 
electron capture by dipyrrolidinochloro phosphine sulfide [53], the directions of the 

Radical Ref 31P-T1
31P-T2

31P-T3
31P-Aiso

31P-τmax

(NHCH2CH2O)2P  
a [50] 2485 2062 2062 2203 282

(morph)2P(S−)F b [53] 2535 2214 2140 2296 239
Ph3PCl [54] 2016 1545 1512 1691 325
Ph3PBr [57] 1876 1439 1408 1574 302
C6H4O2P(O−)Cl [55] 3230 3017 2924 3057 173

a Radical a shown in Fig. 2.8
b morph: morpholino group O(CH2CH2)2N

Table 2.1   31P hyperfine 
interactions (MHz) for 
some phosphoranyl 
radicals
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phosphorus and chlorine tensors are inclined by an angle of 29°. A near σ* structure 
was attributed to this radical with the unpaired electron located in an antibonding 
orbital between phosphorus and chlorine.

A detailed description of the structure of phosphoranyls generated by electron 
capture of R3P=Se (R is an alkyl group) has been obtained by analyzing the hyper-
fine interaction with 77Se (I = ½) [56]. For these species 40 % of the spin lies in a 
Se 4p orbital. The phosphorus and selenium anisotropic couplings were found to be 
parallel and oriented along the P-Se bond direction of the precursor in good accord 
with a σ* structure for the R3PSe− species. The same structure has also been shown 
to be valid for sulfur analogues.

As discussed above, the alignment of the 31P-T// and X-T// eigenvectors in R3PX 
constitutes a powerful argument in favor of a σ*-structure. For Ph3PBr trapped in 
an X-irradiated single crystal of triphenyliminophosphonium bromide [57], the ei-
genvalues found for 31P and Br couplings were quite consistent with those found for 
Ph3PCl. For this radical, however, the 31P-T// direction makes an angle of 35° with 
the direction of Br-T// and implies an appreciable distortion of the C3v structure. 
Such a distortion is not too surprising. The P–X bond is weakened by the anti-
bonding character of the extra electron, an elongation of the P-X distance occurs 
and the geometry of the trapped phosphoranyl radical can be appreciably affected 
by crystal matrix effects and by small interactions with neighboring molecules. As 
reported for the phosphoranyl radical trapped in an irradiated crystal of dipyrro-
linochlorophosphine sulfide, an increase in temperature can even cause cleavage of 
the phosphorus-halogen bond leading, in this case, to the formation of a thiophos-
phonyl radical [53].

2.4.1  Arsenic Homologues

The arsoranyl radicals Ph3AsCl and Ph3AsBr were trapped in single crystals of 
triphenylmethylarsonium chloride and of triphenylmethylarsonium bromide, re-
spectively [58, 59]. Analysis of 75As, 35Cl and 79Br hyperfine tensors leads to spin 
repartitions for Ph3AsCl (As: ρs = 0.13, ρp = 0.51; Cl: ρs = 0.02, ρp = 0.26) and for 
Ph3AsBr (As: ρs = 0.11, ρp = 0.53, 79Br ρs = 0.02, ρp = 0.24) that are very similar to 

Fig. 2.9   Perspective view 
of 1,2-phenylenephosphoro-
chloridate (from the crystal 
structure given in [55]. The 
figure is adapted from [55] 
by permission of John Wiley 
and Sons
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the repartition found for Ph3PCl. However, in contrast to this radical where the 31P- 
T// and 35Cl-T// eigenvectors are practically aligned, the arsenic-T// and halogen-T// 
directions make an angle of 25° in Ph3AsCl and 35° in Ph3AsBr. Clearly, as for 
Ph3PBr, these two arsoranyl radicals adopt a structure that is intermediate between 
the local C3v structure found for Ph3PCl and the C2v structure reported for PF4. An 
EPR study of arsoranyl radicals trapped in X-irradiated single crystals of triphe-
nylarsine chalcogenides led to the same conclusions for Ph3AsO−, Ph3AsS−, and 
Ph3AsSe− [60].

An interesting property of some arsoranyl radicals concerns their ability to pro-
duce an arsine-radical adduct during their dissociation process. A similar mecha-
nism had been reported for some alkyl halides which, after γ- irradiation in CD3CN 
at 77 K, give rise to a weak alkyl radical-halide ion adduct such as Me...I− and Et...
Br − [61, 62]. Identification of radiogenic radical species produced in single crystals 
of triphenylmethyl arsonium iodide was performed by analyzing spectra obtained 
after various isotopic enrichments of the arsonium cation: Ph3AsCH3, Ph3AsCD3 
and Ph3As13CH3 [63]. The 75As magnetic coupling tensor, measured at 77 K after 
X-irradiation of the crystal in liquid nitrogen (see Table 2.2), indicates a small spin 
density on the arsenic atom (ρs = 0.02, ρp = 0.03), while the largest component of the 
quadrupolar tensor (e2Qqzz = 186 MHz) remains very close to the value measured 
on pure triphenylarsine [64]. Hyperfine interactions with three equivalent protons 
indicate the presence of a methyl group and the 13C coupling tensor (see Table 2.2) 
shows that more than 63 % of the spin is localized in a carbon p-orbital of the methyl 
radical. This adduct is not stable with increasing temperature. Above −170 °C its 
signals decrease in intensity and irreversibly disappear above −140 °C. They are 
replaced by a spectrum exhibiting hyperfine couplings with 75As and 127I that are in 
good accordance with those expected for the arsoranyl radical Ph3AsI [65]. Symons 
and McConnachie have shown that, in contrast with the results obtained with crys-
talline Ph3As+CH3I

−, radiolysis of solutions of this arsonium salt in CD3OD at 77 K 
generates the arsoranyl radical Ph3AsCH3 which, by annealing, leads to the trapping 
of free methyl radicals [66]. These studies on irradiated Ph3AsCH3

+I− point to the 
importance of the experimental conditions on the nature of the arsenic-containing 
radical formed by radiolysis. of arsonium compounds. Fortunately, as shown in 
Table 2.2, the great sensitivity of the isotropic and anisotropic 75As couplings to the 
molecular structure allows easy differentiation between these radicals. Neverthe-
less, controversy regarding possible structures of reaction intermediates can occur. 
This is the case for Ph3As...CH3, which was not considered by Symons et al. as a real 
adduct but as a pure methyl radical undergoing a very weak charge-transfer interac-
tion with the Ph3As molecule.

Radical Ref 75As-Aiso
75As-τmax Ligand-

Aiso
a

Ligand- 
τmax

a

Ph3As...CH3 [63]   253   20 108 134
Ph3AsCH3 [66] 1514 118
Ph3AsI [65] 1440 320 800 490

a For Ph3As...CH3, ligand: 13C (CH3); for Ph3AsI, ligand: 127I

Table 2.2   Hyperfine 
coupling constants (MHz) 
for some radical species 
produced by radiolysis of 
triphenylmethyl arsonium 
iodide
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2.5  Phosphoniumyl Radical Cation PR3
+

Phosphoniumyl radical cations are frequently invoked as reaction intermediates in 
the chemistry of phosphorus–containing compounds. They are, for example, in-
volved in the design of photoinitiating systems [67] and in models capable of pre-
dicting the air stability of phosphines [68]. Moreover, their participation in electron 
transfer reactions has been frequently mentioned [2, 69].

The earliest EPR detections of phosphoniumyl radicals were carried out at 77 K 
after γ-radiolysis of solutions of phosphonium ions in H2SO4 [70, 71, 72] or CFCl3 
[73]. The first single crystal EPR study was performed on Ph3P

+ trapped, at room 
temperature, in X-irradiated crystals of Ph3PBCl3 and Ph3PBF3 [74]. In addition to 
the phosphoranyl radical Ph3PCl, irradiation of a single crystal of Ph3PBCl3 pro-
duces the phosphoniumyl radical cation, whose 31P hyperfine parameters are given 
in Table 2.3. The principal g-values of Ph3P

+ are rather close to the free electron 
value and the phosphorus hyperfine tensor exhibits axial symmetry. The 31P iso-
tropic and anisotropic couplings clearly indicate, after comparison with atomic 
constants, that the unpaired electron is mainly localized on the phosphorus atom 
ρs = 0.08, ρp = 0.60. It is worth remarking that in the irradiated crystal of Ph3PBCl3, 
the 31P-τmax eigenvector of Ph3P

+ is aligned along the direction found for 31P-τmax 
and 35Cl-τmax in the phosphoranyl radical Ph3PCl. Clearly, this common direction 
corresponds to the P–Cl bond of Ph3PCl and to the phosphorus magnetic p- orbital 
in Ph3P

+. The 31P couplings measured for Ph3P
+ produced in a solid solution of 

FCCl3 [73] lead to spin densities (ρs = 0.06, ρp = 0.60) quite similar to those obtained 
in the single crystal studies. As shown by the results obtained for Me3P

+ formed in 
FCCl3 (ρs = 0.08, ρp = 0.76), this spin repartition is moderately affected by substitu-
tion of the phenyl ligands with alkyl groups.

X-irradiation of phosphaalkenes, RP=CR’2 was reported to generate phosphoni-
umyl radical cations [75]. These compounds, which contain a two-coordinated phos-
phorus atom, are very reactive but they can be stabilized by binding the phosphorus 
atom to a cumbersome ligand such as the supermesityl group tBu3C6H2 (hereinafter 
Mes*). EPR spectra obtained with irradiated single crystals of Mes*P=C(H)Ph were 
analyzed after 13C and 2D enrichment of the phosphaalkene moiety. They showed 
that a rearrangement occurs inside the electron-deficient center and leads to incor-
poration of the phosphorus atom inside a five-membered ring (Fig. 2.10). Consistent 

Radical 31P-T1
31P-T2

31P-T3
31P-Aiso

31P-τmax

Ph3P
+ a 1554 888 882 1108 446

Ph3P
+ b 1397 750 731   959 438

Ph3P
+ c 1274 605 605   828 446

(R1(R2)PCH2Ph)+d 1534 992 984 1171 364
Me3P

+ c 1635 798 798 1077 558
a In a single crystal of Ph3PBCl3) [74]
b In a single crystal of Ph3PBF3 [74]
c In FCCl3 [73]
d In a single crystal of Mes*P=C(H)Ph [75], (see Fig. 2.10)

Table 2.3   31P hyperfine 
interactions (MHz) for some 
phosphoniumyl radical 
cations
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with the fact that two ortho tert-butyl groups can participate in the intramolecular 
cyclization, two slightly different conformations of the resulting phosphoniumyl 
radical were observed. Besides the 31P coupling parameters given in Table 2.3, hy-
perfine interactions with protons and with the phosphaalkenic 13C nucleus (42, 48, 
51 MHz) are convergent with this identification.

In contrast with the phosphorus s-character (ρs = 0.08), the phosphorus p-charac-
ter (ρp = 0.50) found for this phosphoniumyl radical is slightly less than that mea-
sured for Ph3P

+ or Me3P
+. It cannot be excluded that the constraints caused by the 

formation of the five-membered ring induce a change in the spin repartition.

2.6  Phosphonyl and Phosphinoyl Radicals

Phosphonyl and phosphinoyl radicals (formally (RO)2PO and R2PO species, re-
spectively) have attracted attention in recent years because of their applications in 
various areas of chemistry: photochemistry [76, 77], stereoselective synthesis [78], 
chemically induced electron spin polarization in low magnetic fields [79], and syn-
thesis of fullerene derivatives [80].

Phosphinoyl radicals are phosphorus analogues of the well-known nitroxide rad-
icals extensively used for spin labeling experiments [81, 82]. However, in contrast 
with R2NO species, R2PO radicals are not stable and the determination of their elec-
tronic structure by EPR has required trapping them in irradiated solid precursors. 
The first single crystal EPR study of a phosphinoyl radical was reported for Ph2PO. 
This radical was trapped after X-irradiation of a crystal of diphenyl phosphine ox-
ide, Ph2P(H)O, under argon atmosphere at room temperature [83]. The phosphorus 
hyperfine tensor of Ph2PO is almost axial (T⊥1 = 929 MHz, T⊥2 = 908 MHz) and, 
as shown in Table  2.4, its decomposition into isotropic and anisotropic compo-
nents indicates that more than half of the spin is located on the phosphorus atom. 
Radiolysis of a single crystal of phenylphosphinic acid at room temperature under 
argon atmosphere [84] produced the radical PhP(O)OH, whose hyperfine couplings 

Fig. 2.10   Formation of a phosphoniumyl radical cation in an irradiated single crystal of 
Mes*P=CHPh. The figure is adapted from [75] by permission of the American Chemical society
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are reported in Table 2.4 together with those of PhP(O)O− and (MeO)2PO. For the 
last two radicals, EPR analyses were performed on powder spectra obtained with 
irradiated samples of PhP(O)O−K+ [84] and dimethylphosphite, respectively [85].

It is interesting to compare these parameters with those of the inorganic radical 
PO3

2− [86], which has been exhaustively studied (Aiso = 1680 MHz, τ// = 283 MHz, 
ρs = 0.12, ρp = 0.38, λ2 = 3.16), and those of the above mentioned phosphoniumyl 
cation Ph3P

+. Starting from Ph3P
+, subsequent substitutions of a phenyl by an oxy-

gen leads to Ph2PO, PhP(O)O− and PO3
2−. In the crude approximation of a local C3 

symmetry, the variation in the hybridization ratio λ2 shows that this substitution is 
accompanied by a progressive pyramidalisation of the radical with an out-of-plane 
angle θ which passes from ~14° for Ph3P

+, to ~15° for Ph2PO, ~17° for PhP(O)O− 
and 19° for PO3

2−. This evolution is the result of several factors such as the differ-
ence in electronegativity between O− and a phenyl group and steric interactions 
between bulky phenyl groups. As expected, in contrast with its nitroxide homo-
logue, Ph2PO is not a planar radical. For (MeO)2PO the θ angle is equal to ~19.5°. 
The fact that phosphinoyl (R2PO) radicals are generally flatter than the phosphonyl 
radical(RO)2PO has often been invoked to explain the greater reactivity of phosphi-
noyl radicals towards olefins [1, 78].

2.6.1  Thiophosphonyl Species

Ph2PS has been trapped in X-irradiated single crystals of diphenylthiosulfide [87] 
and tetraphenyldiphosphine disulfide [88], while Et2PS and radical [N(C4H8)]2PS 
(shown in Fig.  2.11) have been studied in irradiated single crystals of tetraeth-
yldiphosphine disulfide [88] and dipyrrolidinochloro phosphine sulfide [53], 
respectively.

Radical Ref 31P-Aiso
31P-τ// ρs ρp λ2

Ph2PO [83] 1092 347 0.08 0.47 5.77
PhP(O)OH [84] 1510 355 0.11 0.48 4.26
PhP(O)O- [84] 1397 327 0.10 0.44 4.28
(MeO)2PO [85] 1918 308 0.14 0.42 2.92

(Calculations in the axial symmetry approximation)

Table 2.4   31P hyper-
fine constants (MHz), 
phosphorus spin densities 
and hybridization ratios 
for some phosphinoyl and 
phosphonyl radicals

Fig. 2.11   Thiophosphonyl 
radical trapped in an irradi-
ated single crystal of dipyrro-
lidinochlorophosphine sulfide 
[53]. The figure is adapted 
from [53] by permission 
of the American Chemical 
Society
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The values reported in Tables 2.4 and 2.5 for Ph2PO and Ph2PS show that re-
placement of the oxygen atom by a sulfur atom in R2PO does not lead to drastic 
structural modifications. For both radicals the out-of-plane value is close to 15°. 
The effects of the host matrix on the parameters of the trapped radical are revealed 
by the values found for Ph2PS. While the thiophosphonyl radical results from the 
simple homolytic scission of a P–H bond in an irradiated crystal of Ph2P(S)H, in 
Ph2(S)P-P(S)Ph2 it necessitates the dissociation of a P-P bond and a displacement of 
the resulting fragments to avoid any recombination. The pyramidality of the radical 
does not seem to be affected by these constraints (θ = 14.8 ± 0.1°), but the total spin 
density on the phosphorus atom is reduced from 0.53 to 0.45.

2.6.2  Arsenic Homologues

Irradiation of a single crystal of Me2AsO2
− Na+ at 77 K gave rise to two radicals 

identified as MeAsO2
− (75As-Aiso = 1309  MHz, 75As-τ// = 315  MHz, ρs = 0.089, 

ρp = 0.472, λ2 = 5.30, θ ° 15.7) and Me2AsO (75As-Aiso = 1169  MHz, 75As-
τ// = 296 MHz, ρs = 0.080, ρp = 0.447, λ2 = 5.65, θ  = 15.3°) [89]. These parameters are 
quite similar to those obtained from powder spectra by Lyons and Symons [90] for 
PrAsO2

− (75As-Aiso = 1294 MHz, 75As-τ// = 344 MHz, ρs = 0.088, ρp = 0.516, λ2 = 5.85, 
θ  = 15.12°); they show that arsonyl radicals adopt a pyramidal structure with an out-
of-plane angle quite similar to the angle for phosphinoyl radicals.

2.7 � Radicals Centered on an Atom Adjacent 
to a Phosphorus Atom

It is well known that the cage effect for hydrogen atoms is very weak, so it is likely 
that, when an A-H bond is located adjacent to a phosphorus atom (e.g. phospho-
nium R3P

+-AH3), radiolysis gives rise to a radical centered in α position to the 
phosphorus. Such radicals are well documented and we will briefly mention only 
two examples corresponding to a radical formed on a carbon atom and on a boron 
atom, respectively.

Radical Ref 31P-Aiso
31P-τ// ρs ρp λ2 θ

Ph2PS [87]   989 332 0.074 0.453 6.09 14.9
Ph2PS [88]   841 289 0.063 0.39 6.23 14.7
[N(C4H8)]2PSa [53] 1153 299 0.087 0.408 4.71 16.5
Et2PS [88]   975 348 0.073 0.474 6.46 14.5

a See Fig. 2.11

Table 2.5   31 P coupling constants (MHz), spin densities, hybridization ratios and out-of-plane 
angles for some thiophosphonyl radicals
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The radical Ph3P
+13CH2 was trapped in an X-irradiated single crystal of 

Ph3(
13CH3)P

+ Cl− [91]. Hyperfine tensors with 13C, 31P and two protons were mea-
sured at 77 K and at room temperature. They showed that the unpaired electron 
remains localized on the carbon atom. Variable temperature experiments indicated 
that the barrier to rotation of the CH2 group around the P–C bond presents a strong 
two-fold component located 5.5 kJ below two intermediate minima. X-irradiation 
at 3 K in the dark of a single crystal of Ph2P(O)CH2Cl showed that electron capture 
occurs to produce Ph2P(O)CH2Cl− and does not give rise to the phosphoranyl radi-
cal Ph2P(O−)CH2Cl [92].

Radicals Ph3P-BH2 and Ph3P-BD2 were trapped in an X-irradiated single crystal 
of triphenylphosphineborane [93]. The 1H, 11B and 31P hyperfine tensors show that 
the radical is planar with a strong localization of the unpaired electron on the boron 
atom. These tensors are consistent with the mesomeric structure Ph3P

+–−BH2. Rota-
tion of the BH2 group around the P–B bond occurs at room temperature and could 
not be blocked at −130 C.

2.8  Delocalized Systems

2.8.1  Allylic Structures

Due to potential applications in molecular electronics, considerable efforts have 
been made in recent years to design new systems able to delocalize an unpaired 
electron along several atoms. In this context, an elementary system could consist 
of a phosphonium moiety insuring the electron capture and an allylic chain insur-
ing electron delocalization. After reduction, such a system can be seen as an allylic 
radical in which a terminal carbon group has been replaced by a phosphoranyl frag-
ment (2.1).

� (2.1)

Roberts at al. showed that this type of radical can be produced in solution by add-
ing butoxy radicals to phosphorus in vinylic phosphines CH2=C(H)PX2 (X=MeO, 
EtO) [94]. However, the isotropic 31P coupling constants measured for these radi-
cals were very small (~40 MHz) and clearly indicated that the unpaired electron 
remained localized on the terminal carbon, consistent with the mesomeric formula 
tBuO(MeO)2P=C(H)–CH2. In contrast with these results, X-irradiation, at room 
temperature of a single crystal of the phosphoranylidene Ph3P=CH–C(H)O revealed 
trapping of a radical exhibiting a large 31P hyperfine interaction [95]. Phosphorus 
and proton coupling constants for this radical are given in Table 2.6 together with 
those measured in solution for tBuO(MeO)2P=C(H)CH2.

Comparison with phosphorus atomic coupling constants indicates that for the 
radical formed by radiolysis of phosphoranylidene ~30 % of the spin is located on 
the phosphorus atom (ρs = 0.045, ρp = 0.30). The proton coupling tensor is consis-
tent with a proton attached to a sp2 hybridized carbon bearing ~35 % of the spin in 

• •
3 2 3 2R P = CH – CR’ R P - CH = CR’←→
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a pπ orbital. The relative orientations of the phosphorus and proton coupling ten-
sors (31P-τ//, 

1H-τ2 = 10°) show that the overlap between this carbon pπ orbital and 
the p component of the phosphorus magnetic orbital allows conjugation between 
the phosphorus and the carbon part of the radical, in good accordance with the 
structure shown in Fig. 2.12. This result agrees with ab initio calculations run for 
(H3PCHC(O)H)−; moreover, these calculations indicate that in this allylic structure 
the phosphoranyl adopts a TBP structure with the electron in an equatorial position 
(Fig. 2.12)

This difference in the structures of CH2CHP(OMe)2O
tBu and Ph3PCHC(H)O- is 

due to stabilization of the ylid form H2C
−-+PR3 in CH2CHP(OMe)2O

tBu. This struc-
ture of the corresponding “phosphoranyl” radical is reminiscent of PhP(OEt)2OBu 
[96], which exhibits a small hyperfine 31P coupling (27 MHz) that can be viewed as 
a phenyl radical anion substituted by a phosphonium group.

Stabilized structures of radicals trapped in irradiated phosphinylidenes often re-
quire drastic changes in the geometry of the original molecules. Such is the case, for 
instance, when relaxation of the radical requires the rearrangement of a cumbersome 
PPh3 moiety. In Ph3P=CH–C(O)CH3, intramolecular and intermolecular hydrogen 
bonds, identified from the crystal structure, produce considerable constraints on 
the relaxation mechanism of the molecule after ionisation [97]. The EPR/ENDOR 
spectra obtained with an irradiated single crystal of this compound show that the 
radiogenic species presents a small 31P-coupling indicating a small phosphorus spin 
density (ρs = 0.002, ρp = 0.002) incompatible with a phosphoranyl participating in the 
SOMO. Discussion of the 31P and 1H hyperfine tensors in light of the crystal struc-
ture and of ab initio calculations suggest the trapping of Ph3P

+-CH=C(OH)CH2
. as 

shown in Fig. 2.13.

Table 2.6   31P and 1H hyperfine interactions (MHz) for Ph3PCHC(H)O- and tBuO(MeO)2PCHCH2

Species 31P-Aiso
31P-τc 1H-Aiso

1H-τc

Ph3PCHC(H)O-a 654    225 (−)20.3 (+)16.3
−116   (−)1.7
−108 (−)14.7

tBuO(MeO)2PCHCH2
b   39   42d

    5
a Trapped in a single crystal matrix [95]
b Measured in liquid solution [94]
c Principal values for the hyperfine dipolar tensor
d Two equivalent protons

Fig. 2.12   Radical formed in 
an irradiated single crystal of 
(triphenylphosphoranylidene) 
acetaldehyde. The figure is 
adapted from [95] by permis-
sion of the American Chemical 
Society
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2.8.2  Captodatively Stabilized Radicals

Electron delocalization and charge separation play a crucial role in radical stabiliza-
tion. These properties are at the basis of “captodative” effects observed in radicals 
containing electron donor and electron acceptor groups adjacent to the atoms bear-
ing the unpaired electron [98]. These effects are currently invoked in biochemis-
try to explain, among other phenomena, reactivity modulation and proton-coupled 
electron transfer [99, 100, 101].

Irradiation of a single crystal of 2-(triphenylphosphoranylidene)succinic an-
hydride leads to EPR/ENDOR spectra that exhibit hyperfine coupling with a 31P 
nucleus and a proton [102]. This radical is stable at room temperature during sev-
eral weeks and can be generated in liquid solution by photolysis. The phospho-
rus coupling (Aiso = (−)29.8 MHz, τmax = 5 MHz) is too weak to be attributed to a 
phosphoranyl radical, while the 1H coupling is consistent with a hydrogen in α 
position to an sp2 carbon. Clearly the radical results from the homolytic scission of 
a CH bond in the methylene group. Among the numerous limit formulas that can 
describe this radical, the zwitterionic structure shown in Fig. 2.14 points out the 
phosphonium and enolate mesomeric forms and is expected to give rise to captoda-
tive stabilization.

Fig. 2.13   Radiation damage in a single crystal of 1-triphenylphosphoranylidene-2-propanone. 
The figure is adapted from [97] by permission of Elsevier

Fig. 2.14   Radical formation in an X-irradiated single crystal of 2-(triphenylphosphoranylidene) 
succinic anhydride
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Using ab initio calculations together with the method of Katritsky [103] to assess 
this stabilization energy (call merostabilization ΔEM), it was shown that, indeed, 
ΔEM is equal to −12.4 kcal mol−1 for PH3=CHCHC(H)O; this value is slightly less 
(−9.5 kcal mol−1) for PH2CH2CHC(H)O, which cannot adopt a phosphonium-eno-
late structure. Similar results were obtained when the method of Pasto [104] was 
used to estimate the captodative stabilization energy.

2.9  Symmetrical Radical Ions Containing a P–P Bond

As shown by Williams et al. [105], the radical cation [(MeO)3P-P(OMe)3]
+ is pro-

duced by γ-irradiation at 77 K of single crystals of trimethylphosphite; similarly, 
Lyons and Symons reported the formation of the dimer cation [Me3P-PMe3]

+ by 
γ-irradiation of Me3P at low temperature [106]. The tendency for R3P

+ to react with 
a nearby phosphine was clearly shown by exposing dilute solutions of phosphine in 
freon [73]. These species exhibit a large phosphorus hyperfine splitting and are de-
scribed as σ* radicals with a three electron P–P bond. For [Me3P-PMe3]

+ the phos-
phorus coupling constants (Aiso = 1407 MHz, τ// = 251 MHz) lead to a hybridization 
ratio λ2 = 3.2, indicating a bending of the R3P moiety when passing from Me3P

+ (see 
Table 2.3) to the dimeric radical cation.

In their work on tetramethyldiphosphine disulfide, Buck et  al. [107] showed 
that the radical anion [(Me2(S)P-P(S)Me2]

− was formed by X-irradiation of single 
crystals of this compound at 77 K. This species is characterized by a symmetrical 
distribution of the unpaired electron over the two phosphorus atoms. This is not the 
case for a second radical, formed after annealing of the sample, which was identi-
fied as the phosphoranyl radical Me2(S)P-P(S−)Me2 adopting a TBP-e structure with 
the second phosphorus in apical position (see Fig. 2.15). The radical anion [(Me2(S)
P-P(S)Me2]

− is a three-electron bond radical in which 65 % of the unpaired electron 
lies on the phosphorus atoms.

Fig. 2.15   Formation of phosphoranyl radical in an irradiated single crystal of tetramethyldiphos-
phine disulfide. The figure is adapted from [107] by permission of the American Institute of Physics



552  Single Crystal EPR Studies of Radicals Produced by Radiolysis …

2.10 � Radicals Produced by Radiolysis of Diphosphenes 
ArP = PAr

As phosphaalkenes, diphosphenes are highly reactive compounds containing di-
coordinated trivalent phosphorus atoms. They are often stabilized by linking the 
phosphorus atom to a bulky group such as the supermesityl moiety (Mes*). Ini-
tial EPR experiments on diphosphenes were carried out by photolysis in liquid so-
lution; they showed that in the presence of di-t-butylperoxide the spectrum was 
mainly due to addition of tBu on the P=P bond [108]. The electronic structure of 
this type of radical was obtained from single crystal EPR studies performed on X-
irradiated bis(2,4,6-tri-tert-butylphenyl) diphosphene [109, 110]. Immediately after 
irradiation at 77 K, the spectra are composed of a broad intense signal, probably 
due to numerous orientations of RCH2 radicals located on the supermesityl moi-
eties and of signals due to a radical R1 exhibiting hyperfine interactions with two 
non-equivalent 31P nuclei and a proton. One of these phosphorus coupling tensors 
(Aiso = 316.5 MHz, τ// = 524.1 MHz, ρs = 0.02, ρp = 0.71) reveals the trapping of a 
phosphinyl radical while the second 31P coupling (Aiso = 118.9 MHz, τ// = 43.7 MHz, 
ρs = 0.01, ρp = 0.06) is consistent with a phosphorus nucleus linked to a phosphorus 
atom bearing the unpaired electron in a pπ orbital. As shown by its hyperfine inter-
action (Aiso = 68.8 MHz, τ1 = 6.7 MHz, τ2 = −1.2 MHz, τ3 = −5.4 MHz), a proton is 
also located in β-position to the magnetic phosphorus atom. This species R1 was 
therefore identified as the Mes*P(H)-PMes* radical produced by intermolecular 
addition of a H atom on the diphosphene P=P bond (Fig. 2.17).

At 170 K, the broad intense signal disappears and a new species (R2) is formed. 
The coupling tensors for this species are given in Table 2.7. The spin density ρp 
on phosphorus P1 (Aiso = 227.6, τmax = 425.4 MHz, ρs = 0.017, ρp = 0.58) is smaller 
than for (R1) but is not in conflict with the spin densities expected for a phosphi-
nyl radical of the ArP(X)-PAr type. For both species, R1 and R2, the direction of 
the phosphorus pπ orbital, as given by the P1−τ// eigenvector, is found to be ori-
ented perpendicular to the crystallographic C1P1P2 plane. Hyperfine interaction 
with P2 (Aiso = 378.3, τmax = 104.7 MHz, ρs = 0.028, ρp = 0.14) indicates, however, a 
larger delocalization of the spin on this second phosphorus atom. Moreover, the 
additional 1H coupling is very small, consistent with a proton in γ-position to the 
radical phosphorus. These changes in the coupling constants suggest that radical R2 

Table 2.7   Principal values (MHz) of the 31P and 1H coupling tensors for radicals derived from 
diphosphene
Radical 31P1-coupling 31P2-coupling 1H-coupling

T1 T2 T3 T1 T2 T3 T1 T2 T3

R1a 840.6 89.3 19.7 162.6 105.3   89.0    75.5    67.6    63.3
R2a 653.0 29.0   1.0 483.0 337.0 315.0 < 15 < 15 < 15
Mes*(Me)P-PMes* 708 36   5 504 326 342

a See Fig. 2.17
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results from an intramolecular cyclisation caused by the addition of a CH2 group to 
a nearby phosphorus atom (see Fig. 2.16). The constraints caused by this rearrange-
ment lead to a small internal rotation around the P-P bond and to a better overlap 
between the p orbitals of the two phosphorus atoms.

At higher temperature, the spectra due to R1 and R2 species disappear and are 
replaced by lines due to radicals that exhibit hyperfine coupling with a single 31P 
nucleus and which likely result from scission of the P–P bond.

More attention can be paid to the structure of radical R1. Although detection 
of this radiolytic radical is possible owing to stabilization by the crystalline ma-
trix, simple replacement of the hydrogen atom bound to phosphorus by a methyl 
group leads to a radical that can be observed in solution at room temperature 
[111]. Reaction of the phosphonium salt [Mes*MeP=PMes*]+ (O3SCF3)

− with 
the electron donor tetrakis(dimethylamino)ethylene gives rise to yellow-orange 
crystals of [Mes*MeP-PMes*]. The EPR tensors of this radical were obtained 
by doping a single crystal of diphosphane Mes*MeP-PMes*Me with traces of 
[Mes*MeP-PMes*]. The resulting EPR parameters are given in Table 2.7. They 
agree with those measured for the radiogenic radicals R1 and R2. It is interesting 
to compare the structure of this diphosphanyl radical R2P-PR with that of 1,2-di-
phenyl picrylhydrazyl (DPPH), the most popular EPR marker, which is also a 
nitrogen homologue of phospholanes. In Mes*MeP-PMes* 62 % of the spin is 
localized in a p orbital of the dicoordinated phosphorus atom P1 and less than 
15 % lies on the other phosphorus atom P2. As shown by DFT calculations, the 
distance between the two phosphorus atoms is close to that of a P–P single bond 
and the environment of P2 is pyramidal. In DPPH, the unpaired electron is almost 
equally shared between the two nitrogen atoms, the coordination of N2 is planar 
and the N-N bond length is intermediate between a single and a double bond. 
It is worthwhile remarking that the large anisotropy of the hyperfine coupling 
with P1 in [Mes*MeP-PMes*] makes its EPR spectrum particularly sensitive to 
molecular motion. This is the fundamental property required for spin labels. The 
temperature dependence of the liquid phase EPR spectrum as well as the simu-
lation of the spectrum as a function of the tumbling correlation time has been 
reported [112].

Fig. 2.16   Phosphinyl-type radicals formed in irradiated single crystals of bis(2,4,6-tri-tert-butyl-
phenyl) diphosphene
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2.11  Radical Pair Formation

Radical pairs involving phosphorus-centered radicals have been detected after radi-
olysis of some phosphated sugars. Identification of radiogenic radicals produced on 
the sugar phosphate moiety is important for understanding mechanisms related to 
radiolysis of nucleic acids and many studies have been devoted to this subject [113, 
114, 115] Consistent with results obtained with various phosphates, X-irradiation of 
a single crystal of a phenoxyphosphoryl xylofuranose derivative [116] and a single 
crystal of a diphenoxyphosphoryl ribofuranose derivative [117] led to the trapping 
of phosphoranyl and phosphonyl radicals. In addition to the signals of these isolated 
radicals, the spectrum exhibits anisotropic lines due to the formation of a radical 
pair. Analysis of the angular variation of signals due to a radical pair is well known. 
The Hamiltonian takes into account the electron-electron dipolar interaction (SDS), 
which leads to the zero-field splitting parameters D and E. The hyperfine tensor 
corresponds to half the values that would have been measured with an isolated 
radical. Irradiation temperature is a very critical parameter for the formation of the 
pairs detected in these two crystals. The good temperature range comprises between 
90 and 100 K; moreover, a rather short irradiation time (30 min) is sufficient to 
observe these pairs, which are stable till 160K. The zero-field splitting parameters 
(D = 500 MHz, E = 15 MHz) suggest that the unpaired electrons are strongly local-
ized on each member of the pair; a point-dipole approximation leads to an interspin 
distance of ~5 Ǻ. As shown by hyperfine coupling with a single 31P nucleus, the 
pair is composed of two different species and one of these species is consistent 
with a phosphoryl radical P(O)(OR)2. The observation of this pair agrees with a 
mechanism proposed by Nelson and Symons for organic phosphates [118]: in this 
mechanism the main step is an electron capture by the cationic species [(RO)3PO]+ 
to give [(RO)3PO]*, which undergoes a homolytic scission of a P–O bond. Forma-
tion of the RO… (RO)2PO pair results from diffusion of the phosphoryl radical 5 Ǻ 
from the sugar moiety. In this process the crystal packing and the size of the radical 
are determinant.

2.12  Metallated Radicals

The role of metal-containing radicals is increasingly invoked in modern organic 
synthesis and in biochemistry. The presence of the metal is meant to participate in 
stabilization of the radical; a dialkylaminyl radical, for example, was stabilized by 
coordination to a cationic Rh center and the corresponding radical metal complex 
could be isolated [119]. Complexation of a PR2 moiety by a transition metal con-
taining n electrons can, a priori, give rise to one of three structures: (1) a phosphido-
type ligand PR2

− linked to a dn−1 metal; (2) a phosphinyl radical PR2 linked to a dn 
metal; (3) a phosphenium-type ligand +PR2 linked to a dn+1 metal. The first type 
has been used for enantioselective catalysis [120] and the third is involved in the 
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stabilization of electrophilic complexes with late metal atoms [121]. A single crystal 
of diphenyl phosphine complexed by a transition metal constitutes an excellent sys-
tem to assess the structure of one of these species [122]. Exposure of W(CO)5P(H)
Ph2 (see Fig. 2.17a) to X-rays at room temperature provokes homolytic scission of 
a P–H bond and the trapping of W(CO)5PPh2. The EPR spectrum of this species is 
characterized by a large and anisotropic 31P coupling. Similar results are obtained 
by irradiating Cr(CO)5P(H)Ph2 as well as the two complexes of triphenylphosphine 
W(CO)5PPh3 and Mo(CO)5PPh3. For these latter two complexes the radicals result 
from scission of a P-C bond and three orientations are observed for each radical site.

The 31P hyperfine interactions reported in Table 2.8 are quite reminiscent of the 
values reported for the diphenylphosphinyl radical ( vide supra). As for Ph2P, the 
direction of τ// is almost aligned along the direction of g close to 2.0023. A notable 
difference lies, however, in the isotropic coupling constant, which is appreciably 
larger for the metallated radical.

DFT calculations on M(CO)5PPh2 (with M = Mo, Cr, W) correctly reproduce 
the experimental hyperfine tensors as well as the relative orientations of the g and 
31P coupling eigenvectors. They confirm the increase in the isotropic coupling 
when passing from Ph2P to M(CO)5PPh2. As shown by the SOMO (Fig. 2.17b), in 
M(CO)5PPh2 a σ bond is formed between the lone pair of the sp2-hybridized phos-
phorus of the phosphinyl group and the empty metal dz2 orbital. Clearly, scission 
of a P–H bond in M(CO)5P(H)Ph2 leads to a species that maintains the principal 
features of the phosphinyl radical even if a small delocalization of the spin from the 
phosphorus p-orbital to the metal dxz orbital occurs.

Fig. 2.17   a ORTEP view of the crystal structure of W(CO)5P(H)Ph2. b SOMO for Mo(CO)5PPh2. 
The figure is adapted from [122] by permission of the American Chemical Society
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M(CO)5PPh2 is not the single species observed by EPR after radiolysis of 
M(CO)5PPh3. Irradiation at 77 K leads to a radical characterized by a very strong g 
anisotropy, a small 31P hyperfine interaction (Aiso = ~−30 MHz, τ = ~10 MHz) and, in 
the case of W(CO)5PPh3 , by a coupling of ~30 MHz with 183W (natural abundance: 
14.3 %, I = ½) [123]. This species, identified as [M(CO)4PPh3]

−, results from the 
departure of a CO group after electron capture by the precursor. As shown by DFT 
calculations, the electron-excess center [M(CO)5PPh3]

− tends to dissociate; within 
the crystal matrix the cage effect likely precludes the PPh3 group from escaping and 
scission of a M–C bond occurs. This mechanism is reminiscent of observations on 
some polycarbonylcomplexes that lose a carbonyl by reduction [124]. A more direct 
method to produce this type of radical anion by radiolysis is to start from the dia-
magnetic stable host anion [W(CO)4(H)P(OMe)3]

− [125]. Irradiation of a crystal of 
[N(PPh3)2] [W(CO)4H{P(OMe)3}] causes departure of the hydrogen atom directly 
linked to the tungsten atom and leads to 31P hyperfine interaction quite similar to 
those reported for [M(CO)4PPh3]

−. The EPR tensors measured for [M(CO)4PPh3]
− 

agree with those calculated by DFT, showing that this complex adopts a square 
pyramidal structure with PPh3 in basal position. The phosphorus spin density is very 
small, the unpaired electron being mainly delocalized in the pz and d2

z orbitals of 
the transition metal and in the carbon pz orbitals of the three basal carbonyl groups. 
As shown by EPR measurements at variable temperature, [M(CO)4PPh3]

− under-
goes irreversible small structural distortions and reorientations in the crystal matrix 
between 77 and 300 K.

While the neutral M(CO)5PPh2 and anionic [M(CO)4PPh3]
− radicals could be 

detected after radiolysis at room temperature, a third species, corresponding to the 
electron-deficient center, could be detected only after irradiation at 77  K [126]. 
This radical cation, formed by X-irradiation of a single crystal of Mo(CO)5PPh3, ir-
reversibly disappears above 180 K. Experimental g-tensor and hyperfine couplings 
with phosphorus and molybdenum (95Mo, I = 5/2, natural abundance:15.9 %; 97Mo, 
I = 5/2, natural abundance: 9.6 %) indicate a large localization of the spin on the 
metal (~60 %) and a low phosphorus spin density (~4 %). The coupling tensors are 
in good accordance with DFT predictions for [Mo(CO)5PPh3]

+. These DFT calcula-
tions indicate that ionization of Mo(CO)5PPh3 causes a shortening and a small tilt of 
the Mo–P bond. This geometrical change induces an interaction between one of the 
phenyl rings and the region containing the unpaired electron. Such rearrangements 
are likely partly hindered by nearby complexes; this could explain the difference 

Table 2.8   EPR parameters and phosphorus spin densities for the radical species M(CO)5PPh2

Single crystal g-tensor 31P-Aiso
b 31P−τ b ρs ρp

W(CO)5P(H) Ph2
a 2.007, 2.025, 2.016 499 433, −239, −194 0.04 0.59

Cr(CO)5P(H) Ph2
a 2.002, 2.007, 2.011 500 434, −226, −208 0.04 0.59

W(CO)5PPh3
a 1.994, 2.018, 2.030 423 426, −219, −207 0.03 0.58

Mo(CO)5PPh3
a 2.003, 2.009, 2.016 419 411, −232, −179 0.03 0.56

a From [122]
b In MHz
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in the (gmin,
31P-Tmax) angle, whose measured value is equal to 66°, while the DFT 

value is equal to 88°. It can be remarked that in the radical anion [Mo(CO)4PPh3]
− 

experiment and DFT calculations lead to a much smaller angle (see Table 2.9).

2.13  Conclusion

A considerable number of studies have been devoted to phosphorus containing 
radicals. Although numerous methods are able to generate such species, only the 
radicals produced by radiolysis of solid precursors have been considered in this 
chapter. In contrast with EPR experiments, which use chemical reactants or electro-
chemistry to generate organophosphorus radicals in solution, trapping of radiogenic 
radicals inside an oriented matrix yields all components of the EPR tensors and 
leads to an accurate description of the SOMO and confident identification of the 
radical species. As mentioned in this review, radiolysis of organophosphorus com-
pounds can give rise to numerous radical species and each type of radical can often 
adopt several conformations. Moreover, an increase in temperature often causes 
a change in structure or a molecular rearrangement. Phosphoranyl radicals are a 
good example of this problem. This complexity, due to the various types of valency 
and coordination that phosphorus can adopt, can lead to different interpretations. A 
careful analysis of the spectra obtained after irradiation of the crystal at very low 
temperature followed by variable temperature measurements is therefore required 
to get accurate information on radiation mechanism. This information is especially 
precious because of the participation of phosphorus in the structures of numerous 
important biological molecules.
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Abstract  CW-EPR spectroscopic studies on the radical ions of small fluorinated 
hydrocarbons and related compounds are reviewed. The radical ions were gener-
ated and stabilized in low temperature solid media by ionizing radiation. Struc-
tures, dynamics and reactions are discussed based on the EPR hyperfine ( hf) and 
g-tensors compared with the quantum chemical computations for the radical anions 
of perfluorocycloalkanes c- CnF2n

− ( n: 3 – 5), perfluoroalkenes CnF2n−2
− ( n: 2 – 5), 

and related compounds, and for the radical cations of mono- and di-haloalkanes, 
H(CH2)nX

+ and X(CH2)nX
+ (X: Cl, Br; n < 10), fluorinated ethylenes and benzenes, 

and halogen-substituted dimethylethers.

3.1 � Introduction

Electron and hole transfer is one of the most important fundamental chemical processes 
that contribute to the detailed mechanism of radiation effects in condensed phase. Radi-
cal anions are formed by the addition of one electron to the lowest unoccupied molecu-
lar orbital (LUMO) of parent molecules, while molecular radical cations are formed by 
the loss of one electron from the highest occupied molecular orbital (HOMO). Both the 
radical anions and cations are in a doublet electronic state with one unpaired electron 
( S = 1/2) in a singly occupied molecular orbital (SOMO). The radical ions in condensed 
media are of interest as the reaction intermediates in radiation chemistry but also are 
important in the context of molecular science and technology (e.g. electron transfer 
processes, photoconductivity of polymers, etc.). The publication of comprehensive 
monographs and book chapters of radical ions well reflect the interest [1–8].
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Electron Paramagnetic Resonance (EPR) or Electron Spin Resonance (ESR) 
spectroscopy is one of the best experimental methods to characterize the radical 
ions because of its high specificity and sensitivity; the method can provide direct 
information on the electronic structure of the radical ions as well as information 
on their participation in elementary chemical reactions. That is, EPR parameters, 
especially hyperfine ( hf) and g-tensors, can provide detailed information about geo-
metrical and electronic structures of radicals [5, 9, 10]. The hf tensor provides in-
formation about the interactions between electronic spin density and certain nuclei 
within a given radical, whereas the g-tensor reflects properties of the entire mol-
ecule, i.e. a general spin density distribution and bonding features, and interactions 
with the environment, etc. Quantum chemical computations have now become an 
indispensable tool for the experimentalists to correctly correlate the hf and g tensors 
to the structures and bonding of the radicals.

Matrix-isolation is an experimental technique used in chemistry and physics for 
stabilizing a material in a large excess of an unreactive host matrix at low tempera-
ture [11, 12]. Originally this technique has been developed to study unstable reac-
tive chemical species and is nowadays widely used for various types of research 
problems. The matrix-isolation method combined with ionizing radiation (by γ-ray, 
X-ray, UV-light, etc.) at low temperature has been extensively developed for EPR 
study of radical ions [1–8, 13–21]. The procedure consists of dissolution of the 
solute molecules of interest in an appropriate matrix (solvent), freezing at low tem-
perature, irradiation, and EPR measurements before and after thermal treatment. 
The matrix molecules (atoms) are ionized by the irradiation to yield an electron (e−) 
and a positive hole (h+). The electron is transferred in general to a solute molecule 
with higher electron affinity than that of the matrix molecule to form a solute mo-
lecular radical anion. On the other hand, the positive hole is transferred to a solute 
molecule with first ionization energy (potential) lower than that of the matrix mol-
ecule, resulting in the formation of a solute molecular radical cation. Thus formed 
molecular radical anions and cations can undergo a wide variety of reactions by 
illuminating the samples with visible or UV-light, or by annealing them at elevated 
temperatures.

Since applications of EPR to free radical chemistry started in the middle of the 
1950s a large number of radical ions were subjected to EPR studies. They were 
in general prepared in the liquid phase by reduction-oxidation (redox) reactions, 
electrolysis or photolysis, and rather stable radical ions possessing a conjugation 
system such as aromatics have been studied. The results have been summarized, 
for example, in a book “Radical Ions” by Kaiser and Kevan [1] and in “Magnetic 
Properties of Free Radicals” in the Landolt-Börnstein series [22]. Since the middle 
of the 1960s a number of radical anions were successfully generated by ionizing 
radiation combined with the matrix-isolation method and their structures and reac-
tions have been extensively studied by the EPR method. Selected radical anions 
reported until the end of the 1980s have been listed in CRC Handbook of Radiation 
Chemistry [3] and book chapters [2, 13, 19, 23]. On the other hand, chemically 
important radical cations of alkanes, alkenes and other small organic and inor-
ganic molecules have never been observed by EPR until the development of new 



693  EPR Studies of Radical Ions Produced by Radiolysis of Fluorinated …

matrix-isolation methods. In 1978 Shida et al. [24] first demonstrated the useful-
ness of halocarbon matrices, especially CFCl3, for the EPR studies of solute radical 
cations generated by ionizing radiation. Since then a variety of halocarbon matrices 
have been developed for the studies of radical cations and a large number of radical 
cations have been subjected to EPR studies which include some n-alkane cations, 
c-alkane cations, branched-alkane cations, alkene and alkyne cations, aromatic and 
hetero-aromatic cations, ester cations, ether and some other cations [2–8, 15–18, 
20–22, 24, 25]. For highly reactive small radical cations, however, lower tempera-
tures available by using liquid helium cryostats are essential. In 1982 Knight et al. 
reported another method for the EPR observation of radical cations in an inert-
gas matrix at cryogenic temperatures [26]. The method involves radical generation 
techniques such as fast atom bombardment, electron bombardment or photoioniza-
tion from discharged neon gas during deposition on a cold finger surface at 4 K in 
an ESR matrix-isolation apparatus [26–30]. By employing this method a variety of 
small radical cations were successfully generated and were subjected to EPR stud-
ies, which include H2O

+ [27] and CH4
+ [28–30].

Fluorine-substitution in organic molecules has received considerable attention 
because of remarkable changes in chemical and physical properties of the parent 
molecules. For examples, it is known that some fluorocarbons and chlorofluoro-
carbons capture very effectively the electrons released in the radiolysis of liquid 
cyclohexane [31–34] and possess extremely large rate constants for thermal elec-
tron attachment in the gas phase [35–41]. Furthermore, fluorocarbons have remark-
able properties such as chemical inertness, thermal stability, high hydrophobicity, 
low dielectric constant, and large electronegativity and have gained much attention 
[42–47]. A deeper understanding of the electronic structure, dynamics, and reactiv-
ity of the fluorocarbons has been demanded for their widespread applications. From 
the view point of the EPR spectroscopist fluorine has ideal characteristics. Fluorine 
is isotopically pure (19F) and has a large magnetic moment, and a nuclear spin of 
one-half ( I = 1/2); the properties of various nuclei being summarized in General 
Appendix (Table 7). Thus, since the beginning of the 1960s a number of fluorine-
containing organic radicals have been generated by ionizing radiation and subjected 
to EPR studies, for example see [48–58]. In 1971 a comprehensive review article 
of ‘Halogen Hyperfine Interactions’ in organic and inorganic radicals was reported 
by Hudson and Root [10]. Since the middle1970s a number of EPR studies were 
carried out on the radical anions and cations of fluorinated hydrocarbons and related 
compounds, which were generated in irradiated solid matrices. The EPR studies 
on ‘Electron Attachment to Fluorocarbons (1978)’ [13], ‘Radical Ions (1991)’ [3] 
and ‘Radical Anions (1991)’ [19] were reviewed by Hasegawa, Shiotani, Williams, 
et al. Since then comprehensive reviews in the field have not been published as far 
as we know. In this chapter we deal with CW-EPR studies combined with quantum 
chemical computations to investigate structures, dynamics and reactions of fluoro-
carbon and related radical ions generated by ionizing radiation in low temperature 
solid media. We do not intend to give a full coverage of the EPR studies of fluori-
nated organic radical ions reported so far, but to show some typical examples and to 
demonstrate general trends.
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3.2 � Fluorinated Alkanes and Related Molecules

We start with our recent EPR studies combined with quantum chemical computa-
tions on electronic structure of perfluorocycloalkane radical anions, c-CnF2n ( n: 3–5) 
in which the unpaired electron delocalization over the entire molecular framework 
is emphasized. Then we move on to the EPR of trifluoromethyl halide radical an-
ions and mono- and di-halogen substituted n-alkane radical cations, H(CH2)nX

+ and 
X(CH2)nX

+ (X: F, Cl, Br).

3.2.1  �Cyclic-Perfluoroalkane Radical Anions:  
Electron Delocalization

Radical anions of c-CnF2n
− ( n = 3 – 5) were generated in γ-irradiated (plastically crystal-

line) tetramethylsilane (TMS), neopentane (NEP) and hexamethylethane (HME) ma-
trices, and (rigid) 2-methyltetrahydrofuran (2-MTHF) matrix, and subjected to EPR 
studies. The temperature-dependent EPR spectra of c-C3F6

− are shown in Fig. 3.1 as 
an example. The identification of the radical anions was confirmed by generating the 
identical EPR spectra in photoionization experiments using N,N,N′,N′-tetramethyl-
p-phenylenediamine (TMPD) [13, 59, 60]. The isotropic EPR spectra of c-C3F6

−, c-
C4F8

−, and c-C5F10
− in the TMS matrix show second-order hyperfine structures [5, 6, 

48–50] characteristic of six, eight and ten equivalent 19F atoms with the isotropic hf-
splittings of 19.8, 14.85, and 11.6 mT, respectively (see Table 3.1). The values of the 
isotropic 19F hf-splittings are in inverse ratio to the total number of fluorine atoms per 
anion; the total splitting being approximately the same value (117.0 ± 2.0 mT) in each 
case. This indicates that the unpaired electron is delocalized over the entire molecular 
framework in a SOMO of high symmetry. Furthermore, the isotropic 19F hf-splittings 
observed for the radical anions in the TMS matrix are in excellent agreement with 
the values obtained for those in the NEP and HME matrices. This suggests a neg-
ligible influence of matrix effects on the electronic structure of these radical anions 
and made it possible to compare the experimental 19F hf-splittings with the theoretical 
ones computed on the basis of the isolated molecule approximation.

A comparison between the experimental and theoretical data was carried out 
for both the isotropic and anisotropic 19F hf-splittings to elucidate the geometri-
cal and electronic structures of the anions [60]. The UHF MO computations with 
6–311 + G(d, p) basis set resulted in a planar geometrical structure for all the three 
radical anions in which the respective six, eight, and ten 19F atoms are magnetically 
equivalent; the resulted molecular symmetries and electronic ground states being 
illustrated in Fig. 3.2 and listed in Table 3.1. The computations predict geometrical 
structures that are significantly altered by the electron attachment. For example, the 
electron attachment to c-C4F8 results in a geometrical change from the puckered 
D2d to the planar D4h symmetrical structure so as to stabilize the radical anion by 
the complete delocalization of the added electron in the planar D4h ring structure. 
The computations further predict that, relative to the values in neutral c-C4F8, the 
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C–C bond length decreases by ca. 0.1 Å, while the C–F bond increases by 0.1 Å. 
The changes in the bond lengths arise from the nature of the high-symmetric SOMO 
( a2u symmetric orbital) with its C–C bonding and C–F anti-bonding characteristics. 
Similar changes in the bond lengths have been found to occur on the electron attach-
ment to c-C3F6 and c-C5F10. The isotropic 19F hf-splittings computed by the DFT 
B3LYP method with the 6–311 + G(2df, p) basis set for the optimized geometries 
are in almost perfect agreement with the experimental values. Furthermore the over-
all ESR spectral features in the anisotropic powder spectra of c-CnF2n

− ( n = 3–5) 
were reproduced quite well by simulations using the anisotropic 19F hf-splittings 
together with their direction cosines computed as shown for c-C3F6

− in Fig. 3.1b 
as an example. The readers can refer to Sect. 19.3.1 for more details on the EPR 
spectrum simulations of c-C3F6

− and c-C4F8
− in frozen matrices.

Fig. 3.1   a and c CW X-band EPR spectra of c-C3F6
− generated by γ-ray irradiation of a solid 

solution of c-C3F6 in TMS at 77 K, and recorded at 82 K and 156 K, respectively. b Theoretical 
spectrum of c-C3F6

− calculated using the computed principal values and principal directions of 
19F ( I = 1/2) hf-splittings. The vertical bars correspond to the outermost anisotropic doublet ( MI, 
I = ± 3, 3). d Experimental spectrum recorded at 156 K after exposing the sample to unfiltered light 
from a tungsten lamp, and the line diagram at the bottom of this panel shows the expected positions 
of the second-order 19F hf lines of c-C3F6

− calculated from the parameters listed in Table 3.1 (10 
G = 1 mT). The figure is adapted from [60] by permission of American Chemical Society (2007)
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The EPR spectrum of c-C3F6
− radical anion in TMS at 156 K is characteristic of 

an axial symmetric line shape with a partially averaged 19F hf and g-anisotropy as 
seen in Fig. 3.1c. Other radical anions such as c-C4F8

− and CF3X
− (X: Cl, Br, I; see 

below) have also showed a similar residual anisotropy in crystalline TMS or NEP 
matrices. Precession [61, 62] may be a possible motion responsible for the observed 
partially averaged axial symmetric line shape; see Sect. 4.3.3.

Table 3.1   Hyperfine (hf  ) splittings for perfluorocycloalkane c-CnF2n
− ( n = 3 – 5) radical anions 

from matrix EPR studies [60]. (The g-values are omitted in this table)
Radical 
anion

Matrixa T/K Nucleus 
(assignment)

Hyperfine ( hf  ) splitting/mT Symmetryd 
( state)Aaa Abb Acc Aiso

b (computed 
value)c

c-C3F6
− TMS 147 6 19F 20.8 20.8 17.6 19.8 (19.78) D3h (

2A2)

c-C4F8
- TMS 113 8 19F 15.05 15.05 14.45 14.85 (14.84) D4h (

2A2u)

c-C5F10
- TMS 167 10 19F 11.3 11.3 12.2 11.6 (11.65) D5h (

2A2)
a TMS: Tetramethylsilane, Si(Me)4
b The experimental isotropic 19F hf-splittings ( Aiso) were evaluated by averaging the measured 
parameters for a spectrum showing residual anisotropy
c Isotropic hf-splitting computed by the DFT method. For the details of the computed 19F hf tensors 
the readers can refer to [60]
d Molecular symmetry (electronic ground state)

Fig. 3.2   Singly occupied molecular orbitals (SOMOs) computed for c-C3F6
−, c-C4F8

−, and 
c-C5F10

− radical anions with point group symmetries (in parentheses). The computations were car-
ried out using the B3LYP/6–311 + G(2df, p)//UHF/6–31 + G(d, p) method
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The EPR spectra of c-CnF2n
− ( n: 3–5) radical anions were decayed out by ex-

posure of the sample to visible light [13, 59, 60]. Furthermore, a photo-induced 
electron transfer reaction from the c-CnF2n

− anions to SF6 molecules was observed 
by visible light illumination of γ-irradiated TMS solutions containing both c-C4F8 
and SF6:

� (3.1)

The observations provide direct experimental evidence that the c-CnF2n
− anion 

can undergo a simple electron detachment, i.e. an alternative decay process by 
the C–F bond dissociation to give an associated perfluorocycloalkyl radical and a 
fluoride anion (F−) is considered less likely in view of the highly delocalized and 
non-bonding characters of the excess electron in the excited states. The electronic 
transitions in c-CnF2n

− have been discussed based on the computations by the TD 
(Time-Dependent) – DFT/ Gaussian method in [60].

3.2.2  �Trifluoromethyl Halide Radical Anions

There is some experimental evidence to suggest that the electron attachment to a 
halogen substituted saturated carbon is followed immediately by dissociation into 
a neutral carbon-centered radical and a halide anion, the intermediate molecular 
anion having only a transitory existence [13, 63–65]. An intermediate stage in the 
process of dissociative electron attachment at a saturated carbon atom has been 
revealed by the EPR observation of weakly-bound radical-anion pairs or adducts 
such as CH3

…Br – and CH3
…I– derived from methyl halides in a crystalline matrix 

[66–68]. It has been justifiably argued that the shallow minimum in the potential 
energy curves of the species derives principally from the constrictive cage effect of 
the rigid crystalline lattice.

On the other hand, in addition to the perfluorocyloalkane radical anions the EPR 
spectra of CF3X

– (X: Cl, Br or I) radical anions were observed in irradiated solid 
TMS or NEP matrix [13, 19, 69]. Confirmation of the CF3X

– identifications was 
achieved by parallel photoionization experiments using TMPD and by observing 
that the thermal decay of CF3X

– was accompanied by a concomitant growth of the 
CF3 radical. The experimental EPR spectra of CF3X

– were analyzed in terms of 
axially symmetric hf tensors due to three magnetically equivalent 19F-nuclei and 
one X-nucleus based on the assumption that the principal directions of all nuclei 
concerned are co-axial; the hyperfine splittings are summarized in Table 3.2.

Our recent DFT computations (B3LYP/6–311 + G(d, p) level) suggest that the 
C–X bond length of CF3X is largely elongated by an electron attachment. For exam-
ple, in CF3Cl– the C–Cl bond increases by as much as 49 %, i.e. 2.641 Å (CF3Cl–) vs 
1.772 Å (CF3Cl), whereas the C–F bond lengths remain almost constant. Figure 3.3 
shows plots of the a1 SOMO and spin density (SD) of the CF3Cl– anion in C3v 

n 2n n 2n 6 6-C F -C F e e SF SFc c− − − −→ + + →
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symmetry. Consistent with the experimental results a large portion of the unpaired 
electron resides in the C–Cl anti-bonding orbital and the spin densities in the s and p 
orbitals of the unique halogen increase along the series C1, Br, I, the order expected 
due to the effect of decreasing halogen electronegativity. The computed anisotropic 
35Cl and 19F hf values of CF3Cl– have almost axial symmetry, but the principal di-
rections of the three 19F hf-splittings are not co-axial to each other and the principal 
directions of Cl-nucleus also differ from those of the three 19F-nuclei. The result 
suggests that the experimentally determined anisotropic hf values do not correspond 
to a rigid limit state, but a motional state. A possible motion is a rotational motion 
about the unique axis along the C–Cl bond, which was suggested in previous works 
[13, 19, 69], or a procession motion [61].

Assuming rotational motion about the C– Cl bond and using the computed 
hf-splittings and direction cosines in Table 3.2 the axial symmetric hf values of 

and ⊥�
rot rotB B  are evaluated for the three equivalent 19F nuclei. The obtained theo-

retical values are comparable with the experimental ones: 6.33=�
rotB  (cal) vs 7.33 

(exp) and Brot⊥ = −3 17.  (cal) vs −3.65 (exp) mT. The 35,37Cl hf anisotropy, however, 
remained unchanged by this rotation and was about twice larger than the experi-
mental value. The possibility of a procession motion cannot be completely ruled 
out.

The EPR spectra of CF2Cl2
− [13], CFCl3

− [13], and CCl4
− [70] radical anions 

were also observed. Furthermore congenic radical anions such as SiF4
−, SiF3Cl−, 

Table 3.2   Hyperfine (hf  ) splittings of CF3X
− (X: Cl, Br, I) anions in solid TMS matrix [13, 69]. 

The 19F and 35Cl hf tensors of CF3Cl− are compared with the calculated ones for the 2A1 state in 
C3v symmetry
Radical anion Nucleus 

(assignment)
Hyperfine ( hf) splitting/mT

Aiso Baa Bbb Bcc

CF3Cl−

Exp.a
Cal.b

3 19F
1 35Cl

12.40
2.62

−3.66
−0.85

−3.66
−0.85

7.33
1.70

3 19F

1 35Cl

9.93

2.93

−3.84
(−0.3251, 0.9457, 
0.0000)
−1.77

(0.0000, 0.0000,  
1.0000)

−3.66
(0.0000, 0.0000, 
1.0000)

−1.77
(−0.0002, 1.0000, 
0.0000)

7.50
(0.9457, 0.3251, 
0.0000)
3.55

(1.0000, 0.0002, 
0.0000)

CF3Br−

Exp.a
3 19F
1 81Br

11.64
16.40

−3.24
−4.98

−3.24
−4.98

6.48
9.96

CF3I
−

Exp.a
3 19F
1 127I

9.30
24.36

−2.58
−6.48

−2.58
−6.48

5.16
12.96

a The experimental isotropic ( Aiso) and anisotropic ( Bxx) hf-splittings were derived from the par-
tially averaged EPR spectra. The hf-splittings of 37Cl and 79Br nuclei and the g-values are omitted 
in this table
b The calculations were carried out by DFT [B3LYP/6–311 + G(2df, p)//B3LYP/6–31 + G(d, p)] 
method. The direction cosines computed for the anisotropic hf-splittings of the 35Cl and the 19F 
nucleus at position 3 are given in parenthesis: those for the 19F nuclei at positions 4 and 5 are 
obtained by taking into account the C3v symmetry ( C3 symmetry operation about the x-axis). See 
Fig. 3.3 for the x, y, z-coordinate system.
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SiF2Cl2
−, SiFCl3

− and SiCl4
− were studied by Morton and Preston [71] and Hasegawa 

[72, 73].

3.2.3  �Mono- and Di-Halogen Substituted n-Alkane  
Radical Cations

A series of linear alkane radical cations, H(CH2)nH
+ have been radiolytically gener-

ated in low temperature solid halocarbon matrices and subjected to EPR studies [8, 
74, 75]. The observed major hf-splitting to a 1:2:1 triplet was assigned to the two 
1H-protons, one in each terminal CH3 group. The splitting steadily decreases with 
increasing carbon number of the alkyl chain, which strongly suggests the two end 
protons being connected through σ-delocalization over the chain.

The EPR spectra of alkyl halide radical cations generated in halocarbon matrices 
were first reported in the beginning of the 1980s and since then a number of EPR 
studies were reported so far. They include the radical cations of alkyl halide dimers 
[76], di-, tri-, and tetra-bromomethane [77], di-chloroalkane [78], di-bromoalkane 
[79], and tetra-chlormethane [80]. Here we focus on the radical cations of mono- 
and di-haloalkanes, H(CH2)nX

+ and X(CH2)nX
+ with X = F, Cl, Br and n = 1, 2.

Fig. 3.3   Plots of a the SOMO (singly occupied molecular orbital) and b the spin density ( SD) pro-
jected to the x-z plane of the CF3Cl− anion with 2A1 electronic state in C3v symmetry computed by 
DFT [B3LYP/6–311 + G(2df, p)//B3LYP/6–31 + G(d, p)] method. The computed direction cosines 
of the hf principal directions resulted in the maximum 35Cl anisotropic splittings ( Bcc of 35Cl) along 
the x-axis, and that of 19Fax(3F) lying in the x-y plane with an angle of ca.19° from the x-axis
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3.2.3.1 � CH3F+ vs CH4
+ Cations: Structural Distortion

Methane (CH4), the most simple alkane, has a doubly degenerate HOMO in a 
high symmetrical structure of Td and the associated radical cation has been spe-
cially interesting from the viewpoint of static and dynamic Jahn-Teller ( J-T) effects. 
Knight et al. reported a detailed EPR study of a series of selectively deuterated 
methane radical cations, CH4

+, CDH3
+, CD2H2

+, CD3H
+and CD4

+, generated and 
stabilized in solid neon matrix at cryogenic temperatures [30]. Some of the experi-
mental isotropic hf coupling constants ( Aiso) are summarized in Table 3.3. Based on 
the D isotope effects of the hf-splittings and their temperature dependences it was 
concluded that the methane radical cation possesses a C2v type geometrical structure 
with two distinctly different electronic sites, a co-planar site “a” and a nodal plane 
site “e” (Fig. 3.4) where the lighter 1H-atom prefers the former site and the heavier 
D-atom the latter site.

Fluorinated methane (CH3F) has a doubly degenerate HOMO like CH4. It is of 
interest to know how the geometric and electronic structures are changed with sub-
stitution of a fluorine for one H-atom of CH4

+. Knight et al. reported an EPR study 
on CH3F

+ generated in the neon matrix [81]. The EPR spectrum at 4 K shows mag-
netically equivalent three 1H-atoms with an averaged large hf-splitting of 11.3 mT, 
see Table 3.3. The experimental values of the 19F and 13C hf tensors suggest that a 
considerably large amount of unpaired electron density is in the fluorine 2p orbital, 
but significant spin density also resides in the carbon 2p-orbital (Fig. 3.4). The re-
sults were explained in terms of a static Cs conformation with a 2A” state in which 
the unique H-atom (in CH2DF+ the D-atom occupies this site) located in the nodal 
plane of the fluorine 2p orbital should have a very small or negative Aiso value. The 
presence of a single D-atom in the methylfluoride radical cation drastically changed 
the EPR hf pattern and confirmed the averaging conformation of CH3F

+. That is, the 
D-atom in CH2DF+ acts to prevent the averaging process and yields two 1H-atoms 
with an unusually large Aiso(

1H) value of 17.1 mT and one D-atom with a small 
Aiso(D) value of −0.2 mT (−1.3 mT on the 1H-atom scale). A weighted average of 
the Aiso(

1H) values is very close to the value of Aiso = 11.3 mT observed for CH3F
+. A 

suggested mechanism for this averaging is a combination of dynamic J-T distortion 
and tunnelling interchange of the H-atoms [81].

We studied the radical cations of CH3CH2F
+ and its partially deuterated deriva-

tives generated in irradiated SF6 matrix at 77 K [82]. The spectra consisted of two 
hf lines typical of an axially symmetric anisotropic hf-splitting to a 19F nucleus, the 
1H hf-splittings being too small to be resolved, i.e. less than ca. 0.5 mT. Referring to 
the DFT computations it is concluded that the SOMO of CH3CH2F

+ was composed 
of the 2p-orbitals of two C-atoms and one F-atom in the molecular plane, and has an 
elongated C–C bond with a similar structure as the CH3F

+ cation.

3.2.3.2 � H(CH2)nX+ (X: Cl, Br) Cations: Interactions with Matrix

When dilute solid solutions (less than 2–3 mol%) of mono-alkyl halide, H(CH2)nX 
(X = Cl, Br; n = 1, 2) in halocarbon (CFCl3 or CFCl2CF2Cl) matrix were exposed 
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to ionizing radiation at 77 K, the radical cation H(CH2)nX
+ interacting with one Cl 

atom of the matrix molecule was observed [76]. That is, the EPR spectrum of the 
H(CH2)nCl+ cation showed a hf pattern due to two 35Cl (37Cl) nuclei with almost the 
same hf-splittings, whereas the spectrum of H(CH2)nBr+ consisted of a dominant 
quartet due to 79Br (and 81Br) and an additional quartet due to 35Cl (and 37Cl); see 
General Appendix (Table 7) for the magnetic properties. The results suggest an anti-
bonding weak σ* bond formation between the halogen (X) of H(CH2)nX

+ and one 
matrix Cl atom, i.e. [H(CH2)nX---ClCFCl2]

+, see Table 3.3.

Table 3.3   Hyperfine ( hf) splittings for the radical cations of some halogenated alkanes from 
matrix EPR studies
Radical 
cation

Matrix T/K Nucleus 
(assignment)a

Hyperfine (hf  ) splitting/mT Ref.
A1 A2 A3 Aiso

CH4
+ Ne 4 4 1H 5.43 [30]

CD2H2
+ Ne 4 2 1H

2 D
12.2
−0.22

[30]

CH3F
+ Ne 4 1Hb

19Fb
11.3
32.8

11.5
−4.51

11.1
−5.54

11.3
7.51

[81]

CH2DF+ Ne 4 1Hb

Db,c

19Fb

17.2
|AX|: 0.18
34.2

16.9
|AY| < 0.1
−4.62

17.2
|AZ|: 0.25
−5.89

17.1
0.2
7.93

[81]

Cl(CH2)3Cl+ CCl2FC-
ClF2

77 2 35Cl
2 37Cl
2 1Ha

~ 1.5
~ 1.2
~ 2.2

~ 1.5
~ 1.2
~ 2.2

9.5
7.9
2.23

[78]

[H(CH2)2Br-
--ClCCl2F]+

CCl3F 4, 77 1 35Cl
1 81Br

1.8
17.2

1.8
17.2

5.3
53.8

[8]

H(CH2)4Br+ CCl2FC-
ClF2

77 1 81Br
1 1Ha

– – 43.2
~ 8.0

[79]

H(CH2)5Br+ CCl2FC-
ClF2

77 1 81Br
1 1Ha
1 1Hb

9.0 9.0 39.0
11.1
41.4

[79]

H(CH2)nBr+ 
(n = 8 – 10)

CCl2FC-
ClF2

77 1 81Br
1 1Ha
1 1Hb
1 1Hc

9.5 9.5 37.3
11.1
4.2
4.2

[79]

Br(CH2)nBr+ 
(n = 1–3)

CCl2FC-
ClF2

77 2 81Br 8.6 8.6 46.5 [79]

Br(CH2)nBr+ 
(n = 4 –7)

CCl2FC-
ClF2

77 2 81Br 8.0 8.0 48.6 [79]

Br(CH2)nBr+ 
(n = 8 –10)

CCl2FC-
ClF2

77 1 81Br
1 1Ha
1 1Hb

9.5 9.5 3.80
11.1
4.14

[79]

a Hyperfine splittings for 37Cl and 79Br and g-values are omitted in this table
b The experimental hf-splittings in MHz unit were converted to the mT unit using the following 
relation: Ai (mT) = 0.07144771 Ai (MHz)/gi ( i = X, Y, Z)
c The signs of Aiso(D) cannot be determined from the experimental results alone but theory predicts 
a negative value
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For more concentrated solutions of H(CH2)nX (X = Cl, Br) the EPR spectra 
show septet hyperfine patterns arising from the splitting due to two equivalent 
halogen (X) nuclei, indicating the formation of dimer radical cations, [H(CH2)nX---
X(CH2)nH]2

+ similar to those in the irradiated pure alkyl halide systems containing 
P or S nuclei such as [R3P---PR3]

+ (R = alkyl group) [83, 84], [R2S---SR2]
+ [85–88], 

and [RS---SR]− [89, 90].
Strong solute cation–matrix chlorine interactions (complex cation) similar to the 

[H(CH2)nX---ClCFCl2]
+ radical cation have been reported for other solute cations 

with the SOMO localized on atoms such as Cl, O and S in the cations of alkyl-halide 
(RX)+ [76], CH3CO2H

+ [91, 92], CH3COH+ [93] and (CH3)2S
+ [94]. It was sug-

gested in early EPR and quantum computational studies that the value of A‖(35Cl) 
linearly increases with the ionization potential ( IP) of the solute molecules, and the 
complex cations are formed when the difference between the values of IP of the 
solute and matrix CFCl3 molecules is less than ca. 3 eV [94, 95].

On the other hand weak matrix fluorine–solute cation interactions ( super-
hyperfine) have been observed for π–type solute radical cations such as CF2 = CF2

+ 
[96], (CH3)2C = CH2

+ [97], and dimethylketene+ [98] in which the SOMO is delo-
calized over the entire molecule. A dilute solution of halogenobenzenes (C6H5X 
with X = Cl, Br and I) in irradiated CFCl3 matrix gave isolated radical cations of 
C6H5X

+, which showed no such super-hf-splitting due to Cl nuclei of the matrix 

Fig. 3.4   Singly occupied molecular orbitals (SOMOs) of a the CH4
+ cation with a 2B1 state in C2v 

symmetrical structure and b the CH3F
+ cation with a 2A” state in Cs symmetrical structure com-

puted by DFT [B3LYP/6–311 + G(2df, p)//B3LYP/6–31 + G(d, p)] method. The sites marked as “a” 
in a are coplanar with the carbon 2p-orbital with an unpaired electron and sites “e” lie in the nodal 
plane of the 2p-orbital (the molecular symmetry plane). The 1H-atom prefers the co-planar “a” site 
and the D-atom occupies the nodal plane site “e”. 
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[99, 100]. For example the anisotropic hf value of 81Br in C6H5Br+ was 18.5 mT, 
which corresponds to a spin density of only ca. 0.30 in the pz-orbital of the Br atom: 
an extensive delocalization of the unpaired electron onto the benzene ring seems to 
oppose the formation of a σ*-bonding with the matrix Cl atom.

3.2.3.3 � X(CH2)nX+ (X = Cl, Br) Cations: Ring Formation

The radical cations of dihaloalkanes containing two chlorines or bromines sepa-
rated by an alkyl chain, X(CH2)nX

+ (X = Cl, Br) were generated by exposing dilute 
solutions of the X(CH2)nX molecule in halocarbon matrices to γ-rays at 77 K and 
subjected to EPR studies combined with MO calculations [78, 79].

Cl(CH2)nCl + cations  The EPR spectrum of the Cl(CH2)2Cl+ cation consists of the 
hf pattern attributable to two equivalent 35Cl (and 37Cl) nuclei alone [78], whereas 
that of the Cl(CH2)3Cl+ cation showed hf lines due to two equivalent protons in 
addition to the two equivalent Cl nuclei [78]. According to semi-empirical CNDO/2 
calculations the Cl(CH2)3Cl+ cation was concluded to have a non-planar cyclic 
structure, structure (a) in Fig. 3.5, with a three electron Cl–Cl bond (σ1

2 σ2
1) and 

with two coupled protons, one on each terminal CH2Cl group. In contrast, the EPR 
spectrum of the Cl(CH2)2Cl+ cation was attributed to a planar four-membered ring 
structure, structure (b) in Fig. 3.5, in which the two CH2Cl groups are tilted by ca. 
10° from the cis-conformation so as to reduce the Cl–Cl distance to ca. 1.95 Å, and 
stabilize the unpaired electron in the Cl–Cl bond.

A similar spectrum, indicating that the unpaired electron is on two equivalent Cl 
nuclei, was obtained for Cl(CH2)nCl+ cations with n = 1, 4 and 5, whereas a different 
spectrum was obtained for dichloroalkane cations with n = 8 and 10 [78]. The results 
suggest that the matrix molecules prevent such cyclizations of the longer dichloro-
alkanes. In Sect. 3.5 the EPR results of halogenated dimethyl ether radical cations 
are compared with the halogenated alkane radical cations.

Fig. 3.5   a A non-planar five-membered structure and b a planar four-membered structure pro-
posed for the radical cations of Cl(CH2)3Cl+ and Cl(CH2)2Cl+, respectively: the Cl---Cl bond 
length was derived from the CNDO/2 calculations. The structures are adapted from [78, 79] by 
permission of Royal Chemical Society (1989)
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Br(CH2)nBr+ with n = 1 – 7  The EPR spectra of Br(CH2)nBr+ with n = 1–7 show sep-
tet features characteristic of two equivalent Br nuclei: the spectrum of Br(CH2)3Br+ 
in CCl2FCCIF2 at 77 K is illustrated in Fig. 3.6. Clear doublet hf-splittings appeared 
for the components corresponding to MI  =  mI(1)  +  mI(2)  =  ± 2 for the two equiva-
lent Br nuclei. The hf line separation between the centres of the doublets in the two 
components increases with the number of carbon atoms ( n), but reaches a plateau 
for n larger than 3. The results suggest that the unpaired electron in these cations is 
shared, not only by the two Br atoms connected through σ-delocalization over the 
chain, but also by the same two Br atoms weakly bonded to each other. According 
to CNDO/2 calculations the Br(CH2)2Br+ cation was concluded to have a planar 
four-membered ring structure containing the two Br atoms bonded to each other 
similar to structure (b) of Cl(CH2)2Cl+ in Fig. 3.5 and Br(CH2)3Br+ has a non-planar 
five-membered ring similar to structure (a) of Cl(CH2)3Cl+ in the same figure. The 
smaller Br hf-splittings observed for the cations with n < 4 are attributable to spin 
density in the pz orbitals on the two Br atoms sharing the unpaired electron. The 
principal axes are not parallel to each other because of the strain in the cyclic struc-
ture of the cation with the shorter alkyl chains.

Fig. 3.6   First-derivative X-band EPR spectrum of a solution containing ca. 1 vol. % Br(CH2)3Br 
in CCl2FCCIF2 after exposure to X-rays at 77 K, showing features assigned to Br(CH2)3Br+ and 
stick diagrams for the cation calculated using the EPR parameters listed in Table 3.3. The doublets 
at MI =  ± 2 components are marked with a star ( *) in the figure (see the text). The figure is adapted 
from [79] by permission of Royal Chemical Society (1989)
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Br(CH2)nBr+ with n > 7  A different type of EPR spectrum was observed for the 
radical cations of dibromoalkanes with n > 7 [79]. The spectrum consisted of a 79Br 
(81Br) quartet (see Table 3.3 for the hf coupling) and a 1H doublet with a large hf 
coupling of 11.1 mT. The result suggests that the unpaired electron mainly occupies 
the p-orbital of the Br atom with which one H atom interacts to give the hf dou-
blet. When a similar experiment was carried out with monobromoalkane cations, 
H(CH2)nBr+ with n > 3, an analogous spectrum was observed. The results, consid-
ered together with the spectral changes observed for the Br(CH2)nBr and H(CH2)nBr 
cations in different halocarbon matrices (CCl2FCClF2, CC13F, and CCl4), suggest 
that Br(CH2)nBr+( n > 7) forms a six-membered ring made by four C-atoms, one 
Br-atom, and one H-atom bonded to the C-atom (four atoms away from the Br 
atom), the unpaired electron being located in a three-centre bond comprising the Br 
nucleus, see Fig. 3.7.

3.3 � Perfluoroalkenes and Related Compounds

3.3.1  �Perfluoroalkene Radical Anions:  
Structural Distortion

Tetrafluoroethylene radical anion, CF2 = CF2
− is an important basic constituent of the 

family of perfluoroalkene radical anions and serves as a prototype of such anions. In 
an early contribution [101, 102] we reported the isotropic and anisotropic EPR spec-
tra of CF2 = CF2

−, see Table 3.4 for the 19F hf-splittings. Subsequently Paddon-Row 
et al. computed the geometrical structure of CF2 = CF2

− by an ab initio UHF method 
(3–21G basis set) and suggested that the radical anion has a distorted anti-bent  

Fig. 3.7   The structure proposed for the radical cations of Br(CH2)nBr+, n > 7, and H(CH2)nBr+, 
n > 3, comprising a six-membered ring resulting from partial cyclization by four C-atoms, one Br-
atom, and one H-atom bonded to the C-atom (four atoms away from the Br atom). H(4) and H(l) 
nuclei are assigned to the doublets with the splittings of 11.1 and 4.14 mT, respectively. The figure 
is adapted from [79] by permission of Royal Chemical Society (1989)
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structure with C2h symmetry [103]. Furthermore, Shchegoleva et al. showed that 
semi-empirical INDO calculations of the 19F hf-splittings support a chair ( C2h) 
structure [104]. The anisotropic EPR line shape of CF2 =  CF2

− has been discussed 
on the basis of INDO computations [105]. However, the latter calculations lacked 
sufficient precision to predict the geometrical parameters as well as the anisotropic 
19F hf-splittings. Thus we have recently carried out systematic EPR studies com-
bined with DFT computations for a series of perfluoroalkene radical anions [106].

In addition to the CF2 =  CF2
− anion the EPR spectra were observed for the radi-

cal anions of tetrafluorocyclopropene ( c-C3F4
−), hexafluorocyclobutene ( c-C4F6

−), 
octafluorocyclopentene ( c-C5F8

−) and perfluoro-2-butene (CF3CF = CFCF3
−), 

which were generated in neopentane (NEP), TMS, TMS-d12, or 2-MTHF matrix by 
γ-irradiation [106]. For example, the isotropic spectra of c-C4F6

− and c-C5F8
− were 

characterized by three different sets of pairs of 19F nuclei with the following iso-
tropic hf-splittings: 15.2 (2F), 6.5 (2F) and 1.1 (2F) mT for c-C4F6

−, and 14.7 (2F), 
7.4 (2F) and 1.0 (2F) mT for c-C5F8

−. By comparison with the DFT computations, 
the large triplet 19F hf-splittings of ca. 15 mT were assigned to the two 19F-nuclei 
attached to the C = C bond, one to each carbon; see Table 3.4 for the 19F hf-splittings 
of the other perfluoroalkene radical anions.

The computations further predicted that the geometrical structures of the per-
fluoroalkenes were strongly distorted by one electron reduction to form their radi-
cal anions: for C2F4

− D2h symmetry (1Ag electronic ground state) ⇒ C2h (
2Ag), for 

c-C3F4
− C2v (

1A1) ⇒ C2 (
2A), for c-C4F6

− C2v (
1A1) ⇒ C1 (

2A) and for c-C5F8 Cs (
1A′) 

⇒ C1 (
2A), see Fig. 3.8. The structural distortion arises from a mixing of the ground 

π*-orbital and higher-lying σ*-orbitals so as to give a pyramidal structure at the 

Fig. 3.8   Geometrical structure distortions of the perfluoroalkene radical anions. a C2F4, b c-C3F4, 
c c-C4F6, d c-C5F8 before and after one electron reduction together with ground electronic states 
and point group symmetries (in parentheses). The diagram is adapted from [106] by permission of 
the American Chemical Society (2006)
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C = C carbons similar to that for unsaturated alkyne and alkene radical anions such 
as acetylene and ethylene radical anions [103, 104, 108, 109]. The singly occupied 
molecular orbitals (SOMOs) for C2F4

−, c-C3F4
−, c-C4F6

− and c-C5F8
− are illustrated 

in Fig. 3.9. In each case the unpaired electron is primarily localized in the sp3-like 
hybrid orbitals formed by the π* and σ* orbital mixing and is transferred to the 
fluorine orbitals so as to give large hf-splittings by hyper-conjugation mechanism 
for the two (or four) 19F nuclei at the original C = C bond.

The experimental anisotropic spectra of CF2 =  CF2
−, c-C4F6

− and c-C5F8
− were 

satisfactorily reproduced by the EPR spectral simulation method using the com-
puted hf principal values and principal directions of the 19F nuclei. The spectrum of 
C2F4

− in the 2-MTHF matrix is compared with the computed anisotropic spectrum 
in Fig. 3.10 as an example, refer to [106] for the 19F hf tensors used. The electronic 
excitation energies and oscillator strengths of some typical perfluroalkene radical 
anions were also computed by the TD-DFT method and well compared with the 
photo-bleaching experiments of the radical anions [106].

An EPR study of halogeno-trifluoroethylene radical anions, CF2 =  CFX− (X: Cl, 
Br, I) was reported by Williams et al. [107]. Our recent DFT computations suggest 
that these radical anions have also a non-planar distorted structure similar to the 
CF2 =  CF2

− radical anion. The experimental hf values of 19F, 35Cl (37Cl) and 81Br 
(79Br) (Table 3.4), however, are not principal values as they were obtained from par-
tially oriented samples, and cannot be directly compared with the theoretical ones. 
The readers can refer to the ab-initio calculations on the geometries of the radical 
anions of ethylene, fluoroethylene, 1,1-difluoroethylene, and tetrafluoroethylene by 
Paddon-Row et al. [103].

Fig. 3.9   SOMOs computed for CF2 = CF2
−, c-C3F4

−, c-C4F6
− and c-C5F8

− radical anions with 
ground electronic states and point group symmetries (in parentheses). The computations were 
carried out using the B3LYP/6–311 + G(2df, p)//UHF/6–31 + G(d, p) method. The figure is adapted 
from [106] by permission of the American Chemical Society (2006)
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3.3.2 � Fluoroethylene Related Radical Cations

We summarize here the EPR results on tetrafluoro ethylene (CF2 =  CF2
+) and re-

lated radical cations such as CF2 =  CFX+ (X: Cl, Br, I). The EPR spectrum of the 
CF2 =  CF2

+ cation was first reported in 1983 by Hasegawa and Symons [110]. Then, 
we carried out EPR studies of halogeno-trifluoroethylene cations, CF2 =  CFCl+ and 
CF2 =  CFBr+ [111]. All the three radical cations of CF2 =  CFX+ showed an aniso-
tropic spectral feature in halocarbon matrices at 77 K and were successfully ana-
lyzed in terms of the axially symmetric A- and g-tensors of 19F- and X-nuclei with 
common principal axes (Table 3.5 ). The EPR parameters strongly suggest that the 
CF2 =  CFX+ cations have a planar structure with delocalized spin density in the pz-
π orbitals of 19F- and X-nuclei. In this case, the g-factor parallel to the pz orbital 
(i.e. g‖) is expected not to be significantly shifted from the free-electron value of 
ge =  2.0023 [112] as observed. Furthermore, the observed 19F hf-splittings with 

Fig. 3.10   The anisotropic 
(first derivative) EPR spectra 
of CF2 = CF2

− radical anion. 
a Experimental spectrum 
recorded at 83 K for the 
CF2 = CF2

− anion gener-
ated by γ-ray irradiation in 
2-MTHF at 77 K. b Theoreti-
cal spectrum calculated for 
the CF2 = CF2

− anion with 2Ag 
state in C2h symmetry by the 
B3LYP/6–311 + G(2df, p)//
UHF/6–311 + G(d, p) method. 
The principal hf values for 
four equivalent 19F nuclei 
used in the spectral calcula-
tions are: Aiso = 9.71 mT; 
Baa, Bbb, Bcc = −2.78, −2.37, 
5.15 mT. See [106] for the 
principal directions of the 
anisotropic 19F hf-splittings 
used for the spectrum calcu-
lation. The figure is adapted 
from [106] by permission 
of the American Chemical 
Society (2006)
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large A‖, but negligibly small A⊥ are also characteristic of planar π-type radicals 
containing 19F-nuclei [13, 51–56, 59, 110–112]. The planar π-type structure of the 
CF2 = CFX+ cations was further confirmed theoretically by DFT computations, see 
Table 3.5.

The EPR studies on the related fluorinated radical cations such as CF2 = CH2
+, 

CF2 = CFH+, CF2 = CFCF3
+ were also carried out [113] and the hf-splittings are sum-

marized in Table 3.5. The geometrical structures and hyperfine parameters of some 
fluorinated hydrocarbon radical cations were computed by Huang et al. [114].

3.3.3  �Hexafluoro-1,3-Butadiene Radical Cation: 
Photo-isomerization

Fluorinated radical ions, generated and stabilized in low temperature solid matrices 
can undergo a variety of reactions, as in the case of their hydrocarbon analogues [2, 
3, 8, 19–21, 118], by illuminating light to the samples or annealing them at elevated 
temperatures. For example, in early papers we reported an EPR study on a thermal 
cyclization reaction of the CF2 = CF2

− radical anion with neutral CF2 = CF2 to form 
c-C4F8 [101, 102]. Here we present our recent study on a photo-isomerization reac-
tion of the hexafluoro-1,3-butadiene radical cation (HFBD +) [116, 117].

Two distinctly different EPR spectra were observed for the HFBD + cation gen-
erated in a γ-irradiated solid solution of HFBD in the CF2ClCF2Cl matrix [116, 
117]. The two spectra were analyzed in terms of axially symmetric 19F hf- and g-
tensors with common principal axes. The principal values determined by the simu-
lation method are given in Table 3.5. Comparing the experimental 19F hf-splittings 
with the theoretical ones, the two spectra were attributed to s-cis-HFBD+ and s-
trans-HFBD+ cations with a planar structure: the ground electronic states are 2A2 
(in C2v symmetry) and 2Bg (in C2h), respectively. Neutral HFBD has a non-planar 
structure (in C2) with a carbon skeleton dihedral angle of ca. 47° [119], which is in 
contrast to 1,3-butadiene with s-trans planar structure [120]. It was concluded that, 
when PFBD loses one electron to form PFBD+, the geometrical structure is changed 
from non-planar C2 to planar C2v or C2h structure, see Fig. 3.11.

Immediately after γ-irradiation at 77 K the EPR spectrum was predominated by 
s-cis-HFBD+ cation; the relative concentration of [s-cis-HFBD+]/[s-trans-HFBD+] 
being ca. 4.0. By subsequent visible-light illumination (500 ~ 600 nm) a large part 
of s-cis-HFBD+ was found to be isomerized to s-trans-HFBD+: [s-cis-HFBD+]/[s-
trans-HFBD+] ≈ 0.5. The processes of non-planar neutral HFBD ionizing to form 
planar s-cis- and s-trans-HFBD+ cations and the reaction mechanism of the cis-
to-trans photo-isomerization have been discussed based on the vertical excitation 
energies ( Tv) and torsional potential energy curves (TPEC) of HFBD and HFBD+ 
[117]. That is, the computed Tv value of the first excited state 1–2B1 in s-cis-HFBD+ 
is 2.5 eV (= 495 nm): the value corresponding well to the experimental result of the 
cis-to-trans isomerization initiated by visible-light illumination. Once the ground 
state 1–2A2 of s-cis-HFBD+ is excited by light to form the first excited state 1–2B1, 
the state may slide down to the ground state of s-trans-HFBD+, 1–2Bg, via the 
TPEC crossing point of the 1–2A and 1–2B states of HFBD+ cation (Fig. 3.12). The 

3  EPR Studies of Radical Ions Produced by Radiolysis of Fluorinated …
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Fig. 3.12   ( Upper) HOMO 
and SOMO plots of a neutral 
HFBD with 1A (in C2 sym-
metry), b s-cis-HFBD+ with 
2A2 (in C2v), and c s-trans-
HFBD+ with 2Bg (in C2h) 
ground electronic state. The 
computations were carried 
out by B3LYP/AUG-cc-
pVDZ method. ( Lower) 
ASPT2//CASSCF calculated 
ground-state torsional poten-
tial energy curve (TPEC) of 
HFBD and TPECs of the first 
two states of HFBD+ cation 
in C2 symmetry. The lines 
marked with (■), (○) and 
(∆) stand for HFBD (S0

−1A), 
HFBD+ (1–2A), and HFBD+ 
(1–2B) state, respectively. 
The figure is adapted from 
[117] by permission of the 
American Chemical Society 
(2007)

 

Fig. 3.11   When non-planar 
neutral HFBD with C2 sym-
metry is ionized to form 
HFBD+ cation the original 
geometrical structure is 
initially maintained and then 
is relaxed into s-cis- and 
s-trans-planar structure 
with C2v and C2h symmetry, 
respectively. The figure 
is adapted from [117] by 
permission of the American 
Chemical Society (2007)
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calculated potential barrier from the cis- to the trans-form is 16.0 kcal/mol, whereas 
it is 19.9 kcal/mol from the trans- to the cis-form. Thus, the cis-to-trans isomeriza-
tion is much more favorable.

The readers can refer to the original papers for other reactions of fluorinated 
organic radical ions such as dissociations [8, 19, 63, 64], dimer formation ([8, 121] 
and references cited therein), solute-matrix interactions (see Sect.  3.2.3.2) and 
photo-induced electron transfer [60, 106].

3.4 � Fluorinated Benzenes

Benzene (C6H6) radical ions have been employed as a probe of redox reactions in 
catalytic systems [122–125]. The EPR studies of C6H6 ions have been interesting 
from a basic view point because they can provide experimental information about 
how the two fold degeneracy of e1g orbitals (HOMO) of neutral C6H6 ( D6h symme-
try) is removed so as to give rise to a lowering of the molecular symmetry due to the 
Jahn-Teller ( J-T) effect [5, 21, 126].

In this section we deal with EPR studies on the electronic structure of fluorine-
substituted benzenes (F-benzene) radical cations and anions which were radiolyti-
cally generated in low temperature solid matrices. The radical ions of F-benzenes 
have attracted much attention in a number of experimental and theoretical investi-
gations [59, 104, 121, 127–146]. The interest in these ions is due to the peculiarities 
of their electronic and geometrical structures. The 19F hf-splittings are very sensitive 
to the spin density distribution and the substituted fluorines can play a role as spin 
probe in examining their structures.

3.4.1 � Benzene Radical Ions

Before going into the F-benzenes we shortly summarize the EPR studies of ( non-
fluorinated) benzene radical anions and cations as references. The EPR studies of 
the benzene radical ions were initiated by investigations of the radical anions gener-
ated by chemical reduction with alkali metals [147–149] and then the radical cat-
ions generated on a benzene/silica-gel system by γ-irradiation [150–152]. In both 
systems structural distortions due to the J-T effect [126] were expected, but only a 
dynamically averaged structure was observed with the hf-splittings due to the six 
equivalent protons. This is because the energy barrier for pseudo-rotation of the 
benzene ring is extremely small [153, 154], while strongly or weakly perturbing 
substituents have been introduced in the benzene ions to artificially remove the 
orbital degeneracy [155–158].

The first clear EPR evidence on statically J-T distorted structure was observed 
for the C6H6

+ cation generated in irradiated CFCl3 matrix at 4 K by Iwasaki et al. 

3  EPR Studies of Radical Ions Produced by Radiolysis of Fluorinated …
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[159]. They concluded that the radical cation has 2B2g ground state in a distorted D2h 
structure in which C(1) and C(4) carbons have major spin densities, see Fig. 3.13: 
the 2B2g ground state has been theoretically supported for the radical cation [160]. 
Feldman et al. have reported, by contrast, the C6H6

+ radical cation with 2B1g state in 
an Ar matrix at 4 K [161, 162]. The results suggest that the electronic structure of 
C6H6

+ cation is strongly affected by the interactions with matrix molecules because 
of the small energy separation between the two states. ENDOR studies of C6H6

+ in 
CFCl3 matrix have confirmed that the unpaired electron preferentially occupies the 
b2g orbital rather than the b1g orbital [163–166]. In the 2B2g state the six protons can 
be classified into two groups in terms of the 1H hf-splittings. One is two protons of 
H(1,4) with a larger splitting ( Aiso: |−0.9| mT), the other four protons of H(2,3,5,6) 
with a smaller splitting ( Aiso: −|0.19| mT) [164]. The readers can refer to [137, 138, 
159, 164, 165] for details on the anisotropic 1H hf-splittings.

3.4.2 � Fluorinated Benzene Radical Cations

A series of selectively fluorinated benzene (F-benzene) radical cations were ra-
diolytically generated in either CFCl3 (IP1: 11.8  eV [8]) or perfluorocyclohexane 

Fig. 3.13   Schematic representation for the electronic states of C6H6
+ cation. When the D6h ben-

zene ring is distorted into a D2h structure by the static J-T effect, the doubly degenerated e1g 
HOMO splits into b1g and b2g orbitals. The SOMO of C6H6

+ is either the b1g orbital in a com-
pressed D2h geometry or the b2g orbital in an elongated D2h geometry, which are anti-symmetric 
( A) or symmetric ( S) with respect to the C2 operation about the z-axis, respectively.
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( c-C6F12; IP1: 12.9 eV [8]) matrix and subjected to EPR studies; the latter matrix was 
found more preferable to generate F-benzene cations with more than three fluorines 
[137]. Some typical EPR spectra are shown in Fig. 3.14 together with the theoreti-
cal spectra calculated using the EPR parameters given in [137]. The g and 19F (and 
1H) hf tensors with an axial symmetry were observed for all the F-benzene cations 
studied, suggesting that they are planar π-type radicals. For example, the isotropic hf-
splittings observed for C6H5F

+ cation are: Aiso =  5.7, 1.1 and ca. 0 mT for 19F(1), 1H(4) 
and 1H(2,3,5,6) nuclei, respectively. The Aiso value of 1H(4) is very close to that of 
C6H6

+ (0.9 mT) in the B2g state [166]. The results suggest that the C6H5F
+ cation has a 

2B2g( ΨS)-like ground state in which larger spin density resides on the C(1,4) carbons 
with smaller density on the C(2,3,5,6) carbons. By contrast, the isotropic hf-splittings 
for the 1,2-C6H4F2

+ cation are: Aiso =  4.2, 0.5 and 0  mT for the 19F(1,2), 1H(4,5) and 
1H(3,6) nuclei, respectively. The Aiso value of H(4,5) is smaller than that of H(4) in 
C6H5F

+ and close to the value of the 2B1g benzene cation (0.64 mT [161, 162]). Thus, 
it is suggested that the 1,2-C6H4F2

+ cation has a 2B1g( ΨA)-like ground state in which 
larger spin density resides on the four C(1,2,4,5) carbons and smaller ones on the two 
C(3,6) carbons. In a similar manner a series of fluorinated benzene radical cations 
studied are classified into the 2B2g( ΨS)-like or the 2B1g( ΨA)-like state:

The results are interpreted as follows. When the degeneracy of the two fold e1g 
orbitals is lifted in the F-benzene cations, the orbital in which larger spin density 
is distributed on the carbons bonded to F-atoms gains higher energy due to their 
electron repelling property and becomes the SOMO. Recently we have computed 
the isotropic and anisotropic 19F and 1H hf-splittings of a series of fluorinated ben-
zene radical cations by a DFT B3LYP//MP2 method and confirmed that most of the 
calculated results are in reasonable agreement with the experimental values [167]. 
Furthermore, consistent with the EPR results the photoelectron spectroscopic stud-
ies of neutral F-benzenes have indicated that the HOMOs have the same symmetry 
as the SOMOs of the cations [132–135].

C6F6 + Cation  The EPR spectra of C6F6
 + radical cation generated in c-C6F12 matrix 

show a strong temperature dependence similar to the case of the C6H6
+ cation [136]. 

The spectrum at 10 K exhibited a triple quintet hf structure due to two and four magnet-
ically equivalent 19F nuclei: 19F(1,4) ( A‖ = 1.35 mT) and 19F(2,3,5,6) ( A‖ = 9.85 mT). 
At 170 K the spectrum due to six equivalent 19F nuclei was observed with the axially 
symmetric parameters: A‖ =  6.77 mT, A⊥ ≈ 0 mT, g‖ =  2.0020, and g⊥ =  2.0060. The 
observed relation of A‖ > A⊥ ≈ 0 mT and g‖ < g⊥ is characteristic of a planar π-type 
radical. DFT B3LYP//MP2 computations resulted in a 2B2g electronic ground state 
with an elongated D2h ring structure [167]. However, the calculated hf-splittings for 
the 2B1g state (with a compressed D2h structure) are in better agreement with the 
experimental ones, see Table 3.6. The presence of the 2B1g state can be rationalized 
by taking the very small energy separation (0.11 eV by the computations) between 
the two electronic states, and matrix effects into consideration. An averaging of the 
A‖ values calculated for the 2B1g state gives 7.94  mT, which is compatible to the 

2 + + + +
2g S 6 5 6 4 2 6 3 3 6 2 4

2 + + + +
1g A 6 4 2 6 4 2 6 2 4 6 5

( )-like state: C H F , 1,4-C H F ,1,2,4-C H F , 1,2,4,6-C H F

( )-like state: 1,2-C H F , 1,3-C H F , 1,2,4,5-C H F , C HF

B

B

Ψ

Ψ
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Fig. 3.14   First derivative X-band EPR spectra for solid solutions of a 1,2,4-trifluorobenzene, 
b 1,2,4,6-tetrafluorobenzene, c 2,3,5,6-tetrafluorobenzene, and d pentafluorobenzene in c-C6F12 
matrix γ-irradiated at 77 K, and observed at 84 K, 77 K, 77 K and 93 K, respectively. The spectra 
with dashed lines are the simulated ones using the EPR parameters given in [137]. The spectra are 
adapted from [137] by permission of Royal Chemical Society (1997)
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experimental one ( A‖ =  6.77 mT). This suggests that three-site exchange motion (or 
pseudo-rotation) takes place among the three equivalent distorted D2h structures so 
as to average the six 19F splittings of the C6F6 

+ cation in the c-C6F12 matrix at 170 K.

Related Radical Cations  An EPR study was carried out for the radical cations 
of fluorinated pyridines such as 2-fluoropyridine, 2,6-difluoropyridine, and pen-
tafluoropyridine radiolytically generated in c-C6FI2 or CC13F matrix [168]. All the 
EPR spectra observed were successfully analyzed in terms of axially symmetric 19F 
hf- and g-tensors similar to the F-benzene radical cations. A planar π-type SOMO 
was concluded from the experimentally evaluated spin density distribution in these 
radical cations; the result being supported by the semi-empirical INDO MO calcu-
lations of the respective cation. In contrast an EPR study of the ( non-fluorinated) 
pyridine radical cation has indicated a σ-type SOMO in which the unpaired electron 
resided mostly in the nitrogen lone-pair orbital [169].

Similar to the case of the fluorine substitution the methyl group substitution can 
strongly perturb the electronic structure of the benzene ring. The readers can refer 
to a review paper on the EPR studies of the radical cations of methyl-substituted 
benzenes such as toluene and xylene [138]. The ENDOR spectroscopy facilitated 
investigations of the anisotropic ring 1H hf tensors in disordered solid matrices at 
low temperatures [163, 170, 171]. The EPR studies of other halogen substituted 
benzene cations such as C6H5X

+ (X: Cl, Br, I) and C6H4Br2
+ have been reported in 

early contributions [99, 100].

3.4.3 � Fluorinated Benzene Radical Anions

Fluorinated benzene (F-benzene) radical anions were investigated using the EPR meth-
od combined with quantum chemical computations by several groups [139–146]. The 
radical anions have been especially interesting in view of their structural distortions 
from the original planar structure arising from a mixing of the ground π*-orbital and 
higher-lying σ*-orbitals, which is similar to the case of the fluorinated alkene radical 
anions discussed in Sect. 3.3. For example, Barlukova et al. reported optically detect-
ed EPR (ODEPR) studies of 1,2,3-trifluorobenzene radical anion in liquid solution: 
a doublet of triplets with isotropic 19F hf slittings, 29 mT (F(2)) and 7.6 mT (F(1,3), 
being observed at 243 K [146]. The experimental hf-splittings are temperature-de-
pendent and the results were discussed in terms of a pseudo rotation ( intra-molecular 
rotation) surface formed by nonplanar stationary structures, see Sect. 17.6.2.

C6F6
−Anion  Since the ESR spectra of C6F6

− radical anion generated in an ada-
mantane matrix were reported by Yim et  al. [139, 140], many discussions have 
been provoked on the structure of the radical anion. A large isotropic hf coupling 
of 13.7 mT was observed for the six equivalent 19F nuclei of C6F6

− and interpreted 
in terms of a σ*–π* orbital crossover in a D6h planar structure [140]. On the other 
hand, a nonplanar chair structure with a puckered ring has been postulated by 
Symons et al. [141]. Williams et al. observed an isotropic 13C coupling (1.21 mT) 
for the radical anion [142]. The ODEPR study by Anisimov et al. confirmed the 
large isotropic hf-splitting of 19F in the spectra of C6F6

− in solution [143]. Based on 
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Fig. 3.15   Plots of the SOMOs computed for a C6F6
+ cation with either 2B2g or 2B1g ground elec-

tronic state in a distorted D2h symmetrical structure and for b C6F6
− anion with either 2A1 state (in 

C2v structure) or 2A (in D2 structure). The upper row shows the associated geometrical structures 
with the bond length (in Å) and the out-of-plane C–F bond angle (in degree). The computations 
were carried out using DFT B3LYP/6–311 + G(2df, p)//MP2/6–311 + G(d, p) method

     

semi-empirical INDO calculations Shchegoleva et al. [144] proposed two possible 
distorted structures of C2v (

2A1 state) and D2 (
2A state) due to the J-T effect and the 

observed isotropic 19F and 13C hf-splittings were interpreted in terms of averag-
ing over the two structures. We observed anisotropic EPR spectra of C6F6

− in NEP 
matrix and suggested that the former state (2A1) is the electronic ground state by 
comparing the experimental spectra with the theoretical ones simulated using the 
INDO results although the agreement was not perfect [136].

As mentioned in Sects  3.2.1 and 3.3.1, an excellent agreement was obtained 
between the experimental EPR spectra and the theoretical ones simulated using 
the DFT computational results for the perfluoroalkane and perfluoroalkene radical 
anions [60, 106]. This encouraged us to recalculate the 19F (and 13C) hf-splittings by 
the DFT method and to simulate an anisotropic “powder” spectrum that involved 
anisotropic hf-splittings of C6F6

− using the computed hf principal values and di-
rections of the 19F nuclei. Consistent with a previous report by Huang [145] the 
B3LYP/6–311 + G(d, p)//MP2/6–311 + G(d, p) computations resulted in the 2A1 
electronic ground state in C2v structure which is only by 0.08 eV more stable than 
the 2A state ( D2). The geometrical parameters computed for the two structures are 
shown together with plots of the associated SOMOs in Fig 3.15: the 19F and 13C 
hf-splittings being summarized in Table 3.6. In Fig. 3.16 the EPR spectra simulated 
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using the computed 19F hf tensors are compared with the experimental one observed 
for the C6F6

− anion in a ‘rigid’ 2-MTHF matrix. The simulated spectrum of 2A1 
( C2v) agrees with the experimental one slightly better than that of 2A ( D2) in overall 
spectral features as seen in Fig. 3.16. The results suggest that the C2v structure can 
be stabilized in the low temparature rigid matrix although the energy difference 
between the two distorted C2v and D2 structures is very small.

3.4.4  �Dimer Radical Cations of Fluorinated Benzenes

Dimer radical cations are of interest because they can be intermediate species of 
ion–molecular reactions and potentially provide basic knowledge of cluster chem-

Fig. 3.16   a EPR spectrum of C6F6
− generated by γ-ray irradiation of C6F6 in 2-MTHF at 77 K. b 

and c Simulated spectra calculated for the C6F6
− anions with C2v (

2A1) and D2 (
2A) structure, respec-

tively. The spectra were simulated using the computed principal values and principal directions 
of 19F hf tensors in Table 3.6  and using the g-tensor of ( gxx, gyy, gzz: 2.0015, 2.0015, 1.9994): The 
EasySpin MATLAB toolbox in Windows 7 [172] was employed for the simulation
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istry [3, 8, 25]. A variety of dimer radical cations of polycyclic aromatic compounds 
have been generated in the liquid phase by chemical or electrochemical oxidation 
methods [173–176]. Using an irradiation method, Edlund et  al. [151, 177] first 
reported a well resolved EPR spectrum of benzene dimer cations, (C6H6)2

+ in sil-
ica gel. Later, Iwasaki et al. [159] observed an EPR spectrum of (C6H6)2

+ in the 
CFCl2CF2Cl matrix.

Electronic and geometric structures of dimer radical cations of fluorinated 
benzenes such as (C6H5F

+)2 and (1,4-C6H4F2
+)2 formed by γ-irradiation in solid 

CF2ClCFCl2 and CF3CCl3 matrices were investigated in detail by the EPR meth-
od combined with DFT calculations [121]. For example, the monomer cation 
1,4-C6H4F2

+ was transformed to the dimer cation (1,4-C6H4F2)2
+ upon annealing 

the sample at 110 K in the CF2ClCFCl2 matrix. It was found that the dimer cation 
formation strongly depended on both the matrix and the concentration of solute 
molecules, which suggests molecular diffusion in the matrix being an important 
factor for the dimerization.

Both the dimer cations of (C6H5F)2
+ and (1,4-C6H4F2)2

+ were concluded to have 
an overlapped sandwich type of structure with the two planar benzene rings parallel 
to each other, see Fig. 3.17. Two conformational isomers, A1 and A2, are possible 
for the (C6H5F)2

+ dimer cation. The DFT calculations resulted in essentially the 
same energy and hf-splittings for the two conformations. The 19F anisotropic hf-
splitting ( B) was found to be a good indicator for evaluating the distance between 
the two benzene rings. Furthermore the anisotropic splittings of the dimer cation 
were smaller than half that of the corresponding monomer cation. The result was 
explained in terms of the anti-bonding feature of the C–C bond between the two 
benzene rings and of the C–F bond [121].

Here we add to note that the anisotropic 1H hf-splittings of the ring protons of 
(C6H6)2

+ were investigated by the ENDOR method, the results allowed to precisely 
evaluate the intra-molecular distance [178, 179]. For the dimer radical cations of 
toluene the 1H hf-splittings of the methyl protons were observed to be considerably 
smaller than half that of the monomeric cations, due to the interaction between the 
two equivalent partners as observed for the fluorinated benzene dimer radical cations.

3  EPR Studies of Radical Ions Produced by Radiolysis of Fluorinated …

Fig. 3.17   Optimized geometries calculated for A1 and A2 structures of (C6H5F)2
+ and B1 structure 

of (1,4-C6H4F2)2
+ at the B3LYP/6–31G(d, p) level of theory. Dissociation energies of 17.06, 17.09 

and 14.92 kcal/mol were evaluated for A1, A2 and B1 structures, respectively, from the energy dif-
ference between the dimer cation and the sum of the monomer cation and the corresponding neu-
tral molecule. The figure is adapted from [121] by permission of the PCCP Owner Societies (2002)
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3.5 � Halogenated Dimethyl Ethers

3.5.1  �CH3OCH3
+ Radical Cations

We start by considering the (non-halogenated) dimethyl ether radical cation 
(CH3OCH3

+: DME+). The EPR spectrum of CH3OCH3
+ cation generated in irradi-

ated CCl3F matrix was reported in the early 1980s by Williams [180] and Shida 
[181]. The spectrum consists of a septet with an averaged isotropic hf-splitting of 
4.3 mT and an approximately binominal intensity ratio at 97 K, which was attrib-
uted to six equivalent protons of the two methyl groups in the DME+ cation. The 
result suggests that the methyl groups are subjected to a rotation rapid enough on 
the EPR time scale and the unpaired electron mainly resides in the oxygen nonbond-
ing orbital of the radical cation. The DFT calculations of DME+ resulted in a sym-
metric structure with the two methyl groups occupying an eclipsed position relative 
to each other [182].

Strong deuterium(D)-isotope effects were observed on the conformation and ro-
tation of the methyl group in selectively D-labelled DME+ cations [182]. The hf-
splitting of the CH3 protons in CH3OCH3

+ and CD3OCH3
+ showed no significant 

temperature dependence in the temperature range of 4.2 K to 100 K, but the EPR 
spectral line shape became complicated, especially below 30  K, by overlapping 
with lines due to the tunneling rotation of the methyl protons with a low rotational 
barrier. On the other hand, temperature dependent 1H hf-splittings were observed for 
the CH2D and CHD2 protons in CD3OCH2D

+ and CD3OCHD2
+, respectively. The 

observed D-isotope effects were interpreted in terms of the difference in the zero-
point vibrational energy due to the mass difference of the two hydrogen isotopes (1H 
and D) in addition to their magnetic properties. Furthermore, it was revealed that the 
light hydrogen-atom (1H) preferentially occupied a position closely parallel to the 
unpaired p-orbital of the oxygen atom in the selectively D-labelled DME+ cations.

3.5.2  �CH3OCH2F+ and CH3OCH2Cl+ Radical Cations

The radical cations of mono-halogen substituted DMEs, CH3OCH2X
+ (X: F, Cl), 

were generated in irradiated low temperature solid matrix, and their electronic and 
geometrical structures were studied by EPR [183]. The experimental EPR spectra 
were unambiguously identified with the help of partially D-labelled compounds, 
CD3OCH2X, see the hf-splittings in Table 3.7.

The EPR spectra of CH3OCH2F
+ and CD3OCH2F

+ in CF3CCl3 matrix are shown 
in Fig. 3.18. Interestingly, the hf-splittings due to only two of the protons in the 
CH3 group were observed in addition to the two protons in the CH2F group of 
the CF3OCH2F

+ cation in the temperature range between 4.2 and 100 K. The re-
sult suggests that the rotation of the CH3 group is largely hindered even at 100 K 
in the matrix. Furthermore, regardless of the fact that the 19F nucleus has a large 
atomic hf-splitting [10, 185], no appreciable 19F hf-splitting was observed for both 
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the CH3OCH2F
+ and CD3OCH2F

+ cations. To verify the assignment of CH3OCH2F
+ 

the CD3OCH2Cl+ cation was investigated. The spectrum of CD3OCH2Cl+ consists 
of only a triplet split by 9.5 mT due to the two protons of the CH2Cl group, but not 
of a quartet due to 35Cl (and 37Cl) splitting. Thus, it is a common phenomenon for 
CD3OCH2Cl+ and CD3OCH2F

+ that no splitting was caused by the halogen atom in 
the two cations.

3  EPR Studies of Radical Ions Produced by Radiolysis of Fluorinated …

Table 3.7   Isotropic hyperfine ( hf) splittings for the radical cations of halogenated dimethylethers 
(DME) and related radical cations from matrix EPR studies. 
Radical cation Matrix T/K Nucleus ( assignment) Aiso//mT ( calculations)b Ref.

CH3OCH3
+

CD3OCH3
+

CCl3F 77 6 1H (2 CH3) 4.3 [180, 
181]

10, 77 3 1H (CH3)
3 D (CD3)

4.3
0.6

[182]

CD3OCHD2
+ CCl3F 10 1 1H (CHD2)

5 D (CD3 and CHD2)
8.8
0.6

[182]

77 1 1H (CHD2)
5 D (CD3 and CHD2)

6.2
0.6

CD3OCH2D
+ CCl3F 10 1 1Ha (CH2D)

1 1Hb (CH2D)
4 D (CD3 and CH2D)

8.4
4.2
0.6

[182]

77 21H (CH2D)
4 D (CD3 and CH2D)

5.2
0.6

CH3OCH2F
+a

CD3OCH2F
 + a

CF3CCl3 4.2, 77 2 1Ha (CH2F)
2 1H (CH3)
1 1H (CH3)
1 35Cl

14.0 (8.43)
3.2 (6.34)
≈ 0 (−0.14)
≈ 0 (0.71)

[183]

4.2, 77 2 1Ha (CH2F)
3 D (CD3)

14.0
≈ 0

CH3OCH2Cl+a

CD3OCH2Cl+

CF3CCl3 4.2 1 1Ha (CH2Cl)
1 1Hb (CH2Cl)
2 1H (CH3)
1 1H (CH3)
1 35Cl

10.2 (8.73)
8.7 (8.73)
5.1 (5.26)
≈ 0 (−0.10)
≈ 0 (0.75)

[183]

77 2 1Ha (CH2Cl)
3 1H (CH3)

9.5
3.4

4.2, 77 1 1Ha (CH2Cl)
3 D (CD3)

9.5
≈ 0

ClCH2O-
CH2Cl+

CF3CCl3 77 2 35Cl (CH2Cl)a

2 1Ha (CH2Cl)
2 1Hb (CH2Cl)

~ 3.7c

0.8
≈ 0

[184]

a Hyperfine splitting for 37Cl and g-values are omitted in this table
b Theoretical isotropic hf values calculated by the B3LYP/6–31G(d, p)//B3LYP/6–31G(d, p) 
method
c Averaged value of Aiso = ( Aaa + Abb + Acc)/3 in which ( Aaa, Abb, Acc) = (~ 0.7, ~ 0.7, 9.6) mT
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According to DFT calculations the above EPR result was explained as follows. 
The C-O-C-X framework takes a cis-conformation in which the halogen atom (X) 
preferentially occupies a position in the molecular C–O–C plane. The 2pz orbital 
(nonbonding) on the oxygen atom possesses a major spin density and is perpen-
dicular to the the molecular plane, see Fig. 3.19 for the CH3OCH2Cl+ cation [183].

Temperature Dependent EPR Spectra of CH3OCH2Cl+  Strong temperature 
dependent EPR spectra were observed for CH3OCH2Cl+ in the CF3CCl3 matrix 
[183]. Based on a three-site chemical exchange model the spectral line-shapes were 
simulated as a function of rate constants, k (s−1), for the rotation of the CH3 protons 
as shown in Fig. 3.20. Assuming a linear Arrhenius plot between k (s−1) and T−1 
(K−1) an activation energy of 3.3 ± 0.5 (kJ mol−1) was evaluated for the rotation. The 
value corresponds to the theoretical one of 2.0 (kJ mol−1) calculated for the potential 
barrier of the internal rotation of the methyl group.

3.5.3  �ClCH2OCH2Cl+ Cation

The EPR spectrum of bis-chlorinated DME+, ClCH2OCH2Cl+, generated in irradiat-
ed CF3CCl3 matrix consisted of a major anisotropic septet due to two equivalent Cl 
atoms and an additional triplet (0.8 mT) due to two protons in each terminal CH2Cl 
group [184]. The spectrum was unambiguously identified using a fully D-labelled 
compound, ClCD2OCD2Cl, as seen in Fig. 3.21. The observed anisotropic 35Cl hf-
splitting of 9.6 mT (see Table 3.7) suggests that the unpaired electron is largely and 

Fig. 3.18   EPR spectra for a CH3OCH2F and b CD3OCH2F formed by exposure to γ-rays in 
CF3CCl3 matrices, observed at 77  K ( top), and those observed after photo-illumination with 
λ > 600 nm at 77 K ( bottom). The figure is adapted from [183] by permission of the PCCP Owner 
Society (2002)

 



103

equally shared by the 3p-orbitals of the two Cl nuclei with a weak Cl---Cl bond so as 
to form a five-membered ring. A similar structure with an X---X bond (X: halogen) 
has been observed for Cl(CH2)3Cl+ [78] and Br(CH2)nBr+ with n = 1–7 [79] as men-
tioned in Sect. 3.2.3.2.

Based on the EPR results combined with the DFT calculations two non-planar 
structures of Cs and C2 symmetries were discussed for the ClCH2OCH2Cl+ cation 
in which the two Cl-atoms, two C-atoms and one O-atom make a five-membered 
ring (Fig. 3.22). The calculations predicted that the Cs symmetry (Structure I) is 
15.7 kJ/mol more stable than the C2 symmetry (Structure II). Furthermore, the iso-
tropic 1H hf-splitting calculated for one of the CH2 protons in the Cs structure is 
0.99 mT, which is very close to the experimental value of 0.8 mT. Thus, the Cs 
structure was concluded to be the most plausible for the ClCH2OCH2Cl+ cation.

ClCH2OCH2Cl +  vs Cl(CH2)3Cl +   It is of interest to compare the results of ClCH2O-
CH2Cl+ [184] with those of Cl(CH2)3Cl+ [78]. Similar to the ClCH2OCH2Cl+ cat-
ion the Cl(CH2)3Cl+ cation shows an hf pattern due to two equivalent Cl nuclei as 
mentioned in Sect. 3.2.3.3. In addition two equivalent protons of Cl(CH2)3Cl+ gave 
an isotropic hf-splitting of 2.23 mT, which is slightly larger than that of ClCH2O-
CH2Cl+ and attributable to one of the protons in each terminal CH2Cl group. For 
the Cl(CH2)3Cl+ cation a C2 symmetrical structure has been suggested based on 
the semi-empirical CNDO/2 calculations in a previous study [78]. Recently we re-

3  EPR Studies of Radical Ions Produced by Radiolysis of Fluorinated …

Fig. 3.19   The optimized 
geometry with bond lengths 
(in Å), and bond angles 
(in degrees), and isotropic 
hf-splittings (in mT) of 
CH3OCH2Cl+, calculated 
by B3LYP/6–31G(d, p)//
B3LYP/6–31G(d, p) method. 
The values in parentheses are 
the anisotropic terms of the hf 
tensor (in mT) due to the 35Cl 
nucleus. The 2pz orbital of the 
oxygen atom is perpendicular 
to the molecular plane. The 
figure is adapted from [183] 
by permission of the PCCP 
Owner Society (2002)
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examined the electronic structure of Cl(CH2)3Cl+ based on DFT calculations and 
reached the conclusion that the Cl(CH2)3Cl+ cation prefers to take a structure simi-
lar to ClCH2OCH2Cl+, Structure III ( Cs symmetry) in Fig.  3.22 [184]. An early 
IR spectroscopic study has revealed that neutral Cl(CH2)3Cl molecule prefers the 
gauche-gauche conformation in the crystalline solid state [185]. The EPR results 
suggest that the conformation in the neutral molecule is retained for the correspond-
ing radical cation in solid matrices.

3.6 � Summary

CW-EPR spectroscopic studies combined with quantum chemical calculations were 
applied to investigate structure, reactions and dynamics of the radical ions gener-
ated by radiolysis of fluorinated hydrocarbons and related compounds in low tem-
perature solid matrices. Isotropic and anisotropic EPR spectra of perfluorocycloal-
kane radical anions, c-CnF2n

− ( n = 3–5) were observed. The hyperfine ( hf) splittings 
were attributed to a planar structure with an entirely delocalized singly occupied 
MO, whereas the spectra of perfluoroalkene radical anions, c-CnF2n−2

− were attrib-
uted to a distorted pyramidal structure occurring at the C = C carbons by a mixing 
of the ground π*-orbital and higher-lying σ*-orbitals. The EPR parameters of these 
radical anions were reproduced with considerable precision by quantum chemical 

Fig. 3.20   The temperature-dependent EPR spectra of CH3OCH2Cl+ in CF3CCl3 in a temperature 
range from 7.7 K to 100 K ( a) and the spectra simulated ( b) by applying a three-site exchange 
model for the rotation of the CH3 protons with the exchange rate constant, k (s−1), as an adjustable 
parameter. The figure is adapted from [183] by permission of the PCCP Owner Society (2002)
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Fig. 3.21   The EPR spectra of a ClCH2OCH2Cl+ and c ClCD2OCD2Cl+ generated in CF3CCl3 by 
γ-ray irradiation and observed at 77 K after annealing at 130 K. b and d The spectra simulated 
for ClCH2OCH2Cl+ and ClCD2OCD2Cl+ were calculated using the g-value and hf-splittings in 
Table 3.7 for two magnetically equivalent Cl-nuclei and two equivalent protons. The EPR signal 
of irradiated pure matrix CF3CCl3 is denoted by the dotted lines (……) in d. Stick diagrams for the 
spectral assignment are shown at the bottom. The figure is adapted from [184] by permission of 
the PCCP Owner Society (2001)

 

computations, affording a valuable bridge between experiment and theory. The 
EPR studies of the radical cations of mono- and di-haloalkanes, H(CH2)nX

+ and 
X(CH2)nX

+, with X = Cl and Br in halocarbon matrices were reviewed. The EPR 
results of di-haloalkane radical cations suggested a σ*-bond formation between two 
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halides in the cations as a result of cyclization in the matrix. The g- and 19F hf-
tensors with an axial symmetry were observed for a series of selectively fluorinated 
(F-) benzene radical cations, suggesting that they are planar π-type radicals. The 
radical cations were classified into a symmetric 2B2g( ΨS) like (with an elongated 
carbon ring) or an anti-symmetric 2B1g( ΨA) like (with a compressed ring) electronic 
ground state. The EPR studies on the dimer cations of F-benzenes in solid matrices 
were reviewed. Moreover, the anisotripoc EPR spectrum of C6F6

− radical anion in 
MTHF matrix was simulated using the 19F hf tensors computed by DFT method. 
Static and dynamic structures of halogen-substituted dimethyl ether radical cat-
ions such as CH3OCH2F

+ and CH3OCH2Cl+ were studied by EPR combined with 
MO calculations. For the ClCH2OCH2Cl+ cation it was suggested that the two Cl, 

Fig. 3.22   Two possible structures optimized for ClCH2OCH2Cl+ and Cl(CH2)3Cl+ with the DFT 
B3LYP/6–31G(d, p) level of theory. The length of the bonds is in Å unit. a ClCH2OCH2Cl+: Struc-
ture I ( Cs symmetry), in the lowest energy, has the C–O–C plane intersecting the C–Cl–Cl–C plane, 
while Structure II ( C2 symmetry) has the C–O–C plane intersecting the two C–Cl–C planes in the 
opposite phase. b Cl(CH2)3Cl+: Structure III ( Cs), with the lowest energy, has the C–C(central)–C 
plane intersecting the C–Cl–Cl–C plane, while Structure IV ( C2) has the C–C–C plane intersecting 
the two C–Cl–C planes in the opposite phase. The figure is adapted from [184] by permission of 
the PCCP Owner Society (2001)
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two C and one O atoms make a non-planar five-membered ring structure with Cs 
symmetry similar to the X(CH2)3X

+ cation. Furthermore, EPR studies on fluoro-
ethylene realated radical cations were reviewed. A photo-isomerization reaction of 
perfluoro1,3-butadiene radical cation was presented.
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Abstract  Electron paramagnetic resonance (EPR) spectroscopy for the assignment 
of H6

+ and its isotopomers, analysis of large precessional motion of them, and iso-
tope condensation of H6

+ in solid parahydrogen at cryogenic temperature is treated 
in this chapter. The structure of H6

+ consisting of an H2
+-core sandwiched with two 

side-on H2s is confirmed to have D2 symmetry by the comparison of the experimen-
tal hyperfine coupling constants (HFCC) with the theoretical ones. The substitution 
of one side-on H2 with D2 induced distortion of the spin density and nonequivalent 
HFCCs on the H2

+-core indicating that the quantum effect due to nuclear motion 
cannot be ignored in this system. Rotational states of side-on D2 and H2 are attribut-
able to J = 0 from the corresponding nuclear spin states of I = 0 and 0, 2 for H2 and 
D2, respectively. The H6

+ ion migrates via hole hopping diffusion of H2
+-core in 

solid parahydrogen, and turns into more stable H4D2
+ or H2D4

+ ion when it meets 
D2 molecules. During the diffusion, H6

+ and H4D2
+ are in large precessional motion 

as indicated by an analysis of the anisotropic HFCCs.

4.1 � Properties of Solid Parahydrogen

Many properties of solid hydrogen are summarized by Silvera and Kranendonk as 
a review [1] and a book [2], respectively, and important facts for the understanding 
of this chapter are extracted here from these sources. Solid parahydrogen (p-H2) has 
various quantum effect features. Because of the small mass and the weak interac-
tions, the rotational angular moment J of each hydrogen molecule is still a good 
quantum number in the solid [3]. The largest of the orientation-dependent interac-
tions is the electric quadrupole-quadrupole (EQQ) interaction, which is in the order 
of magnitude of ~4 K. Because the EQQ interaction is much smaller than the rota-
tional constant of H2 ( B = 85.2 K), the rotational states of H2 are almost undistorted 
by neighbors [1].
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The Pauli exclusion principle requires that the rotational states having even 
quantum numbers couple with the I = 0 nuclear spin states where I is the total nucle-
ar spin number, while those having odd quantum numbers couple with I = 1 nuclear 
spin state, exclusively (Table 4.1) [1]. The former is called parahydrogen (p-H2), 
and the latter orthohydrogen (o-H2). At very low temperatures, p-H2 occupies only 
the J = 0 rotational state, while o-H2 the J = 1 state. Relaxation from the J = 1 to 
the J = 0 rotational state is extremely slow, so that p-H2 and o-H2 can be treated as 
almost different molecules. Since the J = 0 rotational wavefunction has a spherical 
shape, p-H2 at liquid helium (LHe) temperatures have no permanent electric mo-
ments of any order. Thus, the p-H2 crystal provides a homogeneous environment 
for a solute embedded in it. On the other hand, o-H2 occupying the J = 1 rotational 
quantum number have a small permanent electric quadrupole moment. The quad-
rupole moment of the o-H2 in J = 1 state provides slightly stronger interaction with 
its surroundings than the p-H2 in J = 0 state. The concentration of o-H2, therefore, 
needs to be as low as possible in order that solute molecules may have least electric 
and magnetic perturbation in solid hydrogen matrices. Since the o-H2 in J = 1 state 
has 170.5 K higher energy than the p-H2 in J = 0 state (Fig. 4.1), the concentration 
of o-H2 can be reduced to less than 0.05 % by immersing FeO(OH) into liquid H2 at 
just above the melting point of 13.8 K.

Another important feature is the large amplitude of zero-point vibration. The 
root-mean-square width of the single particle distribution function is about 18 % of 
the nearest neighbor distance (3.793 Å; cf. Table 4.2). This large zero-point motion 
is a result of the weak isotropic intermolecular potential and the light mass. As a 
result, the intermolecular distance in solid p-H2 is considerably larger than the in-
teratomic distance in solid Ne, although the Lennard-Jones type of pair potentials 
between H2 molecules is similar to the potential between Ne atoms [1, 4].

The crystal structure of solid p-H2 was firstly determined by Keesom et al. in 
1930 [5, 6]. Their seven X-ray reflections could be fit to the hexagonal closest 
packed lattice. It is known that the crystal structures of Ne and Ar matrices consist 
both of hexagonal-close-packed ( hcp) and face-centered-cubic ( fcc) structures as 
listed in Table 4.2. The mixtures of different crystal structures in Ne and Ar matrices 
cause additional complexity and broadening in their optical spectra that makes the 
spectral analysis impossible in some cases. On the other hand, the crystal structure 
of solid p-H2 is a pure hcp, which has provided highly resolved spectra of IR, EPR, 
and other types of spectroscopy [4, 7–36].

Solid p-H2 is one of the most feasible and ideal media for the study of matrix iso-
lation spectroscopy. Thanks to the quantum nature, solid p-H2 has a self-annealing 

Molecule I J Designation
H2 ( IN = 1/2) 0 even Para

1 odd Ortho
D2 ( IN = 1) 1 odd Ortho

0, 2 even Para

Table 4.1   Allowed combina-
tions of I and J for H2 and 
D2 [1]
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character, in which defects and imperfections of the solid p-H2 crystal produced 
during both the crystal growth and the harsh irradiation are eliminated [9, 21, 22, 
34, 37]. Unlike in other molecular crystals, spectroscopic data measured in solid 
p-H2 are highly reproducible and independent on scheme of sample preparation. 
Secondly, the EPR lines of solute molecules becomes highly resolved due to the 
narrow spectral linewidth [9, 21, 22, 25]. Third, solute molecules are almost free 
from the cage effect because of the softness of p-H2 as a quantum crystal. A variety 
of chemical reactions can take place in solid p-H2 at LHe temperature by light or 
ionizing radiation [19, 30, 33, 35, 36, 38–40]. Availing these unique properties, 
solid p-H2 matrix has been applied to the spectroscopic studies for physical and 
chemical processes of solute molecules.

Table 4.2   Physical properties of molecular crystals [1, 4]
Properties p-H2 Ne Ar
Triple point (K) 13.80 24.56 83.81
Boiling pointa (K) 20.28 27.07 87.29
Lattice constant (Å) 3.793 3.16 3.76
Crystal structure hcp fcc/hcp fcc/hcp
Lennard-Jones parameter εb (K) 37 35.6 119.3
σb (Å) 2.92 2.74 3.45

a At a pressure of 0.1 MPa
b The Lennard-Jones potential is defined as V( r) = 4ε[(σ/R)12  −(σ/R)6 ]

Fig. 4.1   The molecular 
rotational energy levels for 
an isolated H2 molecule [1]. 
The same diagram applies to 
D2 but scaled down by about 
a factor of 2 due to the larger 
moment of inertia. The angu-
lar distribution of the two 
lowest rotational states is also 
indicated ( Y10 and Y11 ± Y1−1 
are actually shown). I is the 
total nuclear spin composed 
of the nuclear spins of two 
protons with IN = 1/2 aligned 
in antiparallel ( I = 0) or in 
parallel ( I = 1). The figure is 
adapted from [1] by permis-
sion of American Physical 
Society (1980)
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4.2 � H2
+ and H3

+ Molecular Ions

The initial products by ionizing radiation in gas or condensed hydrogen are simply 
H2

+ and electrons by ionization of H2 as in Eq. (4.1) [41]. When the ejected elec-
trons return to the parent H2

+ ions in geminate recombination, part of them recom-
bine to H2 in their ground state while another part become electronically excited 
states which decompose by neutral elimination to produce H atoms as in Eq. (4.2). 
If H2

+ reacts with another H2 before the recombination with electrons, H2
+ may con-

vert to H3
+ by ion-neutral molecule reaction as shown in reaction (4.3) [42].

� (4.1)

� (4.2)

�
(4.3)

H3
+ was discovered in 1911 by J. J. Thomson by the method of mass spectrometry in 

discharged gaseous H2 [43]. There had been no spectroscopic observation of H3
+ for 

69 years until Oka found the spectrum of vibration-rotation band of H3
+ in the labo-

ratory in 1980 [44]. This breakthrough led to the discovery of the infrared spectrum 
of interstellar H3

+ after 16 years of searching since laboratory detection [45]. H3
+ 

is highly reactive donating a proton to almost every atom and molecule it encoun-
ters to produce many chemicals in interstellar space. It is also a good astrophysical 
probe in cold and warm clouds as thermometer and densitometer. Recent details of 
interstellar H3

+ are summarized in the review written by Oka [46].
H2

+ might be present in condensed phase of H2 exposed to ionizing radiation in 
very short time but has never been detected by any spectroscopic measurements 
even at cryogenic temperature. It is probably because the reaction (4.3) is really 
dominant in solid hydrogen although many trials of measurements of H3

+ have not 
been succeeded [37, 47–56]. Very recently EPR spectra of H2

+, HD+, D2
+ in ground 

vibrational state have been firstly measured by Correnti et al. in X-ray irradiated Ne 
matrices at 2 K [57]. They also found that H2

+ turned into H4
+, which, according 

to ab initio calculation, is expected to be a complex of H3
+ and H atom when the 

temperature is increased from 2 to 4 K.

4.3 � H6
+ Molecular Ions

The H6
+ ion was firstly observed in H2 gas phase with electron beam irradiation 

using mass spectroscopy by Kirchner and Bowers [58]. Although odd-membered 
hydrogen ions are mainly observed from H2 gas irradiated by electron beam, the 
yield of H6

+ ions was the largest by far among even-membered hydrogen ions 

+
2 2H + ionizing radiation H + e-→

+
2 2H e H * 2H+ → →-

H H H + H2 2 3
++ + →
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(H6
+ > > H8

+ > H10
+ > H4

+). Fiegele et al. have reproduced the results by using deu-
terium ions [59]. Although the mass and charge of H6

+ were clear from the mass 
spectroscopy, chemical structural information has been unknown due to the lack of 
spectroscopic measurement. Kirchner and Bowers expected that H6

+ was a cluster 
composed of H3

+, H, and H2 because H3
+ was the major radiolysis product of H2 

gas. In the same year, Montgomery and Michels proposed that H6
+ has two iso-

mers, a H3
+-core type with Cs symmetry and a H2

+-core type with D2d symmetry 
( cf. Fig. 4.2), and that the H2

+-core isomer is about 0.1 eV lower in energy than the 
H3

+ [60]. This prediction is surprising because it has been widely accepted that all 
Hn

+ cluster geometries are composed of a H3
+-core and surrounding H2 molecules 

weakly bound to it.
In 1998, Kurosaki and Takayanagi did an extensive theoretical treatment of 

the H2
+-core H6

+ ion [61, 62]. They found a reaction path connecting the two H6
+ 

isomers. They also pointed out that “six” is the magic number for even-membered 
Hn

+. Their calculations predict that the central H6
+ is almost unperturbed in all 

even-membered Hn
+(n ≥ 6), and outer H2′s are very weakly bound to its corners.

As shown in Fig. 4.2c, the structure of central H6
+ in H14

+ is found to be almost the 
same as that in Fig. 4.2b, and charge and spin densities on outer four H2′s are negli-
gible. The total binding energy of the four H2′s to H6

+ in H14
+ is only 0.05 eV, which 

is negligible compared to the exothermic H2
+ + 2H2 → H6

+ reaction of 2.12 eV. It 
means that, when H6

+ is generated in solid H2, the positive charge remains localized 
on unperturbed H6

+. Although theoretical approaches on H2
+-core H6

+ ions have 
been accumulated for over a decade from 1987, no experimental results, which 
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support the chemical structure of H2
+-core H6

+ ions, has appeared until we have 
published EPR spectroscopic results on H6-nDn

+ ions in γ-ray irradiated solid p-H2-
D2 or HD mixtures in 2007 [28].

4.3.1  �Experimental Assignment of H6
+ and Its Isotopomers  

in γ-Ray Irradiated Solid p-H2 by EPR Spectroscopy

Experimental procedures for detecting H6
+ and its isotopomers are as follows. p-H2 

samples were obtained and purified by immersing iron hydroxide FeO(OH) into 
liquid normal H2 (> 99.99999 %; Taiyo Nippon Sanso Co.) for 10 h at 14 K in a 
cryocooler (Daikin UV204SCL). o-D2 specimens were obtained from normal D2 
(n-D2) (99.999 %; 99.96 atom % D; Isotec Inc.) in a similar manner at 18 K. All 
hydrogen gases, p-H2, o-D2, and HD (99.6 %; 96 atom % D; Isotec Inc.) were puri-
fied through seven condensation/vaporization cycles at condensation and vaporiza-
tion temperatures of 10 and 25 K, respectively. The gases were recovered at 25 K. 
Five p-H2 samples, namely, p-H2, p-H2–o-D2 (1 and 8  mol%), and p-H2–HD (1 
and 8 mol%) were prepared using different isotopic hydrogen molecule contents. 
All samples contained 0.1 mol% of He gas (99.9999 %; Taiyo Nippon Sanso Co.) 
for thermal contact. The samples were sealed in quartz cells and immersed in a 
quartz Dewar filled with LHe to prepare the solids. Solid samples were irradiated 
with γ-rays for ca. 1 h to a total dose of 2.88 kGy at the 60Co γ-ray irradiation fa-
cility (Nagoya University). The irradiated samples were placed in an X-band EPR 
spectrometer (JEOL JES-RE1X) to measure the time course of EPR lines at 4.2 K. 
Microwave frequency and magnetic field of the spectrometer were monitored us-
ing a microwave frequency counter (Hewlett-Packard, 53150A) and an NMR field 
meter (Echo Electronics Co. Ltd., EFM-2000AX), respectively. Microwave powers 
of 1.0 mW and 0.1–1 nW were used to measure the H6

+ and et
− lines, respectively.

Figure 4.3a shows the EPR spectrum of γ-ray irradiated solid p-H2. The lines 
named B1–B4 are the quartet lines assigned to be H2

+-core H6
+. Yield of the ion of 

the B1–B4 series of lines is ~10−4 ppm, which is 104 times smaller than that of H 
atoms. Figure 4.3c is the spectrum obtained by subtracting (b) from (a), such that 
only B1-B4 are present in the difference spectrum. All EPR spectra from solid p-H2-
o-D2 and p-H2-HD mixtures shown in this subsection are the difference spectra after 
subtraction of the background. The B1–B4 series of lines are composed of sharp 
doublet lines, B1 and B2, separated by 1.25 mT near g ≈ 2.002, and broad B3 and B4 
lines with uniaxial asymmetry whose resonance magnetic fields are lower and high-
er than the center of B1 and B2 by 20.4 mT, respectively. Precise EPR parameters of 
B1–B4 lines are determined as g = 2.00212, nuclear spin quantum numbers I = 0 and 
1, and isotropic hyperfine coupling constant Aiso = 20.441 mT [32]. B1, B3, and B4 
are the lines corresponding to the total nuclear magnetic spin I = 1 with projections 
Iz = 0, 1, and −1, respectively, and B2 corresponds to I = Iz = 0. The splitting between 
B1 and B2 is due to the second-order hyperfine term A2/H0 [63]. As shown in a 
stick diagram in Fig. 4.3, resonance magnetic fields of B1–B4 lines coincide with 
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those calculated by these EPR parameters. Microwave power-saturation behavior 
among I = 1 species B1, B3, and B4 were almost the same, whereas I = 0 species 
B2 saturates at lower microwave power probably due to the absence of relaxation 
paths via hyperfine interaction. Although B3 and B4 lines are much broader and 
then look weaker than B1 and B2, integrated intensities among B1–B4 lines are the 
same within experimental accuracy [28, 32]. These results indicate that the quartet 
lines are a set of lines assigned to one chemical species.

Figure 4.4 shows an EPR spectrum of irradiated solid p-H2-o-D2 (1 mol%). Ex-
cept for the B1–B4 lines, three series of lines named C1–C16 were also observed 
at around 310 mT (C1–C5), 330 mT (C6–C12), and 350 mT (C13–C16). At lower 
magnetic field, the quintet lines C1–C5 are equally separated by 1.44 mT with an 
intensity ratio of roughly 1:1:2:1:1. The center C3 line is very close to the position 
of the B3 one. At higher magnetic field, only four lines, C13–C16, equally separated 
by 1.44 mT are detected. Since the ratio in intensity is 1:1:2:1 and C15 is very close 
to B4, C13–C16 are expected to be parts of a quintet of lines. The fifth line could not 
be measured due to overlapping with an intense line of the H atom spectrum. Fig-
ure 4.5a shows the enlarged portion of the same spectrum at around 330 mT. All of 
the C8, C9, and C10 lines appear as doublets and are more intense than C6, C7, C11, 
and C12, suggesting that each of C8–C10 is composed of two superimposed lines. 
Although it is less clear due to the overlap in C8–C10, an asymmetry of EPR line 
shape is observed in C6, C7, C10, and C11: the lower (upper) peak is higher than the 
upper (lower) one in C6 and C7 (C10 and C11) by ~50 %. Since the asymmetry is 

a

b

c

Fig. 4.3   a EPR spectra of γ-ray irradiated solid p-H2 measured at 4.2 K. b Same as (a) but 5 min 
illumination of the sample with an infrared lamp. c Difference spectrum generated by subtracting 
(b) from (a). Stick diagram shows line positions obtained by Eq. 2.7 with g = 2.0020, I12 = 1 and 
0, and Actr = 20.44 mT. Note that B1–B4 lines in spectrum are broadened due to over-modulation 
and that intensity of B2 is saturated due to the high microwave power. Intense doublet lines at the 
magnetic fields H0 = 304 and 355 mT belong to hydrogen atoms. The lines at 332 mT marked by 
“*” are due to radicals produced in the irradiated quartz sample cells and Dewar. The singlet line 
at 327 mT named A line results form a forbidden transition of H atoms. The figure is adapted from 
[28] by permission of American Institute of Physics (2007)
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bilateral against the field at g = 2.0020 (H0 ≈ 332 mT), it should be due to the asym-
metry in hyperfine coupling constants. A set of lines that becomes pronounced in 
Fig. 4.5c is marked as D1–D8. Although some of them such as D1, D2, D5, and D6 
are also observed in (a), the ratio in intensity of D to C lines in (c) is much higher 
than that in (a). No line is detected below 324 and above 340 mT in solid p-H2–o-D2 
(8 mol%) except for very small C lines and intense H atom lines (not shown).

Figure 4.6a compares the decay behaviors of B1, B2, and C6–C12 lines in solid 
p-H2–D2 (1 mol%), whereas B3, B4, C1–C5, and C13–C16 are too weak to measure 
the decay. C6–C12 lines decay in a similar manner but slower than B1 and B2 lines. 
This result indicates that the C lines are a set of lines assigned to a single chemical 
species different from that of the B lines. In Fig. 4.6b the decay of C and D lines in 
solid p-H2–D2 (8 mol%) is compared. D lines decay slower than C. These results 
indicate that C and D series of lines belong to two distinct species.

Figure 4.7 shows an EPR spectrum of irradiated solid p-H2–HD (1 mol%). Ex-
cept for the B lines, about 30 sharp lines named E and F were observed, whereas 
C and D lines were negligible. Figures 4.8a and c compare spectra in irradiated 
solid p-H2–HD (1 and 8 mol%). The ratio in intensity of F to E lines in p-H2–HD 
(8 mol%) is larger than that in p-H2–HD (1 mol%).

Fig. 4.4   a An EPR spectrum of γ-ray irradiated solid p-H2 (1 mol%) at 4.2 K. b A simulated spec-
trum of [H2(H2)D2]

+ with Isid(D2) = 0 and 2 and Lorentzian full linewidth of ΔHFWHM = 0.12 mT.  
c A simulated spectrum of [H2(H2)D2]

+ with Isid(D2) = 0, 1, and 2. Stick diagram shows line posi-
tions of [H2(H2)D2]

+. The spectrum below 305  mT and above 353  mT could not be measured 
because of the overlapping with very intense signal of H atoms. The figure is adapted from [28] by 
permission of American Institute of Physics (2007)
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4.3.2  �Assignment of H6
+, H5D+, H4D2

+and H2D4
+

4.3.2.1 � B Lines Belonging to H6
+

For the purpose of understanding EPR parameters of H6
+ and its isotopomers, the 

optimized geometry of H6
+ is given in Fig. 4.9.

The spin Hamiltonian for H6
+ is given by

� (4.4)

where μB and μN are the Bohr and nuclear magnetons, S = 1/2 is the electron spin 
quantum number, H0//z is the magnetic field, gni, Ii, and Ai are the g value, the spin 
quantum number, and the hyperfine coupling constant of the ith nucleus of H6

+ 
in Fig.  4.9, respectively. Because of Ai < < H0 in our experimental condition, the 

0 0 0
ˆ ( )= + − +∑

i
B ni N i B i iH g SH g I H g A I Hm m m

Fig. 4.5   a An EPR spectrum of γ-ray irradiated solid p-H2–o-D2 (1 mol%) at 4.2 K. b A simulated 
spectrum of H2

+-core H4D2
+ with ΔHFWHM = 0.12 mT. c An EPR spectrum of irradiated p-H2–o-H2 

(8 mol%) at 4.2 K. d A simulated spectrum of H2
+-core H2D4

+ for [Ictr(H2), Ictrz(H2)] = [0, 1] and 
[0, 0] with ΔHFWHM = 0.24 mT. Stick diagram shows line positions of H2

+-core H2D4
+ for [Ictr(H2), 

Ictrz(H2)] = [0, 1] and [0, 0]
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a b

Fig. 4.6   a Time course of intensity of B and C lines in γ-ray irradiated solid p-H2–o-D2 (1 mol %) 
at 4.2 K. Intensities of all lines are normalized at t = 0. The vertical scale is the same for all signals 
but offset to facilitate comparison of the decay; b Time course of intensity of C and D lines in γ-ray 
irradiated solid p-H2–o-D2 (8 mol %) at 4.2 K. The figure is adapted from [28] by permission of 
American Institute of Physics (2007)

 

Fig. 4.7   a An EPR spectrum of γ-ray irradiated solid p-H2–HD (1 mol%) at 4.2 K. b A simulated 
spectrum of H2

+-core H5D
+ and HD+-core H5D

+ with ΔHFWHM = 0.15 mT. c An EPR spectrum of 
irradiated p-H2–HD (8 mol%) at 4.2 K. (d) A simulated spectrum of H2

+-core H4D
+ (HD-sub.) 

for [Ictr(H2), Ictrz(H2)] = [0, 1] and [0, 0] and ΔHFWHM = 0.15 mT. Microwave frequency in (c) is 
normalized to 9.267642 GHz. Stick diagram shows line positions of H2

+-core H4D
+ (HD-sub.) for 

[Ictr(H2), Ictrz(H2)] = [0, 1] and [0, 0]. The figure is adapted from [28] by permission of American 
Institute of Physics (2007)
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hyperfine terms can be referred to as a perturbation of the Zeeman term. Because 
of D2d symmetry with Actr(H) = A1 = A2 and Asid(H) = A3 = A4 = A5 = A6, I12 = I1 + I2 and 
I34 + I56 = I3 + I4 + I5 + I6 should be good quantum numbers for H6

+. Allowed EPR con-
ditions are given as

�

(4.5)
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Fig. 4.8   a An EPR spectrum of γ-ray irradiated solid p-H2–HD (1 mol%) at 4.2 K. b A simulated 
spectrum of H2

+-core H5D
+ and HD+-core H5D

+ with ΔHFWHM = 0.15 mT. c An EPR spectrum of 
irradiated p-H2–HD (8 mol%) at 4.2 K. d A simulated spectrum of H2

+-core H4D
+ (HD-sub.) for 

[Ictr(H2), Ictrz(H2)] = [0, 1] and [0, 0] and [0, 0] and ΔHFWHM = 0.15 mT. Microwave frequency in (c) 
is normalized to 9.267642 GHz. Stick diagram shows line positions of H2

+-core H4D
+ (HD-sub.) 

for [Ictr(H2), Ictrz(H2)] = [0, 1] and [0, 0]. The figure is adapted from [28] by permission of American 
Institute of Physics (2007)

 

Fig. 4.9   Optimized structure of H6
+ calculated by MP2/cc-pVQZ basis set. H6

+ is composed of 
H2

+-core numbered as 1 and 2 and two side-on H2s
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where h is the Planck constant and ν is the microwave frequency [28]. Theoretical 
calculation summarized in Table 4.3 predicted Actr(iso.) = 20.2 mT for the H2

+-core 
and Asid(iso.) = 9 mT for side-on H2. Observation of 36 EPR lines can be expected 
from Eq. (4.5), but as shown in Fig. 4.3 only four lines have been detected experi-
mentally. This can be interpreted assuming that the nuclear spins of side-on H2s, I34 
and I56, are both zero. The resonance condition can then be written as

�

(4.6)

showing hyperfine structure of the H2
+-core only. The positions of the experimen-

tal lines of B1–B4 are reproduced with I12 = 0 for B2 and I12 = 1 with I12z = 0, −1 
and 1 for B1, B3, B4 lines, respectively, with the parameters of g = 2.002120 and 
Actr(iso.) = 20.441 mT. The experimental Actr(iso.) is almost the same as the calcu-
lated one although there is a large difference in the value (and sign) of Actr(ani.) be-
tween experiment and the calculation. The difference in Actr(ani.) will be discussed 
in Sect. 4.3.3 by considering a large processional motion of H6

+ in solid p-H2. It 
should be noted that the experimental g-value of 2.002,120 is smaller than that of 
the free electron (2.002,319), which is probably due to the effect of spin-Zeeman 
relativistic mass correction term [32, 64]. It is also consistent with the results of 
theoretical calculations (2.002,238).

Double integrated values of B1–B4 lines are almost equal. It means that the para/
ortho ratio for the H2

+-core of H6
+ is 1/3 although the concentration of o-H2 in the p-H2 

sample is below 0.2 %. We speculate that the para-ortho conversion could proceed by 
the effects of the unpaired electron of H6

+ so that the para/ortho ratio of the H2
+-core 

obeys the Boltzmann distribution as shown in Eq. (4.7), where J and B are the rotation-
al quantum number and the rotational constant, respectively. The rotational constant of 
H6

+ around an axis perpendicular to the main axis was calculated at the MP2/cc-pVQZ 
level to be 1.97 K, which is lower than the experimental temperature of 4.2 K. By us-
ing Eq. (4.7) with the constant B equal to 1.97 K, a para/ortho ratio of the H2

+-core is 
calculated as 1/2.8 at 4.2 K. It is almost equal to the experimental ratio of 1/3. How-
ever, suspicion that the species is not H6

+ but another radical is still remaining due to 
the lacking hyperfine structure of the side-on H2s. This suspicion will be resolved by 
the effect of the addition of D2 molecules to p-H2 explained in the next section.
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Table 4.3   Comparison of experimental and theoretical values of g-factor and HFCC ( A) of H6
+

g-value Actr/mTb Asid/mTc

Iso. Ani. Iso. Ani.
Exp. 2.002120 20.441 −0.061 N.D. N. D.
Calc.a 2.002238 20.231 (3.106)d 1.25 9.007 (1.383)d 0.46

a MP2/cc-pVQZ
b Actr: HFCC for center H2

+ -core numbered as 1 and 2 in Fig. 4.9
c Asid: HFCC for side-on H2s numbered as 3, 4, 5 and 6 in Fig. 4.9
d HFCC values in parentheses are for D atoms multiplied by γp/γd = 6.514



1294  Hydrogen Molecular Ions in Solid Parahydrogen

�
(4.7)

4.3.2.2 � C Lines Belonging to H4D2
+

The C lines shown in Figs. 4.4 and 4.5 were observed from a γ–ray irradiated solid 
p-H2-D2 mixture. As shown in Table 4.1 the Pauli exclusion principle requires that 
the rotational states of D2 having even quantum numbers couple with the I = 0 and 
2 nuclear spin states (ortho-D2), while those having odd quantum numbers interact 
with I = 1 nuclear spin state (para-D2), exclusively. Although H2 lacks nuclear spin 
when it is in the para state, D2 has a nuclear spin both in the para and ortho states. 
When the protons of H6

+ at positions 5 and 6 in Fig. 4.9 are replaced by deuterons to 
obtain [H2(H2)D2]

+, it is expected that side-on D2 should show hyperfine structures.
The simulation with equivalent nuclei of the center H2

+-core having I = 0 and 1 
as assumed for H6

+ reproduced the C1–C5 and C13–C16 lines but did not account 
for the C6–C12 lines. This conflict arose from the assumption that the H2

+-core is 
in I = 0 and 1 states. The mismatch for the C6–C12 is due to the lowering of D2d 
symmetry of the electronic wave function, so that A(H) = [A1(H) −A2(H)]/2 ≠ 0. In 
this case, the resonance condition [28] is expressed by

�

(4.8)

The stick diagram in Fig. 4.4f shows resonance fields obtained by Eq. (4.8) with 
g = 2.0020. By using Eq. (4.8) the two simulated spectra plotted in Fig. 4.4b and c were 
obtained. A single g value and three HFCCs, with g = 2.0020; A1(H) = Actr(H) + ΔA 
(H) = 21.83 mT; A2(H) = Actr(H) −ΔA(H) = 19.43 mT, and Asid(D) = A56(D) = 1.44 mT, 
reproduce the positions of all sixteen C lines within an error of 0.03 mT as shown 
in Fig. 4.4f. Not only Actr(H) itself but also the quantity Asid(D) = γd /γp 

x Asid(H), 
with γp and γd equal to the magnetomechanical ratios for the proton and deuteron, 
is very close to that calculated for H6

+ (cf. Table 4.3). The second-order perturba-
tion term for Asid(D) (≈ Asid(D)2/H0) is neglected in Eq. (4.8) because its magnitude 
(≈ 0.01 mT) is much smaller than the EPR linewidth of C-lines (≈ 0.1 mT).

The nonequivalence of the HFCCs with A1(H) > A2(H) indicates that this is a typ-
ical system in which quantum effects due to nuclear motion cannot be ignored. In 
order to predict the nonequivalent HFCCs, solving the Schrödinger equation with-
out the Born-Oppenheimer approximation is required [65, 66]. The dotted lines in 
Figs. 4.4b and 4.5b show spectra of [H2(H2)D2]

+ fitted to the C lines using a Lorent-
zian line shape function with full width at half maximum ΔHFWHM = 0.12 mT, and 

para
ortho

J BJ J T

J BJ J T
even=

+ − +{ }
+ − +{ }

∑ ( ) exp ( ) /

( ) exp ( ) /

2 1 1

3 2 1 1
oodd∑

0 1 2

22 2
2

1 2 56
0 0

(H)( )

(H) (H)
( ) (H) ( ) .

2 2

ctr z z
B

ctr ctr
z z sid z

h H A I I
g

A A
I I A A D I

H H

n

m
= + +

 
+ + − ∆ + +  



130 J. Kumagai

uniaxial anisotropy A1
ani = −0.08 mT and A2

ani = −0.16 mT. Not only line positions 
but also the line shapes of C lines are reproduced. That allows the unique assign-
ment of the C lines to [H2(H2)D2]

+.
The appearance of hyperfine structure by Asid(D) provides strong evidence that 

the side-on H2s should exist, but still no hyperfine structure appeared from a side-
on H2 in [H2(H2)D2]

+. The solution of this inconsistency came from the ratio of line 
intensities of C1–C5 as 1:1:2:1:1 shown in Fig. 4.10. This ratio of quintet lines is 
due to the two nuclear magnetic states of a side-on D2 with Isid(D2) = 0 and 2; the B3 
line of H6

+ splits into a quintet of lines at Isid z = 2, 1, 0, −1, and −2 with an intensity 
ratio of 1:1:2:1:1. The doubled intensity at the center is due to the overlap of lines of 
[Isid(D2), Isid z(D2)] = [0, 2] and [0, 0] states. The Isid(D2) = 0 and 2 states directly prove 
that the side-on D2 in [H2(H2)D2]

+ is in J = 0 rotational states at 4.2 K due to free rota-
tion along the H–H bond axis of the H2

+-core. It can be concluded that the rotational 
states of the side-on H2 in [H2(H2)H2]

+ and [H2(H2)D2]
+ must be J = 0 associated with 

I = 0. The reason why no hyperfine structure appears in the EPR spectra due to side-
on H2 is clearly explained here. If rotation of side-on D2 is strongly hindered, side-on 
D2 should be populated in Isid(D2) = 0, 1, and 2 states proportional to their spin de-
generacy, 2Isid + 1 = 1:3:5, respectively, to split the B3 line of H6

+ to quintet lines with 
an intensity ratio of 1:2:3:2:1 as in the simulated spectrum shown at the bottom of 
Fig. 4.10. Since the rotational constant for H2 (~8 meV) is much larger than the cal-
culated rotational barrier for side-on H2 along the main axis of H6

+ (1.4 meV) and the 
thermal energy at 4.2 K (0.4 meV), almost all side-on H2 should be nearly free rotat-
ing, and be in the Jsid(H2) = 0 rotational state. Like a p-H2 molecule, H6

+ at Jsid(H2) = 0 
is exclusively at the Isid(H2) = I34 = I56 = 0 state due to the parity conservation rule on 
exchanging the proton fermion species [1, 50]. Kakizaki et al. have carried out path 
integral molecular dynamics simulations for H6

+ and D6
+ at 4 K and found that the 

side-on H2(D2) nuclei rotate almost freely [67] (cf. Fig. 4.10 right).

4.3.2.3  D Lines Belonging to [D2(H2)D2]+and [H2(D2)D2]+

Since the intensity ratio of D to C lines in solid p-H2–D2 (8 mol%) is higher than that 
in p-H2–o-D2 (1 mol%), D lines should be assigned to the species which contain a 
larger number of D2 than [H2(H2)D2]

+. The resonance condition for [D2(H2)D2]
+is 

given by

�

(4.9)

with equivalent nuclei of center H2
+-core having I12 = 0, 1 and side-on D2s with I34, 

I56 = 0, 2. Figure 4.5g shows line positions of [D2(H2)D2]
+ obtained by Eq. (4.9) with 

g = 2.0020, Actr(H) = 21 mT, and Asid(D) = 1.44 mT. The positions of lines for [D2(H2)
D2]

+ coincide well with the experimental lines shown in Fig. 4.5c, however, the 
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experimental spectrum has small broadened lines in addition to those positions. This 
is because broadened lines due to [H2(D2)D2]

+, having nonequivalent A1 and A2, are 
overlapped. The resonance condition for [H2(D2)D2]

+applying nonequivalent nuclei 
of center D2

+-core is given as Eq. (4.10). Figure 4.4h shows line positions of [H2(D2)
D2]

+ obtained by Eq.  (4.10) with g = 2.0020, A1(D) = Actr + ΔA(D) = 3.35  mT, and 
A2(D) = Actr −ΔA(D) = 2.98 mT, and Asid(D) = 1.44 mT. The dotted line in Figs. 4.4d, 
e, and f shows the simulated spectra of

�

(4.10)

[D2(H2)D2]
+, [H2(D2)D2]

+, and superposition of them ([D2(H2)D2]
+: [H2(D2)

D2]
+ = 1:1), respectively, with ΔHFWHM = 0.24  mT. The simulated spectrum of (f) 

coincides very precisely with that of (c) including the small broadened lines, dem-
onstrating that the D lines are assigned to [D2(H2)D2]

+ and [H2(D2)D2]
+.
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Fig. 4.10   EPR spectra at 4.2 K of γ-ray irradiated p-H2-D2 (1 %) mixture enlarged near and around 
C1–C5 lines (cf. Fig. 4.4). Two simulated spectra having Isid = 0, 2 and 0, 1, 2 are plotted in dotted 
lines at the middle and the bottom, respectively. Three-dimensional perspective plots of probability 
distribution functions of the H6

+ nuclei obtained by path-integral molecular dynamics simulation at 
T = 4 K calculated by Kakizaki et al. [67] are schematically shown in the right side
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4.3.2.4 � E lines Belonging to [H2(H2)HD]+ and [H2(HD)H2]+

When the proton of H6
+ at position 6 in Fig. 4.9 is replaced by D to form [H2(H2)

HD]+, asymmetric Actr of A1 and A2 and independent Asid for A5 and A6 can be ex-
pected. The resonance condition is given by

�

(4.11)

where I5 is the spin quantum number of the proton and I6 is that of the deuteron in 
side-on HD. The second-order correction for Asid(H) is kept in Eq. (4.11) since it is 
not negligible compared with the linewidth of the E lines (cf. Fig. 4.8a). Figure 4.7g 
shows the stick diagram of the positions using EPR parameters of g = 2.0020, A1(H) 
= Actr(H) + ΔA(H) = 21.24 mT, A2(H) = Actr(H) −ΔA(H) = 19.86 mT, Asid(H) = 9.58 mT, 
and Asid(D) = 1.40 mT. Figure 4.7b shows the simulated spectrum of [H2(H2)HD]+ 
with A1

ani(H) = A2
ani(H) = −0.13 mT and ΔHFWHM = 0.15 mT. The simulated spectrum 

coincides with both positions and shape of E1–E4, E7–E18, and E22–E24 lines but 
does not account for the positions of E5, E6, and E19–E21 lines. These lines could 
be assigned to [H2(HD)H2]

+. When the proton of H6
+ at position 2 in Fig. 4.9 is 

replaced by a deuteron to form [H2(HD)H2]
+, the resonance condition is given by

�
(4.12)

The dotted line in Fig. 4.7c shows the simulated spectrum of [H2(HD)H2]
+ with 

Actr(H) = 21.02 mT, Actr(D) = 3.02 mT, A1
ani(H) = −0.12 mT, and A2

ani(D) = −0.02 mT. 
The simulated spectrum coincides with both line positions and shape of E5–E7, 
and E19–E21 lines. Addition of the two spectra in Figs. 4.7b and c gives the spec-
trum shown in Fig. 4.8b which precisely coincides with all of the E lines shown 
in Fig. 4.8a, indicating that the E lines are attributable to both [H2(H2)HD]+ and 
[H2(HD)H2]

+.

4.3.2.5 � F Lines Belonging to [HD(H2)HD]+

In addition to the E lines in Fig. 4.8a, F lines coexist in the spectrum, and the rela-
tive intensity of the F lines increased when the concentration of HD increased from 
1 to 8 mol% as shown in Fig. 4.8c. The resonance condition of [HD(H2)HD]+as an 
expected species in this system is given by
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�

(4.13)

with I35 = I3 + I5, I35z = I3z + I5z, I46 = I4 + I6, and I46z = I4z + I6z. Since H6
+ does not rotate 

about its main axis in solid p-H2 [27], I35 and I46 are not coupled to the rotational 
states but have 0 and 1 for I35 and 0, 1, and 2 for I46 even at 4 K. The stick diagram 
and simulated spectrum (d) in Fig.  4.8 shows line positions and spectral shapes 
of [HD(H2)HD]+ at [I12, I12z] = [0, 1] and [0, 0] with g = 2.0020, Actr(H) = 21  mT, 
Asid(H) = 9.52 mT, and Asid(D) = 1.37 mT. The simulated spectrum satisfactorily fits 
the positions and intensities of F1 to F8 lines. The other lines of [HD(H2)HD]+ at 
I12z = ± 1 are not recognized probably due to broadened line shapes.

HFCCs obtained by the fittings are summarized in Table 4.4. Actr(H) ≈ 20 and 
Asid(H) ≈ 9.5 mT obtained for all series of lines, B–F, are very close to those of H6

+ 
calculated in Table 4.2. These results indicate that totally more than 50 B–F lines 
observed in this study are uniquely assigned to H6

+ and its isotopomers.

4.3.3  �Large Precessional Motion of H6
+ and H2D4

+

The isotropic hyperfine-coupling constants (HFCCs) Aiso obtained theoretically co-
incide with the experimental ones with excellent accuracy, indicating that the theo-
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Table 4.4   HFCC of H6
+ and its isotope substituents in mT determined by the analysis of B-F lines. 

Italic values show HFCC for D atoms
Lines Species g-value A1 A2 A5 A6 Remarks

Iso. Ani. Iso. Ani.
B [H2(H2)H2]

+ 2.00,212 20.440 −0.061 20.440 −0.061 [32]
C [H2(H2)D2]

+ 2.0020 21.83 −0.08 19.43 −0.16 1.44 
(9.38)

1.44 
(9.38)

D [D2(H2)D2]
+ 2.0020 21 21 1.44 

(9.38)
1.44 
(9.38)

A3 = A4 = 
 A5 = A6

D [H2(D2)D2]
+ 2.0020 3.35 

(21.8)
2.98 
(19.4)

1.44 
(9.38)

1.44 
(9.38)

E [H2(H2)HD]+ 2.0020 21.24 −0.13 19.86 −0.13 9.58 1.40 
(9.12)

E [H2(HD)H2]
+ 2.0020 21.02 −0.12 3.02 

(19.7)
−0.02 
(−0.12)

F [HD(H2)HD]+ 2.0020 21 21 9.52 1.37 
(8.92)

A3 = A5, 
A4 = A6
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retical calculation properly optimized the geometry of H6
+, however, anisotropic 

HFCCs, Aani are quite different from the theoretical ones as shown in Table 4.3.
Figure 4.11 shows EPR lines at 4.2 and 1.7 K of H6

+ at I12z = ± 1 named B3 and 
B4, respectively. The lineshape is almost the same at 4.2 and 1.7 K and is a typical 
powder-pattern shape with an uniaxial asymmetric hyperfine interaction. HFCC A 
is composed of an isotropic Fermi contact term Aiso and an anisotropic dipolar-
dipolar interaction Aani expressed as

�
(4.14)

where Θ is the angle between the main axis of the H2
+-core of H6

+ and the direc-
tion of magnetic field. Aiso determines line positions, and Aani gives lineshape. The 
simulated powder-pattern spectrum of H6

+ with a negative sign of Aani = −0.06 mT 
shown in the dotted lines in Fig. 4.11c coincides with the experimental B3 and B4 
lines shapes very well. The larger peaks in B3 and B4 are for Θ = 90° in Eq. (4.14), 
while the smaller ones are for Θ = 0°. However, as shown in Table 4.3, theory has 
predicted Aani = 1.25 mT, as positive and much larger than that experimentally deter-
mined by a factor of −20.

Figure 4.12 shows C1–C5 and C13–C16 lines of H4D2
+ at 4.2 and 1.7  K for 

I12z = I1z + I2z = ± 1. The experimental lines at 4.2  K are well reproduced by using 
Aani = −0.12 mT. Although this value is twice that for H6

+, it is still much less than 
the theoretical result by a factor of – 10. Unlike H6

+, H4D2
+ was remarkably changed 

both in line-positions and shapes by the decrease in temperature from 4.2 to 1.7 K. 
The C1–C5 (C13–C17) lines were shifted to upper (lower) fields by 1.2 mT. In ad-
dition, although upper (lower) peaks were more intense than the lower (upper) in 
the C1–C5 (C13–C17) lines at 4.2 K, the lower (upper) ones became more intense 
at 1.7 K. The change in lineshape of C1–C5 and C13–C17 can be reproduced by a 
change in Aani. The simulated spectrum with Aani = 1.17 mT for 1.7 K coincides with 
the experimental one. The value of Aani = 1.17 mT is positive and close to the theo-

2

( )
(3cos 1)

iso ani

iso ani

A A A
A A

= + Θ
= + Θ −

Fig. 4.11   EPR lines of H6
+ at I12z = ± 1 (B3 and B4) in γ-ray irradiated solid p-H2 measured with 

field-modulation frequency of 50 kHz, its amplitude of 0.01 mT, and microwave power of 1 mW 
for (a) and 0.4 mW for (b). The dashed line is a simulated spectrum of H6

+ with Aani = −0.06 mT. 
The figure is adapted from [29] by permission of Elsevier Inc. (2008)
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retical value of 1.25 mT. The smaller peaks of C1-C5 and C13-C17 lines of H4D2
+ 

for Θ = 0° in Eq. (4.14) disappeared at 1.7 K probably due to poor signal- to-noise 
ratio. The inversion of the sign and the change in absolute value of Aani at decreased 
temperature is a novel and unexpected observation.

We propose that the discrepancy in Aani between experiment and theory is due 
to the local motion of H6

+ and H4D2
+ in the cage of solid p-H2. Although theory 

calculates A0
ani, (the anisotropic HFCC) against the molecular axes system, Aani de-

termined by EPR is the projection of A0
ani on the crystalline axes as shown in the 

left part of Fig. 4.13. Theoretical values of A0
ani can be compared with experimental 

ones only when the H6
+ or H4D2

+ molecules are completely fixed in the solids. The 
Aani values should decrease with the increase in amplitude of libration or rotation 
due to the motional narrowing effect.

As shown in Fig. 4.13a, suppose that a radical has a precessional motion around 
a crystalline axis of a solid with the precession angle θ with the phase of precession 
ϕ. The anisotropic HFCC Aani( θ,ϕ,Θ), at Θ, θ, and phase ϕ, is given by

�
(4.15)

where rz is the z-component of the unit vector r along the main axis of the H6
+ or 

H4D2
+ radical ion (cf. Fig. 4.13, left part), A0

ani is the value when the H6
+ is com-

pletely immobile( θ = 0° and ϕ = 0°) [29]. A0
ani is calculated to be 1.25 mT (Table 4.3). 

ani 2 ani
0( , , ) (3 1)zA r Aq f Θ = −

Fig. 4.12   EPR lines of H4D2
+ at I12z = ± 1 (C1–C5 and C13–C17) in γ-ray irradiated solid p-H2 

containing o-D2 at 1 mol% with field-modulation frequency of 50 kHz, its amplitude of 0.1 mT, 
and microwave power of 1 mW for (a) and 0.4 mW for (b). The dashed lines are simulated spectra 
of H4D2

+ with Aani = −0.12 mT for (a) and 1.17 mT for (b). The figure is adapted from [29] by 
permission of Elsevier Inc. (2008)
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The expected value for Aani( θ,ϕ,Θ) in the precessional motion, is given in Eq. (4.16) 
by averaging Aani( θ,ϕ,Θ) around ϕ. In Eq. (4.16), θ = 0° corresponds to the situation 
that radicals are completely fixed to crystalline axes, and θ = 90° corresponds to the 
situation that each radical rotates in a plane. The anisotropy measured by EPR is 
Apre

ani( θ) derived from A0
ani as shown in Eq. (4.17). Apre

ani( θ) decreases with increas-
ing θ from 0°, crosses 0 at the magic angle of 54.74°,and then reaches – A0

ani/2 at 
θ = 90° as shown in Fig. 4.13b. The sign of Apre

ani( θ) inverses at the magic angle.

�

(4.16)

� (4.17)

On the other hand, when the radical is in librational motion with the maximum 
libration angle θ, the expected value, Alib

ani ( θ, Θ), is given by,

�

(4.18)

2 2 ani 2
ani 2 ani0
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Fig. 4.13   a Schematic representation of H6
+ in a precession motion against crystalline axis. θ is 

the angle between the main axis of H6
+ and crystalline axis, and Θ the angle between the crystalline 

axis and vector of static magnetic field (H0). b Apre
ani( θ) and Alib

ani( θ) plotted against θ. Solid line 
and doted line shows Apre

ani ( θ)/A0
ani and Alib

ani ( θ)/A0
ani, respectively
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Alib
ani ( θ) decreases with increasing θ from 0° to 90°. The radicals are in free rota-

tional state at θ = 0°. Unlike Apre
ani ( θ), the sign of Alib

ani ( θ) cannot be negative for 
0° ≤ θ ≤ 90° as shown in Fig. 4.13b.

Figure 4.14 shows simulated EPR spectra of B3 and B4 lines depending on the 
rotational motions of H6

+ as a function of Aani( θ,ϕ,Θ). The outer peaks of the ex-
perimental B3 and B4 lines were more intense than the corresponding inner peaks. 
The splitting of the outer and the inner peaks is 0.018  mT, which corresponds 
to 3 × Aani. However, simulated lines of immobile H6

+ have completely opposite 
symmetry, as the inner peaks were more intense than the outer ones. The splitting 
3 × A0

ani = 3.75 mT is 20 times larger than the experimental value. As is mentioned 
above, the expected value for Aani( θ,ϕ,Θ) in the precessional motion is given by 
averaging Aani( θ,ϕ,Θ) around ϕ, and that in the librational motion by averaging 
Aani( θ,ϕ,Θ) around θ and ϕ. These averaging motions can be observed by EPR when 

Fig. 4.14   Simulated B3 and B4 lines according to the precessional and librational models writ-
ten in Eqs. (4.16) and (4.18), respectively, as a function of Aani( θ,ϕ,Θ) (b–d) with theoretical A0

ani 
value of 1.25 mT by MP2/cc-pVQZ. The simulations correspond to the motions of H6

+ as a B3 and 
B4 lines in experiment; b stopped ( θ = 0 in Eq. (4.17)); c in precessional motion (Eq. (4.17)) d in 
librational motion (Eq. (4.18))

 



138 J. Kumagai

the precessional or librational frequency is faster than ~100 MHz because the split-
ting due to A0

ani is 3.75 mT (~100 MHz).
When H6

+ is in precessional motion at θ < 54.7°, the symmetry of simulated 
lines was opposite from experimental ones. When H6

+ is in precessional motion at 
θ > 54.7°, the symmetry of simulated lines can be reproduced to that of the experi-
mental ones. The splitting width increased with increasing θ above 54.7° and agreed 
with the experimental value at θ = 57° (cf. Table 4.5). It is concluded that the H6

+ 
ions are not in libration motion. The negative value of experimental Aani in H6

+ at 
4.2 and 1.7 K, and H4D2

+ at 4.2 K should be due to a large precessional motion of 
them with θ > 54.74°.

We determined θ by substituting the experimental value of Aani for Apre
ani( θ), and 

the theoretical one for A0
ani in Eq. (4.17), respectively. θ = 57° is obtained for H6

+ at 
4.2 and 1.7 K, and 59° for H4D2

+ at 4.2 K, indicating that H6
+ at 4.2 and 1.7 K and 

H4D2
+ at 4.2 K are in a large precessional motion faster than 100 MHz. The posi-

tive and large Aani for H4D2
+ (1.17 mT) at 1.7 K, which is close to theoretical value, 

indicates that the precessional motion of H4D2
+ at 1.7 K is quenched or much slower 

than 100 MHz.
Figure 4.15 shows a model of H6

+ trapped in a single substitutional hcp cage of 
solid p-H2. The cage has 8 triangular and 6 square planes. All triangular planes at 
the side diagonally face to the square ones, but the triangular plane at the top faces 
to the triangular one at the bottom. We propose that the main axis of H6

+ should 
be along the axis passing through centers of a pair of diagonally faced square and 
triangle planes (triangle-square axis) in order to avoid overlap of electronic orbital 
between H6

+ and p-H2s. When a position of H6
+ molecule moved to the square plane 

by 0.3 Å along the main axis, the distances between side-on H2 of H6
+ to each lattice 

p-H2 molecule at the apexes of the triangle and square are calculated to be equally 
2.8 Å. Distance between a side-on H2 of H6

+ and an outer H2 in Fig. 4.2c is 2.2 Å. 
These values indicate that H6

+ can be trapped along the triangle-square axis with 
little distortion of the hcp cage of solid p-H2. H6

+ ions are probably in precessional 
motion along the c-axis by jumping among the six equivalent triangle-square axes 
in solid p-H2. When the cage is not distorted, the angle between the c-axis and tri-
angle-square axis in the hcp cage is calculated to be θmin = 63.2°, which is very close 
to the precession angle of H6

+ at 4.2 K and 1.7 K (57°), and H4D2
+ at 4.2 K (59°).

Table 4.5   Aani of H2
+-core of H6

+ and H4D2
+ determined by the analysis of ESR lineshape of H6

+ 
and H4D2

+

Temperature/K Aani/mT precession angle θ/
degree

H6
+ 4.2 −0.06 57

1.7 −0.06 57
H4D2

+ 4.2 −0.12 59
1.7 1.17 –

Theorya 1.25 –
a MP2/cc-pVQZ level
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The similar values of Aani between experiment and theory in H4D2
+ at 1.7 K in-

dicate that the precessional motion is stopped. We propose two possible reasons as 
follows: First, the moment of inertia for H4D2

+ is larger than that for H6
+. H4D2

+ is 
heavier than H6

+, and the center of mass does not coincide with the center of ge-
ometry in H4D2

+. Second, not only the nuclear configuration but also the electronic 
wave function of H4D2

+ no longer has D2d symmetry but has C2v. This means that 
the energy E( θmin, ϕ) of H4D2

+ in the hcp cage of solid p-H2 does not have 6-fold 
but has 3-fold symmetry around ϕ. H4D2

+ should be localized in one of three deeper 
potential wells at 1.7 K.

4.3.4  �Isotope Condensation of H6
+ in p-H2-D2 Mixture at 4.2 K

Table 4.6 shows the relative yields of radical ions detected 30 min after irradiation 
in p-H2 and p-H2-o-D2 mixture. The yields were obtained by double integration of 
the corresponding EPR lines. Compared to the H6

+ yield in p-H2, the total yields of 
H6

+, H4D2
+, and H2D4

+ displayed 2.8- and 9-fold increases upon addition of 1 and 

Table 4.6   Relative yields of et
−, H6

+, H4D2
+, H2D4

+, and H atoms produced in p-H2 and p-H2–o-D2 
mixtures measured 30 min after irradiation

Negative Positive Neutral
et

− H6
+ H4D2

+ H2D4
+ Total H atoms

p-H2 ~7 1 – – 1 6 ± 1 × 103

p-H2-D2 (1 mol%) 70 0.5 1.9 0.4 2.8 6 ± 1 × 103

p-H2-D2 (8 mol%) 170 – 4 ± 1 5 ± 2 9 ± 3 n.d.

crystalline c-axis

triangle-square
axis triangle

plane

square
plane

main axis of 
H6

+ or H4D2
+

H6
+ (H2D2

+)

3.793 Å

θ

φFig. 4.15   Schematic 
representation of H6

+ in a 
precession motion against 
crystalline axis. θ is the angle 
between the main axis of 
H6

+ and crystalline axis. The 
figure is adapted from [29] 
by permission of Elsevier 
Inc. (2008)
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8 mol% o-D2 to p-H2, respectively. The ratios of the H6
+:H4D2

+:H2D4
+ yields would 

be 97:3:0.03 for p-H2–o-D2 (1 mol%) and 74:23:1.9 for p-H2–o-D2 (8 mol%) if H6
+, 

H4D2
+, and H2D4

+ were produced statistically with respect to p-H2 and o-D2 concen-
trations. However, the experimental ratios were 18:68:14 and 0:44:56, respectively. 
These results clearly show that the H6−nDn

+ (4 ≥ n ≥ 1) species were preferentially 
produced in solid p-H2 mixtures.

Figure  4.16 shows the decay behavior of trapped electrons (et
−), H6

+, H4D2
+, 

H2D4
+, and H atoms produced in p-H2 and p-H2–o-D2 mixtures. The decay behavior 

of et
− in p-H2-o-D2 was found to be independent of o-D2 concentration and γ-ray dose 

((a), (b)). H6
+ decayed much faster in p-H2–o-D2 (1 mol%) than in p-H2. On the other 

hand, H4D2
+ and H2D4

+ decayed in a similar manner in both p-H2–o-D2 mixtures 
((d)–(f)). The H atoms did not decay in p-H2 [21] and p-H2–o-D2 mixtures ((c)).

4.3.4.1 � Trapping Mechanism of Free Electrons by Heavier Hydrogen 
Isotope Molecules

Large increases in et
− yields caused by increases in o-D2 concentrations in irradi-

ated solid p-H2 strongly suggest that isotopic hydrogen molecules play an important 
role in trapping electrons in p-H2 crystals. We would like to propose the new trap-
ping mechanism of o-D2-mediated electron. The isotope effect on electron trapping 

a

d e f

cb

Fig. 4.16   Decay behaviors of a et
–, b et

− at different γ-ray irradiation doses, c H atoms d H6
+, 

e H4D2
+, and f H2D4

+ in p-H2 and p-H2–o-D2 mixtures. Decay of et
− in (b) were measured in a 

p-H2–o-D2 (8 mol%) mixture. The figure is adapted from [30] by permission of American Institute 
of Physics (2010)
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was derived from the difference in rotational constants between these isotopes as 
follows. Long-range charge-induced dipole and quadrupole interactions between 
et

− with H2 or with D2 were calculated by assuming a point-charge model [50]. The 
Hamiltonian ( Hs) of the interactions is thus given by:

� (4.19)

where R is the separation between a point charge and H2 or D2. θ denotes the ori-
entation of the hydrogen molecule with respect to R and P2 (cos θ) is the Legendre 
polynomial. α and γ are the mean polarizability and its corresponding anisotropy, 
respectively. Q is the quadrupole moment of the hydrogen molecule in a molecule 
fixed frame. The first and second terms describe the charge-induced dipole inter-
action and the quadrupole interactions, respectively. Because both p-H2 and o-D2 
exclusively have a J = 0 rotational state at about 4.2 K, the interaction (WJ = 0) is

�

(4.20)

Here, ΨJ and EJ are the rotational wave function of hydrogen nuclei and the rota-
tional energy for J, respectively. M is the moment of inertia of the molecule. Al-
though the first term is common to o-D2 and p-H2, the second term for o-D2 is twice 
as large as that for p-H2 due to the difference in M.

Brooks et al. calculated that electrons produced in solid hydrogen were stabilized 
to form trapped electrons called electron bubbles having a radius of 5 Å because of 
the zero-point energy. At R = 5 Å, |WJ = 0| was 1.4 meV higher for o-D2 (12.3 meV) 
than for p-H2 (10.9 meV). The difference is larger than the thermal energy at 4.2 K 
of 0.4 meV. The relative et

− yields in irradiated p-H2 and p-H2-o-D2 (1 mol%) of 
1:10 are in the same order as the |WJ = 0| for e−-p-H2 and e−-o-D2, respectively. These 
results strongly suggest that the existence of o-D2 molecules assisted the trapping of 
electrons qualitatively at 4.2 K.

4.3.4.2 � Isotope Condensation of H6
+ via Hole Hopping Diffusion in Solid 

p-H2

As shown in Fig. 4.16d, addition of o-D2 in p-H2 induced a faster decay behavior of 
H6

+. We propose that the following three reactions can proceed in solid p-H2-o-D2 
mixture at 4.2 K as

� (4.21)

� (4.22)
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� (4.23)

Because these three substitution reactions are exothermic by 17 ~19 meV (~210 K) 
due to the difference in the zero-point vibrational energy estimated from theoretical 
calculation at the MP2/cc-pVQZ level, no reverse reactions proceed in solid p-H2 at 
4.2 K. To examine the quantitative validity of the proposed condensation reactions, 
chemical kinetic analysis was performed. The rate equations for H6

+, H4D2
+, and 

H2D4
+ can be described by

�
(4.24)

�
(4.25)

�
(4.26)

where k1, k2, and k3 are the rate constants for reactions (4.21)–(4.23), respectively, 
and Ke′ is the rate constant for the recombination involving et

−. The decay mecha-
nism of et

− is estimated to be geminate recombination reaction with H6
+ or H3

+ in 
solid p-H2, so that Ke′ is independent on the concentrations of the ions [30]. Fig-
ure 4.17 shows the experimental decay curves of H6

+, H4D2
+, and H2D4

+ in p-H2–

H D D2 4
+
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Fig. 4.17   Time course of the yields of H6
+ (open circles), H4D2

+ (open squares), and H2D4
+ (open 

triangles) and the total yield (crosses) in p-H2–o-D2 a 1 mol%, b 8 mol%. Broken lines are simu-
lated decays obtained using Ke, k1, k2, and k3 in Eqs. (4.24)–(4.26). The figure is adapted from [30] 
by permission of American Institute of Physics (2010)
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o-D2 mixtures, along with the total decay curve. The simulated decay curves co-
incide with experimental ones very well by using k1 of 0.045  L  mol−1  min−1, k2 
of 0.0015 L mol−1 min−1, and k3 of 0 L mol−1 min−1 for both p-H2–o-D2 samples 
(1 and 8 mol%). The Ke′ values were determined to be 0.0058 min−1 for p-H2–o-
D2 (1 mol%) and 0.0039 min−1 for p-H2–o-D2 (8 mol%) from the simulated decay 
curves shown in the figure. Noticeable differences between k1, k2, and k3 thus reflect 
differences in mobility between H6

+, H4D2
+, and H2D4

+ by hole hopping diffusion.

4.4 � Summary

Totally more than fifty ESR lines in γ-ray irradiated solid p-H2, p-H2-o-D2, and 
p-H2-HD mixtures were assigned to H2

+-core H6
+ and its isotopomers such as H5D

+, 
H4D2

+, H2D4
+ [26, 28]. All experimental spectra were reproduced by a small number 

of parameters such as nuclear spin quantum numbers, hyperfine coupling constants 
(HFCCs), and g-values for these lines. Theoretical calculations of the HFCC and 
g-value of H6

+ show good agreement with the experimental ones. The observation 
of H2

+-core H6
+ denies the widely accepted idea that even membered Hn

+ ions (n ≥ 6) 
exclusively have H3

+-cored structure.
Direct detection and assignment of H6

+ boosted up variety of this field. H6
+ is 

also confirmed in ultracold helium nanodroplets by electron-impact ionization as 
icosahedral shell closures of H6

+(H2)12 and H6
+(H2)54 [68]. Hao et al. systematically 

investigated six isomers of the H6
+ ions and concluded that the H2

+-core cluster with 
D2d symmetry has been confirmed to be the global minimum on the H6

+ potential 
energy surface [69]. Lin et al. also performed very precise theoretical calculations 
for the purpose of estimating the strength of vibrational transitions of H6

+ and its 
isotopomers [70], and predicted the frequencies of the fundamental bands for five 
modes of vibration. (HD)3

+ is a good candidate for the detection due to its asymmet-
ric structure by IR transition. For (HD)3

+ all of these are found to lie close to some 
of the strongest of the pervasive mid-infrared astronomical emission bands. It must 
be very interesting if the existence of H6

+ and its isotopomers are revealed in galaxy 
or in some clouds in a near future.

Our experimental results for H6
+ and its isotopomers revealed that distribution 

of unpaired electron was distorted by substituting deuterons for protons [28, 71]. 
This is a typical system where the quantum effect of nuclear motion cannot be 
ignored. Solving the non-Born-Oppenheimer Schrödinger equation was applied for 
H2

+, HD+, HT+ very recently [65, 66]
Isotope condensation reactions of H6

+ such as H6
+ + D2 → H2 + H4D2

+ in solid 
p-H2 were found, and the dynamics of the reactions were elucidated quantitatively. 
H6

+ diffused via repeated hole hopping in solid p-H2 [30]. The hole is moving to 
the next lattice H2 to produce a H2

+ but simultaneous approaching of two lattice 
H2s makes H6

+, and they start precessional motion. Stopping of the precessional 
motion of H4D2

+ at 1.7 K was firstly detected by inversion of anisotropic hyperfine 
structure.
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In general trapped electrons cannot be detected in crystalline phase [72] but were 
observed in the solid p-H2 crystal with D2. This new isotope effect is probably due 
to induced dipole and quadrupole moments between the trapped electrons acting by 
making local potential minima available. Previous reports on the enhancement of 
yields or electron lifetime in several irradiated deuterated molecular crystals may be 
partly explained by our proposed mechanisms [30].

Owing to the homogeneous property of solid p-H2 and the low temperature, we 
can reveal a lot of physical and chemical properties on H6

+, which are hidden in 
complicated interactions at room temperature. I am very excited of the development 
of H6

+ studies in cryogenic physics, chemistry, and astrophysics.
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Abstract  EPR spectroscopy was extensively used for characterization of highly 
reactive paramagnetic species produced by ionizing radiation in low-temperature 
solids for 60 years. The present chapter outlines experimental approaches in this 
field and presents a review of recent development using a combination of EPR 
and IR spectroscopy. This approach made it possible to get a new insight in the 
radiation-induced chemistry of molecules in solids and to provide more detailed 
information on the structure and dynamics of radiation-induced radicals.

5.1 � Introduction

EPR spectroscopy is probably the most powerful and versatile tool for investiga-
tions of the radiation effects in different types of solid materials. Indeed, the key 
primary events upon interaction of radiation with condensed matter are ionization 
and electronic excitation. The former process leads to charge and spin separation, 
that is, direct formation of charged paramagnetic species detectable by EPR. The re-
laxation of electronically excited states often yields neutral atoms and free radicals, 
which can be trapped in solid matter. The first observation of the radiation-induced 
paramagnetic defects in inorganic solids was reported in 1949 [1], just 5 years after 
the discovery of the EPR phenomenon. Two years later, Schneider et al. recorded 
the EPR spectrum of an organic radical resulting from irradiation of poly(methyl 
metacrylate) with X-rays [2]. During the next six decades, EPR spectroscopy was 
extensively used to investigate the structure of radiation-induced intermediates, 
their spatial distribution and kinetics. These studies provided very important (and 
often unique) information on the mechanisms of radiation effects in both inorganic 
and organic solids, including polymers. They also played significant role in basic 
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development of the EPR theory [3]. A comprehensive review of the early work can 
be found in the book by Pshezhetskii et al. [4].

An important contribution of EPR spectroscopy to understanding the primary 
events in the radiation chemistry of organic substances is concerned with the ap-
plication of a specific approach for selective stabilization of highly reactive radical 
cations known as the Freon matrix technique introduced in 1979 [5]. Extensive 
work on structure and reactivity of the radiation-induced radical cations through the 
next decade was the topic of several reviews [6–8]. More recently, a rigorous matrix 
isolation approach using solid noble gases was applied to the studies of the primary 
radiation-induced radical cations [9–18]. As a whole, the present knowledge on 
electronic structure, geometry, and properties of the reactive radical cations relies 
essentially on the data obtained in matrix EPR studies. From the viewpoint of basic 
radiation chemistry, a main impact of these studies was concerned with a new con-
cept of selectivity and fine tuning at early stages of the radiation-induced processes 
in molecular solids and polymers [19–22]. An outline of the results obtained in 
the EPR spectroscopic studies of the radiation-induced organic radical cations and 
neutral radicals in low-temperature matrices during the past two decades is given in 
a recent review [23].

It is worth noting that, in addition to identification of radiation induced para-
magnetic species and quantification of their yields, EPR spectroscopy may provide 
information concerning fine details of their dynamics and interaction with solid 
environment. These data are very important for different aspect of solid-state chem-
istry and chemical physics, including better understanding of dynamics of defects 
and impurities in solids, chemical reactions in constrained environment, and pecu-
liarities of radiation damage in organized molecular materials.

Beyond any doubts, the EPR spectroscopy provides many opportunities for get-
ting structural and kinetic information on different aspects of the radiation chem-
istry and physics of solids. Nevertheless, this method certainly has its own limita-
tions, and it is important to use some complementary techniques. The most common 
choice is using electronic absorption (UV/Vis) spectroscopy. In the case of good 
absorbers, the sensitivity of UV/Vis spectroscopy is comparable to EPR. A combi-
nation of these two methods has been applied extensively to identification of radical 
ions [24] and investigation of the photochemical reactions of the radiation-induced 
radicals (both neutral and charged) [25, 26]. Meanwhile, it should be noted that the 
electronic absorption spectra of radical ions in solid matrices usually show broad 
bands, which give no detailed structural information. Furthermore, the absorptions 
of neutral aliphatic radicals are often not characteristic. Another possibility is to 
combine EPR with IR (vibrational) spectroscopy, which is highly informative from 
the structural point of view. In addition to direct information on the vibrational 
spectra of paramagnetic intermediates, IR spectroscopy may be very useful for in-
direct monitoring of their formation and reactions since it makes it possible to detect 
virtually all kinds of diamagnetic species, invisible by EPR (parent and product 
molecules, diamagnetic ions and complexes, etc.). However, up to now, this combi-
nation is not widely used in radiation chemistry because of experimental problems. 
Possible solutions are discussed below.
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This chapter will describe mainly the results of recent model studies on structure 
and reactivity of the radiation-induced radicals and radical ions in low-temperature 
matrices carried out in our laboratory. Particularly, it will focus on the following 
aspects: (i) experimental approach and design for combined EPR/IR spectroscopic 
studies; (ii) application of the combined approach to the studies of radiation-in-
duced intermediates and their reactions in the noble gas matrices; (iii) EPR studies 
of the matrix effects in the radiation chemistry of solids.

5.2 � Experimental Approaches

5.2.1  �Low-Temperature Stabilization and Matrix Isolation

5.2.1.1 � General Overview

Generally speaking, the radiation-induced paramagnetic defects (including atoms, 
charged species, and neutral radicals) may be trapped in crystals and glasses at am-
bient temperatures, because their decay due to diffusion and chemical reactions is 
often suppressed in rigid media. Nevertheless, in the case of molecular solids and 
polymers, low temperatures are often used to prevent secondary reactions, which 
may occur due to local relaxation processes. This approach can be described as 
low-temperature stabilization. Most commonly, the low-temperature EPR studies 
of radiation-induced radicals in solids are carried out at 77 K using standard equip-
ment for irradiation and measurements, which is commercially available for tens of 
years. Using “helium-range” temperatures (below 77 K) may be significant for both 
trapping of highly reactive intermediates and visualisation of spatial distribution of 
the primary chemical events [19–21, 27–32].

The method of low-temperature stabilization may be applied to the “common” 
solids irradiated at low temperatures. Meanwhile, the term low temperature solids 
often has a somewhat different meaning. It implies the substances, which are liquids 
or gases under ambient conditions, but can become solids at a certain low tempera-
ture. Actually, it applies to any kind of substance. This is just the question, how low 
the temperature should be in each case. Again, a moderately low temperature (77 K) 
is usually sufficient for molecular substances, which are liquids at room tempera-
ture. Helium-range temperatures are needed to make solids from simple gases (e.g., 
hydrogen, nitrogen, methane, carbon monoxide). The most important use of such 
solidified gases is matrix isolation.

The matrix isolation method introduced 60 years ago [33] is a widely used experi-
mental approach for the studies of highly reactive intermediates. In general, it implies 
trapping of a reactive species (e.g., atom, radical, or radical ion) in a rigid, chemically 
inert environment at low temperature. Classic procedure makes use of deposited ma-
trices obtained mainly from noble gases; however, “compromise” techniques using 
dilute frozen solutions are also often referred to as matrix isolation methods. The ma-
trices used for the EPR studies of radiation-induced intermediates should meet a num-
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ber of specific requirements. First, the matrix substance should have relatively high 
ionization and/or excitation potential. Indeed, the high-energy radiation is absorbed 
primarily by the matrix, and the species from guest molecules are produced only by 
positive hole or excitation transfer. Second, the EPR spectra of paramagnetic species 
produced from matrix radiolysis should not overlap with the spectra of radicals under 
study (ideally, the matrix should yield no paramagnetic species under irradiation). 
Third, the matrix should have weak interactions with the trapped species. In the case 
of EPR studies, it implies primarily that magnetic interactions of trapped radical with 
matrix nuclei should be negligible (the best choice is matrix without magnetic nuclei). 
Another important characteristics is low polarizability of matrix atoms or molecules. 
Although the polarizability has no direct effect on the EPR spectra, it may result in 
significant disturbance of the electronic structure of the trapped species, in particular, 
for radical ions. This property becomes even more crucial, if one considers IR spec-
troscopy as a complementary tool (see Sect. 5.2.3).

Essential characteristics of inert matrices typically used for matrix isolation are 
shown in Table 5.1.

5.2.1.2 � Noble Gas Matrices

Solid noble gases are classical media for matrix isolation studies used during sev-
eral decades. Meanwhile, up to recently, the application of solid noble gas matrices 
to the EPR investigations of paramagnetic species produced by the solid-state ra-
diolysis was limited. First EPR studies of methane radiolysis in solid argon, kryp-
ton and xenon at 4.2 K reported by Bouldin and Gordy [34] used frozen solution 
technique (“ampoule method”) rather than the classical matrix isolation procedure. 
Several other groups applied similar technique to radiolysis of larger hydrocarbons 
in solid noble gases [35–37] and Qin and Trifunac reported the EPR spectrum of 
1,1,2,2-tetramethylcyclopropane radical cation in a frozen xenon solution con-
taining an electron scavenger at 77 K [38]. Obvious limitations of the “ampoule” 
method are concerned with aggregation of solute molecules since the solute–solute 
interactions are much stronger than the solute–matrix interactions.

Classical matrix isolation procedure was applied by Knight and co-workers for 
the studies of inorganic and small organic radical cations in neon matrices [9, 39]. 
Early studies of this group used a number of different techniques for generation of 

Table 5.1   Physical characteristics of solid noble gas matrices significant for EPR and IR studies 
of the radiation-induced radicals
Matrix Melting 

point, K
Operating tem-
perature range, K

IP, eV Polarizability, 
nm3

Magnetic nuclei

Ne 24.6 Up to 11 21.56 4 × 10−4 21Ne ( I = 3/2, 0.27 %)
Ar 84 Up to 39–42 15.75 1.64 × 10−3 –
Kr 116 Up to 60 14 2.48 × 10−3 83Kr ( I = 9/2)
Xe 164 Up to 90–100 12.13 4.16 × 10−3 129Xe ( I = 1/2, 26.44 %); 

131Xe ( I = 3/2, 21.18 %)
N2 63 Up to 35 14.53 1.76 × 10−3 14N ( I = 1, 99.6 %)
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radical ions, including in-situ photoionization, electron bombardment, pulsed laser 
and discharge treatment during the matrix deposition. It was found that the X-ray ra-
diolysis of solid deposited matrices was quite effective for producing organic radi-
cal cations in high concentrations [11, 40]. However the matrix isolation studies of 
organic radical cations in neon were restricted to a few small species.

Somewhat surprisingly, the use of solid argon for the EPR studies of the radia-
tion-induced radicals and radical ions was rather limited. An example of application 
of this matrix for obtaining high-resolution EPR spectra using X-ray radiolysis of 
isolated methane and its isotopomers was presented by Yamada et al. [41].

During the last two decades we carried out extensive studies aimed at charac-
terization of intermediates resulting from irradiation of various organic molecules 
in different solid noble gas matrices. Experimental technique and apparatus used in 
these studies are described in Sect. 5.2.3. In order to get additional structural and 
mechanistic information, EPR spectroscopy was complemented by the IR spec-
troscopic studies, when it was practicable (see Sect.  5.2.3). The results of these 
studies are discussed in Sects. 5.3 and 5.4 below; more details can also be found in 
several reviews [12, 13, 23]. Our findings suggest the following basic scheme of the 
radiation-induced transformations of isolated molecules:

	�  (5.1)

�
(5.2)

� (5.3)

� (5.4)

� (5.5)

� (5.6)

� (5.7)

Here Ng denotes a noble gas atom, and RH is an organic molecule. An important 
feature of this mechanism is that the positive hole transfer (5.2) generally leads to 
formation of unrelaxed (“hot”) radical cation marked as (RH +·)*. This effect is 
due to excess energy resulting from highly exothermic nature of the positive hole 
transfer from noble gas to RH. The excess energy can be estimated roughly from 
the difference in ionization potentials of the Ng atom and RH molecule (ΔIP). The 
typical ΔIP values are 2–3, 4–5 and 5.5–7 eV for Ng = Xe, Kr, and Ar, respectively. 
Formal meaning of reaction (5.3) is stabilization (relaxation) of the radical cation 
in matrix, which competes with “hot” reaction channels (5.4), namely, fragmenta-
tion or isomerization. The significance of the “hot” reactions (in particular, in solid 
argon) and their dependence on molecular structure have been demonstrated in our 
studies [12–18, 42, 43] as well as in some earlier works of other groups [37, 44]. 

Ng -/\/\-> Ng+. + e- 

+• +•Ng + RH Ng +(RH )*

+• +•(RH )* RH

+•(RH )* products

+• *RH +e RH− 

* • •RH R + H

*RH products
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Recombination of radical cations with electrons yields neutral excited states, which 
may dissociate yielding either hydrogen atoms (5.6) or other kinds of products 
(5.7). It is worth noting that the hydrogen atoms can possess sufficient kinetic ener-
gy to escape from the matrix cage, whereas the skeleton bond rupture is suppressed 
due to the cage effect. Thus, in most cases, reaction (5.7) represents formation of 
molecular products rather than heavy radicals [45].

In the presence of an electron scavenger S, the ion–electron recombination (5.5) 
is ceased due to electron capture:

� (5.8)

As a result, the radical cation may be trapped in the matrix and detected by EPR 
spectroscopy. A strong effect of electron scavenger [12, 46] clearly suggests that 
the main primary process is positive hole transfer rather than excitation transfer for 
most kinds of organic molecules. Indeed, in the absence of an electron scavenger, 
the yields of trapped radicals and hydrogen atoms were nearly balanced (in the case 
of xenon) or, at least, comparable (for argon and krypton matrices). In all the cases, 
addition of electron scavengers resulted in drastic decrease in the yield of trapped 
H atoms (by one or two orders of magnitude). This effect may be used as criterion 
of electron scavenging (with Freons, high efficiency was achieved at low scavenger 
concentration, typically 0.1–0.2 mol %). Meanwhile, the exciton transfer mecha-
nism cannot be excluded in the case of small molecules with high IP, in particular, 
inorganic species.

Comparing different noble gas matrices from the spectroscopic point of view, 
one may conclude that argon appears to be the most suitable matrix for the EPR 
studies of moderate-size radicals and radical ions, because natural argon contains 
no isotopes with magnetic nuclei ( I ≠ 0). As a result, the EPR spectra in solid ar-
gon are often well resolved and exhibit sharp lines. A common shortcoming of the 
argon matrix is the limited range of its thermal stability (see Table 5.1). On the 
other hand, xenon offers a much wider temperature range, which makes it pos-
sible to study dynamics and reactions of the trapped radical species. The problem 
is that natural xenon contains large amounts of magnetic isotopes: 129Xe ( I = 1/2) 
and 131Xe ( I = 3/2). This often leads to severe broadening of the EPR signals from 
trapped radicals, which means significant loss in resolution and sensitivity. In order 
to overcome this limitation, recently we suggested to use a specific isotopically 
pure non-magnetic xenon matrix of 136Xe ( I = 0) [47, 48]. In fact, this matrix can be 
described as an “argon-like xenon” for the EPR spectroscopy. Indeed, its magnetic 
properties are similar to those of argon, but it is still xenon in terms of other prop-
erties. The use of monoisotopic and isotopically enriched xenon matrices will be 
illustrated in Sect. 5.3.1.

In summary, matrix isolation in solid noble gases can be very useful for basic 
studies of the primary radiation-induced processes in solids. It is worthwhile noting 
that physical characteristics of the noble gas matrices (IP, polarizability, rigidity) 
vary over a wide range when turning from neon to argon, krypton and xenon, which 
allows one to follow the most general matrix effects. The main disadvantage of this 

•S+e S− −
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method is concerned with a rather complex experimental procedure and relatively 
high cost of the equipment for matrix isolation studies.

5.2.1.3 � Low-Temperature Molecular Matrices

Simple molecular hosts (e.g., N2, CH4, or CO) can be used for matrix isolation stud-
ies in the frame of the classical approach described above for noble gases. However, 
the application of such media to the studies of radiation-induced species is not prac-
ticable, because they have virtually no advantages in comparison with noble gases 
and may give radiolysis products. An alternative way is using a compromise ap-
proach based on irradiation of dilute frozen solutions. A common advantage of such 
method is the very simple experimental design, because most solutions are quite 
rigid at 77 K and may be studied with “ampoule” technique in liquid nitrogen. One 
should bear in mind that the frozen solutions definitely fail to meet basic criteria of 
matrix isolation outlined above. Indeed, the “matrices” (solvents) are not inert, they 
give radiolysis products and may strongly interact with the radiation-induced spe-
cies. Furthermore, even the assumption of “isolation” is often questionable, because 
the solute concentrations used in these studies are sometimes rather high (ca. 1 mol. 
%) and the microstructure of frozen solutions is unknown. Nevertheless, the frozen 
solutions may be very useful for some specific purposes, in particular for selective 
stabilization and characterization of the radiation-induced radical ions. Here we will 
briefly outline two main approaches of this kind, developed for the studies of hole 
and electron species by EPR spectroscopy.

As mentioned in the Introduction, the information on the structure of unstable 
radiation-induced cations is essentially available due to the so-called Freon matrix 
technique. In fact, it is a modification of the halocarbon method for optical spectro-
scopic studies of radical cations introduced by Shida and Hamill [49]. Freons are 
chemically inert fluorinated halocarbons widely used in various technologies. A 
general scheme of the method for Freon-11 may be represented as follows:

� (5.9)

�
(5.10)

� (5.11)

Reaction (5.9) implies that the positive hole is mobile in the matrix and may be trans-
ferred to the solute molecule with lower IP. The problem of background EPR signal 
from matrix radicals is not crucial, because fluorinated radicals yield very broad and 
weak signals in macroscopically disordered media due to very large anisotropy of 
the 19F hyperfine coupling. Other popular freons for such studies are the isomers of 
trifluorotrichloroethane (Freon-113), CFCl2CF2Cl and CF3CCl3. The former matrix 
is especially useful for the studies of ion–molecule reactions, whereas the latter one 

CFCl3 -/\/\-> CFCl3+.  + e-

+• +•
3 3CFCl + RH CFCl + RH

• •
3 3 2CFCl +e (CFCl ) CFCl +Cl− − − 
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may be helpful for investigation of unimolecular transformations of the radical cat-
ions. The mixture of CF2BrCF2Br (Freon-114B2) and Freon-11 yielding transparent 
glasses of good optical quality [50] was also used for combined EPR/UV-Vis stud-
ies. In addition to freons, some other fluorinated compounds (in particular, perfluo-
roalkanes and SF6) were applied for the EPR studies of radical cations.

The most important progress in the studies of organic radical cations using the 
Freon matrix technique was achieved in the 1980ths [6–8] and later work in this 
field is outlined briefly in a recent review [23].

In contrast to freons, the matrices used for stabilization of the radiation-induced 
excess electrons and radical anions should basically trap the hole and not react with 
electrons. In this case, the scheme of the radiation-induced processes may be writ-
ten in the following form:

� (5.12)

�
(5.13)

� (5.14)

� (5.15)

Here RH denotes matrix and X is a solute molecule, which may yield radical anions. 
The hole is supposed to convert to neutral matrix radical due to fast deprotonation 
reaction (5.13), whereas the excess electron be either physically trapped in matrix 
(5.14) or react with solute X (5.15). Actually, reaction (5.15) is similar to (5.7) and 
different symbols (S and X) are used just to mark different role of scavengers in spe-
cific experiments (S is used to prevent the recombination and, thus, to isolate radical 
cation, while X−· is the target species). The above-given scheme works well for 
the low temperature aqueous or organic glasses, where RH may be water, alcohol, 
ether, or hydrocarbon [8]. A significant complication in using EPR spectroscopy 
for the studies of radical anions produced by radiolysis in molecular glasses results 
from the interference of intense signal from the matrix radicals. In certain cases, 
combination with other spectroscopic methods may be helpful.

It is worth noting that freons and low-temperature molecular glasses as matrices 
have one important common feature. In both cases, the matrix itself plays an active 
role reacting either with excess electrons or with positive holes produced by irradia-
tion. It is different from noble gas matrices, which are supposed to serve only as 
“transport systems” for holes, electrons, and excitons (see above). Furthermore, the 
matrix interactions with radical cations and radical anions are not negligible and, in 
the latter case, they may be quite crucial for stabilization of the trapped species (this 
aspect and its importance for basic radiation chemistry will be discussed in view 
of our recent related studies in Sect. 5.5). Thus the methods using molecular media 
as described above should be referred to as matrix stabilization rather than matrix 
isolation technique.

RH -/\/\-> RH+. + e-

+• + •
2RH + RH RH + R

e e (tr)− −

•X +e X− −
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5.2.2  �Fast Electron and X-ray Irradiation

In many cases, early EPR studies on the EPR spectroscopy of radiation-induced 
paramagnetic specie in the low-temperature matrices were carried out using 
γ-irradiation (typically, with a 60Co source). This was a practical solution for 
irradiation of the samples in ampoules immersed in liquid nitrogen, in view of 
high homogeneity of dose rate and appropriate irradiation time to reach the doses 
of 1–10 kGy. However, this method is not good for more complex configurations, 
when local irradiation of the sample is preferable and, in particular, for matrix 
isolation studies using the classical approach. Furthermore, rapidly increasing 
cost of isotope irradiators and rigid safety regulations for their use in most coun-
tries make these sources less attractive for basic research carried out in university 
laboratories.

The most common alternatives are fast electrons or X-rays. Generation of these 
types of radiation does not imply using any radioactive materials and, in both cases, 
the irradiation configuration may be arranged to produce local effect on the stud-
ied samples. Both fast electrons and X-rays were used in the studies carried out in 
our laboratory. Regarding the comparison of different irradiation sources, first, it 
is worth noting that the chemical effects induced by fast electrons and high-energy 
photons (γ-rays and X-rays) are basically similar. In all these cases, the ionization 
and excitation in solid matter results mainly from secondary electrons. Moreover, 
all these types of radiation are characterized by relatively low linear energy transfer 
(LET) values, so the spatial distribution of primary events is qualitative similar, and, 
in first approximation, one should not expect any specific “track effects”, which 
may occur for the high LET radiations. Nevertheless, there are important physi-
cal and technical differences between fast electrons and X-rays, which should be 
considered.

From a physical point of view, one should bear in mind a basic difference in the 
energy absorption mechanisms. In the case of fast electron irradiation, the absorp-
tion is mainly determined by inelastic collisions with the electrons of the medium 
(ionization losses) and typically there is a rather weak effect of the chemical na-
ture of absorber. In other words, the absorbed dose is roughly similar for differ-
ent substances irradiated under the same conditions. The same conclusion is valid 
for irradiation with γ-rays ( E ~ 1 MeV), because the basic mechanism of photon 
interaction with matter in this energy range is Compton scattering, and the mass 
absorption coefficients for different substances are rather similar. Meanwhile, in 
the case of X-rays with typical energy of 20–50 keV, the principal mechanism is 
photoelectric absorption, which implies dramatic effect of the absorber nature on 
the absorption cross-section. If the photon energy is above the K-edge, the atomic 
absorption cross-section for photoelectric effect is roughly proportional to Z 4/Ep

3 
[51] and the mass absorption coefficient increases approximately as Z 3 ( Z is atomic 
number of the absorber and Ep is photon energy). The effect of element composition 
of the matrix on absorption of photons with the energy of 20 to 40 keV is illustrated 
by Table 5.2 (the data for different elements and photon energies may be found 
elsewhere [52]).
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The peculiarities for xenon at E = 20 and 30 keV are explained by the fact that the 
K-edge for xenon lies above 30 keV. In all other cases, the mass-absorption coeffi-
cients increase drastically with increasing effective atomic number of absorber and 
decreasing photon energy. In practice, it means that the absorbed dose rate in differ-
ent matrices may differ by more than two orders of magnitude, when the samples 
are irradiated with X-rays in the same geometry. This effect is often ignored in 
qualitative structural studies. However, it should be definitely taken into account 
for proper planning of the experiment. Indeed, the half attenuation length for the 
photons with E = 20 keV is 0.9 cm for water and only 120 μm for krypton. It implies 
that aqueous (or organic) substances may be used in the form of massive samples, 
which should be irradiated for a rather long time to produce sufficient amount of 
the trapped radicals. On the other hand, the noble gas matrices should be prepared 
as thin deposited films (up to 100 μm) and irradiated for a rather short time. This 
difference justifies effective use of X-rays for the studies of both molecular glasses 
(frozen solutions) and solid noble gas matrices.

From technical point of view, there are two possible arrangements for fast elec-
tron irradiation. The sources of accelerated electrons with relatively low energy 
(below 100 keV) can be used for irradiation of thin solid films, including polymers 
and deposited matrices. In this case, the source may be mounted in the cryostat. A 
few examples of such experimental set-ups used for IR spectroscopic studies can be 
found in the literature [53, 54]. However, to my knowledge, they were not applied 
for EPR spectroscopy of irradiated low-temperature solids. In should be mentioned 
that low-energy electron accelerators cannot be used for irradiation of frozen solu-
tions in liquid nitrogen because of very low penetration depth of radiation. Another 
configuration implies use of relatively large commercial electron accelerators pro-
ducing fast electrons with the energy of ca. 1 MeV or above. In this case, the task is 
to make proper arrangement of the sample and the cryostat in respect to the electron 
beam. Such design has been developed at the Karpov Institute using an EG-2.5 
Van-de-Graaf accelerator (typical electron energy 1–1.2 MeV) [12, 55]. A common 
advantage of using electron accelerators is easy tunability of the beam parameters, 
that is, electron energy and beam current. Thus, it is possible to vary the penetra-
tion depth and the dose rate over a relatively wide range. On the other hand, there 
are significant limitations due to high cost of equipment and demand for a special 
radiation protection system. Furthermore, even the 1-MeV electrons are not really 
suitable for irradiation of the frozen solutions in ampoules.

Using commercial X-ray tubes as radiation sources appears to be a very reason-
able solution for university laboratories, which may be applied to irradiation of both 
standard ampoules in liquid nitrogen and thin solid films in the specific cryostat 

Table 5.2   Mass absorption coefficients (in cm2/g) for some typical matrix media (calculated from 
the data presented in Ref. [52])
Ep, keV H2O C6H14 C2H5OH MTHF CFCl3 SF6 Ne Ar Kr Xe
20 0.550 0.189 0.333 0.273 5.74 2.05 1.32 8.97 35.1 24.7
30 0.156 0.0583 0.0971 0.0804 1.68 0.588 0.368 2.31 13.65   7.97
40 0.0695 0.0317 0.0466 0.0400 0.695 0.245 0.153 0.991   6.54   9.32
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configurations. As mentioned above, a practicable range of photon energy used for 
these purposes is 20–50 keV. It is worth noting that the X-ray tubes emit continuous 
(“white”) spectrum of radiation with maximum of spectral distribution at E′= 2E0/3 
( E0 is the maximum photon energy determined by the applied voltage U0). Thus, 
the U0 value should be typically between 30 and 75 kV. A tube with tungsten anode 
(operating voltage up to 50 kV, anode current 70–100 mA) was found to be quite 
useful for different-type experiments in our laboratory. In the case of irradiation of 
ampoule samples in liquid nitrogen (frozen solutions), the Dewar with the studied 
sample can be positioned very close to the tube outlet window. Typical absorbed 
dose rate for this arrangement was estimated as ca. 3 Gy/s for aqueous samples and 
ca. 30 Gy/s for freons. This range is quite reasonable in terms of irradiation time to 
produce sufficient concentration of trapped paramagnetic species (typically, from 
several minutes to 1  h). A different situation occurs for irradiation of deposited 
samples in the cryostats, because the distance r between the sample and the outlet 
tube window cannot be small. As a result, the dose rate decreases significantly since 
the intensity of radiation decreases as r2. The estimations in our experimental con-
figuration have shown that the dose rate in water is below 1 Gy/s. At first glance, it 
may require very long irradiation time to get reasonable absorbed dose. However, 
due to very strong dependence of absorption cross-section on atomic number of the 
absorber (see Table 5.2), the dose rate in noble gas matrices is much higher under 
similar conditions (up to 10–50 Gy/s, depending on the noble gas nature). Thus, the 
required irradiation time is again reasonable (it is also the case for deposited freons, 
Table 5.2). It should be noted that for krypton, typical irradiation time (5–10 min) 
was even shorter than that used with electron accelerator.

Generally, we can conclude that there is no qualitative difference between the 
results obtained with fast electrons and X-rays. From a practical point of view, using 
X-rays may be even preferable for EPR and combined EPR/IR studies outlined in 
this chapter. More experimental details will be given in the next sub-section.

5.2.3  �Combination of EPR and IR Spectroscopy

5.2.3.1 � Motivation and Problems

As mentioned in the Introduction, the combination of EPR and UV/Vis spectros-
copy was often used for characterization of the radiation-induced intermediates, in 
particular, radical ions. This approach is rather straightforward from the experimen-
tal viewpoint, because both methods can be applied to the same sample. However, 
as stated above, the structural information available from such combination is rela-
tively limited. The combination of EPR with IR (vibrational) spectroscopy looks 
attractive for several reasons:

1.	 IR spectroscopy is a universal tool to study different kinds of species, inde-
pendent of their charge and spin. Indeed, only isolated atoms and homonuclear 
diatomic molecules are invisible by this method, and all the other species have, 
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at least, one IR-active vibration. Furthermore, the vibrational spectra of mol-
ecules and radicals may exhibit a unique characteristic set of absorptions and the 
corresponding features may be relatively narrow and resolved even in the solid 
phase.

2.	 The experimental information on vibrational spectra of radicals and radical ions 
is still rather limited. These data can be useful for different areas beyond radia-
tion chemistry (e.g., atmospheric chemistry and astrochemistry, combustion, 
catalysis). Comparison with the EPR results obtained under similar conditions is 
crucial for unambiguous assignment of the observed IR absorptions to radicals.

3.	 Although EPR spectroscopy is usually the most informative method for charac-
terization of free radicals in solids, it may fail to detect some species of this kind. 
For instance, the radicals and radical ions with nearly degenerate orbital states 
may give very broad and weak EPR signals in macroscopically disordered solids 
due to extremely large anisotropy of the g-factor. In such cases, the IR spectros-
copy can be helpful.

4.	 The combination of EPR and IR spectroscopy is especially useful for detailed, 
step-by-step characterization of the radiation-induced transformations in sol-
ids. IR spectroscopy makes it possible to monitor consumption of the parent 
molecules and formation of diamagnetic final products, while EPR spectroscopy 
provides direct information on the behaviour of paramagnetic intermediates. It is 
worth noting that using only EPR spectroscopy may lead to missing significant 
reaction channels and wrong estimation of overall radiation stability.

In spite of obvious potential benefits of the combined approach, in fact, its applica-
tion to the studies of radiation effects in molecular solids was quite limited due to 
serious experimental problems, both general and technical.

First, the sensitivity of these two methods is often supposed to be quite different. 
Indeed, the detection limit for conventional IR spectroscopy based on direct spec-
trophotometric scheme is typically higher than that of EPR spectroscopy by, at least, 
two orders of magnitude. It suggests using much higher doses for the IR spectro-
scopic studies of the radiation effects in solids that, in turn, may lead to involvement 
of secondary processes. The situation has changed with the development of the 
Fourier Transform IR (FTIR) spectroscopy, which has higher sensitivity and much 
shorter measurement time. Meanwhile, even in this case, comparable sensitivity of 
the two methods is achieved only for intense and relatively narrow IR absorptions. 
Thus, in most cases, only a few vibrational features can be observed in the experi-
ment, which may be insufficient for unequivocal assignment.

Second, the IR absorption of the initial sample may present a serious problem. 
It is the back side of universality of IR spectroscopy mentioned above. Indeed, 
if the solid matrix has intense absorption bands, the sample becomes virtually 
non-transparent in some regions of the IR spectrum, even for relatively thin layers 
(several tens of microns). On the other hand, using very thin films again turns us to 
the problem of detection limit at moderate absorbed doses.

Finally, the experimental arrangement for EPR and IR spectroscopy at low tem-
peratures is typically quite different. The EPR spectra are usually measured in the 
ampoules made from high-purity quartz or special radiation-resistant glass, which 
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are transparent in UV and visible regions, but not in the mid-IR region. In fact, there 
are no commercially available cells, which would be suitable for irradiation, EPR 
and IR measurements of the solid samples at low-temperatures.

Taking into account the above mentioned complications, one may conclude that 
combined studies of radiation effects in frozen molecular liquids or solutions by 
EPR and IR spectroscopy are usually not practicable. However, this is somewhat 
different, if we consider matrix isolation, particularly, in solid noble gas matrices. 
In this case, the matrix itself does not absorb in the IR region and the bands from 
parent isolated molecules are not so strong to prevent the observation of the radia-
tion-induced species. Furthermore, the IR absorptions in matrices are often narrow 
enough. In addition, using deposited samples instead of frozen solutions may pro-
vide more similar conditions for EPR and IR spectroscopic measurements, if they 
are carried out in special cryostats, as described below.

5.2.3.2 � Experimental Cryostats for Combined Studies

Generally speaking, the studies of radiation-induced effects under the conditions 
of matrix isolation are not routine experiments and they are carried out with cus-
tom-made equipment. In order to use combination of EPR and IR spectroscopy 
for these purposes, we have designed two versions of complexes of cryostats. An 
early version made at the Karpov Institute was based on a continuous-flow scheme 
with the lowest attainable temperatures of 8–12 K (the details can be found else-
where [12]). These cryostats were designed for irradiation with fast electrons using 
a Van-de-Graaf accelerator (E ~ 1 MeV). The latest version of complex of portable 
cryostats in our laboratory at Moscow State University is based on closed-cycle 
cryocoolers (sample temperature down to ca. 6 K). The cryostats can be applied for 
both X-ray and fast electron irradiation. Currently they are used with an X-ray tube 
with a tungsten anode, typically operated at anode voltage of 32–33 kV and anode 
current of 70–80 mA.

The scheme of cryostats for EPR and IR spectroscopic studies is shown in 
Fig. 5.1. As stated above, it is virtually impossible to make EPR and IR measure-
ments in the same cryostat in a single experiment, so the complex includes two 
separate cryostats. In this case, the term “combination” implies close similarity of 
all experimental procedures used in the two separate experiments for EPR and IR 
spectroscopy, namely, similar deposition conditions with the same line and same 
source mixture, similar irradiation geometry and dose rate, and similar sample tem-
perature, strictly controlled at all stages. This is important because of strong effect 
of the experimental details on the sample microstructure and kinetic behaviour of 
isolated species under the conditions of matrix isolation experiment.

The EPR cryostat (Fig.  5.1, top) contains an original cylindrical (H011 mode) 
vacuum resonator cavity. A sample is obtained by slow controlled deposition of 
gaseous mixture onto the tip of a 4-mm cylindrical sapphire rod inserted into the 
cavity. There are two options: (a) a truncated conical tip, which corresponds to 
the symmetry of the resonator cavity and (b) a cut-off at 45° (shown in Fig. 5.1). 
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The latter geometry is more suitable for photobleaching, which can be carried out 
through the quartz window. If the deposition is slow enough and the nozzle comes 
close to the tip, the shape of the growing sample follows the tip shape. In this case, 
the radiation-induced radicals exhibit random orientation in macroscopic scale. 
For this reason, the effect of preferential orientation often observed in the spot-like 
samples obtained on a flat rod [9] is of minor importance, especially for the samples 
prepared on the truncated conical tip. After the deposition is complete, the sample 
is irradiated with X-rays through a thin aluminium foil window, and then the cavity 
is matched to the microwave bridge of spectrometer.

The cryostat for IR studies (Fig. 5.1, bottom) designed under similar basic prin-
ciples contains a cooled KBr plate for sample deposition and optical windows for 
IR spectra measurements made from KRS-5 (mixed TlI/TlBr). The foil window for 
irradiation is the same as that in the EPR cryostat. In addition, there are two quartz 
windows, which can be used for photolysis, or for UV/Vis spectral measurements 
in the same experiment.

5.3 � Formation and Reactions of Hydrogen Atoms in  
Low-Temperature Solids

The hydrogen atom is the simplest and, probably, the most common radiation-
induced intermediate, which can be produced from many kinds of different mol-
ecules, both organic and inorganic. As mentioned above, the hydrogen atoms re-
sulting from dissociation of excited molecules may have significant kinetic energy 
to escape from the matrix cage, even in rigid solids. For this reason, production 
of hydrogen atoms often predominates over the skeleton bond cleavage yielding 
heavy radical fragments in the solid phase. The studies on trapping and dynamics 
of hydrogen atoms in solid hosts present considerable interest for general model-
ling of the behaviour of guest atoms in solid hosts. Due to extremely high hyperfine 
coupling constant, these species can be used as very sensitive EPR probes for the 
environment effects. On the other hand, chemical reactions of H atoms in rigid 
media are of basic importance for the radiation chemistry of molecules in solids.

Hydrogen atoms generated by radiolysis can be trapped in different media at 
cryogenic temperatures (e. g., in water ice, glassy aqueous acids and salt solutions, 
solid CH4, NH3, HF, etc.), whereas in most organic solids and polymers they are 
not observed due to chemical reactions, possibly involving tunnelling mechanism. 
The results of early EPR studies on radiolytically produced H and D atoms were 
summarized by Pshezhetskii et al. [4]. Later, several groups investigated production 
and reactions of hydrogen atoms upon radiolysis of some hydrogenated molecules 
(mainly, hydrocarbons) in solid noble gas matrices using EPR spectroscopy [35–37]. 
Nevertheless, these studies still left a number of unresolved issues concerning the 
trapping, distribution, dynamics and reactivity of hydrogen atoms in solid noble 
gases. An important limitation of EPR studies, particularly, in the assessment of lost 
channels for H atoms results from the fact that the diamagnetic reaction products are 
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invisible by EPR. Here we will focus on the recent studies of production, distribu-
tion and reactions of H atoms in solid noble gases in our laboratory as monitored by 
a combination of EPR and IR spectroscopy.

5.3.1  �Trapping and Spatial Distribution of Radiolytic H Atoms

Generally speaking, the radiolytic hydrogen atoms can be stabilized in solid noble 
gases due to their trapping in specific sites of the matrix lattice, namely, interstitial 
sites of various symmetry and substitutional sites. The atoms trapped in different 
sites are distinguishable by EPR spectroscopy because of the difference in both g-
value and hyperfine coupling constant [56]. On the basis of comparative studies of 
the EPR spectra of H atoms produced by photolysis and radiolysis in solid argon 
at 4.2 K, it was suggested that the relative population of interstitial traps increased 
with increasing kinetic energy of H atoms [37]. This finding might be of common 
interest for an understanding of the dynamics of the radiation-induced species in 
solids. However, this effect could depend strongly on the sample morphology.

Another basic issue, which may be probed by EPR spectroscopy, is the spatial 
distribution of radiolytic H atoms relative to their counterparts (radicals). Actually, 
it is a matter of long-term discussion, based mainly on indirect arguments. An im-
portant direct finding for the radiolysis of the CH4/Ar system was reported by Ko-
maguchi et al. [57]. The results of this study suggest mainly distant distribution of 
fragments with minor contribution from close radical pairs, which was interpreted 
as an evidence for two different mechanisms. The role of precursor nature and the 
applicability of this conclusion to other noble gas hosts were unclear.

As mentioned above, the argon matrix is particularly good for structural stud-
ies, whereas solid xenon is a more suitable host, if we are interested mainly in 
dynamics and chemistry [58]. Meanwhile, the interpretation of the EPR spectra of 
H atoms trapped in solid xenon remained controversial for a long time. In the case 
of xenon, the main problem is a very complicated spectral pattern due to extended 
super-hyperfine structure resulting from strong anisotropic magnetic interaction of 
the unpaired electron with surrounding magnetic matrix nuclei abundant in natural 
xenon (see Table 5.1). In order to overcome this difficulty, we have used a series 
of monoisotopic and isotopically enriched xenon matrices [47, 48].The effect of 
matrix isotopic composition on the EPR spectra of radiolytically produced H atoms 
in solid xenon is illustrated by Fig. 5.2.

The analysis of these results [48] revealed clearly that more than 99 % of  
H atoms generated by radiolysis from various precursors (H2O, C2H2, alkanes, etc.) 
was trapped in octahedral ( Oh) interstitial sites of the xenon lattice. Using controlled 
doping of non-magnetic 136Xe matrix with a small amount of magnetic isotope (129Xe, 
I = ½), it was possible to determine the parameters of the super-hyperfine coupling 
with 129Xe nuclei for interstitially trapped H atoms:│A║(129Xe)│ = 136  MHz,: 
│A┴ (129Xe)│ = 70.2 MHz [48]. The population of other-type traps (presumably, 
substitutional) is quite minor (less than 1 %).
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An important implication of this finding is concerned with different dynamics 
and reactivity of H atoms trapped in different sites. Indeed, it is known that the 
interstitially trapped H atoms in solid xenon can be thermally mobilized at ca. 40 K 
[48, 59] and they may react with different molecules and radicals stabilized in the 
matrix. On the other hand, the atoms trapped in substitutional sites decay gradually 
at higher temperatures and their reactivity is unclear. Thus, the radiolysis of different 
hydrogenated molecules in solid xenon is a very good source of potentially reactive 
trapped H atoms, which are “stored” in the Oh sites at low temperatures. Selective 
thermally induced mobilization of such atoms makes it possible to study chemical 
reactions in solid matrix and to prepare new radicals and molecules (see Sect. 5.3.2 
and 5.4). It is worth noting that no difference in this aspect was found for the H 
atoms produced by fast electrons and X-rays. Furthermore, the spectral pattern re-
ported for H atoms generated in solid xenon by photolysis [60] and radiolysis is 
rather similar, which suggest similarity of trapping site nature, independent of the 
generation method and initial excess energy of H atoms.

Using monoisotopic 136Xe matrix also provides some information on the spatial 
distribution of the radiolytic fragments. Judging from the observed EPR linewidth, 
it was concluded that most part of the H atoms are trapped at a long distance from 
their counterparts (ca. 4 nm, or more) [48]. This is consistent with the previous find-
ing for the radiolysis of the CH4/Ar system [57]. In any case, no evidence for close 
radical pairs was found for the radiolytic production of H atoms in solid xenon. 
Meanwhile, the previous studies on photolysis of matrix isolated molecules suggest 
that photodissociation is rather a local process, giving close pairs, both in argon [61] 
and, probably, in xenon [62]. If this difference between photolysis and radiolysis is 
real, it may imply basic difference in the formation mechanism.

355 360 365 370

136Xe, 99.4%

129Xe, 86.2%

Magnetic field, mT

Fig. 5.2   Effect of matrix 
isotopic composition on the 
high-field component of the 
EPR spectra of trapped H 
atoms produced by radioly-
sis of the C2H2/Xe system 
(1/2000) at 16 K (see Ref. 
[48] for details)
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5.3.2  �Formation of Noble Gas Hydrides

Although IR spectroscopy cannot be used directly for detection of radiolytic H 
atoms, it is very useful as a complementary tool for detailed characterization of 
their reaction channels. Some of the reactions of mobilized hydrogen atoms re-
sult in formation of radicals due to hydrogen abstraction from saturated molecules 
(e.g., alkanes) or hydrogen addition to unsaturated molecules (e.g. C2H2 or CO), 
which can be observed by EPR [35, 36, 63]. The application of IR spectroscopy 
to characterization of such radicals will be considered in more detail in Sect. 5.4. 
Meanwhile, all the experimental studies indicate significance of “loss channels”, 
that is, the total number of paramagnetic species is reduced substantially upon de-
cay of H atoms. This implies formation of diamagnetic products, invisible by EPR 
spectroscopy. The most common explanation is recombination yielding either initial 
parent molecules or molecular hydrogen. Meanwhile, recent works have revealed a 
very unusual additional reaction channel in xenon and krypton matrices leading to 
formation of novel-type molecules—noble gas hydrides.

The noble gas hydrides of general formula HNgY (Ng = Xe or Kr, Y—an elec-
tronegative fragment) were first discovered in 1995 in the IR spectroscopic studies 
of UV-photolysis of hydrogen halides in solid xenon and krypton [64, 65]. These 
species were characterized by intense characteristic absorptions in the IR spectra 
corresponding to the H–Ng stretching vibrations, which appeared after annealing 
of the photolyzed samples at 30–50 K. Very soon after this finding, it was demon-
strated that the simplest molecule of this kind, xenon dihydride HXeH (Ng = Xe, 
Y = H) can be obtained with high yield using radiolysis of different hydrogenated 
precursors (organic molecules of RH type) in solid xenon [66]. The characteristic 
IR bands of HXeH appear at 1181 and 1166 cm−1 (doublet is due to matrix site split-
ting [65, 66]). Initially, it was supposed that noble gas hydrides resulted from some 
ionic processes [64]. However, the effect of electron scavengers on the formation of 
HXeH made us suggest that this molecule could be produced from neutral hydrogen 
atoms mobilized upon annealing at 30–40 K [66]. This suggestion was confirmed 
by combined studies using EPR and IR spectroscopy, which showed good corre-
lation between the thermal decay of H atoms observed by EPR and formation of 
xenon dihydride monitored by IR spectroscopy [46]. Furthermore, the quantitative 
analysis revealed that formation of HXeH represents one of the major channels of 
thermal reactions of H atoms in the studied systems, which was completely ignored 
in early works. An independent proof of the dominating role of the reactions of 
neutral H atoms in the formation of different HNgY compounds was obtained in 
the studies on HXeI [67]. These findings suggest the following common scheme of 
formation of noble gas hydrides:

� (5.16)

� (5.17)

It should be noted that reaction (5.17) represents an interaction of mobile H atoms 
with the Y· fragment trapped in a xenon lattice, so it is not a trimolecular process as 

* • •HY H + Y

• •*H + Ng + Y HNgY
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might be suggested from the formal description. The stability of HNgY (local mini-
mum at the potential surface) is explained by a substantial kinetic barrier preventing 
it from conversion to global minimum corresponding to HY.

During the past two decades, the experimental and theoretical studies on for-
mation and properties of noble gas xenon hydrides became a fascinating area of 
low-temperature chemistry and chemical physics. Most of these species were 
prepared by UV photolysis and characterized by IR spectroscopy. The results are 
covered in a number of reviews [68–70] and their detailed consideration is out of the 
scope of this book. Here we will briefly consider the use of combination of EPR and 
IR spectroscopy for monitoring of the radiation-induced formation of xenon and 
krypton hydrides in solid matrices. In fact, radiolysis is generally more universal 
tool for this purpose than photolysis, because it is not limited by the optical absorp-
tion spectrum of HY. The combined approach works well in this case, because the 
sensitivity of the two methods (EPR and IR spectroscopy) is really comparable due 
to extremely high intensity of the absorptions corresponding to the H–Ng stretch-
ing. Table 5.3 summarizes the results obtained with this approach.

The most important benefit of the combination is that, in certain cases, it allows 
complete monitoring of all the species produced in primary and secondary processes 
and quantitative evaluation of different competing channels. The studies on the C2H2/
Xe system represent an illustrative example of such approach, where virtually all the 
products can be characterized by one or both methods. This case is of particular interest 
since the reactions of H atoms may yield four different xenon hydrides [74, 76]. Detailed 
studies of the radiolysis of this system with fast electrons (C2H2/Xe = 1/1000 –1/2000, 
absorbed dose 10–80 kGy) led to the following reaction scheme [74]:

�
(5.18)

� (5.19)

� (5.20)

� (5.21)

� (5.22)

* • •
2 2 2C H C H + H

•* •
2 2C H C + H

• •
2H + Xe +C H HXeCCH

• •
2H + Xe +C HXeCC

• •H + Xe + HXeCC HXeCCXeH

Table 5.3   Radiation-induced formation of noble gas hydrides as monitored by a combination of 
EPR and IR spectroscopy
Precursor 
molecule

Matrix Radiation-induced radicals 
observed by EPR

Noble gas hydrides observed 
by IR spectroscopy

Reference

RH Xenon R·, H· HXeH [66]
H2O Xenon H·, OH· HXeH, HXeOH, HXeO· [71, 72]
C2H2 Xenon H·, C2H

· HXeH, HXeCCH, HXeCC·, 
HXeCCXeH

[73, 74]

H2S Xenon H· HXeH, HXeSH [72, 75]
C2H2 Krypton H·, C2H

· HKrCCH [72]
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� (5.23)

�
(5.24)

Reactions (5.18) and (5.19) occur upon radiolysis at low temperature, whereas 
reactions (5.20)–(5.23) take place upon annealing the sample at ca. 40 K. EPR 
spectroscopy makes it possible to monitor the behaviour of H atoms (in fact, the 
principal reagents), ethynyl and vinyl radicals. IR spectroscopy basically detects 
all the species, except for hydrogen atoms. As mentioned above, this method is 
the unique tool to observe xenon hydrides, all of which can be distinguished due 
to specific characteristic frequencies of H–Xe stretching vibrations (in the range 
of 1100–1500  cm−1 in this case). Meanwhile, both ethynyl and vinyl radicals 
also yield observable absorptions in the IR spectra (more details on vibrational 
spectroscopy of the radiation-induced radicals will be given in Sect. 5.4). The 
main qualitative conclusion derived from these studies is the lack of specific 
selectivity in the reactions of H atoms. In other words, it means that the reactions 
of thermally mobilized H atoms are diffusion-controlled and the relative yield 
of the products of reactions (5.20)–(5.23) is determined by the concentration of 
the corresponding species in the xenon lattice. It was found that a major part of 
radiolytic H atoms could be used for synthesis of xenon hydrides. In the case of 
C2H2/Kr system, only one krypton hydride (HKrCCH) is formed, so the reaction 
scheme is simplified. On the other hand, it is an indirect evidence for prompt 
recombination of H atoms giving molecular hydrogen [72]. For more complex 
molecules the scheme of radiolysis becomes more complicated, and a combina-
tion of EPR and IR spectroscopy makes it possible to determine multiple reaction 
channels [43, 72].

In general, the studies of formation and dissociation of noble gas hydrides pro-
vide important insight in the dynamics and reactivity of radiolytic H atoms in solid 
hosts. In this sense, the HNgY molecules may be considered as a very sensitive IR 
probe due to their huge molar absorption coefficients and high sensitivity to local 
environment. This aspect may be illustrated by the determination of the isotopic 
effect in thermal mobility of H(D) atoms in solid xenon based on the monitoring of 
different isotopomers of xenon hydrides [71].

5.4 � Characterization of the Radiation-Induced Radicals 
by a Combination of EPR and IR Spectroscopy

The EPR spectra of radicals in matrices were essentially obtained by solid-state 
radiolysis, whereas vibrational spectroscopic characteristics of matrix isolated rad-
icals are mainly available from the experiments using other generation methods 
(gas-phase pyrolysis, glow discharge, or photolysis). A combined spectroscopic ap-
proach provides new information concerning the mechanism of radiolysis, structure 
and dynamics of radicals and matrix effects.

• •H + Xe + H HXeH

• •
2 2 2 3H +C H C H→
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5.4.1  �Radicals Produced by Dissociation of Excited Molecules

5.4.1.1 � Ethynyl and Propargyl Radicals

The ethynyl (C2H
·) radical is effectively produced under radiolysis of acetylene in 

solid argon, krypton, and xenon according to reaction (5.18). Comparison of the 
data obtained in different noble gas media reveals manifestations of specific matrix 
effects on these species. The EPR spectra (Fig. 5.3) represent an anisotropic doublet 
due to ethynyl proton coupling.

The spectrum in natural xenon is severely broadened due to interaction with 
magnetic matrix nuclei. Meanwhile, in the case of monoisotopic 136Xe [47], the 
spectral pattern is very close to that observed in argon [77] (more isotropic shape in 
xenon possibly suggests rotation of the small C2H

· radical in a xenon lattice even 
at low temperature). Somewhat surprisingly, the EPR spectrum obtained in kryp-
ton demonstrates marked difference from the spectra obtained in argon and xenon. 
The case of krypton clearly reveals anisotropy of both g and hyperfine coupling. A 
possible explanation is that the ethynyl radical in krypton occupies a “tight” low-
symmetry trap, which results in an asymmetric distortion. IR spectra show an ab-
sorption band corresponding to the C≡C stretching, known from other sources [78]. 
Again, the matrix effect does not show an expected monotonous frequency shift fol-
lowing the changes in matrix polarizability (Ar > Kr > Xe), but reveals a peculiarity 
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Fig. 5.3   Effect of matrix on 
the EPR spectra of ethynyl 
(·C2H) radical obtained by 
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for krypton (1846, 1842, and 1852 cm−1 for Ar, Kr, and Xe, respectively). Thus, 
both EPR and IR data make us suggest that the matrix effects on ethynyl radical are 
determined by specific trapping site structure rather than macroscopic properties of 
matrix. This is an interesting probe, which could be compared with calculations of 
local configuration.

Propargyl radical (C3H3
·) is produced from propyne by a similar mechanism

�
(5.25)

It was also found in all the three noble gas matrices [43, 72]. The EPR spectra of 
this radical obtained by radiolysis of propyne are in agreement with those reported 
previously under photolysis of propargyl bromide in argon [79], taking into ac-
count significant line broadening in krypton and xenon. IR spectra demonstrate 
two bands, which can be assigned to the propargyl radical corresponding to the 
C–H stretching (3308.5, 3300.5, and 3296 cm−1 in Ar, Kr, and Xe, respectively) and 
CH2 wagging mode (686–687 cm−1 in all the matrices) [43, 72]. The data for argon 
matrix agree with known values [78]. In this case, the observed matrix effect on the 
stretching band is “normal” (correlating with polarizability).

An interesting issue is concerned with possible formation of another isomer of 
C3H3

·, the propynyl radical CH3C≡C· This poorly studied species is of basic inter-
est and it can be considered as a potential precursor of new xenon and krypton 
hydrides (still unknown). The experiments in xenon and krypton gave no clear evi-
dence for stabilization of propynyl radical under radiolysis. Possibly, it undergoes 
rearrangement to a more stable propargyl radical even at low temperature.

5.4.1.2 � Phenyl Radical

Phenyl radical (C6H5
·), a fundamentally important species, can be generated from 

different benzene derivatives and its IR and EPR spectra in argon matrices are well 
known [4, 78]. Nevertheless, in the early studies, this radical was never produced by 
direct radiolysis or photolysis of benzene molecules in solid matrices. It is known 
that photolysis of benzene result mainly in its isomerisation. Furthermore, the ra-
diation-chemical yield of phenyl radicals in the radiolysis of benzene in condensed 
phases is supposed to be very low [80], which is usually attributed to high efficiency 
of radiationless deactivation for excited benzene molecules and competing reaction 
channels. In contrast with this expectation, we have found [81] that radiolysis of 
benzene in a solid xenon matrix produces phenyl radicals and trapped hydrogen at-
oms with reasonably high yield (comparable to the decomposition yield of saturated 
molecules in solid xenon). The phenyl radicals were characterized by both EPR 
(a broadened, poorly resolved triplet signal) and IR spectra (a strong characteristic 
absorption at 703 cm−1 and weaker bands at 3056, 1437, 1429, 1023 and 655 cm−1 
[81]). All the IR bands exhibit “normal” small red shifts (by 3–4 cm−1), in compari-
son with the known data for argon matrix [78]. It is worth noting that, in this case, 

• •*
3 2CH C CH CH C CH + H≡ ≡
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IR spectroscopy provides more conclusive data than EPR, because the EPR signal 
is poorly resolved and may overlap with the signals from other species.

Regarding the mechanistic aspects, it was concluded that phenyl radical was 
produced from dissociation of the benzene excited states resulting from the ion–
electron recombination:

�
(5.26)

In line with this scheme, addition of an electron scavenger to the studied system 
resulted in stabilization of benzene radical cation and a dramatic drop in the yield 
of trapped H atoms [15]. An obvious difference between direct photoexcitation of 
benzene and reaction (5.26) occurring under radiolysis in solid xenon should be 
attributed to a different nature of the excited states. Most probably, the ion-elec-
tron recombination leads to population of high-lying triplet states, which are not 
attainable by direct excitation. This result has two important implications. First, the 
radiolysis of benzene in solid noble gas matrices provides a good source of isolated 
phenyl radicals, which may be used for model studies. Second, from the point of 
view of basic radiation chemistry, it makes us to reconsider the common intuitive 
concept of radiation resistance of aromatic molecules due to effective dissipation of 
excitation energy. Indeed, it turns out that isolated aromatic molecules in solids are 
not so stable to indirect action of radiation and intermolecular interactions leading 
to formation of dimer radical cations and excimers may be crucial.

5.4.1.3 � OH and SH Radicals

Simple and basically important diatomic inorganic radicals (OH· and SH·) are rath-
er problematic species for matrix isolation studies by EPR and IR spectroscopy. 
Because of orbital degeneracy, the EPR signals of these species in weakly interact-
ing matrices are severely broadened, so they become virtually undetectable. On 
the other hand, these radicals are known as poor IR absorbers due to relatively low 
intensity of the corresponding vibrational stretching bands. In this case, however, 
molecular interactions provide some help in the detection of radicals. The studies 
of radiolysis of water [71] in a xenon matrix made it possible to assign a broad 
anisotropic doublet in the EPR spectrum to the OH· radical. A tentative explana-
tion is that the orbital degeneracy is lifted due to relatively strong interaction with 
xenon matrix (it is not the case for a low-polarizable argon). It is also possible that 
the observed signal results from the OH· …H2O complex. It is worth noting that the 
EPR spectrum of the OH· radical in a strongly interacting environment (water ice) 
is well known [4]. The IR spectrum of the Xe/H2O system after radiolysis reveals 
a moderately weak absorption at 3402 cm−1 assigned to the OH· …H2O complex 
and a very weak feature at 3531 cm−1 ascribed to isolated OH· radical (both spe-
cies were identified previously in photochemical studies [82]). It may be noted that 
complex is a better absorber than an isolated radical because of higher intensity of 
the corresponding vibrational mode.

+• * • •
6 6 6 6 6 5C H +e C H C H + H−  
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In the case of the H2S/Xe system, the EPR spectrum did not reveal definite proof 
of formation of the SH· radical, whereas the IR spectrum showed a radiation-induced 
absorption at 2550 cm−1 assigned to the SH· …H2S complex [75] (the identification 
relies on the data obtained in earlier photochemical studies [83]). The formation of 
OH· and SH· radicals upon radiolysis of H2O and H2S in a solid xenon matrix is 
supported indirectly by a high yield of trapped hydrogen atoms observed by EPR 
and effective annealing-induced formation of the corresponding xenon hydrides 
(HXeOH and HXeSH, respectively) characterized by IR spectroscopy (see Sec-
tion 5.3.2).

5.4.2  �Radicals Produced by Reactions of the Radiation-Induced 
Hydrogen Atoms

5.4.2.1 � Vinyl Radical

Vinyl (C2H3
·) radical is a widely occurring intermediate, which was a subject of 

many spectroscopic studies using both EPR and IR spectroscopy. This radical 
can be easily produced by reaction (5.24) of mobile hydrogen atoms generated 
in solid noble gas matrices with acetylene molecules. The EPR spectrum of vi-
nyl radical obtained in solid argon at low temperature represents a rigid struc-
ture, where all the three protons are magnetically non-equivalent and exhibit 
isotropic hyperfine coupling constants of 3.96, 6.59, and 1.38 mT, respectively 
[79]. The reported spectral pattern is rather complicated due to significant anisot-
ropy and manifestations of forbidden transitions. However, the EPR spectrum 
obtained in solid xenon at 16 K exhibits a triplet of doublets with a1 ≈ 5.1 mT and 
a2 = 1.38 mT and non-binomial intensity ratio [84]. This result (also confirmed by 
experiments in a 136Xe matrix [47]) can be interpreted as an evidence of intercon-
version between the two tautomeric forms of vinyl radical ( cis–trans inversion). 
Low intensity of the central doublet implies intermediate frequency of inversion 
(between 108 and 109 s−1). One should note that the inversion rate does not show 
significant temperature dependence in the range of 16 to 60 K [47], which may 
imply involvement of tunneling. The quantitative model of this phenomenon is 
lacking.

The IR spectra of vinyl radicals obtained by reactions of radiolytic and photo-
lytic hydrogen atoms with acetylene in different matrices [84] show a well-defined 
absorption band corresponding to out-of-plane bending, which appears at 900.8, 
896.6, and 891 cm−1 in Ar, Kr, and Xe, respectively. The data obtained in argon 
are in agreement with previous reports [78] and the red shift in more polarizable 
matrices is reasonable. In addition to this previously known feature, the combined 
spectroscopic studies revealed a new band (maximum at 1379 cm−1 in xenon) also 
assigned to vinyl radical. This assignment was confirmed by correlation with EPR 
data, isotopic substitution and quantum-chemical calculations [84].
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5.4.2.2 � Cyclohexadienyl Radical

The cyclohexadienyl (C6H7
·) radical is produced by hydrogen atom addition to 

benzene molecules. Its EPR spectrum is well known from the early EPR studies 
of benzene radiolysis at 77 K (see Ref. [4] for review). A characteristic feature of 
this species is very large hyperfine coupling with the protons of the CH2 group: 
a(2H) = 4.7–5.0 mT, which makes it easily distinguishable from other radicals pro-
duced from aromatic hydrocarbons. Meanwhile, the vibrational spectrum of this 
radical was unavailable before recently. The application of combined spectroscopic 
approach to the radiolysis of C6H6/Xe system allowed us to identify the IR spectrum 
of the cyclohexadienyl radical resulting from the reactions of thermally mobilized 
H atoms with benzene molecules in solid xenon [81]. In this case, the EPR spectrum 
of C6H7

· is characterized by the hyperfine coupling constants of a1(2H) = 4.85 mT 
and a2(3H) = 1.05 mT, in basic agreement with previous findings in other matri-
ces [4]. The IR spectrum recorded after annealing the irradiated sample at 45 K 
(Fig. 5.4) shows a number of new absorption bands ascribed to the cyclohexadienyl 
radical on the basis of their correlation with the EPR signal of C6H7

· and quantum-
chemical calculations.

The most prominent absorption is the doublet at 620/618  cm−1 and it may 
serve as a “marker” of this radical in complex systems. Weaker features appear 
at 2786, 1387, 1287, 958, 908, and 546 cm−1 [81]. This example is a remarkable 
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demonstration of the feasibility of the combined spectroscopic approach, which 
made it possible to identify seven vibration bands of the C6H7

· radical. The as-
signment was fully confirmed in a recent study of Bahou et al. [85] in the para-
hydrogen matrix using a quite different generation method.

5.4.2.3 � HXeCC and HXeO Radicals

The family of noble gas hydrides resulting from hydrogen atom reactions in xenon 
and krypton matrices (see Sect. 5.3.2) includes two open-shell species, HXeCC·and 
HXeO·, which were identified by IR spectroscopy in the experiments with photo-
chemical dissociation of precursors [76, 86]. The characteristic absorptions corre-
sponding to H–Xe stretching were found at 1478 and 1466 cm−1 for HXeCC· and 
HXeO·, respectively. It is worth noting that the latter species actually results from 
mobility of O atoms rather than H atoms, because the oxygen atoms become mobile 
at lower temperature (below 35 K [86]). It was found that both species could be 
produced with good yield also using radiolysis of C2H2 and H2O in a xenon matrix 
[72, 74]. The radiolysis to sufficiently high doses is practicable in this case since the 
direct precursors of xenon containing radicals (C2 and oxygen atoms) result from 
secondary processes. In this case, IR spectroscopy serves as “primary” identifica-
tion method, and a challenge for combined spectroscopic studies is to obtain the 
EPR spectra of these very unusual species, which are still unknown. Efforts were 
made to assign the EPR signal of HXeCC· on the basis of correlation with IR spec-
tra and quantum chemical calculations [74]; however, conclusive evidence is still 
missing. In the case of HXeO·, no sign of the EPR signal which might be attributed 
to this radical was found. Possibly, the problem is orbital degeneracy. It should be 
noted that reliable calculations of magnetic resonance parameters for such species 
are very demanding. More experimental and computational work is necessary to 
resolve this issue.

5.5 � Matrix Effects on the Primary Radiation-Induced 
Effects in Solids as Probed by EPR and Combined 
Spectroscopic Approach

The previous sections of this review were mainly concerned with using radiolysis 
for generation and characterization of reactive intermediates and novel species in 
low-temperature matrices (a common approach defined as “radiation chemistry for 
matrix isolation”). Meanwhile, the radiation-induced effects in solids are essentially 
controlled by physical properties of matrix, which may be described either in terms 
of macroscopic properties or in terms of local configurational interactions. These 
effects are particularly important in consideration of the fate of primary radical ions 
and excess electrons, the principal primary intermediates of the radiation-induced 
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processes. The approach defined as “matrix isolation for radiation chemistry” is 
based on using inert low-temperature matrices with variable physical characteristics 
(IP, polarizability, rigidity) for simulation of the basic matrix effects at the early 
stages of solid-state radiolysis at molecular level. Extensive studies in this direction 
using both solid noble gases and molecular matrices revealed important features of 
such effects, which may provide a key for understanding the nature of selectivity 
and fine tuning in the radiation chemistry of molecular solids and polymers. The 
experimental findings and their implications were summarized in recent reviews 
[22, 23, 87]. Here we will briefly outline some results, which demonstrate effective 
use of EPR spectroscopy and combined spectroscopic approach for these purposes.

5.5.1 � Radical Cations

5.5.1.1 � Simulation of the Effects of Excess Energy: “Hot” Fragmentation 
and Rearrangements in the Solid Phase

As mentioned in Sect. 5.2.2.2, the positive hole transfer from solid noble gas matri-
ces to organic molecules is strongly exothermic because of substantial difference in 
the IP values. This IP gap can be tuned in a rather wide range changing the matrix 
IP (switching from xenon to argon) and argon represents an “extreme case”, which 
results in significant excess energy of the radical cation. This may provide an op-
portunity for experimental simulation of the effect of excess energy and elucidation 
the role of “hot” ionic reaction channels in solids.

Typical IP values for simple organic molecules are ca. 9–10 eV, so, in the case of 
argon, the IP gap is around 6 eV. This value definitely exceeds the energy of chemi-
cal bonds in the resulting radical cations. Taking into account inefficient dissipation 
of excess energy to the argon lattice, one can conclude that the “hot” fragmentation 
should be highly probable. In fact, an indication of such process was obtained in 
early studies of the radiolysis of alkanes in argon and krypton [37]. In addition to 
fragmentation, excess energy may also result in rearrangement of the primary radi-
cal cations in a solid argon matrix. Table 5.4 summarizes the results of the studies 
on this issue by a combination of EPR and IR spectroscopy.

It is worth noting that, in all the studied cases, the estimated excess energy 
(> 5.5 eV) is high enough for bond cleavage or rearrangement of the primary radical 
cations (the corresponding processes always have lower threshold under the condi-
tions of mass-spectrometry). However, as seen from Table 5.4, the efficiency of 
“hot” fragmentation of the radical cations in solid argon varies strongly, depending 
on the molecular structure of the guest species, even for rather similar electronic 
structure of radical cations (e. g., to compare dimethyl ether and methylal, or ace-
tone and diacetonyl). Furthermore, it was shown that radical cations of 2-butene iso-
mers retained not only molecular structure, but also spatial configuration ( cis/trans) 
without any fragmentation or rearrangement, even though excess energy was ca 
6.5 eV. These findings clearly suggest the crucial role of intramolecular relaxation 



178 V. I. Feldman

of excess energy followed by its dissipation to the matrix lattice. In general, the 
relaxation processes are determined by vibronic interactions, coupling between dif-
ferent vibrational modes, and cation–matrix interactions. This may imply an im-
portant role of molecular symmetry and cage structure, which can be considered as 
another illustrative example for fine tuning in the high-energy chemistry in solids. 
In any case, it should be noted that the reactivity of “hot” radical cations generated 
in argon is different from the behaviour of electronically excited cations resulting 
from photoexcitation in halocarbon matrices [26]. Apparently, indirect ionization 
in argon leads to population of high vibrational levels, which cannot be reached in 
photoprocesses. If it is the case, using argon matrices may provide unique informa-
tion on the properties of vibrationally excited radical cations; however, further work 
is necessary to prove this assumption.

5.5.1.2 � Matrix-Assisted Deprotonation and Matrix Switching Between 
Reaction Channels

The probability of “hot” reactions (fragmentation and rearrangements) decreases 
with decreasing excess energy determined by the IP gap and such processes are less 
common in krypton and virtually do not occur in xenon. However, in certain cases, 
the yields of the primary organic radical cations produced by irradiation in a xenon 
matrix in the presence of electron scavengers are quite low (or even zero). Instead of 
this, the EPR spectroscopy reveals formation of radicals resulting from specific C–H 
bond rupture, which corresponds formally to proton loss in the primary radical cat-
ions. In particular, such behavior was observed for a number of oxygen containing 
species, including dimethyl ether, methylal, 1,3-dioxolane, THF, and acetaldehyde 

Table 5.4   Radical and molecular products resulting from “hot” reactions of the primary radical 
cations upon irradiation of organic molecules in an argon matrix at 7–16 K
Parent radical cation Observed products of 

“hot” reactions
Relative yield of 
fragmentation/rearrangement

Reference

CH3OCH3
+· CH3

· Low [13]

CH3OCH2OCH3
+· CH3

·, CH3O· High [13, 14]

n-C7H16
+·, n-C5H12

+· CH3
·, CH4, RCH = CH2

Moderate high [12]

(CH3)3CC ≡ CH+· CH3
· CH4, Moderate [43]

CH3CHO+· CH3
· Moderate high [17]

CH3COCH3
+· CH3

· Very low [17]

(CH3)3COCH3
+· CH3

· Very high [17]

CH3CH2OCH = CH2
+· CH3

· Low [18]

CH3CH2CH = CH2
+· cis-CH3CH = CHCH3

+· Very high [18]

CH3COCOCH3
+· CH3

· Very high [43]

CH3COCH2CH2COCH3
+· CH3

· Moderate high [42, 43]

CH3OCH2COCH3
+· CH3

· Moderate high [42]



1795  EPR and IR Spectroscopy of Free Radicals and Radical …

and [13, 16, 88]. It is worth noting that, in all the cases studied, only one specific 
radical was produced for each parent cation. This means that deprotonation of the 
primary radical cations is a regioselective process (in contrast with the C–H bond 
cleavage in excited molecules observed in the absence of electron scavengers). The 
selectivity of this process correlates with spin density distribution in the radical 
cation (proton loss occurs at the maximum spin density position).

Concerning the mechanism of proton transfer, the main problem is assignment of 
the proton acceptor site in a xenon matrix. At first glance, deprotonation might oc-
cur in dimers or larger molecular aggregates. However, such a possibility was ruled 
out, because this process occurs in very dilute matrices, where the matrix isolation 
is guaranteed. Thus, one may conclude that the xenon matrix plays an active role. 
Indeed, the proton affinity of a xenon atom is rather high (5.2 eV), that is, com-
parable to proton affinities of simple organic molecules and neutral radicals [78]. 
Furthermore, in the case of solid xenon matrix, additional stabilization of proton 
results from specific collective solvation (formation of protonated xenon clusters of 
the XenH

+ type) and long-range medium polarisation. In particular, the IR spectro-
scopic studies show formation of linear centrosymmetrical cation XeHXe+, which 
is characterized by a progression of vibration bands with the most intense feature 
at 731 cm−1 [89, 90]. Thus, direct deprotonation of radical cations to matrix may be 
justified reasonably (at least, from qualitative viewpoint). The reaction scheme for 
ether-type radical cations can be written as follows:

� (5.27)

However, the correlation between the formation of deprotonation products and the 
amount of produced XeHXe + is not straightforward. An alternative explanation can 
be based on a theoretical finding [91], which shows that relatively polarizable rare 
gas atoms (in particular, xenon) may facilitate intramolecular rearrangement (H 
transfer to oxygen atom) due to formation of transition-state complex. In this case, 
the role of xenon is lowering the reaction barrier, which may be described as matrix 
catalysis. If such a model is applicable to the studied radical cations, the observed 
transformation may be represented by the scheme:

� (5.28)

At the moment, it is not possible to make a definite choice between these two pos-
sibilities.

One of the most interesting findings is concerned with observation of both reac-
tion channels for the same species, when the yields of the primary radical cations 
are low for both xenon and argon matrices, but the observed products are quite dif-
ferent. An illustrative example of such effect of nearly complete “matrix switching” 
between reaction channels (deprotonation to fragmentation) is given by methylal 
radical cation [16]. In the case of xenon, the EPR spectra show dominating contri-
bution from the CH3O·CHOCH3 radicals (anisotropic doublet), which corresponds 
to selective deprotonation of the primary cation. Mainly fragmentation products 
(CH3

· and CH3O·, probably in the form of complex with CH2OCH3
+ ion) were 

+• • +
1 2 2 1 2R CH OR (Xe) R CHOR + XeHXe

+. . +
1 2 2 1 2R CH OR  (Xe) R CH(OH )R
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found in argon [16], whereas both processes occur in krypton. This is a prominent 
illustration of the interplay between different matrix characteristics.

5.5.2 � Radical Anions

Radical anions are formed from the reactions of the radiation-induced excess elec-
trons with molecules. Basically, these species are often less reactive than radical 
cations and many of them were characterized by EPR spectroscopy in the early 
period [4]. Meanwhile, a closer look reveals that the radical anions observed in solid 
matrices often result from the molecules, which have no intrinsic electron affinity 
in the gas phase. It means that the stabilization of radical anions in such cases is a 
matter of matrix effects and the matrix interactions often control reactions of excess 
electrons in condensed phase. This aspect was still not investigated in detail from 
experimental and theoretical points of view. In order to shed a bit of light on this 
issue, recently we studied some model carbonyl compounds in matrices of various 
polarity and polarizability.

The simplest molecule of this kind is acetone, which is known to be a “good 
electron scavenger” in radiation chemistry. The acetone molecule has definitely 
negative intrinsic electron affinity [92], so the stabilization of radical anions may 
occur only due to intermolecular interactions. Our experiments did not reveal any 
sign of the formation of acetone radical anion under radiolysis of isolated acetone 
molecules in solid argon or non-polar molecular matrices. At first glance, it seems 
to be in conflict with that an earlier finding reported the EPR spectrum of this radi-
cal anion in solid argon generated by photolysis of Na/CH3COCH3/Ar co-deposited 
mixture [93]. However, one should bear in mind that the photogeneration may pro-
duce the ion pairs stabilized by strong coulombic interaction rather than isolated 
radical anions. Indeed, preliminary calculations do not support stabilization of radi-
cal anions, even in the large argon clusters.

A prominent example of the dominating role of matrix in stabilization of radical 
anions is presented by diacetonyl [94]. According to calculations, this diketone also 
has virtually zero intrinsic electron affinity. The EPR study reveals that irradiation 
of diacetonyl solutions in hydrocarbon glassy matrices does not result in appear-
ance of any new signal, although the formation of trapped electrons is strongly sup-
pressed in the presence of diacetonyl. This may be interpreted as an evidence of “in-
termediate trapping”, that is, formation of metastable radical anions, which transfer 
an electron to a deeper trap (presumably, neutral radicals). Meanwhile, in the case 
of weakly polar ether matrices, experiment shows formation of a new EPR signal 
(Fig. 5.5, top), which was attributed to a delocalized diacetonyl radical anion of C2 
symmetry with the following set of hyperfine coupling constants: a1(2H) = 2.05 mT, 
a2(2H) = 0.76 mT, a3(2H) = 0.53 mT). This signal correlates with the radiation-in-
duced optical absorption band with maximum at ca. 600 nm, assigned to the same 
species. From computational point of view, the stabilization of the radical anion 
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can be explained in the frame of the microsolvation model with explicit account of 
local configuration. Indeed, the computed electron affinity of a microsolvate con-
taining four dimethyl ether molecules (Fig. 5.5, bottom) is essentially positive, and 
the calculated hyperfine coupling constants for the C2 conformer are in reasonable 
agreement with the experimental values.

Generally, it should be noted that the matrix effects on stability of radical anions 
can be realized on the basis of local configurational models rather than macroscopic 
properties of the medium. This leads to the concept of microscopcically tunable 
excess electron capture in low-temperature media, which may have very interest-
ing implications, particularly, for organized systems and nanostructures. Direct 
probe of the environment interactions for such cases is still lacking. In principle, 
this information might be obtained from ENDOR and IR spectroscopy, however, 
the application of both techniques to the radical anions in molecular matrices is still 
questionable because of their limited sensitivity.

338 340 342 344 346 348
Magnetic field, mT

experimental

simulated

Fig. 5.5   Experimental and simulated EPR spectra of diacetonyl radical anion observed in a glassy 
diethyl ether at 77 K; computed geometrical structure of the C2 conformer of diacetonyl radical 
anion solvated by four dimethyl ether molecules (adapted from Ref. [94] with kind permission of 
The American Institute of Physics, 2011)
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5.6 � Conclusions and Outlook

In summary, it is not doubts that EPR spectroscopy remains the most informative 
method for detailed studies of the mechanism of the radiation effects in a wide va-
riety of solids. Meanwhile, using IR spectroscopy as a complementary tool to EPR 
may provide essential new information in structural and mechanistic aspects. The 
application of such approach to model studies in low-temperature matrices was il-
lustrated in this chapter. An important point is that both methods were applied under 
similar experimental conditions, which justifies direct comparison. The outlined ap-
proach reveals hidden (sometimes, rather unusual) features of the radiation-induced 
chemistry in matrices and the nature of matrix effects. Furthermore, it provides 
more detailed understanding on the electronic and vibrational properties of the radi-
ation-induced radicals and radical ions. Typically, EPR spectroscopy can be used as 
a reference method for unequivocal assignment of the IR absorptions. Meanwhile, 
in certain cases, IR spectroscopy may detect radicals, “invisible” by EPR due to the 
peculiarities of their electronic structure.

The investigations of radiation-induced effects in solid matrices using combined 
spectroscopic approach are still restricted to relatively simple systems and definite-
ly there is room for future studies. One challenge is concerned with characterization 
of the vibrational spectra of highly reactive primary radical ions in both inert media 
and molecular matrices using EPR as a reference method. Also, the combination 
of EPR and IR spectroscopy may bring better understanding of matrix interactions 
and their role in the radiation chemistry in solids. However, more experimental and 
computational efforts are needed to clarify these issues.
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Abstract  We review our research of the past decade towards identification of radi-
ation-induced radicals in solid state sugars and sugar phosphates. Detailed models 
of the radical structures are obtained by combining EPR and ENDOR experiments 
with DFT calculations of g and proton HF tensors, with agreement in their anisot-
ropy serving as most important criterion. Symmetry-related and Schonland ambi-
guities, which may hamper such identification, are reviewed. Thermally induced 
transformations of initial radiation damage into more stable radicals can also be 
monitored in the EPR (and ENDOR) experiments and in principle provide infor-
mation on stable radical formation mechanisms. Thermal annealing experiments 
reveal, however, that radical recombination and/or diamagnetic radiation damage 
is also quite important. Analysis strategies are illustrated with research on sucrose. 
Results on dipotassium glucose-1-phosphate and trehalose dihydrate, fructose and 
sorbose are also briefly discussed. Our study demonstrates that radiation damage is 
strongly regio-selective and that certain general principles govern the stable radical 
formation.

6.1 � Introduction and Motivation of the Study

The structure of radiation-induced radicals in solid state sucrose has been studied 
with electron magnetic resonance (EMR) techniques since the early 1960’s [1–7]. 
However, only some 5 years ago the identity of three radicals, dominating the room 
temperature (RT) stable electron paramagnetic resonance (EPR) spectrum, was 
convincingly established [8, 9]. This resulted primarily from a detailed compari-
son of proton hyperfine (HF) interactions, determined from single crystal electron 
nuclear double resonance (ENDOR) experiments, with the results of high-level 
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density functional theory (DFT) calculations. The situation for other sugars and re-
lated carbohydrates is similar: although stable radical production has been reported 
for several decades, reliable identifications of their structures are in general much 
more recent [10–12] or has to date not yet been achieved [13, 14]. A first important 
reason for this is that stable radical structures in organic solids very often differ 
substantially from the pristine molecule (crystal) structures and are the result of a 
complex reaction chain after the initial ionization or electron capture process [15]. 
The radicals stabilized after irradiation at low temperatures (~ liquid He or N2) are, 
however, more directly structurally related to those of the pristine molecules, and 
although such studies are experimentally far more challenging, the identification of 
the radical species is therefore in principle simpler [16–21]. Following the evolution 
of the EPR and ENDOR spectra towards the RT stable stage via thermal annealing 
is one approach to elucidate the structures of the stable species and to unveil their 
formation mechanisms. Irradiation in general, however, produces several distinct 
radical species whose EPR spectra, all characterized by HF interactions with several 
protons, strongly overlap. This is the second main reason why EPR spectra of irradi-
ated sugars are often difficult to interpret, even when studied in single crystal form. 
In this chapter, techniques for spectrum decomposition and strategies for identifica-
tion of structure and formation pathways for (stable) radicals are illustrated using 
our studies on solid state sucrose and related carbohydrates.

The main goal of this research is fundamental: improving the understanding of 
the radiation chemistry in solid carbohydrates. Important research objectives in-
clude uncovering general principles in the radiation-induced reactions and under-
standing the selectivity of radical formation in these materials. First and foremost, 
this requires reliable identification of the radicals in a sufficiently large number of 
materials and at different stages of the post-radiation chemistry. The results of this 
study may furthermore help to elucidate the direct radiation effect in the sugar units 
of the DNA helix [22, 23]. The latter is of considerable importance as sugar radicals 
are the main precursors for double strand breaks, the most harmful form of DNA 
damage with respect to biological consequences. Although not a priori obvious, 
solid state sugars may present a good model for studying direct effect radiation-
induced damage in DNA as there are no radical interactions with a solvent. More-
over, the crystal structure to some extent mimics the tight, rigid packing of DNA in 
chromatin, and the role of hydrogen bonds in both systems is expected to be similar. 
As the similarity between DNA and solid state sugars may include both the initial 
radiation damage and the stable products, information on structures and processes 
at all stages after irradiation is relevant.

A second motivation is more applied and mostly related with the final stable 
radicals. The EPR signal intensity of such radicals may be used to determine radia-
tion doses. Since the beginning of the 1980s the potential of sucrose in radiation 
dosimetry has been recognized [24, 25] and has been the subject of many EPR 
studies [26–32]. When samples are properly stored, the EPR spectrum of irradiated 
sucrose has long term stability and, after a short initial period of strong changes, 
shows only limited fading. Table sugar consists for over 90 % of sucrose and the 
radiation-induced EPR spectra of table sugar and sucrose resemble each other very 
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closely. Therefore, the ubiquitous table sugar is of particular interest for accident 
and emergency dosimetry. The composite nature of the stable EPR spectrum of ir-
radiated sucrose, as a result of the presence of various types of radicals, along with 
the complex transformations of this spectrum in a short time span after irradiation, 
are issues of concern. Sucrose is not the only sugar interesting from a dosimetric 
point of view. One can also apply EPR spectrometry for detection and control of 
irradiated sugar-containing foodstuffs [33–42]. Here, however, an additional com-
plication arises. In foodstuffs very often a mixture of sugars is present, all giving 
rise to distinct radiation-induced EPR spectra. In this respect achieving a detailed 
understanding of the spectral shape of various common sugars, e.g. glucose, fruc-
tose and sorbose, is very relevant.

6.2 � Materials and Experimental Methods

6.2.1 � Solid State Carbohydrates

Table 6.1 gives an overview of the carbohydrates that have been covered by our 
studies. Most of the experiments were performed on single crystals, grown from 
aqueous solution by slow evaporation of the solvent at constant temperature. When 
possible, partially deuterated crystals were also grown from D2O solutions. Crystal-
lization from D2O, redissolution in D2O and recrystallization is expected to replace 
all the crystal water by D2O and 95 % of the OH groups by OD. For fructose, crys-
tallization proved very difficult, rendering deuteration unfeasible.

Selected experiments were also performed on irradiated powders of carbohy-
drates. These were used as purchased, without further refinement. In the case of 
fructose, selectively 13C and 2H labeled carbohydrate powders (Sigma Aldrich, 
Omicron Chemicals) were included in the study.

Crystals were oriented for rotation around a crystallographic axis, either by Laue 
diffraction or by inspection of the X-ray diffraction pole figures and then transferred 
to sample holders (quartz rods or copper pedestals) or fixed in quartz tubes with 
minimal loss of orientation (< 5°). For the crystals with orthorhombic symmetry 
these rotation axes are usually <a>, <b> and <c>. For sugars (sugar phosphates) 
with monoclinic symmetry crystals were at some occasions oriented for rotation 
around the <a*> (perpendicular to <b> and <c>) or <c*> axes. In order to resolve 
the Schonland ambiguity [43, 44], the angular dependence of the EPR and ENDOR 
spectra was also recorded for rotations around axes deviating from those mentioned 
above. These rotation planes will be referred to as skewed planes.

6.2.2 � Irradiation for Radical Production

Irradiations either at RT or at 273 K (water-ice cooled sample) occurred ex situ, 
using X-rays from a Philips W-anode X-ray tube operated at 60 kV and 40 mA, 
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resulting in a radiation dose rate of approximately 1.3 kGy/min. For most ENDOR 
experiments the samples needed to be irradiated for at least 1 h. In the study of 
stable radicals, crystals were irradiated before orienting and mounting onto quartz 
sample holders. In the study of less stable species samples had to be irradiated after 
mounting in quartz holders and EPR spectra sometimes contained contributions 
from irradiated quartz. After irradiation, crystals or powders were transferred into a 
temperature-controlled (by Oxford He flow cryostats) microwave cavity, stabilized 
at the measurement temperature.

For studying primary radical species and/or intermediate steps in the evolution 
towards RT stable radiation products, crystals were irradiated in situ at 6–8 K using 
liquid helium or at 77 K using liquid nitrogen. For this purpose, a special micro-
wave cavity assembly originally devised by W.H. Nelson was constructed [45]. The 
setup for X-band (9.8 GHz) is shown in Fig. 6.1.

A copper sample rod to which the crystal is mounted with conducting epoxy 
glue is fixed to the Joule-Thompson end of a cold-finger cryostat (Air Products He-
liTran). This is inserted into a telescoping cryostat holder at the top of an evacuated 

Fig. 6.1   X-band EPR/ENDOR cavity for in situ X-irradiation of crystals at low temperature. Left: 
detail of the cavity design with the vacuum-sealed side-walls of the system removed for showing 
the EPR modulation coils, the iris adjustment system, optical and X-ray irradiation windows, elec-
trical connections for the EPR modulation and the (internal) 4-turn ENDOR coils, the waveguide 
connection and a vacuum pump-out port, right: cavity in the setup—microwave bridge and cavity 
can be slid between and outside of the poles of the electromagnet, for measurement and X- or UV 
irradiation, respectively
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titanium/brass enclosure. The enclosure is equipped with a thin Al and a quartz 
window to allow for X-ray and optical irradiation, respectively. These windows are 
situated above the microwave cavity. The cavities used are home-made X (TM110) 
or Q-band (34 GHz, TE011) cavities equipped with EPR modulation- and ENDOR 
coils as well as externally accessible variable iris control. The cryostat with sample 
is lowered to the irradiation position, and after evacuation of the assembly, the crys-
tal is cooled to the desired temperature and irradiated. The temperature is moni-
tored and controlled using an Oxford ITC 503 temperature controller connected 
to a heater assembly and thermocouple at the cryostat cold end. As X-ray source, 
a Philips Cr-anode X-ray tube operated at 60 kV and 40 mA was used, providing a 
radiation dose rate of approximately 0.16 kGy/min. For the results presented here, 
doses between 10 and 40 kGy were used. After irradiation, the sample is lowered 
into the center of the microwave cavity for EMR measurements. Oxygen-free high 
conductivity copper sample posts and conducting epoxy glue are used to avoid EPR 
signals from radiation-induced radicals in the crystal mounting system.

6.2.3  �EPR, ENDOR and ENDOR-Induced EPR Experiments

The EMR experiments were performed using commercial Bruker CW spectrom-
eters (ER200, Elexsys 500/560) at the microwave X- and Q-bands. For g factor 
determinations, accurate measurements of the microwave frequency and magnetic 
field are indispensable. The frequency measurements were achieved using external 
X and Q-band frequency counters.

For the EMR measurements after RT irradiation, the magnetic field at the be-
ginning and at the end of each field sweep was measured using an ER035M NMR 
Teslameter. Subsequently a calibration of the field measurements was performed 
by determining the g value of a field marker (DPPH at 2.0036 [46] in X-band, g┴ 
of CO3

3− in CaCO3 at 2.0031 [47] in Q-band). For the EMR measurements after 
in situ low temperature (LT) irradiation, the magnetic field was calibrated using a 
BRUKER ER036 TM Teslameter in combination with a DPPH field marker.

All EPR spectra presented here are recorded using magnetic field modulation 
(100 kHz, 0.1 mT, unless otherwise mentioned) and all ENDOR spectra using fre-
quency modulation (modulated at 10, 12.5 or 25 kHz with a few 100 kHz depth). 
As a result their shape resembles the first derivative of an absorption spectrum. 
Occasionally, pulsed EPR experiments at X-band (Hyperfine Sublevel Correlation 
Spectroscopy = HYSCORE [48]) were performed in collaboration with other re-
search groups: we refer to the relevant paper for experimental details [9].

ENDOR normally requires partial saturation of the EPR spectrum. Although 
EPR spectra of radiation-induced radicals in carbohydrates readily saturate at 
any temperature for microwave powers above 1  mW, for ENDOR experiments 
very often temperatures are required that only are attainable using liquid helium 
(50 K or 20 K). For sucrose at X-band, however, ENDOR spectra can be recorded 
at any temperature from 4 to 300 K.
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ENDOR measurements for carbohydrates in general only reveal HF interactions 
with protons, the larger of which are resolved in the EPR spectra. Yet, a detailed 
ENDOR analysis is necessary as the EPR spectra are very complex. The simul-
taneous observation of spectra from several symmetry-related orientations—with 
respect to the magnetic field—of the same radical species [49], and this for sev-
eral different radicals present, makes an EPR-only analysis practically impossible. 
ENDOR is usually performed by saturating the EPR spectrum at a fixed magnetic 
field position, sweeping the radiofrequency. In order to obtain the transitions for 
all dominant radical species and all sites, for each magnetic field orientation, the 
ENDOR spectrum has to be recorded at several (very often 2–3) field positions for 
each orientation. Nonetheless, certain (probably less dominant) radical species may 
escape from detection in this way. In order to avoid this, one can record the ENDOR 
spectrum as a function of magnetic field over the complete range where EPR inten-
sity is observed [50, 51].

As an example of such an ENDOR experiment carried out in the field-frequency 
space (also called Field-Frequency ENDOR, FF-ENDOR), a FF-ENDOR spectrum 
of sucrose, recorded at 110 K several days after X-ray irradiation at RT, is shown 
in Fig. 6.2. This spectrum is obtained with the magnetic field oriented close to the 
< b > axis. Along with the FF-spectrum, corresponding ENDOR, EPR and ENDOR-
induced EPR (EIE) traces are shown. The signal height is represented in color scale 
in the FF-ENDOR spectrum, with red and blue indicating high and low (negative) 
values, respectively. The intensity of the spectra is increased in order to enhance the 
contrast for the signals of the more informative larger proton HF couplings, and as a 
result in the proton Larmor frequency range (50–52 MHz at Q-band) only one broad, 
intense line can be discerned. The horizontal dashed line in Fig. 6.2 corresponds to 
an ENDOR spectrum recorded at one magnetic field position (1212.5 mT) which 
is shown at the top of the figure. Combinations of ENDOR transitions at particular 
radiofrequencies ( νENDOR) are repeated at several magnetic field positions, although 
the transition frequencies exhibit a slight shift with magnetic field ( B). This shift 
may be predicted to first order as (see also Sect. 6.2.4, spin Hamiltonian = SH) [49]

�
(6.1)

with gH the proton nuclear g factor and μN the nuclear magneton. For nuclei with 
I = 1/2 all ENDOR transitions can be recorded at each EPR transition of a particular 
radical, hence one can in principle reconstruct the EPR spectrum corresponding to 
a particular ENDOR transition by measuring its signal height at a maximum of the 
(first derivative) signal as a function of magnetic field while simultaneously cor-
recting the transition frequency according to Eq. (6.1). Such spectra are referred to 
as EIE spectra [52–54]. In the bottom of the figure, examples of the EIE spectra are 
shown, recorded by monitoring the height of the ENDOR lines marked in the top 
spectrum of Fig. 6.2 while sweeping the magnetic field. As we follow the positive 
peak position, the EIE spectrum is expected to have an absorption-like shape, as 
opposed to the first-derivative shape for the EPR spectrum. Although EPR and EIE 
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Fig. 6.2   ENDOR, FF-ENDOR, EPR and EIE spectra of stable radical species in sucrose X-irradi-
ated at RT and recorded at 110 K with the magnetic field parallel to the <b> axis, several days after 
irradiation. The ENDOR spectrum is recorded at the magnetic field position marked with an arrow 
in the EPR spectrum and corresponds to the horizontal cut in the FF-ENDOR spectrum indicated 
by the dashed line. The ENDOR transitions whose intensity is monitored in the EIE experiments 
( bottom traces) are marked by colored arrows. νMW = 34.00 GHz
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spectra of a radical should carry the same SH information, an EIE spectrum cannot 
be expected to perfectly match the integrated EPR spectrum of the correspond-
ing radical component. Indeed, this would imply that (i) there are no higher order 
field corrections to the ENDOR frequencies, (ii) the width (shape) of the ENDOR 
line remains constant throughout the complete EPR field range and (iii) the EPR 
and ENDOR spectra are by no means distorted by the electron and/or nuclear spin 
relaxation. In particular, it should be remembered that the EIE is recorded under 
EPR microwave saturation conditions commonly resulting in significant line broad-
ening. Nevertheless, EIE is very effective in decomposing multi-composite EPR 
spectra and is less time-consuming than recording the FF-ENDOR spectrum over 
the complete EPR field range.

As for the interpretation of Fig. 6.2, in the FF-ENDOR spectrum four dominant 
contributions can be discerned. A first clear contribution, labeled T1 (red arrows), 
has it largest ENDOR frequency around 73 MHz, due to a β-proton HF interaction. 
The corresponding EIE spectrum exhibits in addition two smaller 1H interactions, 
clearly visible with high-frequency transitions slightly below 60  MHz and low-
frequency transitions around 45 MHz. In the 60–65 MHz range, the two overlap-
ping transitions of the strongest, α-type HF interactions of radicals T2 and T3 are 
seen. Also these two radicals have two more pronounced HF interactions, which are 
strongly overlapping at this particular field orientation and for this reason are not 
indicated in the FF-ENDOR spectrum. The T1-T3 radicals have been thoroughly 
characterized through angular dependent EPR and ENDOR measurements [55] and 
detailed molecular models were found for them, based on DFT calculations (see 
Sect. 6.3.4) [8, 9]. They constitute the dominant contribution to the central part of 
the powder EPR spectrum of irradiated sucrose (see Sect. 6.4.5).

Above 90 MHz, another interesting contribution to the spectrum is discerned. It 
is labeled here as T4 [56] and its ENDOR transitions are marked by purple arrows 
in the FF-ENDOR spectrum. The corresponding EPR (EIE) spectrum exhibits three 
resolved HF interactions. The largest splitting (2.9 mT, ~ 81 MHz) corresponds to 
the ENDOR transition at 92–93  MHz. The ENDOR transition of the intermedi-
ate splitting (1.4 mT, ~ 37 MHz) is not clearly observed (area bordered by purple 
dashed line), probably as a result of line broadening. For the smallest HF interac-
tion, only barely resolved in the EIE spectrum (0.3 mT, ~ 10 MHz), the ENDOR 
transitions are found at 46 and 57  MHz. The HF splitting corresponding to the 
transitions at 49 and 53 MHz (~ 4 MHz, 1.3 mT) is not resolved in the EIE spec-
trum. The as yet unidentified T4 radical very probably constitutes the dominant 
contribution to the “wing parts” of the EPR spectrum of irradiated sucrose powder 
[57, 58] (see Sect. 6.4).
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6.2.4  �Spin Hamiltonian Analysis: Extraction of g and HF 
Tensors

The SH relevant to the analysis of radicals in carbohydrates is that for a paramag-
netic center with spin S = 1/2, interacting with various nuclei—mostly protons—
with spin Ii = 1/2 [49]

�
(6.2)

in which Bm  represents the Bohr magneton. g�  and the proton HF tensors iA
�

 are 
to be determined by fitting the experimental angular dependence of the EPR and 
ENDOR spectra. In this chapter we follow the convention of labeling the principal 
values of these tensors ( gx, gy, gz; Ax, Ay, Az) in ascending order and the correspond-
ing principal directions are specified via their direction cosines with respect to the 
<a(*)>, <b> and <c> crystal axes. For radicals, which exhibit three appreciable HF 
interactions, like the stable radicals in sucrose (see Sect. 6.4.5), the SH already in-
volves 16 states, rendering the time for computing transition frequencies (or fields) 
very long, especially in the context of fitting. For this reason, simplifications are 
used that are justified a posteriori by comparison between the experimental data 
and simulations based on the diagonalization of the full SH. These approximations 
yield sufficiently high accuracy as long as high-field conditions are satisfied, that is, 
as long as the first term in the SH is at least two orders of magnitude larger than all 
other terms. Under these circumstances it is justified to determine the g tensor for a 
single radical species from the center of the EPR pattern recorded at each magnetic 
field orientation, and thus effectively only consider the first term of the SH. The 
same can be done for multi-composite spectra after separating the different contri-
butions by EIE measurements. For ENDOR experiments the high-field condition 
implies that coupling between the different nuclei via the electron spin is practi-
cally absent. As a result, one can analyze the HF coupling for an individual nucleus 
as if this is the only nuclear interaction with the unpaired electron. The sum over 
nuclear interactions in the SH reduces to just two terms (HF and nuclear Zeeman 
interaction for this one nucleus). However, it also implies that if ENDOR transitions 
of different symmetry-related crystal sites of the same radical are recorded in the 
same spectrum, e.g. as a result of insufficient g resolution, it may not be evident to 
link HF tensors for interactions from the same site of the radical correctly. This has 
implications for simulations of the EPR spectra, especially for powders [57, 58].

The fitting of angular dependent ENDOR data was mostly performed using the 
MAGRES program [59]; simulations of EPR, ENDOR and EIE spectra and fitting of 
angular dependent EIE data were based on the EasySpin routines [60] in MATLAB. 
In some cases, the KVASAT program was used [61, 62]. For extracting a HF or a g 
tensor from angular dependent ENDOR or EIE spectra, respectively, data in at least 
three independent planes have to be available. As mentioned in Sect. 6.2.1, for or-
thorhombic crystals very often the {ab}, {bc} and {ca} planes are selected, and for 
monoclinic either {a*b}, {bc} and {ca*}, or {ab}, {bc*} and {c*a}. Indeed, using 

ˆ ˆ ˆ ˆˆ
S B i i N H i

i

H B g S S A I g B Im m = ⋅ ⋅ + ⋅ ⋅ − ⋅ ∑
� � �� � � ��
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crystallographic rotation axes is practical, as they most often are easily recognized 
from the crystal morphology. In addition, a considerable advantage of taking these 
planes is that the magnetic field may be aligned quite easily to specific (crystallo-
graphic) orientations where different symmetry-related sites of the radicals become 
magnetically equivalent. At these orientations their EPR/ENDOR spectra coincide: 
the site-related branches in the angular variations cross. At such coincidences EPR 
and ENDOR spectra can be recorded with higher signal/noise ratio and they usually 
exhibit an easier substructure. However, an analysis in these three planes in general 
yields two g or HF tensors that fit the available data equally well. This phenomenon, 
that has been labeled as the “Schonland ambiguity” [43, 44], is well-established in 
literature but still not widely recognized among experimental and computational 
researchers. Only one of the two fitting results corresponds to the actual tensor to be 
determined, and also fits the data that may be obtained outside of these three planes. 
The second tensor (labeled “Schonland conjugate”) is merely a fitting result without 
further physical meaning. For the principles of this ambiguity in g and HF tensor 
analysis, as well as for practical ways of avoiding it, we refer to our recent paper on 
this subject [44]. In the next subsection, the Schonland ambiguity is illustrated in 
the analysis procedure for a particular example.

6.2.5  �Example of Schonland Ambiguity in Data Analysis

The Schonland ambiguity finds its origin in an ambiguity in the choice of rotation 
sense when analyzing angular dependent data. We illustrate the principles here us-
ing the SH data for the stable radical T1 in irradiated sucrose. This is not because 
it would be the best example, but rather in order to demonstrate that the Schonland 
ambiguity may pop up in any g or HF tensor analysis when data are restricted to 
three orthogonal planes defined by the unit cell axes. As already mentioned, sucrose 
has monoclinic symmetry. The analysis is presented for data in the {a*b}, {bc} and 
{ca*} planes, and the SH parameters (tensors) are represented in the a*bc reference 
frame. Implications of having data in other (non-orthogonal) rotation planes for 
calculating Schonland conjugate tensors and/or lifting Schonland ambiguity may be 
found in our basic article on this subject [44].

For most of the radicals discussed here, the HF tensors were analyzed before the 
g tensors, which were extracted from EIE measurements and relied on the knowl-
edge of the HF tensors [13, 57, 63]. It is more instructive, however, to start the 
discussion with the problem of extracting a g tensor from angular dependent reso-
nance field positions. In Fig. 6.3 simulated angular dependences of the central field 
position of the EPR (or EIE) spectrum of T1 are shown in four rotation planes [57]. 
These make use of the g tensor data in Table 6.2: the g tensors for the two (mono-
clinic) symmetry-related radicals (Tensors 1 and 2) and the two tensors Schonland 
conjugated to these (Tensors 3 and 4). In Ref. [44] it is shown that the latter can be 
calculated by changing either the (1,2) and (2,1), or the (2,3) and (3,2) elements of 
the symmetric tensor 2 Tg g g= ⋅� � � . Symmetry-related tensors only differ with respect 
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to their principal directions, whereas Schonland conjugate tensors also differ with 
respect to the principal values. In Table 6.2 one may verify that in the chosen ex-
ample this difference in principal g values is subtle (yet not negligible), but that the 
differences in principal directions may be quite substantial.
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Fig. 6.3   Illustration of Schonland ambiguity for the g tensor for data analysis in three orthogonal 
({a*b}, {bc} and {ca*}) and one skewed plane (polar angles θ = 26.1°, φ = 190.3°). The g tensors 
used in the simulations are listed in Table 6.2: filled black squares—tensor 1; filled red circles—
tensor 2; full black line—tensor 3; full red line—tensor 4. In the bottom part of the figure the 
simulated powder EPR spectra are shown, assuming that no HF interactions are resolved, using 
the original g tensor (tensor 1 or tensor 2—black line) and its Schonland conjugate (tensor 3 or ten-
sor 4). The polar angles are defined such that <c> corresponds with θ = 0° and <a*> with θ = 90°, 
φ = 0°. νMW = 9.8 GHz
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Carbon-centered radicals in carbohydrates often exhibit close to axial g tensor 
symmetry ( gx < gy ≈ gz). The g tensor of the T1 radical is, however, clearly rhombic, 
with three clearly different principal values, two of which exhibit a considerable 
positive shift from the free electron g value. The implications of these characteris-
tics for the radical model will be discussed in Sect. 6.3.4.

In Fig. 6.3 X-band simulations using Tensors 1 and 2 are represented with sym-
bols and could be considered as experimental data. The simulations with the other 
two tensors are shown as full lines.

The example nicely illustrates that when restricting measurements to the first 
three planes, one can find two tensors, not related by symmetry, which fit the data 
equally well. The Schonland ambiguity springs from the fact that one cannot a 
priori know which symmetry-related branches in the different rotation planes to 
connect with one another. It is, however, also immediately clear that in the fourth 
skewed plane the degeneracy of the Schonland conjugate tensors is lifted, present-
ing an obvious method to select the right set of tensors among the two possibilities.

The simulations at the bottom of Fig. 6.3 suggest that inspection of the powder 
spectrum may also be used for resolving the Schonland ambiguity. This may in 
particular be so if line widths are narrow and if the spectra are not complicated by 
resolved HF interactions. Powder spectra are particularly sensitive to changes in the 
rhombicity of g tensors. This results in a considerable difference in the low field 
part of the simulated powder EPR spectra for the two Schonland conjugate tensors, 
in spite of only very subtle changes in the absolute g values.

We now move on to the analysis of HF tensors from angular dependent ENDOR 
measurements. The three HF tensors determined for the T1 radical in irradiated 

Table 6.2   g tensor for the T1 stable radical in irradiated sucrose [57]: tensor 1—original tensor as 
obtained from fitting angular dependent EIE data; tensor 2—monoclinic symmetry-related tensor 
to 1; tensor 3—Schonland conjugate of tensor 1 by inverting the g2(1,2) and g2(2,1) matrix ele-
ments of tensor 1; tensor 4—monoclinic symmetry-related tensor to 3. In the last two columns, 
the difference in principal values and directions (smallest angle between the directions, in degrees) 
with tensor 1 are given
Tensor # gi <a*> <b> <c> Δgi Δθ

2.0021 0.3619 − 0.9232 − 0.1295
1 2.0049 0.8781 0.2991 0.3798

2.0066 − 0.3130 − 0.2512 0.9160
2.0021 − 0.3619 − 0.9232 0.1295 0 45

2 2.0049 0.8781 − 0.2991 0.3798 0 34
2.0066 − 0.3130 0.2512 0.9160 0 29
2.0020 − 0.3862 − 0.9030 − 0.1884 − 0.0001 44

3 2.0051 0.9156 − 0.4001 0.0405 0.0002 45
2.0065 − 0.1120 − 0.1569 0.9813 − 0.0001 13
2.0020 0.3862 − 0.9030 0.1884 − 0.0001 18

4 2.0051 0.9156 0.4001 0.0405 0.0002 21
2.0065 − 0.1120 0.1569 0.9813 − 0.0001 27
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sucrose [55], along with their Schonland conjugates, are taken as an example. Their 
principal values and directions are given in Table 6.3, for only one of the symmetry-
related sites. The calculation of a Schonland conjugate A tensor requires more care 
than in the case of the g tensor, however. The result does not only depend on the 
rotation planes in which experimental data were analyzed (as for the g tensor), but 
also on the microwave frequency (magnetic field B0 at which the ENDOR spectrum 
is recorded) and in which of the MS electron spin multiplets the ENDOR transitions 
take place. Very often only the high-frequency branches (with MS = − 1/2 (1/2) for 
A > 0 ( A < 0)) of ENDOR transitions are considered for extracting the HF tensor. 
The low-frequency transitions are in many cases not (well) observed and for that 
reason sometimes simply not recorded. In Ref. [44] it is demonstrated that in this 
particular case one can find the tensor Schonland conjugate to a given tensor A

�
 by 

making a similar sign change in the off-diagonal elements (as for the g tensor) of 
the symmetric tensor 2

highK
�

�
(6.3)

with ( ) 3isoA trace A=
�

, the isotropic HF coupling.

( ) 0 1
2high iso N N
AK sign A g Bm= − −
�

��

Table 6.3   Principal A values and directions for the three resolved proton HF interactions of the T1 
stable radical in irradiated sucrose, as determined from angular dependent ENDOR measurements 
in four rotation planes (HF1, HF2, HF3) [9] and the Schonland conjugate tensors (HF1S, HF2S 
and HF3S) which fit the data for the high-frequency X-band ENDOR branches in the {a*b}, {bc} 
and {ca*} planes equally well. The last two columns present the differences in principal values and 
directions (angles in degrees) between Schonland conjugate and original tensors
A tensor Ai <a*> <b> <c> ΔAi Δθ

42.81 0.616 0.121 − 0.778
HF1 44.42 0.072 0.975 0.209

53.17 0.784 − 0.185 0.592
41.90 0.547 0.499 − 0.673 − 0.91 23

HF1S 45.56 − 0.246 0.863 0.441 1.14 24
52.92 0.800 − 0.075 0.595 − 0.24 7
13.19 0.106 0.825 0.555

HF2 13.57 0.989 − 0.144 0.025
20.87 0.101 0.546 − 0.832
12.66 0.595 0.658 0.461 − 0.53 30

HF2S 14.15 0.803 − 0.519 − 0.294 0.58 31
20.81 0.046 0.545 − 0.837 − 0.06 3

− 17.48 − 0.711 − 0.241 0.660
HF3 − 14.80 − 0.38 0.922 − 0.073

− 0.93 − 0.591 − 0.302 − 0.748
− 19.12 − 0.633 − 0.516 0.577 − 1.64 17

HF3S − 12.07 − 0.492 0.844 0.215 2.73 18
− 2.18 − 0.598 − 0.148 − 0.788 − 1.25 9
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Figure 6.4 is organized in a similar way as Fig. 6.3: symbols represent simula-
tions (~ experimental data points) for the original tensor and full lines for its Schon-
land conjugate. The simulations are again performed at X-band. Exactly as in the 
discussion for the g tensor, for the high frequency branches the simulation for the 
two Schonland conjugate tensors coincide perfectly in the first three (orthogonal) 
planes, but in the fourth (skewed) plane a clear mismatch is observed [64]. How-
ever, Fig. 6.4 and Eq. (6.3) illustrate that the Schonland ambiguity for HF tensors 
is not as essential as in the case of the g tensor. The B0 dependence suggests that a 
comparison of spectra recorded in different microwave frequency bands may also 
resolve the ambiguity, and if one manages to record transitions in both MS multi-
plets, the ambiguity in principle does not exist [65].

The simulations for the HF1 and HF2 tensors (and their Schonland conjugates) 
demonstrate that in practice, the differences may be quite subtle and even lie within 
experimental accuracy. The differences are clearest for interaction HF3, which ex-
hibits the largest anisotropy. In addition, in Ref. [44] we have shown that in the 
limiting cases for very low and very high microwave frequencies (when one of the 
terms in Eq. (6.3) clearly dominates), the ambiguity may also not be resolved by 
analyzing the data for both MS multiplets.

Finally, the comparison of the Schonland conjugate forms of the tensors in 
Tables 6.2 and 6.3 deserves some further comments. The Schonland ambiguity may 
hamper radical identification if the two possible fitting results may lead to differ-
ent interpretations of the type of interaction. In the example elaborated in Ref. [44] 
it is shown how the Schonland conjugate of a particular HF tensor, typical of an 
α-proton, may have the symmetry typical of a β-proton coupling with large aniso-
tropy, as expected for e.g. a β-hydroxyl proton coupling (see Sect. 6.3.1).

For none of the T1 HF tensors such drastic changes in interpretation occurs, al-
though finding the correct form for the HF3 tensor (assisted by X-band HYSCORE 
[9]) proved to be the key for finding the correct radical model. One may consider 
the differences in principal directions in Tables 6.2 and 6.3 not to be very large. 
However, in Sect. 6.3 it will be shown that the model identification strongly re-
lies on the comparison between experimental and DFT calculated HF (and g) ten-
sors. For accurate radical models, in particular the principal directions of calculated 
tensors are expected to reproduce the experimental results very well. Hence, it is 
important to determine these principal directions as precisely as possible and differ-
ences of the order of ~ 10–20° may indeed be very relevant.

As a conclusion of this subsection, we want to emphasize that both experimental 
and computational scientists involved in the identification of paramagnetic centers 
in low-symmetry (orthorhombic, monoclinic, triclinic) crystals should be aware of 
the Schonland ambiguity and its implications. Very often, having experimental data 
in three orthogonal planes is not sufficient to obtain an unambiguous result for the 
SH tensors. The discussion in this section and in Ref. [44] should enable compu-
tational scientists, aiming to find models for radicals characterized using EPR and 
ENDOR by others, to recognize situations where Schonland ambiguity may be an 
issue. Ref. [44] also provides details how to calculate the Schonland conjugate of 
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Fig. 6.4   Illustration of Schonland ambiguity for HF tensors for data analysis in three orthogonal 
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irradiated sucrose (original—filled circles, and Schonland conjugate tensors—full lines), listed in 
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g and A tensors, for cases where the wrong tensor may have been reported in the 
literature. Finally, it is interesting to note that similar ambiguities may arise in the 
analysis of EPR/ENDOR data for high-symmetry crystals. A well-known example 
is the ambiguity in fitting the angular dependence of the EPR spectrum for a center 
with trigonal symmetry in a cubic crystal in a {100} plane: two g tensors are found 
that fit the data equally well [66]. The ambiguity is lifted, however, if the angular 
dependence in a {110} plane is analyzed.

6.3 � Radical Model Identification: From Semi-empirical 
Theory to DFT Calculations

Even when created by low temperature irradiations, bond distances and angles in 
the relaxed radical structures may differ significantly from those in the undamaged 
molecule in the crystal. This may render radical identifications based on compari-
sons between the experimentally determined SH parameters and the undamaged 
molecular structure highly uncertain. For this reason, comparison of experimental 
SH parameters with those calculated using relaxed radical geometries in many cases 
represent the most reliable method for identifying radical species in irradiated car-
bohydrates. With increasing processor power and developments in DFT methodol-
ogy, such calculations have undergone a tremendous evolution in the past decades. 
As this chapter focuses on the experimental aspects of the study, the technical de-
tails of the calculations will not be discussed here. We will only highlight the key 
points in the computational evolution. For more details, we refer to our papers and 
to Chap. 18 of this book, devoted to this issue.

In spite of this progress, the calculations have not evolved that far that they can 
predict which radicals will be formed and are stable (although progress in this di-
rection is currently being pursued). In addition, our studies have shown that stable 
radical structures may differ very strongly from the undamaged structure, involving 
not only H-abstraction, but possibly also H2O elimination, opening of the sugar 
ring, glycosidic bond rupture, etc. Considering that all these events may occur at 
several positions in the molecule, the number of radical structures to consider in 
the calculations becomes very large. Fortunately, the SH parameters carry key in-
formation on the radical structure, that can be used to obtain an initial guess of the 
radical structure and to restrict the number of physically realistic candidates via a 
set of semi-empirical theoretical rules [15]. Most of the theory that relates g and 
HF tensors of organic radicals to their electronic and geometrical structure was 
developed in the period 1950–1970, as experimental data became available. Very 
often, theoretical relations were developed for radicals with an essentially planar C-
structure ( sp2 hybridization), where the radical’s unpaired electron (spin density) is 
mainly localized in the 2pz orbital of one of the C-atoms, directed perpendicular to 
the plane of C atoms. There is also very useful information available for non-planar 
radicals, though [67–73].
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6.3.1  �Semi-empirical Theory: Information Obtained from HF 
Interactions

Most of the radicals discussed in this chapter are carbon-centered with a planar 
bonding structure. Figure 6.5a shows a hypothetical hydroxyalkyl radical fragment 
that may be produced after irradiation of a carbohydrate, in which the nomenclature 
for proton HF couplings is defined. The proton bound directly to the carbon atom 
carrying the main spin density (Cα) is called an α-proton, a proton bound to a carbon 
atom adjacent to that (Cβ) is called β-proton, on a next-nearest carbon atom γ, etc. 
The HF tensors of α-protons are characterized by a negative isotropic value, isoAa , 
due to spin polarization, and a strong anisotropy with a characteristic rhombic pat-
tern [74]

�
(6.4)

where the positive principal value is found along the Hα–Cα bond axis and the 0 
principal value indicates the direction parallel to the carbon lone electron 2pz or-
bital. Both isoAa  and aa  have been found to be proportional to the spin density on 
the Cα atom ρπ

�
(6.5)

known as the McConnell [75] and Gordy-Bernhard [68] relations, respectively. 
Common values are 72 MHzisoQa = −  and 38.7 MHzanisoQa = , and from actually 
measured α-proton HF couplings the spin density on the Cα can be estimated.

The isotropic HF coupling of a β-proton, due to hyperconjugation, is given by 
the Heller-McConnell relation [76]

�
(6.6)
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where θ is the dihedral angle between the pz lone electron orbital axis and the Cβ–Hβ 
bond, viewed along the Cα–Cβ bond. B0 and B2 are empirical constants. B0 is often 
assumed to be close to 0 MHz and for alkyl, hydroxyalkyl and alkoxy radicals typi-
cal B2 values of ~ 126, ~ 73 and ~ 336 MHz are commonly taken [77, 78]. Based on 
estimations for the spin density, relation (6.6) is regularly used to estimate dihedral 
angles for β-protons. The isotropic HF couplings for protons in γ, δ, etc. positions 
are in general considerably smaller than those expected for β-protons. For all these 
proton couplings, the anisotropic HF interaction is dominated by the point dipole 
contribution and is therefore essentially axial around the H Ca�  axis [49]

�

(6.7)

with, in frequency units (MHz)

�
(6.8)

where µ0 is the vacuum permeability and R the distance between the Cα carbon and 
the interacting H. For β-protons, the deviation from these axial formula may be con-
siderable and an appreciable rhombicity is often found (principal values in Eq. (6.7) 
being − b − d, − b + d, and 2b). For C-bound protons further away the point-dipole ap-
proximation works quite well and allows estimating H Ca�  distances and directions 
[79]. Comparison of these distances and directions with values for the intact mole-
cule in the undamaged lattice, along with the number of α- and β-type interactions ob-
served, usually strongly limits the number of possible locations for the radical center. 
It is also interesting to note that hydroxyl β-proton HF tensors usually exhibit a larger 
anisotropic and a smaller isotropic part than those of C-bound protons in a similar 
position [80]. Studies on crystals grown from D2O solutions, where the exchangeable 
oxygen-bound protons have been replaced by deuterium, are of course the most ef-
fective way for distinguishing hydroxyl from carbon-bound proton interactions.

13C isotopic substitution is also a very powerful, but expensive, tool for iden-
tifying the center of spin density of radicals. It is hardly affordable to grow single 
crystals 100 % enriched in 13C for angular dependent EPR and ENDOR studies, but 
for systems in which the radicals have been thoroughly characterized on crystals 
with natural C isotopic distribution, powder EPR (if possible complemented with 
powder ENDOR) measurements may provide unambiguous information [13, 81].

6.3.2  �Semi-empirical Theory: Information Obtained  
from g Tensors

C- and O-centered radicals may easily be distinguished from each other via their 
g tensors. As typical example of g tensor for a C-centered radical without spin 
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delocalization on oxygen, one can take the radical in malonic acid, for which 
gx = 2.0026, gy = 2.0033 and gz = 2.0035 have been measured with EPR [82] and 
gx = 2.0023, gy = 2.0033 and gz = 2.0037, using EIE [62]. The smallest principal val-
ue, which nearly coincides with the free electron value ge, marks the direction of 
the lone-electron orbital. For the other principal values only small positive shifts 
Δg = 0.0010–0.0020 are expected [83] and observed. For pure alkyl and hydroxy-
alkyl radicals (Fig. 6.5a), with a high spin density at the radical C-center, similar g 
tensors are expected.

Alkoxy radicals, on the other hand, obtained by H-abstraction from a sugar OH 
group (Fig. 6.5b), have their spin density mainly localized on an oxygen atom. They 
exhibit a more pronounced g anisotropy mainly due to the much larger spin-orbit 
coupling constant of O with respect to that of C [15, 84]. They are easily recognized 
in angular dependent EPR spectra, because their transitions move strongly with the 
magnetic field orientation. At certain orientations their resonances move far out-
side the spectral range of the (usually more prominent) C-centered radicals, whose 
spectral center hardly moves when the magnetic field is rotated (at least at X-band) 
and whose range and anisotropy are dominated by HF splitting. For alkoxy radicals 
1.970 < gx < 2.0023; 2.005 < gy < 2.009 and 2.021 < gz < 2.11 have been reported [84–
88]. Again, the smallest g value (closest to ge) indicates the lone-electron orbital 
direction, while the largest g value is found along the C–O● bond.

C-centered radicals have been reported with considerably larger g shifts (and 
anisotropy) than simple alkyl and hydroxyalkyl radicals. The T1 radical with prin-
cipal g values presented in Table 6.2 is an example of this type, R–(C=O)–●C–R′R″. 
These enhanced g shifts are attributed to spin delocalization onto oxygen: ring oxy-
gen and/or C=O (carbonyl) groups close to the Cα,usually in β positions (resonance 
contribution of structures like R–(C–O●)=C–R′R″, see Fig. 6.5c). gx, found along 
the lone-electron orbital, remains close to ge, but gy and gz undergo larger positive 
shifts. In the case of spin delocalization onto a β-carbonyl, gz is found (close to) 
parallel with the C=O bond axis, often in the range 2.0055–2.0080.

6.3.3  �DFT Calculations: Evolving Methodology

Very early in our research of radiation-induced radicals in nucleic acid constituents, 
amino acids and carbohydrates, it was realized that isotropic HF couplings alone, as 
one would determine from solution or powder EPR experiments, are not sufficiently 
discriminative with respect to the radical model. Angular dependent ENDOR ex-
periments provide detailed information about anisotropy of the HF interactions, 
and this information should also be fully exploited in the comparison with DFT 
calculations of SH parameters. The DFT modeling of g and HF tensors generally 
proceeds in two steps. First a geometry optimization is performed and next the SH 
parameters are calculated for the optimized radical geometry. The reliability of the 
results depends critically on how accurately the environment of the radical is taken 
into account in these two steps.
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In our very first computational studies on radicals in carbohydrates, only single 
molecule calculations were computationally feasible [89]. For the geometry optimi-
zation this implied that constraints needed to be imposed and that only part of the 
molecular radical was allowed to relax. For taking the directional information into 
account, angles between principal directions of the various experimental HF tensors 
were compared with the DFT calculated counterparts. Such comparisons later on 
proved insufficient for credible radical model assignments. In a better approach, the 
orientation of the molecule in the crystal was properly taken into account, which 
allowed more complete comparisons between experimental and calculated HF ten-
sors and already proved quite successful in radical model identification [10, 90].

An obvious improvement consisted in embedding of the molecular radical in 
neighboring intact molecules for the geometry optimization, while the HF tensor 
calculations still were performed on single molecules [91]. This allowed for more 
realistic atomic relaxations around the radical center. In the subsequent step in the 
modeling refinement, the embedding was also applied for the tensor calculations 
[16, 92]. The molecules hydrogen-bound close to the radical center appeared to 
have the largest influence, both on the geometry and on the calculated HF param-
eters. In all geometry optimizations, Gaussian type orbitals and gradient corrected 
exchange correlation functionals were employed; for calculations of HF and g ten-
sors, hybrid functionals were often used.

The most natural way of taking the crystalline environment of the radical into ac-
count is, however, via periodic boundary conditions. A potential draw-back of this 
method is that interactions between the periodic images of the radical have to be 
avoided. This may be accomplished by taking a unit cell in the periodic calculations 
which is larger than the crystallographic unit cell (the supercell approach). In the 
past 5 years in all our studies the geometry optimizations were performed in peri-
odic schemes based on Car-Parrinello Molecular Dynamics using plane wave and 
pseudopotential basis sets (CPMD [93, 94]) and variants employing Gaussian and 
plane wave, and Gaussian and augmented plane wave basis sets (CP2K [95–97]). 
Supercells doubled or quadrupled in size with respect to the crystallographic unit 
cell along the shortest lattice parameters proved sufficient, although this choice still 
implies a high radical concentration of 5–25 %. It was verified that periodic cell 
sizes larger than about 1 nm along each crystal axis do no longer demonstrate influ-
ences of interactions between radicals in periodic images (see e.g. [8]). As opposed 
to single molecule and cluster calculations, no constraints on atomic relaxations 
have to be imposed in this type of calculations.

In these first attempts to properly take into account the full lattice environment 
of the radical, SH parameter calculations were still performed on clusters cut out of 
the periodically optimized structure, because g and HF tensors reflect local proper-
ties, which are known not to be well reproduced by plane wave basis sets [8, 9, 14, 
17–19, 55]. A further major improvement in the calculations came from the imple-
mentation of HF [98] and g tensor calculations [99, 100] in periodic codes (CP2K) 
using Gaussian and augmented plane wave basis sets. This allowed to perform the 
SH parameter calculations directly on the periodically optimized structure. Our lat-
est computational results for neutral carbohydrate radicals are all performed in this 
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way [12, 20, 21, 57, 101]. In the case of charged radicals, the periodic boundary 
conditions induce an infinite charge on the lattice, which would have to be balanced 
by a background countercharge density.

A common problem in this context—not only for the periodic boundary calcu-
lations, but also for cluster modeling—is that of localization of charge and spin. 
Adding or subtracting an electron to/from a model system, mimicking the forma-
tion of a reduced or an oxidized radical species, quite often results in the charge and 
spin becoming distributed over several molecules, or even over the entire system. 
There are not many remedies to this problem. Possibly the implementation and use 
of other functionals, containing a higher degree of exact Hartree-Fock exchange, 
might be helpful [102]. Sometimes, it is sufficient to make slight changes to the 
geometry of one molecule in the lattice to make the spin (and/or charge) localized 
at that particular molecule.

6.3.4  �Practical Example of Radical Identification

We return to the example of the T1 stable radical in irradiated sucrose, whose g (see 
Table 6.2) and proton A tensors (see Table 6.3) have already been discussed in the 
context of Schonland ambiguity (Sect. 6.2.4). This ambiguity has been solved for all 
tensors, however, and we only consider the first tensor in Table 6.2 and the 1st, 3rd 
and 5th tensor in Table 6.3 for semi-empirical theoretical analysis and comparison 
with DFT calculations. Experiments on crystals grown from D2O solutions yielded 
the same three HF couplings, demonstrating that none of the A tensors correspond 
to OH proton couplings. The main purpose here is to illustrate the principles of 
identification based on comparison between experimental and DFT computed SH 
parameters, for models constructed using the semi-empirical theoretical consider-
ations discussed in Sects. 6.3.1 and 6.3.2. A more elaborate discussion is found in 
Ref. [9].

The negative isotropic HF value and the rather large and fairly axial anisotropic 
interaction, make HF3 quite atypical and for that reason less straightforward to be 
used in a semi-empirical analysis. The tensors HF1 and HF2, on the other hand, 
exhibit a positive isotropic HF value and close to axial anisotropy. These properties 
are typical of regular β- or γ-type couplings. From Eqs. (6.7) and (6.8) the H···C dis-
tances between the radical’s central carbon and the interacting proton are estimated 
at 2.0 and 2.2 Å for HF1 and HF2, respectively. These values are close to those 
expected for protons in β-positions (2.1–2.2 Å). The weaker HF2 interaction could, 
however, also come from a γ-proton whose coupling is atypically large because it is 
next to a ring oxygen or a carbonyl group, onto which a considerable amount of spin 
density is delocalized. The enhanced g tensor anisotropy for this radical, indeed, 
suggests a significant spin delocalization onto oxygen for this center.

In order to narrow down the possibilities for the location of the radical center, the 
C···H directions in the intact sucrose molecule (in the crystal) are compared with 
the principal directions corresponding to the largest principal A value for HF1 and 
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HF2 for both symmetry-related sites. The smallest deviation angles δ are listed in 
Table 6.4. The comparison yields C1, C4 and C2′ as possible radical centers, with 
similar deviations in the order of 20°.

In Fig. 6.6, the intact sucrose molecule is presented along with five radical mod-
els that can be obtained at the three sites found plausible for T1, and for which 
spin density delocalization onto neighboring oxygen atoms is expected. The first 
four models (M(C1), M(C4), M(C2′)a and M(C2′)b) are the simplest radicals one 
can obtain at these positions with the given specifications, the fifth (M(C2′)c) is 
a further modification of the fourth model (M(C2′)b). An overview of the com-
puted principal HF values for these models is given in Table 6.5, along with the 
differences in principal values and directions with the HF1 and HF2 tensors. The 
couplings with only small and rather isotropic HF values, expected to contribute 
mainly to the 1H matrix ENDOR line, are omitted. For the angles between principal 
directions, both symmetry-related sites of the experimental tensor are considered 
and the results are presented for the site yielding the smallest angles. The radical 
geometry was optimized in a periodic scheme using a supercell consisting of two 
crystallographic unit cells along the <c> direction. HF tensor calculations were per-
formed in a single molecule approach (radical molecule cut out from the periodi-
cally optimized structure) using Gaussian03, with a B3LYP hybrid functional and a 
6-311G(d,p) basis set.

M(C1) is obtained by simple hydrogen abstraction at the C1 atom. For neither 
of the HF interactions, the isotropic and anisotropic HF values seem in good agree-
ment with experiment. The principal directions of the β-proton appear to be in fair 
agreement with those of HF1 (deviations smaller than 20°), but for the γ-proton a 
more severe discrepancy is observed. In addition, this model does not account for 
the third HF coupling experimentally observed.

M(C4) is obtained by hydrogen abstraction at C4 and carbonyl group formation 
at C3. This model does yield three HF tensors with isotropic couplings in the right 
order of magnitude, one having a negative isotropic value, as observed experimen-
tally. The latter interaction, however, is due to a hydroxyl proton, in contradiction 
with the experiments on deuterated crystals. In addition, the principal directions of 
the calculated HF tensors deviate very strongly from those of HF1 and HF2. Hence, 
also this model should not be further considered.

Table 6.4   Atomic distance D (in Å) and angle δ (in degrees) between C–H directions (see Table 6.1 
and Fig. 6.6a for atom numbering) in the crystalline sucrose molecule and principal directions of 
the largest principal value for the HF1 and HF2 A tensors (Table 6.3) [9]
Direction H-position D <a*> <b> <c> δ(HF1) δ(HF2)
C1–H2 β 2.14 0.556 − 0.454 0.696 21.3
C1–H5 γ 2.74 − 0.139 0.647 − 0.750 15.7
C4–H5 β 2.15 0.542 0.443 0.714 21.6
C4–H2 γ 2.69 − 0.148 0.652 − 0.744 16.4
C2′–H3′ β 2.16 0.854 0.420 0.307 21.7
C2′–H5′ γ 3.01 0.077 0.731 − 0.678 13.9
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Fig. 6.6   Intact sucrose molecule, defining the labeling of the carbon atoms, and radical models for 
T1 in sucrose, compatible with the location determined by comparison of the principal directions 
of tensors HF1 and HF2 (Table 6.3) with crystal directions (Table 6.4) and with the observed large 
g-shifts (considerable spin delocalization onto oxygen) [9]. The central carbon of the radicals and 
the hydrogen nuclei exhibiting appreciable HF interaction (DFT calculated values in Table 6.5) 
are numbered

 

Model M(C2′)a is obtained by splitting off a formaldehyde molecule at C2′. Ad-
ditional constraints had to be imposed in the periodic geometry optimization in 
order to prevent spontaneous reattachment of the formaldehyde and formation of 
the O1′-centered alkoxy radical. In the HF tensor calculations, the formaldehyde 
molecule was left out. The model again yields only two appreciable HF couplings: 
one β-coupling and one γ-coupling with negative Aiso. The very strong deviations in 
principal directions with the experimental tensors suggest that also this model may 
be eliminated.

M(C2′)b is obtained by cleaving the glycosidic bond in the sucrose molecule at 
the fructose side. The calculations yield three considerable HF couplings. For two 
of them, the anisotropy and principal directions are in acceptable agreement with 
HF1 and HF2, but the deviation in Aiso for both tensors is quite large. In particular, 
Aiso for the interaction with the β-proton H3′ is strongly overestimated. The most 
important flaw of the model is, however, the large β-proton interaction with H1′a, 
not observed in experiment. A modification of this model eliminates these two prob-
lems: carbonyl formation (by H2 elimination) on the C1′ position is expected to 
decrease the spin density on the central C2′ atom and hence also Aiso for the H3′ pro-
ton. At the same time, the remaining H1′ is expected to lie in the C2 C1=O• −  plane 
(perpendicular to the lone electron pz orbital), which should, according to Eq. (6.6), 
result in a relatively small HF coupling. The results of the HF tensor calculations 
on this model, labeled M(C2′)c in Fig. 6.6, even in this rather simple computational 
scheme, lead to very good quantitative agreement with experiment for HF1 and 
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Model Proton Aiso ΔAiso Aaniso,i ΔAaniso,i δ

M(C1) − 6.08 − 2.09 15.9
β–H2 32.85 − 13.95 − 4.78 − 2.40 12.4

10.86 4.49 19.8
− 4.44 − 1.75 23.3

γ–H5 − 2.60 − 18.48 − 1.33 0.98 29.0
5.77 0.77 24.2

M(C4) − 3.65 0.34 43.4
β–H5 56.60 9.8 − 2.62 − 0.24 44.7

6.27 − 0.10 34.2
− 2.65 0.04 56.3

γ–H2 10.86 − 5.02 − 1.40 0.91 64.0
4.05 − 0.95 33.3

− 8.38
HO4 − 10.12 − 7.37

15.74
M(C2′)a − 5.82 − 1.83 63.2

β–H3′ 32.15 − 14.65 − 5.23 − 2.85 67.7
11.05 4.68 21.7
− 3.31 − 0.62 67.8

γ–H5′ − 3.01 − 18.89 − 2.29 0.02 69.9
5.60 0.60 22.8

M(C2′)b − 5.22 − 1.23 16.3
β–H3′ 66.83 20.03 − 2.70 − 0.32 17.3

7.91 1.55 6.8
− 4.24 − 1.55 6.1

γ–H5′ 6.95 − 8.93 − 2.90 − 0.59 11.7
7.14 2.14 10.3

− 5.96
β–H1′a 56.66 − 2.77

8.73
M(C2′)c − 3.79 0.20 3.9

β–H3′ 44.40 − 2.20 − 2.52 − 0.14 4.1
6.31 − 0.06 1.5

− 2.60 0.09 8.0
γ–H5′ 12.90 − 2.98 − 2.20 0.11 8.2

4.80 − 0.20 2.5
− 5.08

β–H1′ − 6.50 − 3.30
8.37

Table 6.5   Calculated principal HF values (MHz) for five radical models for T1 (Fig. 6.6) and 
deviations in values and directions (δ, in degrees) with HF1 and HF2 (see Table 6.3) [9]
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HF2. Moreover, the HF interaction with the remaining H1′ proton appears to exhibit 
the characteristics of HF3. Improvements of the calculation scheme lead to an even 
better agreement, especially for the latter coupling.

In Table 6.6 the results of HF and g tensor calculations on the periodically op-
timized model M(C2′)c are shown, using a supercell comprising eight crystallo-
graphic unit cells. The HF tensor calculations, which came earlier [9], were per-
formed on a cluster containing the radical molecule and ten sucrose molecules 
hydrogen-bound to it. The more recent g tensor calculations [57] are all-periodic. 
The agreement between the four experimental tensors and their calculated counter-
parts is very good on all accounts. In particular we want to emphasize here that the 
agreement in principal directions for g and A tensors is excellent. It is also important 
to note that all other HF couplings calculated for this model are much smaller than 
those listed in Table 6.3. These are expected to contribute in the ENDOR spectra to 
the multitude of ENDOR lines near the 1H Larmor frequency and to be hidden in 
the EPR line width.

To further exemplify the issue about Schonland conjugates and radical identifi-
cation, in the final three columns of Table 6.6 the DFT calculated tensors are also 
compared with the Schonland conjugates of the experimental tensors. It is clear that 
Schonland ambiguity may blur or even hamper the identification of radicals based 
on DFT calculations of SH parameters. Not surprisingly, the differences between 
DFT calculated and Schonland conjugate experimental tensors are largest for HF3 
and for the g tensor for which also the largest differences between the Schonland 
conjugate forms of the experimental tensors were found. Even having only one 

Table 6.6   DFT calculated proton principal HF (in MHz [9]) and g [57] values for the M(C2′)c 
model for T1, depicted in Fig. 6.6, and deviations in values (Δg values in parts per thousand) and 
directions (δ, in degrees) with experimental data for this radical (Tables 6.2 and 6.3). In order to 
illustrate the problem of Schonland ambiguity, the final three columns give the differences in prin-
cipal values and directions with the Schonland conjugate tensors, although in this particular case 
the ambiguity was solved by measurements in a fourth rotation plane [9]
Proton Aiso Aaniso, i ΔAiso ΔAaniso, i δ ΔAiso ΔAaniso, i δ

− 3.74 0.25 4.7 1.16 18.5
Β–H3′ 41.90 − 2.33 − 4.90 0.05 4.7 − 4.90 − 1.10 19.2

6.07 − 0.30 1.1 − 0.06 7.1
− 2.40 0.29 9.0 0.81 21.3

γ–H5′ 16.30 − 2.26 0.42 0.05 9.2 0.43 − 0.54 21.8
4.67 − 0.33 1.6 − 0.27 4.5

− 6.92 − 0.51 5.9 1.07 22.7
β–H1′ − 11.47 − 4.64 − 0.40 − 0.91 5.8 − 0.35 − 3.69 23.7

  11.56 1.42 4.6 2.62 13.5
− 0.0020 0.2 7.4 0.3 14.7

g 2.0043 0.0003 − 0.21 − 0.3 7.3 − 0.22 − 0.5 21.1
0.0018 − 0.5 1.4 − 0.4 25.8
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tensor in the Schonland conjugate form would render the identification consider-
ably less convincing.

The results presented here illustrate the importance of an accurate SH analysis 
of experimental data: having the right model at hand and performing calculations of 
sufficiently high level (taking the molecular environment into account in a correct 
way), the agreement between experiment and calculations may be impressive. Our 
experience tells us that in convincing identifications, for large isotropic HF values 
(in particular α–protons) deviations of 10–15  MHz may still occur, though. For 
anisotropic g and A values, however, deviations should not be larger than 10–20 %. 
All SH tensors should have at least one principal direction (and very often all) for 
which the deviation between experiment and calculation is well below 10°. Further-
more, all calculated HF couplings of significant magnitude (> 10–20 MHz) should 
have an experimental counterpart, either determined from ENDOR angular varia-
tion results or inferred from the EPR/EIE spectra, when the corresponding ENDOR 
transitions are experimentally not detected.

In the following sections, explicit comparisons between experimental and DFT 
calculated g and HF tensors will be limited. Based on the comparison criteria set out 
above, we will label identifications as “certain” if all criteria are met, comparable 
to the situation for T1. Structures are labeled “plausible” if for certain tensors the 
criteria are not fully met, and “suggested” if only qualitative agreement is obtained, 
e.g. because certain experimental couplings are not predicted by the calculations or 
vice versa. The label “proposed” is used when models are derived from experimen-
tal studies only, without explicit verification by DFT calculations.

6.4 � Radical Stability and Evolution vs. Radiation 
Chemistry

In this section, we review the results of radical identification studies on sucrose af-
ter irradiation at various temperatures, immediately after irradiation or after anneal-
ing to temperatures higher than the irradiation temperature. Irradiation and anneal-
ing temperatures range between ~ 6–8 K and RT. The ultimate aim of such studies 
is to unravel the radiation chemistry that leads to the production of the final stable 
radicals. The structures of these radicals (see e.g. T1, Sect.  6.3.4) suggest com-
plex, multistep formation mechanisms, wherein the primary ionization or electron 
capture event is followed by various thermally activated structural relaxations and 
chemical reactions. At lower temperatures, (some of) these subsequent reactions 
may be frozen out, leaving the radical in a metastable state that is closer to its pri-
mary form. As large structural rearrangements are not expected at low temperatures, 
these metastable radicals often are the result of breaking of a bond or abstraction of 
a small fragment in the molecule (H, OH). Adequate structures are in general more 
easily found than for radicals with higher thermal stability. Knowledge of the struc-
ture of these (close to) primary radicals, and understanding why exactly these radi-
cals and not others are produced, is important in the context of understanding and/or 
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controlling the (initial) radiation damage to more complex biomolecules, like DNA. 
In addition, following the subsequent transformations upon thermal annealing may 
help in unraveling the structure of the more complex RT stable radicals. We take su-
crose as an example for explaining the methodology in this section, because for this 
carbohydrate the most comprehensive experimental data set is available. Moreover, 
it illustrates very well all pitfalls of this type of analyses. Some of the results pre-
sented in this Section have not been published before [56, 103–106]. In Sect. 6.5, 
the results for the sugar phosphate K2G1P, the disaccharide trehalose dihydrate, and 
the monosaccharides fructose and sorbose are reviewed.

Before embarking on the discussion of the available experimental results, a re-
mark about the methodology is in order. It is not a priori evident that low tempera-
ture irradiation followed by thermal annealing to RT is equivalent to RT irradiation 
in terms of radical products. In our studies of carbohydrates we have checked by 
monitoring EPR and ENDOR spectra, that the radical composition after low tem-
perature irradiation and annealing to a certain temperature (up to RT) is the same 
as that after irradiation at the latter temperature: the same types of dominant radical 
species are present in approximately the same relative concentrations. This con-
firms that irradiation at low temperature and gradual anneal to RT may elucidate 
the complex radical formation processes at RT. The total EPR intensity after low 
temperature irradiation and annealing is, however, considerably lower than that af-
ter RT irradiation to similar doses. This suggests that radical recombination is more 
important in the former process than in the latter. It should further be born in mind 
that in most analyses (see further in Sects. 6.4 and 6.5), radical components with 
low EPR (and ENDOR) intensities have remained unidentified. Furthermore and 
perhaps more importantly, EPR is only sensitive to the paramagnetic forms of radia-
tion damage, not to diamagnetic radiation products.

6.4.1  �Types of Annealing Experiments

In order to follow the radical evolution after the formation of the primary radia-
tion products, one may decide to monitor changes in the EPR spectrum of crystals 
initially irradiated at low temperature and then annealed for a long time (typically 
> 10 min) to increasing temperatures, recording EPR spectra at the annealing tem-
perature. The results of such experiments at X-band for two orientations of a sucrose 
single crystal, initially irradiated at 10 K, are presented in Fig. 6.7. In addition to 
the temperature evolution, isothermal evolution after RT irradiation is also included 
in the top few spectra of both figure parts (arrow labeled “Time”). All spectra were 
normalized in height. These experiments indicate that

1.	 the primary and finally stable radicals are substantially different and transforma-
tion between these two states goes through various steps. The stages at 10 K [19, 
104], 80 K [105] and RT (metastable [51, 106] and fully stable [8, 9, 55–58]) 
have been investigated in more detail and will be discussed in the following 
subsections.
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2.	 the component(s) dominating the spectrum at 10 K is (are) still present and fairly 
dominant in the 80 K spectrum.

3.	 the component(s) dominating the spectrum immediately after RT irradiation is 
(are) very probably already seen in the spectra after annealing to 200 K.

The interpretation of experiments, such as shown in Fig. 6.7, presents two compli-
cations. First, this type of experiments does not allow distinguishing irreversible 
from reversible temperature-induced spectrum transformations. Second, the com-
bined thermal population and paramagnetic relaxation effects [49] render a direct 
comparison of intensities of spectra recorded at different temperatures difficult. 
Pulse annealing experiments in which all EPR spectra are recorded at the same 
temperature after annealing (usually during constant annealing times, i.e. isochronal 

Fig. 6.7   EPR spectra of 
sucrose irradiated in situ at 
10 K for B// <b> ( top) and 
B// <c*> ( bottom) [103]. 
Annealing and recording 
temperatures are indicated on 
the right. The top spectrum 
with B// <c*> was recorded 
at RT, 36 h after irradiation at 
RT. νMW = 9.78 GHz
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annealing) to increasing temperatures, eliminate these problems. Their drawback 
is, however, that they are very time-consuming: each step comprises heating, sta-
bilization and cooling times. Results of selected pulse annealing experiments are 
presented in Sects. 6.4.2 and 6.4.6. For following the kinetics of radical transforma-
tions, isothermal annealing is most appropriate, in which EPR spectra are recorded 
at a constant temperature with fixed time intervals. Such experiments have so far 
only been performed sporadically in our studies of carbohydrates (see Sect. 6.4.4 
and [51]).

6.4.2  �Close-to-Primary Radiation Products (Irradiation  
at 6–10 K)

The X-band EPR and ENDOR spectra of sucrose recorded at 10 K after X-ray ir-
radiation at 10 K contain contributions of at least six radical components, four of 
which dominate the first derivative EPR spectra [19]. Two of these were identified 
(certain) as H-abstracted C5- and C1-centered radicals in the glucose unit (C5(–H) 
and C1(–H), respectively). A third C-centered radical was suggested to be produced 
by H-abstraction at C6 (C6(–H)). Among all H-abstracted radicals at C-atoms, the 
HF tensors calculated for the C6(–H) species matched the experimental tensors 
best. Still, considerable discrepancies, both in principal values and directions, were 
found for the two resolved HF interactions observed, whereas a third interaction 
predicted by the calculations was not found in experiment. The fourth identified 
(certain) species (O3′(–e−)) is O-centered and was previously studied by Box and 
Budzinski [107]. Excellent agreement between experimental and calculated HF ten-
sors was found for six proton interactions. The calculations explicitly confirmed the 
radical model that Box and Budzinski had proposed for this O3′ centered alkoxy 
radical in the fructose unit, where the HO3′ proton has migrated to the O4′ oxygen 
of a neighboring molecule. The DFT calculations, however, showed that some of 
the HF tensor assignments made by Box and Budzinski needed correction. The 
models for these four radical species are shown in Fig. 6.8.

Two minor radicals remained unidentified in the spectra, both are C-centered.
In previous investigations of sucrose irradiated at liquid helium temperature, an 

inter-molecularly trapped electron (IMTE) center had been detected and found to be 
stable in the dark up to ~ 60 K [108, 109]. Like in other carbohydrates, this IMTE 
was characterized by large and anisotropic HF interactions with exchangeable pro-
tons and by a nearly isotropic g value, slightly smaller than the free-electron value. 
In the X-band spectra after 10 K irradiation, this type of radical was not detected, 
neither with EPR nor with ENDOR. K-band (24 GHz) ENDOR experiments after 
6 K X-ray irradiation, however, did reveal the presence of this IMTE [104].

Figure 6.9 shows EPR spectra after irradiation at 6 K and subsequent UV-bleach-
ing at 6 K or after thermal pulse anneal to 50 K (up to 40 K the EPR and ENDOR 
spectra remained unchanged). Both treatments appear to have similar effects: while 
the total double integrated intensity of the spectrum remains nearly unchanged  
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(inset in Fig. 6.9 for the pulse annealing experiments) the EPR transitions of the 
C5(–H) radical (corresponding EIE spectrum in Fig. 6.9d), characterized by a four-
line HF structure and already present immediately after irradiation, apparently in-
crease strongly at the expense of a broad-line EPR component (EIE spectrum in 
Fig.  6.9e). The ENDOR and EIE spectra recorded for the broad-line EPR spec-
trum correspond to the IMTE as reported by Budzinski et al. [108]. In particular, 
the slightly lower g value of the IMTE triplet contribution is clearly recognizable. 
The slight discrepancy in annealing temperature (50 K in our experiments vs. 60 K 
according to Budzinski et al.) is most likely only instrumental. Spectrum simula-
tions show that the broad-line IMTE component easily remains undetected in EPR, 
whereas its relaxation properties may be unfavorable for ENDOR at X-band.

Closer inspection of Fig. 6.9 reveals that the effects of optical and thermal bleach-
ing are not identical, though. The intensity increase of the C5(–H) radical appears 
larger after thermal anneal than after UV-illumination. ENDOR experiments reveal 
that in both cases the IMTE signal has completely bleached out, while the total 
spectrum intensity remains practically identical. However, in the ENDOR spectra 
of annealed samples the presumed C6(–H) radical appears to be missing, while after 
UV-bleaching at 6 K it was clearly observed.

These results suggest a transformation of the IMTE into the C5-centered radical 
as main reason for the spectral changes. Molecular modeling of the IMTE is far 
from obvious, not in the least because it requires electron orbitals (basis sets) that 
are not centered on lattice atoms, which comes at strongly increased computational 
cost and requires extensive testing of basis sets. Consequently, it has so far not been 

C5(-H)

C1(-H)

C6(-H)

O3’(-e–)

+

Fig. 6.8   Models for the four radical species dominating the EPR spectra of sucrose after X-ray 
irradiation at 10 K. Protons with significant calculated HF interactions are labeled in the models 
[19]
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possible to determine the location of the IMTE by direct comparison of calculated 
and experimental HF tensors. It may however be anticipated that the electron will 
be trapped in the dipolar field between at least two OH-dipoles in carbohydrate 
crystals [108–112]. Plausible sites for inter-molecular electron trapping in carbo-
hydrates have been calculated applying the semi-continuum potential model [110], 
and considerable rearrangements of OH-dipoles, even at 4 K, have been suggested. 
In the particular case of sucrose, the most plausible site for the observed IMTE was 
determined by analysis of the anisotropy of non-exchangeable proton interactions, 
observed with ENDOR [108]. This site is shown in Fig. 6.10. It is situated close to 
the C5 and C6 atoms in the glucose unit.

Considering this site assignment for the IMTE, the following scheme for the pro-
duction of the C5(–H) radical can be devised [19], in agreement with mechanisms 
proposed by Samskog et al. for trehalose [111] and rhamnose [112]

�

(6.9)

A similar formation mechanism (with R″=H) could, in principle, also be valid 
for the radical assigned as C6(–H). The mechanism outlined in Eq. (6.9) in itself 
does not allow to identify the actual site for the initial electron trapping on the su-
crose molecule. The fact that UV-illumination after X-ray irradiation increases the 

[ ]
2

R OH e R OH R O H

R CHOH R H R C OH R H

−− −− + → − → − +

− − + → − − +′ ′′ ′ ′′

i i

i i

Magnetic Field (mT)
838 840 842 844 846 848 850 852

EIE – IMTE

EIE –C5(-H)

X-ray at 4 K

UV at 4 K

Anneal to 50 K

a

b

c

d

e

f
0 10 20 30 40 50

0

20

40

60

80

100

R
el

at
iv

e 
In

te
ns

ity
 (%

)

Anneal Temparature (K)

Fig. 6.9   K-band spectra (νMW = 23.69 GHz) recorded at 6 K with B// <b> of a a sucrose single 
crystal irradiated at 4 K, b after irradiation at 6 K and subsequent thermal anneal to 50 K, c after 
irradiation at 4 K and UV-bleaching at 6 K. EIE spectra of d the C5(–H) radical and e the IMTE. f 
Total double integrated EPR intensity as a function of annealing temperature in the pulse annealing 
experiment (measurements at 6 K) [104]
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C5(–H) concentration appears to support the site assignation by Budzinski et al., 
although it seems strange then that UV-exposure does not lead to a similar increase 
of the C6(–H) concentration. The difference between UV-bleaching and thermal 
annealing experiments, on the other hand, might be a result of a thermally acti-
vated transformation of C6(–H) to C5(–H). It seems in any case very plausible that 
these two radical types are both reduction radiation products. The alkoxy radical, 
which still has the H3′ proton in its vicinity, is most likely an oxidation product. 
EPR spectrum simulations allowed to estimate the relative contributions of the vari-
ous radical types to the spectra: C5(–H)—15 %, C1(–H)—20 %, C6(–H)—30 %, 
O3′(–H)—25 %, unidentified C-centered components < 10 % [19]. Assuming a bal-
ance between oxidation and reduction products at low temperature, and taking also 
a finite concentration of IMTE centers into account, that is difficult to quantify, one 
may expect the C1(–H) radical to be an oxidation product.

6.4.3  �Intermediate Temperature Stage (Irradiation at 80 K)

Annealing from 6–10 K up to RT, the EPR spectra of X-ray irradiated sucrose un-
dergo many complex transformations (see Fig. 6.7), which all bear information on 
the radical chemistry. Transformations between 6 and 50 K have been discussed in 
Sect. 6.4.2. The only notable event in the 50–80 K range is the disappearance of the 
O3′(–H) alkoxy radical: all radicals stable at T > 80 K are C-centered. This section 
is confined to the species stable at 80 K (~ liquid N2 temperature), which have been 
studied quite thoroughly [105]. The annealing (and irradiation) stages between 80 K 
and RT are still largely unexplored.

Figure. 6.11a shows the EPR spectrum of sucrose after X-ray irradiation at 80 K 
and recorded at 80 K for a magnetic field orientation in the {ac} plane close to <c*>. 
It contains contributions of at least 5 distinct radical species, as is clear from the 
EIE decomposition. The two most prominent components were already produced 

e-

C6

C5

Fig. 6.10   Plausible site 
for the IMTE center in the 
sucrose lattice [108]
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Fig. 6.11   a EPR spectrum and its EIE decomposition, recorded at 80 K, of a sucrose single crystal 
irradiated at 80 K. The magnetic field is oriented in the {ac} plane, 8° from <c*> and 21° from 
<c> (0°-point of the ENDOR angular dependence). νMW = 9.77 GHz. b Angular variation of the 
ENDOR transitions assigned to species not detected by irradiation at 10K. Filled (largest HF 
interaction, observed in two MS multiplets for N1 and N2) and open circles (smaller interaction for 
N1 and N2) represent experimental transitions frequencies, full lines are simulations assuming an 
angular dependence of transition frequencies of the form A = (( Amax)
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by irradiation at 10 K: C5(–H), which is stable up to ~  100 K, and C1(–H), that 
remains prominently present in the spectra up to ~ 200 K (structures, see Fig. 6.8). 
These radicals very probably correspond with these reported in an earlier study by 
Ueda et al. [113]. Three additional radical species have not been detected after 10 K 
irradiation and are labeled N1, N2 and N3 in Fig. 6.11a.

The ENDOR angular dependence in the {ac} plane for these “new” radicals is 
shown in Fig. 6.11b. Most of these ENDOR transitions could not be followed in 
other rotation planes. Only for the largest HF coupling of N1 (N1-HF1+ and N1-
HF1−, + and − refer to the two MS multiplets in which ENDOR transitions were ob-
served) and N2 (N2-HF1+ and N2-HF1−) A tensors could be reliably determined and 
the Schonland ambiguity was resolved by measurements a in fourth rotation plane. 
These tensors are listed in Table 6.7. Both interactions are β-type. The anisotropy 
of the second HF interaction of N2 (N2-HF2+) and of the HF coupling observed for 
N3 (N3-HF1+) suggests that these interactions are α-type (or, less likely, β-hydroxyl 
type).

The DFT modeling of these radicals has to date not been exhaustively investi-
gated, but the experimentally determined HF tensors were compared with those cal-
culated (HF tensor calculation on single molecule cut from periodically optimized 
structures) for all possible C-centered H-abstraction radicals in sucrose.

The β-interaction of N1 is found to correspond very well with the largest interac-
tion calculated for the C5′(–H) model, as can be seen in Table 6.8. Two more appre-
ciable HF interactions are predicted for this radical. One of these, (probably β-H6′a) 
can account for the second coupling observed in the ENDOR angular dependence 
in the {ac} plane (N1-HF2+, Fig. 6.11b) and for the small splitting in the EIE spec-
trum (Fig. 6.11a). Although further experimental and computational confirmation is 
desirable, the proposed model for N1 is already convincing. It should also be noted 
that even after irradiation at 10 K, very faint transitions of the largest HF interaction 
of N1 have been detected in the X-band ENDOR spectra.

For N2, none of the H-abstraction models yield reasonable agreement with the 
characterized β-coupling. Very probably, the model for this radical is more complex 
than a simple H-abstraction. Insufficient data are available for N3 to allow even a 
guess of its radical model.

6.4.4  �Immediately After RT Irradiation

In Fig. 6.7, one can see that the spectrum of sucrose irradiated at low temperature, 
after anneal to RT differs strongly from that of the final stable radiation products. 
The latter spectra are only obtained after keeping the irradiated crystal for several 
hours at RT. An initial characterization of the metastable stage immediately after RT 
irradiation [51], in which EPR and FF-ENDOR were combined with statistical EPR 
spectrum decomposition based on Maximum Likelihood Common Factor Analysis 
(MLCFA [6, 114]), revealed that



224 H. Vrielinck et al.

1.	 the final stable radicals (see Sect. 6.4.5) are already present immediately after 
irradiation at RT or 273 K.

2.	 the spectra immediately after irradiation are dominated, however, by two other 
radical components, labeled U1 and U2 in Ref. [51].

3.	 the U1 and U2 radicals decay at RT, with characteristic double exponential decays 
having time constants τ1 = 850 s and τ2 = 4700 s, and apparently without produc-
tion of stable radical components. This conclusion was obtained by MLCFA 
decomposition of the Q-band EPR spectra recorded while monitoring the spectral 
transformation during isothermal annealing at RT. This, at least in part, explains 
why, for reliable dose estimations, irradiated sucrose EPR spectra can only be 
recorded after a sufficiently long waiting time (typically 2–3 days) [30].

4.	 the stable radical concentration is about half the total concentration of paramag-
netic centers measured immediately (within 5  min) after irradiation at RT or 
273 K.

A thorough characterization of the U1 and U2 radicals combining ENDOR and 
EIE with DFT calculations is presently ongoing [56]. The EPR and EIE spectra 
for the two radicals in three perpendicular magnetic field orientations are shown in 

Table 6.7   Principal A values (MHz) and direction cosines for the HF couplings determined for the 
N1 and N2 radicals in sucrose, produced by X-ray irradiation at 80 K and not prominently present 
after 10 K irradiation, from angular dependent ENDOR measurements in four rotation planes at 
80 K [105]
A tensor Ai Aiso Aaniso, i <a*> <b> <c>

66.38 − 5.16 − 0.226 0.223 0.948
N1–HF1 69.12 71.54 − 2.42 0.756 0.654 0.026

79.13 7.59 − 0.615 0.723 − 0.316
62.95 − 4.83 0.103 0.915 0.389

N2–HF1 65.74 67.68 − 2.04 0.213 − 0.403 0.890
74.64 6.86 0.972 − 0.009 − 0.236

Table 6.8   Principal A values (MHz) and direction cosines calculated for the radical produced 
by H-abstraction at the C5′ carbon atom of sucrose. Angles between experimental and calculated 
directions are given in degrees [105]
C5′(–H) Aiso Aaniso, i <a*> <b> <c> ΔAiso ΔAaniso, i δ

64.55 − 5.11 − 0.237 0.198 0.951 − 6.99 0.05 1.6
β-H4′ − 2.67 0.725 0.687 0.038 − 0.25 2.6

7.78 − 0.646 0.699 − 0.307 0.19 2.3
9.40 − 6.12 0.103 0.915 0.389

β-H6′a − 3.65 0.213 − 0.403 0.890
9.77 0.972 − 0.009 − 0.236

7.04 − 6.50 0.836 − 0.345 0.427
β-H6′b − 3.59 0.348 0.935 0.073

10.09 − 0.424 0.088 0.901
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Fig. 6.12. U1 exhibits three resolved HF interactions: one α-type interaction (Aiso 
~ 1.8 mT), one β-type of intermediate magnitude (Aiso ~ 1.5 mT) and a smaller cou-
pling that is only resolved in the EPR spectra at magnetic field orientations near the 
<a> and <a*> axes (0.5–0.6 mT). The U2 radical exhibits two strong β-type HF 
interactions (Aiso,1 ~ 3.1 mT and Aiso,2 ~ 2.9 mT). In the EIE spectrum with B// <c> a 
barely resolved additional splitting of ~ 0.4 mT is observed. It is noteworthy that for 
all measured U1 and U2 EIE spectra g factors in the 2.002–2.003 range are found 
(see simulation parameters in the caption). This result suggests that the g tensors 
for these radicals are fairly isotropic, and that these EPR components most prob-
ably are due to (hydroxy)alkyl radicals, without significant spin delocalization onto 
oxygen (see Sect.  6.3.2). Preliminary comparisons between DFT calculated and 
experimental HF tensors suggest that neither of these radicals correspond to simple 
H-abstraction radicals on C-atoms.

1210 1215 1220

Magnetic Field (mT)

<a*> <b> <c>

U1

U2

EPR

1210 1215 1220 1210 1215 1220

Fig. 6.12   Q-band EPR and EIE spectra (50  K, black—experimental and red—simulation) of 
sucrose, short time after irradiation at ice-water temperature. νMW = 34.00  GHz [56, 106]. SH 
parameters for U1—<a*>: g = 2.0027, A1 = 2.72 mT, A2 = 1.66 mT, A3 = 0.57 mT; <b>: g = 2.0026, 
A1 = 1.59  mT, A2 = 1.55  mT; <c>: g = 2.0027, A1 = 1.46  mT, A2 = 1.66  mT. SH parameters for 
U2–<a*>: g = 2.0022, A1 = 3.36 mT, A2 = 3.03 mT; <b>: g = 2.0029, A1 = 3.04 mT, A2 = 2.99 mT; 
<c>: g = 2.0029, A1 = 3.14 mT, A2 = 2.89 mT, A3 = 0.40 mT
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6.4.5 � Final Stable Stage

The X-band RT EPR spectrum of irradiated sucrose powder, long time after irra-
diation (typically 3 days), is shown in Fig. 6.13. This spectrum looks deceivingly 
simple: it appears to be dominated by a component exhibiting a doublet HF splitting 
with a weaker triplet structure on both components, very likely due to two addi-
tional smaller HF interactions. The asymmetry between the low and high-field HF 
lines and the occurrence of side-lines (indicated with arrows), however, suggest that 
the radical composition may be more complicated. This is confirmed when record-
ing the spectrum at higher microwave frequencies, as shown in Fig. 6.13 at Q-band.

Using ENDOR at RT, Sagstuen et al. were able to characterize two distinct radi-
cal types [5]. MLCFA decomposition of RT X-band powder EPR spectra in a dose 
series, on the other hand, revealed three dominant contributions with distinct dose 
responses [6]. ENDOR studies at low temperature (55 K [6] and 110 K [55]) of 
crystals irradiated at RT allowed to distinguish, indeed, three types of radicals, la-
beled T1–T3, all exhibiting one large and two small proton HF couplings. Compari-
son between experimental and calculated HF tensors for these couplings allowed to 
identify the two radical models, depicted in Fig. 6.14.

328 330 332 334 336 338 340 342

Magnetic Field (mT)
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9.40 GHz

1206 1208 1210 1212 1214 1216 1218

Magnetic Field (mT)
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34.00 GHz

Fig. 6.13   Stable RT X- and Q-band powder EPR spectrum of irradiated sucrose (~ 40  kGy). 
Black—experiment; red—simulations, assuming a radical composition T1:T2:T3 of 1:0.72:0.48. 
νMW = 34.00 GHz
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The model for T1 was already shown in Fig. 6.6 (M(C2′)c). It exhibits one β-type 
and two γ-type HF couplings. T2 and T3 have very similar HF couplings (one α and 
two γ-types) and are two slightly different conformations of the same C1-centered 
radical, formed by rupture of the glucose-fructose glycosidic bond [8]. The DFT 
calculations for the common T2/T3-model in Fig. 6.14 agree significantly better 
with the results for T2, suggesting that T3 has basically the same structure but with 
a perturbation in its environment.

It is interesting to note that these two models, and hence also the three stable 
radical types in sucrose, have very similar characteristics, almost like mirror images 
in the fructose (T1) and glucose (T2/T3) units. They are both formed by glycosidic 
bond cleavage and have their unpaired electron mainly localized on a C-atom next 
to the ring oxygen, with carbonyl formation in a β-position. These features are in-
dicative of a formation process involving β-elimination (see Sect. 6.6). The result-
ing strong delocalization of the unpaired electron is evidenced by the atypically 
small HF couplings with α- or β-protons, and by the atypically large interaction 
with distant γ-protons. In addition, the g tensors (experiment and calculations) that 
were recently reported for these radicals [57] reveal an enhanced anisotropy, with 
principal g shifts from the free-electron value up to 0.0045.

In order to understand the difference between the low temperature (50 K [6], 
110 K [55]) and RT ENDOR results, the temperature dependence of the ENDOR 
spectra at certain magnetic field orientations was recorded [55]. This indicated that 
all determined HF tensors are only slightly temperature-dependent and that near RT 
the difference between the T2 and T3 radicals appears to vanish. As a consequence, 
the three radical types detected with ENDOR at low temperature do not necessarily 
correspond to the three components deduced from the MLCFA decomposition of the 
RT powder EPR spectra of a dose series. Moreover, if certain radical types exhibit 
the same dose response, MLCFA would not be able to distinguish between them. 
Spectrum simulations using the 110 K ENDOR data for the T1–T3 (also shown in 
Fig. 6.13) reproduce the central parts of the RT powder EPR spectra fairly well, but 
fail in reproducing the wing-lines (indicated by arrows in the spectra), even though 
transitions often regarded as forbidden were included in the simulations [57, 58]. 
This was also noticed by Georgieva et al. [7] in the high-frequency powder EPR 
spectra. For most magnetic field orientations such wing-lines are also seen in the X 

T1 T2/T3

2’ 1

Fig. 6.14   Models for the T1 ( left) and T2/T3 ( right) stable radicals in sucrose [8, 9]. The central 
carbon on which the unpaired electron is mainly localized, is numbered and indicated with an 
arrow. The proton exhibiting the strongest HF interaction with the unpaired electron is indicated 
with a red circle, the protons yielding the two resolved γ-couplings with green circles
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and Q-band single crystal EPR spectra. Hence, certain (essential) contributions to 
the spectra to date still remain unidentified.

The metastable U1 and U2 components (see Sect. 6.4.4) might in principle be 
considered as responsible for these wing-lines. FF-ENDOR and statistical decom-
position studies, however, suggest that these components decay completely at RT 
[51], whereas the missing spectral component has a rather low, but stable intensity. 
On the other hand, the single crystal ENDOR spectra of irradiated sucrose in the 
stable stage reveal the presence of at least one additional radical component exhibit-
ing 3 or 4 resolved proton HF interactions. This is clearly seen in the FF-ENDOR 
spectra in Fig. 6.2. EPR and EIE spectra for this component are shown in Fig. 6.15 
[56]. These indicate that the corresponding radical exhibits one large β-type HF 
interaction and several smaller couplings, one of which probably has intermediate 
magnitude (~ 30–40 MHz). The EIE spectra also show that, similar to T1–T3, this 
radical has an appreciable g anisotropy, indicating spin delocalization onto ring and/
or carbonyl oxygen. A complete characterization of this radical is presently ongo-
ing [56]. Comparison of the powder EPR (and possibly also ENDOR) spectra with 
spectrum simulations will allow to verify if this radical actually corresponds to the 
presently unknown components in the powder spectra.

6.4.6 � Pulse Annealing Results—Pitfalls in the Analysis

In addition to the shape (radical composition), the intensity of the EPR spectra pro-
vides relevant information on the radiation chemistry of carbohydrates. In the in-
troduction to this section, it is explained that for reliable comparison of intensities, 
EPR spectra have to be recorded at the same temperature. Pulse annealing experi-
ments (although very time consuming) are most appropriate for this. For sucrose a 
pulse annealing experiment covering the complete ~ 6 K to RT temperature range 

1206 1210 1214 1218 1206 1210 1214 1218 1206 1210 1214 1218

Magne�c Field (mT)

<a*> <b> <c>

Fig. 6.15   EPR ( black) and EIE spectra ( red, recorded on the ENDOR line above 90  MHz at 
~ 1210 mT static field) of RT irradiated sucrose (long time after irradiation) for magnetic field 
orientations along <a*>, <b> and <c>; T = 110 K, νMW = 34.00 GHz

 



2296  Radiation Chemistry of Solid-State Carbohydrates Using EMR

has not been performed yet. The results of pulse annealing experiments up to RT 
after 80 K irradiation [105] are summarized in Fig. 6.16. The total double intensity 
data points are averages over pulse annealing experiments performed for four dif-
ferent magnetic field orientations in the {ac} plane at X-band. In order to get a 
more complete picture of the evolution of the radical concentration, results from the 
previous sections should also be taken into account.

In Sect.  6.4.2 it was shown that in the 6–50  K range the total EPR intensity 
remains essentially constant and in the 50–80 K range the O3′(–H) alkoxy radi-
cal is annealed out. Finally, when keeping the crystal for a prolonged time at RT a 
further decrease in the total intensity by about 50 % is expected (Sect. 6.4.4). One 
may conclude that only about 10 % of the original radical concentration created at 
6K “survives” to the RT stable stage. This implies that identifying radicals with low 
concentrations at low temperatures may be important, as they may be involved in 
the formation mechanisms of the stable radicals. On the other hand, certain (major-
ity) radical components at low temperature may not be precursor to any of the radi-
cals stable at higher temperatures. In addition, for a complete understanding of the 
radiation chemistry, recombination processes and diamagnetic radiation products 
should also be properly identified.
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Fig. 6.16   Double integrated total intensity of the EPR spectrum of sucrose irradiated at 80 K, mea-
sured at 80 K (9.78 GHz) as a function of annealing temperature in pulse annealing experiments 
[105]. In each step the sample was heated to the annealing temperature, kept there for ~ 10 min 
after stabilization, and quenched to 80 K. EPR spectra were then recorded after a stabilization time 
of ~ 10 min. Filled squares indicate averages of data points collected for magnetic field alignments 
along <a>, <a*>, <c> and <c*>. Error bars indicate 2 times the experimental standard deviation
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The discussion in Sect. 6.4 clearly demonstrates that, in spite of the very detailed 
investigation of the paramagnetic radiation products, even for sucrose several fea-
tures are still not properly understood. Hence, the detailed reaction sequences lead-
ing to the stable radicals cannot be elucidated yet. Nevertheless, the results of our 
investigations allow proposing certain very likely reaction schemes for some of the 
stable radicals, as will be discussed in Sect. 6.6.

Table 6.9 summarizes the results of the radical identification studies on sucrose, 
listing for each irradiation stage the species characterized by EMR, along with mod-
els, wherever these are available, and references to the appropriate literature. In the 
models, the protons are labeled whose HF interactions have been characterized in 
the EMR studies. In Sect. 6.5 similar tables are presented for the other carbohy-
drates taken up in our studies (see Table 6.1 for atom labeling). For each carbohy-
drate, a discussion of the results is also given.

6.5 � Results for Other Carbohydrates

6.5.1  �Dipotassium Glucose-1-Phosphate

Table 6.10 is a particularly interesting model system for studying radiation damage 
to DNA, because it also contains sugar-phosphate bonds and strand breaks in DNA 
involve rupture of this bond. The primary radiation-induced radicals in K2G1P after 
exposure at 4 K were studied by Locher and Box [88], who reported 3 different alk-
oxy radicals (A1–A3, A1 = O6(–H)), an IMTE and a C6(–H) hydroxyalkyl radical 
(IV) [88]. The assignment of the latter was explicitly confirmed by DFT calcula-
tions [11]. A meta-analysis of the data, including new crystal structure determina-
tions [117], and considering the Schonland ambiguity [115, 118], showed that the 
assignment of A1 is reasonable and that A2 and A3 most probably correspond to 
alkoxy radicals at O4 and O2, respectively. In partially deuterated crystals, only A3 
was observed together with the IMTE and C6(–H) [88]. Several other radicals were 
formed at LT, but not further analyzed. Also, no thermal annealing or light bleach-
ing studies were reported. Interestingly, no P-centered radicals were produced by 
irradiation at this temperature.

Bungum et al. [118] and Sanderud and Sagstuen [119] studied the structures of 
P-centered radicals in this compound. They found that such radicals are not pro-
duced by irradiation at 77 K, but do appear after subsequent anneal to RT or when 
irradiating crystals at (close to) RT. Hence, sugar radicals very probably act as pre-
cursors for the P-centered radicals. This was one of the motivations for the elaborate 
study of C-centered radicals after X-ray irradiation at 77 K by De Cooman et al. 
[116] and Pauwels et al. [11]. Four C-centered radicals were identified in these stud-
ies. Other C-centered radicals were detected in the EPR spectra but could, for tech-
nical reasons, not be studied with ENDOR. The R2 radical, with the most prominent 
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Table 6.9   Radiation-induced radicals in sucrose
Tirr Label Structure Confidence Ref.

6–10 K R1 Certain [19]

R2 Certain [19]

R3 Suggested [19]

R4 C-centered, location? N/A [19]
R5 C-centered, location? N/A [19]
R6 Certain [17, 107]

IMTE OH dipole field
near C5 and C6

Proposed [104, 108]

80 K R1 Same structure as R1
at 6–10 K, see above

Certain [19, 105]

R2 Same structure as R2
at 6–10 K, see above

Certain [19, 105]

N1 Plausible [105]

N2 C-centered, location? N/A [105]
N3 C-centered, location? N/A [105]

295 K, limited 
stability

U1 C-centered, location? N/A [51, 106]
U2 C-centered, location? N/A [51, 106]

295 K, stable T1 Certain [9, 55]

T2/T3 Certain [8, 55]

T4 C-centered, location? N/A [56]
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contribution to the EPR spectrum, has a structure very similar to that of T2/T3 in 
sucrose. It is also interesting to note that a C5-centered radical, that had been pro-
posed as precursor for the phosphoryl radical detected at RT in K2G1P [119], was 
not identified in these studies.

Table 6.10   Radiation-induced radicals in K2G1P
Tirr Label Structure Confidence Ref.

4.2 K A1 Proposed [88]

A2 Proposed [88, 115]

A3 Proposed [88, 115]

Trapped electron Location? n/a [88]
IV Certain [11, 88]

77 K R1 Certain [11, 116]

R2 Certain [11, 116]

R3 Certain [11, 116]

R4 Same structure as IV at 4.2 K,  
see above

Certain [11, 116]



2336  Radiation Chemistry of Solid-State Carbohydrates Using EMR

6.5.2 � Trehalose Dihydrate

To evaluate to which extent the findings of the sucrose studies can be generalized, 
we have undertaken an analogous study on the structurally similar trehalose (see 
Table 6.11). The first EPR spectra from RT irradiated trehalose crystals had already 
been investigated at 77 K by Gräslund and Löfroth in the 1970s [4]. A 1:2:1 triplet 
with a 3 mT HF splitting was assigned to a C3 or C3′-centered radical.

Samskog and Kispert extended this EPR work to radicals formed after irradia-
tion at 3 K [111] and 77 K [120]. Irradiation at 3K led to three (close to) primary 
radicals, proposed to be an IMTE (radical I), an O4′ alkoxy radical (radical III) and 
again a 1:2:1 triplet (radical II), also found after irradiation at 77 K and assumed to 
be the same as found previously [4]. After irradiation at 10 K (Tarpan et al. [20]), 
the trapped electron could no longer be detected at variance with the radicals II and 
III, relabeled as R1 and R4 respectively. A thorough ENDOR and DFT analysis 
convincingly modified the identification of the 1:2:1 triplet II/R1 to a C5′-centered 
radical, whereas the III/R4 assignment to the O4′ alkoxy radical appeared plausible 
but still not conclusive. Two more radicals, R2 and R3, were convincingly identi-
fied as C5 and O2-centered radicals, respectively [20].

Tarpan et al. [101] also extended the EPR investigations of Samskog and Kispert 
after irradiation at 77 K [120] with ENDOR and DFT. Not surprisingly, the strongly 
composite EPR spectrum was for a major part interpreted in terms of the same (at 
least) 7 components, albeit again with a different labeling. Apart from the O2 alk-
oxy radical mentioned above, all assignments by Samskog and Kispert have been 
questioned and/or corrected by the combined ENDOR/DFT investigations [101]. 
Again a 1:2:1 triplet was prominently present and convincingly assigned to two 
slightly different conformations of a C4(–H) hydrogen-abstracted radical (VII or 
T1/T1*). In spite of its similar appearance, the triplet has another origin than the one 
mentioned in the lower temperature studies (both different from the radical after RT-
irradiation, see also [4]). In addition, mainly based on their characteristic g tensors, 
the formation of 4 different alkoxy type radicals is quite certain, although their lo-
cation remains mostly unknown or speculative (III, IV or T5, T6). Radicals T3 and 
T4 (or I) have been tentatively identified as O2′ and O4-centered respectively. The 
stronger g anisotropy of T5,T6 as compared with T3 and T4 could not be explained 
by calculations yet. Finally, the T2 radical was only reported by Tarpan et al. [101] 
and is probably due to a C1(–H) radical.

In another combined ENDOR/DFT study, De Cooman et al. [12] provided firm 
proof for two H-abstracted radicals with limited stability, created by RT-irradiation. 
The I1 and I2 spectra have been assigned to C3′ and C2-centered radicals respec-
tively, the latter with additional formation of a carbonyl group at C3. Similar H-
abstracted radicals occur in irradiated glucose [16]. The stable radicals S1 and S2 
could only be tentatively identified. Like for I2, C2 seems to be the most likely site 
for the radical center of S1 and S2.
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Tirr Label Structure Confidence Ref.
3 K I3K IMTE, location? N/A [111]

II3K Certain [20, 111]

III3K Suggested [20, 111]

10 K R1 Same model as II3K, see above Certain [20]
R2 Certain [20]

R3 Plausible [20]

R4 Same model as III3K, see above Suggested [20]
80 K I77K = T4 Suggested [101, 120]

II77K Same model as R3, see above Plausible [101, 120]
III77K = T5 O-centered, location? N/A [101, 120]
IV77K = T6 O-centered, location? N/A [101, 120]
V77K Proposed [120]

VI77K C-centered, same as R2? N/A [20, 120]
VII77K = T1/
T1*

Certain [101, 120]

T2 Plausible [101]

T3 Plausible [101]

R2 See above, 10 K Certain [101]

Table 6.11   Radiation-induced radicals in trehalose dihydrate
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6.5.3 � Fructose

It could a priori be expected that monosaccharides as, e.g., fructose, glucose and 
sorbose, would lead to EMR spectra that are simpler and easier to interpret than the 
disaccharides sucrose and trehalose. Therefore, about one decade ago, our group 
started an extensive EMR investigation on β-D-fructopyranose. This was also the 
first sugar for which a combined ENDOR/DFT approach was applied. It appeared 
that, contrary to expectations, a realm of radicals are detected in fructose and as a 
consequence, several identification problems are still unsolved (see Table 6.12).

Fructose and sorbose are structurally very similar and Ueda [121] was the first to 
systematically compare the EPR spectra of these materials both on powders and sin-
gle crystals, after irradiation at 77 K and at RT. These authors found that irradiating 
fructose and sorbose at 77 K indeed leads to similar spectra whereas RT irradiation 
gives rise to significantly different spectra. Heating sorbose to 100 °C for 10 min. 
however, makes the spectra of both sugars similar again. Without having access to 
ENDOR or DFT methods and undoubtedly underestimating the complexity of the 
spectra, these authors proposed a C5-centered model for one of the radicals formed 
after 77 K irradiation [121]. In the remainder of this section, only fructose radicals 
will be discussed.

In their first study on fructose, Vanhaelewyn et al. [122] confined themselves 
to stable radicals in RT irradiated powders and single crystals. From a statistical 
MLCFA study on EPR powder spectra, it became clear that at least four stable 
radicals contributed to the spectra. This finding was confirmed later by ENDOR 
and EIE investigations [14, 81]. Two dominant radicals, labeled F1/F2, were found 

Tirr Label Structure Confidence Ref.
RT, 
limited 
stability

I1 Certain [4, 12]

I2 Certain [12]

I3 C-centered, location? Less stable 
than I1 and I2

N/A [12]

RT, long 
term 
stable

S1 Suggested [4, 12]

S2 Suggested [4, 12]

Table 6.11   (Continued)
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Table 6.12   Radiation-induced radicals in β-D-fructose
Tirr Label Structure Confidence Ref.
10 K T1/T1* Certain [18]

T2 Plausible [18]

80 K R1/R1* Same model as T1/T1* at 
10 K, see above

Certain [91]

R2/R3 Certain [91]

160 K Q1 Plausible [81]

Q2 Same model as R2/R3 at 
80 K, see above

Certain [81]

RT, unstable Im1 Plausible [81]

Im3 C5-centered, broken ring? Proposed [81]
Im4 Plausible [81]

Im5 C2-centered, broken ring? Proposed [81]
RT, stable F1/F2 = Im2 Proposed [13, 14, 81]

F3 Plausible [14, 81]

F4/F5 = Im6 Plausible [14, 81]

F6 Plausible [14, 81]
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to exhibit quite comparable HF interactions and, based on single molecule DFT 
calculations, a C2-centered model was proposed for both of them [89, 122] (an 
alternative labeling of the fructose atoms was used in that work). Although Tarpan 
et al. in later work also determined the g tensors of F1/F2 and applied selective 13C 
enrichment in fructose powders [13, 14, 81], the identity of these main stable radi-
cals remains uncertain. Using the most advanced DFT methods presently available, 
a C3(–H) model, featuring a neighboring carbonyl group and possibly also ring 
opening, seems the most plausible. Still, overall good agreement between experi-
mental and computational data has not been reached [14, 81]. Also radicals F3 and 
F6 were proposed to be C3-centered. F6 is H-abstracted with a carbonyl group at 
C2, whereas a C3(–OH) model seems plausible for radical F3 [14, 81]. Another pair 
F4/F5 has been assigned to C2(–OH) radicals in slightly different conformations, 
accompanied by carbonyl formation at C3. The radicals F1/F2, F4/F5 were demon-
strated to be present immediately after RT-irradiation (Im2, Im6) [14, 81]. Plausible 
models were found by Tarpan et al. for two unstable radicals: Im1 and Im4 have 
been assigned to C4(–H) and C2(–OH), respectively. The identifications of Im3 and 
Im5 remain far more speculative (broken-ring radicals centered at C5 and C2) [81].

In search of (close to) primary radicals, Tarpan et al. [18] and Vanhaelewyn et al. 
[91] also investigated fructose single crystals after X-irradiation at 10, 80 K and 
annealing to 160 K. All proposed models for these radicals can be considered to be 
highly reliable if not certain. Both after irradiation at 10 K and 80 K a prominent 
pair (labeled T1/T1* and R1/R1* respectively) has been identified (again) as the 
C3(–H) species. After 10 K irradiation, a second simple H-abstracted radical, C5 
(–H) was reported (T2). Another C3-centered radical (two conformations) that was 
discovered after irradiation at 80 K (R2/R3), remained stable up to at least 160 K 
(Q2). Ring opening and formation of a carbonyl group appeared essential to reach 
excellent agreement between experimental and computational data. It is clear that 
the convincing identification of these radicals puts severe constraints on the precise 
identity of the F1/F2 C3-centered radicals (also assumed to have a broken ring) 
mentioned above. The C3-centered F3 and F6 radicals were proposed to have an 
intact ring [81, 91]. Finally the last fructose radical with a probable identification 
(Q1), stable up to at least 160 K, is a C1(–H) radical species [81].

6.5.4 � Sorbose

The chemical structure of sorbose is nearly identical to that of fructose and a priori 
many similarities in radical formation could be expected, as were also discovered 
by Ueda [121] (see Sect. 6.5.5). However, the EMR study of this material appeared 
experimentally extremely complex and lack of complete g and HF data for most 
of the components prohibits detailed comparison with DFT modeling. Extensive 
MLCFA analyses, exploiting differential radical annealing between RT and 435 K, 
revealed more than 10 stable radicals after RT irradiation. In spite of considerable 
efforts hardly any complete HF tensor could be determined even using ENDOR. 
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The models, very tentatively proposed for the stable radicals, usually involve ring-
openings and the formation of a carbonyl group adjacent to the radical center [123, 
124]. As a result of these studies, however, excellent simulations of the RT EPR 
spectra became possible.

So far, the best characterized and identified radicals are R1/R1′ (see Table 6.13),  
which dominate the EPR spectrum after RT irradiation. They are very probably 
C3(–H) species. The difference between R1 and R1′ has been ascribed to the struc-
tural α/β disorder in the sorbose lattice, which may in part be responsible for the 
problems encountered in characterizing the other radical species in the EMR analy-
ses [10].

In view of the very limited information on radical structures, no attempts are 
made to interpret the radical chemistry of sorbose in Sect. 6.6.

6.6 � Radical Formation Mechanisms and Radiation 
Chemistry

In Sects. 6.4 and 6.5, the structures of free radicals formed after irradiation at very 
low temperatures (6–10 K, LT), intermediate temperatures (typically 80 K) and at 
RT have been presented. For the interpretation of these results it is important to keep 
in mind that the radical products formed by irradiation at a given intermediate or 
high temperature are the same as those obtained after irradiation at 6–10 K followed 
by warming to this temperature. This strongly suggests an internal connection be-
tween the radicals produced at LT and those observed at a higher temperature, to 
be described by chemical conversion processes. In Sects. 6.1 and 6.4 we mentioned 
this as a motivation for studying radiation products after irradiation at various tem-
peratures.

The structures depicted in Tables 6.9, 6.10, 6.11, 6.12, 6.13 may be considered 
as dots in a complex drawing of the entire radiation processes picture, dots which 
remain to be connected by lines to obtain the full picture. The tools for completing 
the scheme are presented by radiation chemistry [125, 126]. Once hypotheses on 
actual processes connecting two or more structures are formulated, they should be 
probed by kinetic studies or quantum chemical modeling. However, constructing 
schemes that connect species stable at different temperatures, solely based on their 
structure assignments, presents several pitfalls. First, EMR techniques only detect 

Table 6.13   Radiation-induced radicals in α-L-Sorbose
Tirr Label Structure Confidence Ref.

295 R1/R1′ Plausible [10]
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paramagnetic species: diamagnetic products from a given reaction are not observ-
able. Secondly, when only starting and end-point in a reaction chain are known, 
there may be several possible routes between them. EMR spectroscopy alone will 
not allow deciding which route is actually followed. Recent results obtained for the 
amino acid alanine illustrate the important role of quantum chemical modeling in 
this: the entire sequence of processes in the reduction chain could finally be mapped 
by using advanced DFT calculations [127] even if the basic radical structures have 
been known for many years [128]. Another example is the recent advances made us-
ing mass spectroscopy and high-performance liquid chromatography to understand 
the early radiation-induced processes in DNA [129, 130]. Thirdly, depending on the 
temperature (thermal energy), a given primary product may proceed along different 
reaction paths, sometimes leading to different end products. Finally, in too many 
instances there are no experimental indications available showing which radical 
observed at higher temperature is connected to which LT radical species.

The exposure of organic matter to ionizing radiation (photons, electrons) initi-
ates a number of processes in the material. The field of radiation physics describes 
these processes in great detail [131], far beyond the scope of this chapter. It is suffi-
cient to state that the deposition of radiation energy in organic matter mainly results 
in ionizations and excitations. An ionization event creates a hole and a secondary 
electron with a mean kinetic energy below 30 eV, the vast majority of the secondary 
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electrons being below 70  eV. For each MeV of energy absorbed, about 3 × 104 
low-energy electrons are created [132]. Secondary electrons travel further into the 
matter losing energy by scattering and new ionizations. The scattering events may 
sometimes be resonant, resulting in significant dissociative damage through the 
formation of transient negative ions (TNI) [133]. Each interaction reduces the elec-
tron kinetic energy, and eventually the electron will be trapped by thermalization, 
either in an empty non-dissociative molecular orbital creating a relatively stable 
molecular anion, or in some cases ‘solvated’ in a shallow intermolecular potential 
well, created by molecular dipoles (IMTE, see Sects. 6.4 and 6.5). In solid state car-
bohydrates this will be two or more OH dipoles [134]. Both the oxidation products 
and the reduction products will normally be left in vibrationally and sometimes also 
electronically excited states. Relaxation of these states often provides the activation 
energy necessary for subsequent processes.

Solid state organic materials usually are very good insulators [135]: extensive 
charge transfer processes will not take place. This is the main reason why charge 
recombination is prohibited, radicals become trapped and detectable with EMR. 
Solid state carbohydrates often give a high yield of radicals at low temperatures, 
indicating that charge transfer reactions are rare. Of course charge transfer does take 
place under given conditions [21, 136], but its range is limited and it enters in strong 
competition with radical trapping and subsequent secondary reactions.

6.6.1  �Primary Processes

Reduction  The one-electron reduced radical species (radical anion) will either pro-
tonate, most often through a hydrogen bond, or the additional charge becomes elim-
inated by expelling a negatively charged fragment like H- or OH- (typically from 
TNI’s by dissociative electron attachment). Such mechanisms physically separate 
charge and spin, thereby reducing the possibility for charge combination processes. 
H- and OH- are reactive and may readily capture a proton, forming H2 or H2O.

Hydrogen bonding is associated with the hydroxyl substituents in carbohydrates 
and the initial reduction and protonation may be followed by dissociation of H at-
oms or OH radicals, which in turn may attack neighboring undamaged molecules, 
most often abstracting a hydrogen atom from these neighbors. High yields of hydro-
gen gas have been measured upon irradiation of carbohydrates [137].

The major results of the primary reductive trapping reactions in carbohydrates 
are hence neutral C-centered radicals. The most common products identified, as 
evident from the Tables in Sect. 6.5, are neutral C-centered hydroxyalkyl radicals 
apparently formed by net H-abstraction. It is experimentally not possible to distin-
guish between such initially reduced species and radicals formed by prompt H-ab-
straction from molecules left in highly excited (superexcited) states. Due to the lack 
of thermal energy, usually only simple processes requiring a minimum of energy are 
considered as relevant for explaining the neutral C-centered hydroxyalkyl radicals 
observed at low temperatures.
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Carbohydrates form a group of compounds in which electrons may become in-
termolecularly trapped, due to the large number of OH groups exhibiting large dipo-
lar moments. These IMTE centers may be compared with solvated electrons in fro-
zen solutions [138]. The IMTE may also be compared with a polaron [139], as the 
trapping of the electrons probably results in a reorientation of OH fragments due to 
the excess electronic charge, enhancing the propensity for temporary trapping and 
consequent screening of the excess charge. The electron wave function is spread 
over a number of hydroxyl protons (in the vicinity of the trapping site), which in 
turn are somewhat displaced from their equilibrium positions. Upon thermal activa-
tion or exposure to visible light, the IMTE is excited and transfers to a neighboring 
OH group initiating the formation of a C-centered hydroxyalkyl radical as described 
by Eq. (6.9). It has been observed that optical and thermal bleaching can result in 
different products [140]. Lund and co-workers [134] have characterized the optical 
properties of trapped electrons for several carbohydrates and nicely demonstrated a 
well-developed absorption band in the 450–550 nm region.

The tables in Sect. 6.5 illustrate that radical formation is selective: only a few 
specific radicals appear to be formed from the vast number of possible species. The 
origin of this specificity is in principle unknown, but the observations indicate that 
primary radical formation is governed by overall energetic considerations, tightly 
associated with structural features of the compounds in question [21].

Oxidation  The one-electron oxidized species (radical cation) will, in analogy with 
the radical anion, eliminate the excess positive charge by expelling a proton. It 
appears likely that the R-OH+ is a general oxidation product [84]. This product 
deprotonates immediately, most often by way of the hydrogen bonding system. 
Under favorable conditions a proton will be transferred from an OH+ group of the 
cation to a neighboring molecule, leaving behind an O-centered neutral alkoxy radi-
cal. As the hydrogen bonding scheme often is a continuous chain of O-bonded pro-
tons (C-OH and/or H2O) throughout the lattice, the deprotonation has in some cases 
been shown to initiate a proton shuffle covering several molecules in the lattice [20, 
21]. The driving force for the deprotonation may partly result from a change in the 
acid-base equilibrium for the cation as compared with the neutral molecule [141] 
and the excitation energy available by vibrational relaxation of the initial oxidation 
product. This, in combination with the structural features of the environment is 
expected to explain the selectivity of the alkoxy radical formation.

If deprotonation at an OH-group is not feasible (or back-protonation is imme-
diate), it may rather occur at the neighboring carbon atom, resulting in a neutral 
C-centered species [84]. Highly excited oxidative states created by the ionization 
event may in addition produce a number of other radical or non-radical fragments 
[142].

The species formed by one-electron oxidation/reduction or from super-excited 
states, as described here, are those commonly observed at the lowest irradiation 
temperatures. The mechanisms are based mainly on radiation physical/chemical 
principles, and the diversity of species from each of the compounds investigated 
illustrates the delicate overall energy balance of the system, whose structural prop-
erties are essential. It is therefore not surprising to observe several reduction and 
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oxidation products simultaneously, even at the lowest irradiation temperatures. It is 
remarkable that in spite of the tremendous progress made in the field of molecular 
modeling, to date no modeling routines have been presented yet for reliably predict-
ing the outcomes of radiation action at low temperatures.

6.6.2 � Secondary Processes

Once the primary neutral radicals have been formed and trapped in the solid lattice, 
and thermal energy is supplied to the system, secondary processes take over the 
radical formation development. Here, thermally activated electronic reorganization 
processes and bond scissions dominate. Consequently, understanding the processes 
critically relies on the possibility to follow the transitions which occur in detail. 
Radiation chemists have investigated radical chemistry for years, but almost ex-
clusively in solution, and occasionally in frozen solutions and glasses [125]. In 
crystalline solids, however, the conditions are basically different. Generally, only 
few mechanistic approaches are available for these systems, and intramolecular 
conversions are the most probable ones. Experimentally, each conversion between 
radical species must be followed sufficiently closely to convincingly argue for their 
interrelationship.

In carbohydrates, there are generally no prominent leaving groups present, as 
one finds in e.g. amino acids (amino group, carboxyl group). Starting from the 
neutral reduction and oxidation products, Fig. 6.17 schematically illustrates the fol-
lowing possible processes that have been argued to occur in the solid state (among 
a few others): 1—thermally induced electronic reorganization; 2 and 3—common 
1,2- and 1,4 H-atom shifts; 4 and 5—elimination reactions like β-OH elimination. 
Reactions 1 + 5 (A→B→F) demonstrate how relatively simple processes may se-
verely alter the molecular structure.

6.6.3 � Radical Reactions

Sucrose  After LT irradiation 4 major radicals were observed: the C1(–H), C5(–H), 
C6(–H) and the O3′ alkoxy radical (Sect. 6.4.2). An IMTE was identified, shown to 
transfer to the C5(–H) radical by optical excitation or careful warming in the dark 
[104, 109]. A C6(–H)→C5(–H) transformation was very probably observed upon 
annealing [104], which may be explained as a (C5,C6) H-shift reaction in the oppo-
site direction of process 2 in Fig. 6.17. The neutral C6(–H) may either be a primary 
oxidation product formed by deprotonation at C6 of the RCH2OH+ species [84], or 
alternatively be formed by a net H-abstraction in a reductive process. The C1(–H) 
radical was tentatively ascribed to oxidative deprotonation, based on stoichiometric 
considerations that assume C6(–H) to be a reduction species.

The O3′ alkoxy radical decays in the 50–80  K range. Again, a (C3′,O3′) H-
shift (or back-protonation followed by a deprotonation from C3′) will create a C3′ 
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centered intermediate, which by a β-OH elimination may yield a radical centered at 
C4′. From here it is possible to speculate that a C5′(–H) radical species may become 
stabilized, the most probable site for the intermediate radical N1. More detailed 
EMR and DFT characterization of N1 and the two as yet unidentified species at 
80 K (N2 and N3, not formed by simple H-abstractions) is necessary to elucidate the 
fate of the alkoxy species. C5(–H) and C1(–H) also remain as dominant paramag-
netic species at 80 K. The precursors for the RT radicals are expected to be among 
these five species.

Above 100 K, the C5(–H) radical disappears, and above 200 K also C1(–H). The 
RT stable radicals T1 and T2/T3 are also present immediately after irradiation at RT, 
along with U1 and U2. It was proposed that the C1(–H) radical may be the precur-
sor for the stable radical T2/T3, proceeding through a (C2,C1) H-shift followed by 
an elimination reaction. With regard to the C5(–H) radical, an electronic reorgani-
zation may be suggested that leaves the spin at C1, and a subsequent elimination 
reaction could lead to the T1 radical. However, the RT unstable U1 and U2 species, 
which have not been identified yet and seem to evolve in diamagnetic radiation 
products, may also result from the decay of C5(–H) and/or C1(–H). Therefore, the 
picture is still confusing with regard to processes between 100 K and RT. Work in 
progress towards identification of U1 and U2 will hopefully clear out this situation.

The present discussion clearly shows that, even if a vast amount of information 
on the radiation responses of sucrose is available (more than for any other carbo-
hydrate to date), mapping specific radical reaction mechanisms remains to some 
extent speculative. Time-consuming and tedious monitoring the conversion of each 
component into its successor is necessary. This is work mostly remains to be done.

K2G1P  Glucose-phosphate is an interesting substituted carbohydrate: a phosphate 
group is linked to a carbohydrate unit, mimicking the (deoxy)ribonucleotide ester 
bond in nucleic acids. A number of studies on K2G1P crystals have been summa-
rized in Sect. 6.5.2 (Table 6.10, [11, 88, 103, 115, 118, 119]).

The LT irradiation study demonstrated that 3 different alkoxy radicals (A1–A3), 
an IMTE and a C6(–H) (labeled IV) hydroxyalkyl radical are trapped [88]. As no 
thermal or optical bleaching studies were reported, details on the processes con-
necting these radicals to those stable at elevated temperatures are not available from 
experiment. No P-centered radicals were observed after LT irradiation.

At 80 K, the four dominating radicals were all hydroxyalkyl radicals, labeled 
R1–R4 in Table  6.10. R3 and R4 are two distinct geometrical conformations of 
the C6(–H) radical, also detected after LT irradiation (IV = R4). Conformationally 
different C6(–H) radicals may be formed from the O6 alkoxy radical A1, e.g. by 
back-transfer of the proton and consecutive deprotonation at C6 [84], or by a H-
shift process. Similarly, H-atoms released by the decay of other LT-trapped radicals 
may lead to C6(–H) radicals.

R1 is the C3(–H) radical species and good agreement with experimental data 
in the DFT modeling was only obtained if one assumes that the abstracted proton 
is transferred to a neighboring phosphate group [11]. This was hypothesized to be 
the ‘missing’ oxidation product at C3: rather than an O3(–H) alkoxy, the C3(–H) 
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radical is produced [84]. This model remains to be confirmed by analyzing hereto 
non-analyzed components of the spectra obtained after LT irradiation [88].

R2 is a C1-centered species formed by the net scission of the phosphate ester 
bond. Its structure is similar to that of T2/T3 in sucrose. A model for the formation 
of R2 was proposed [11], starting from a tentative C2(–H) hydroxyalkyl radical and 
proceeding by β-phosphate elimination, leaving the unpaired spin at C1, in addition 
to a non-radical HOPO2

2− species. The C2(–H) species may be formed from the O2 
alkoxy radical (A3) by a (C2,O2) H-atom shift.

Other radicals were detected at 80 K but not identified [103, 116]. None of these 
appeared to be alkoxy radicals, IMTE’s or phosphate-centered radicals. At RT, the 
only well-identified species is a phosphoryl PO3

2- radical [119]. A proposed mecha-
nism for the formation of this radical [119] was however questioned in ref. [11] 
on basis of its large endothermicity. Other processes, e.g. electronic reorganization 
from a C1(–H) species, may be envisioned for the formation of a phosphoryl radi-
cal, but without more detailed investigation of the g = 2 products at RT and the con-
nections between radical products occurring between 80 K and RT, any suggestion 
remains highly speculative.

Trehalose Dihydrate  Table  6.11 reveals a very complex and in part confusing 
array of radicals formed by irradiation at various temperatures. Based on our recent 
EMR/DFT work [12, 20, 101] many early radical assignments [4, 111, 120] needed 
to be corrected. However, it was not always evident to establish the correspondence 
with these earlier publications unambiguously. A considerable number of proposed 
radical models are based on few data, leaving some identifications rather uncertain.

The situation after LT irradiation appears rather clear, with the formation of an 
IMTE center (not seen by Tarpan et al. [20]), two alkoxy radicals (probably at O2 
and O4′, Samskog and Kispert report only the latter [111]) and two hydroxyal-
kyl radicals (identified as C5(–H) and C5′(–H), Samskog and Kispert report only 
the latter [111]). Furthermore, it was noted [111] that the intensity of C-centered 
radical(s) increased after thermal annealing to 50 K and was stable at 77 K. The fact 
that Tarpan et al. did not observe the IMTE at slightly higher irradiation tempera-
ture, but did detect an extra C5-centered radical, might imply a thermal transforma-
tion from the former to the latter radical at a relatively low temperature. On the 
other hand, the reasons for not detecting the IMTE at X-band [20] may be similar 
as for sucrose (see Sect. 6.4.2). Ref. [20] reports another interesting feature of the 
O4′ alkoxy radical: in order to reproduce the experimental data in the DFT model-
ing, the abstracted proton needed to be shuffled through three hydrogen bonds and 
trapped as a hydronium ion. A similar observation was made for an alkoxy radical 
in crystals of rhamnose [17, 21].

After 77  K (80  K) irradiation, the situation looks considerably more compli-
cated. Both Samskog et al. [120] and Tarpan et al. [101] reported four alkoxy and 
three hydroxyalkyl radicals, but two radicals in each study (V77K, VI77K/T2,T3) have 
no clear counterpart in the other. In addition, only for two radicals DFT model-
ing allowed convincing (certain) identification, and one of these, C5(–H) (R2) is 
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already present after 10 K irradiation. Also one of the alkoxy species created at 10 K 
remains stable up to 80 K (O2(–H)). The other alkoxy, the IMTE and the C5′(–H) 
radical decay in the in the 10–80 K temperature range [101] and may be expected to 
transform into 6 new paramagnetic species. Indeed, pulse annealing in the 10–80 K 
range [101] showed (almost perfect) equivalence between LT irradiation followed 
by annealing to 80 K and irradiation at the latter temperature.

The fact that irradiation at 77 K yields a larger variety of alkoxy species than ir-
radiation at LT is remarkable. It is possible that the larger thermal energy available 
at 77 K would allow for a larger diversity in alkoxy formation from the primary 
cation radical. Studying the thermal annealing [101] of samples irradiated at LT 
in further detail may bring answers to this question. Concerning the hydroxyalkyl 
radicals, for T1, dominant at 80 K and identified as C4(–H) (certain), it is not evi-
dent to construct a reasonable reaction chain starting from the radicals identified 
after LT irradiation. Furthermore it is not straightforward to link the unstable alkoxy 
(O4′(–H)) to any of the hydroxyalkyl radicals at 80 K. Tarpan et al. [101] argue that 
in spite of the structural information available, it is still premature to speculate on 
mechanisms, as the actual conversions have not been followed in detail. Indeed, it is 
possible that the decay of LT radicals results in diamagnetic molecules and H-atoms 
(or other mobile radical fragments), and that the action of the latter is to a large 
extent unpredictable without further experimental information. The large decrease 
in EPR intensity observed in the 10–80 K pulse annealing experiments [81], indeed, 
points to formation of diamagnetic radiation damage.

The RT studies [4, 12] agree on the presence of a dominant EPR triplet contribu-
tion immediately after irradiation, I1, identified as C3′(–H), and two contributions 
to the final stable spectrum (S1 and S2, only suggested models, no convincing iden-
tification). Tarpan et al. [12] detected two more species immediately after irradia-
tion: one was identified as C2(–H) with a β-carbonyl at C3, the other only has very 
limited stability and remained unidentified. Pulse annealing experiments between 
80 K and RT have only been performed coarsely. From 150 K onwards, no strong 
changes seem to occur in the EPR spectrum (dominant triplet contribution). How-
ever, this may be deceiving as ENDOR analyses at 10 K, 80 K and RT have shown 
that three very similar EPR triplets correspond to hydroxyalkyl radicals centered at 
different C-atoms [12] (Table 6.11, II3K = R1, VII77K = T1/T1*, I1). Pulse annealing 
experiments evidenced a further decrease in the total EPR intensity, suggesting for-
mation of diamagnetic species [81]. This hampers devising chemical links between 
the species observed immediately after RT irradiation and radicals stable at 80 K. 
Gräslund and Löfroth [4] proposed β-elimination reactions to explain the transfor-
mations at RT to the final stable stage. The model suggested for S2 (C2(–H) with 
β-carbonyl at C1) seems compatible with such hypothesis. The role of crystal water 
in this carbohydrate also deserves further investigation.

Fructose  The LT study (10 K irradiation) by Tarpan et al. [18] gave evidence for 
two hydroxyalkyl radicals: a C3(–H) (certain) and a C5(–H) species (plausible). 
Trapped electrons were not detected and no attempts were made to analyze weak 
features, probably due to alkoxy radicals. After irradiation at 80 K, C3(–H) species 
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was still observed [91], but C5(–H) was not. At this temperature, however, another 
radical was seen, identified (certain) as a ring-opened species with the spin local-
ized at C3 (R2/R3). It was originally proposed that this ring-opened species orig-
inated from an O2(–H) alkoxy radical [81]. Because at 10  K no alkoxy radical 
was observed as a dominant radiation defect, and the C5(–H) hydroxyalkyl radical 
decayed between 10 and 80 K, a link between C5(–H) and the ring-opened species 
seems more reasonable. However, if both structure assignments are correct, there 
is no straightforward reaction pathway between them. It may be speculated that 
C5(–H) decays by releasing a H-atom, which abstracts the O2 hydroxyl proton at 
a neighboring molecule, yielding the ring-opened species R2/R3 by a subsequent 
electronic reorganization.

Thermal annealing at 160 K of crystals irradiated at 77 K resulted in two ma-
jor radicals only. There is an apparent transformation of the C3(–H) radical into a 
new species assigned to a C1(–H) radical (plausible) [81]. The ring-opened species 
remained present at this temperature. Again, there is no obvious reaction pathway 
between the C3(–H) and the C1(–H) species, except for a H-transfer process.

Upon irradiation of fructose crystals at RT followed by immediate cooling, un-
stable species were stabilized for a sufficiently long time to allow a detailed analysis 
[81]. Six distinct species (Im1–Im6, see Table 6.12) were detected and analyzed. 
Two of these remained stable upon storage at RT (Im2 = F1/F2 and Im6 = F4/F5). 
The other 4 either decayed or developed into to further stable radicals F3 and F6 
Table 6.12). None of these species had been observed in the studies at lower temper-
atures. Hence, a considerable number of reactions and rearrangements must occur 
between 160 K and RT and there is by far insufficient information presently avail-
able to provide direct links between these species. A few speculations can, none-
theless, be made. Indeed, e.g., the Im4 radical (plausible) can be formed from the 
C1(–H) radical (plausible) by a simple β-OH elimination. The ring-opened species 
Q2, stable at least to 160 K, most probably dehydrogenates, yielding one or several 
of the still unidentified RT radicals with limited stability, or even the stable radicals 
F1/F2, whose structure could not be completely elucidated. More firm conclusions 
will only be possible after closely monitoring which species are formed at stages 
between 160 K and RT.

6.6.4  �Final Remarks

In addition to the carbohydrates discussed above, a variety of other solid-state sug-
ars have been investigated for different purposes. Box and co-workers have charac-
terized IMTEs in a number of compounds, as nicely summarized in the review by 
Lund and Schlick [134]. The group of Box has characterized an even larger number 
of primary alkoxy radicals in carbohydrates [107–109, 144]. These authors, howev-
er, seldom discussed secondary radicals and radical reactions. Lund and coworkers 
have analyzed many different solid-state carbohydrates using both pulse radiolysis 
and EMR techniques. Some of these studies have been discussed above [85, 111, 
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112, 120]. They elucidated several of the most important secondary reactions for 
IMTE and alkoxy radicals. Bernhard and co-workers [22, 143] investigated some 
carbohydrate derivatives in large detail, and also in some cases they provided pos-
sible reaction sequences. The carbohydrate rhamnose has been studied by several 
groups, both for characterizing IMTE and alkoxy radicals, and for discussing reac-
tion sequences ([140] and references therein). Advanced DFT calculations for this 
compound have yielded important information on oxidative proton shuffling at low 
temperatures ([17, 21], see also Chap. 18 of this book). Presently, theoretical and 
experimental work, predicting the initial radical products after ionizing radiation as 
well as providing detailed understanding of the nature and reactions of the IMTE 
and alkoxy radicals, is ongoing [145]. This also includes mapping of radical reac-
tions from C-centered low temperature precursors into RT stable radicals.

6.7 � Summary and Conclusions

In this chapter, we have outlined the strategy and reviewed the results of our EMR 
studies of radiation-induced radicals in solid-state sucrose, dipotassium glucose-
1-phosphate, trehalose dihydrate, fructose and sorbose. This work has been primar-
ily directed towards identification of radical structures. We have shown that single 
crystal EPR, ENDOR and EIE measurements, together with DFT modeling, present 
a winning combination for radical identification. Comparing SH parameters result-
ing from carefully analyzed experiments (e.g. eliminating the Schonland ambigu-
ity) with high-level DFT calculations on correct radical models can lead to remark-
ably good agreement. This holds particularly true for the g and A tensor principal 
directions and the anisotropy in the principal values, but also isotropic values are 
fairly well predicted by calculations.

For most carbohydrates discussed here, radicals have been identified after ir-
radiation at various temperatures, in order to follow the reaction pathways between 
the primary radiation products and the final stable radicals. Low-temperature irra-
diation (4–10 K), as expected, produces IMTE centers along with net H-abstracted 
alkoxy and hydroxyalkyl radicals. The stable radiation-induced radicals are C-cen-
tered and often feature carbonyl formation close to the radical center, evidenced 
by an increased anisotropy of the g tensor. The multi-compositeness of the spectra, 
that in addition considerably lose intensity upon annealing after irradiation at low 
temperature, renders direct monitoring of inter-conversions between radical species 
difficult. Hence, despite the experimental and modeling efforts, for none of the car-
bohydrates discussed here, the radiation chemistry could be elucidated. Nonethe-
less, certain plausible reaction paths have been presented and considerable progress 
is currently being made for other carbohydrates.

In the context of applying the EPR spectra of sugars for dosimetry and detection 
of irradiated foodstuffs, we recently made significant progress in understanding the 
EPR spectrum of irradiated sucrose powder. Our studies provide a mechanistic un-
derstanding of the common practice to wait at least 48 hours (allowing for the U1 
and U2 components to decay) before using the spectrum of irradiated sucrose for 
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dosimetric purposes. Simulations taking into account the contributions of the three 
stable radicals, that were thoroughly characterized using single crystal EMR mea-
surements and identified via DFT modeling, reproduce the central part of this spec-
trum very well. The stable radicals responsible for the remaining discrepancies are 
currently being characterized. Somewhat surprisingly, the knowledge of the radical 
models also appears helpful for powder EPR spectrum simulations.
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Abstract  Continuous-wave electron paramagnetic resonance (EPR) spectroscopy 
has been the technique of choice for the studies of radiation-induced defects in silica 
(SiO2) for 60 years, and has recently been expanded to include more sophisticated 
techniques such as high-frequency EPR, pulse electron nuclear double resonance 
(ENDOR), and pulse electron spin echo envelope modulation (ESEEM) spectros-
copy. Structural models of radiation-induced defects obtained from single-crystal 
EPR analyses of crystalline SiO2 (α-quartz) are often applicable to their respective 
analogues in amorphous silica (a-SiO2), although significant differences are common.

7.1 � Introduction

Electron paramagnetic resonance (EPR) spectroscopic studies of radiation-induced 
defects in quartz and a-SiO2dated back to the early 1950s [1–2] and has been con-
tinued today, including the use of related but more sophisticated techniques such 
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as pulse electron nuclear double resonance spectroscopy (ENDOR) and electron 
spin echo-envelope modulation spectroscopy (ESEEM) [3–5]. EPR remains a 
fundamental technique for the studies of radiation-induced defects in SiO2, because 
they are usually too dilute to be investigated by other structural techniques. For ex-
ample, EPR techniques with superior sensitivities coupled with the fact that quartz 
is one of the best diamagnetic hosts, resulting in usually very narrow resonance lines 
(i.e., < ~0.02 mT), make possible of detailed studies of dilute defects, including com-
mon identification and characterization of more distant nuclei on the basis of well-re-
solved superhyperfine structures [6–9]. Other principal motivations include the fact 
that paramagnetic defects in SiO2 are known to profoundly impact on the application 
and performance of this important material for high-tech electronics, fiber optics, 
solar energy and quantum computers [10]. Also, radiation-induced defects in quartz 
have long been shown to be useful as dosimeters and geochronometers with diverse 
applications from the dating of archeological and anthopological artifacts to tracing 
dust provenance, dating of seismic activities, and mineral exploration [11–18].

Radiation-induced defects in SiO2 can be classified into two broad types: (1) 
intrinsic and (2) extrinsic. The former involves the trapping of an unpaired spin(s) 
related to oxygen or silicon vacancies, whereas the latter are those derived from 
diamagnetic impurities that trap an unpaired spin(s) during artificial or natural ir-
radiation. Structural models and dynamic properties of defects in quartz determined 
from the single-crystal EPR techniques often serve as the prototypes or test cases 
for analogous defects in a-SiO2 and other materials (e.g. nanoparticles, gel, thin 
films, etc.). This chapter starts with a section on recent progresses made on selected 
radiation-induced defects in quartz by using the single-crystal EPR techniques writ-
ten by Y. Pan and R. Mashkovtsev and continues with a detailed synthesis on de-
fects in silica redacted by A. Alessi, S. Agnello and G. Buscarino.

7.2 � Radiation-Induced Defects in Quartz

Single-crystal EPR studies of radiation-induced defects in crystalline SiO2 are not 
restricted to α-quartz but have recently been extended to the high pressure poly-
morph stishovite [19, 20].

7.2.1  �Coordinate System for Reporting EPR Data of Quartz

Single-crystal EPR studies of radiation-induced defects in quartz are possible ow-
ing to the readily available high-quality crystals of this material both in nature and 
from laboratory syntheses. Single-crystal EPR studies are often preferred over 
powder experiments, because they provide information about the orientations of 
the spin Hamiltonian parameters (e.g., principal-axes directions) of defects. These 
principal-axes directions are not only useful for placing the defects in the quartz 
structure but also locating the neighboring nuclei when superhyperfine structures 
are resolved and determined. However, the confusing history in the description of 
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the quartz structure [21, 22] has been a significant obstacle in the communication of 
experimental data, including EPR results. Following Heaney [22], morphologically 
left-handed (LH) quartz has space group P3121, and right-handed (RH) quartz be-
longs to space group P3221. Feigl and Anderson [23] advocated a unified coordinate 
system for reporting single-crystal EPR data of quartz (Fig. 7.1a).

In this age of computer programs that often use a default RH coordinate system, 
however, the principal-axes directions determined from LH crystals are best con-
verted to those in the RH coordinate system, provided that the choice of the coordi-
nate system is clearly stated. Conversions can be done by (1) changing θ to 180°−θ, 
if φ is kept the same and (2) reversing the sign of φ, if θ is fixed.

Therefore, any single-crystal EPR study of quartz must start with determinations 
of (1) crystal handedness and (2) the polarity of one two-fold symmetry axis. The 
handedness of quartz crystals can be determined by either morphologies or optical 
observations, while other techniques such as X-ray diffraction [24–26] have also 
been shown to be useful. The signs of the two-fold symmetry axes are usually deter-
mined by the piezoelectric effects. An alternative approach that has been proven to 
be successful in the authors’ labs is the use of the crystal orientation and coordinate 
system determined from the spectra of the E′1 center with its well-established spin 
Hamiltonian parameters from Jani et al. [27]. The common presence of the E′1 cen-
ter makes this approach applicable to most quartz crystals, irrespective of natural or 
synthetic varieties. One additional complication in EPR measurements of quartz is 
that crystals are often twinned, resulting in doubling of resonant signals that can be 
analyzed by using the effective rotation group D6 [28].

7.2.2  �Intrinsic Oxygen-Vacancy Electron Centers in Quartz

The most common radiation-induced defects in natural and synthetic quartz are 
those associated with oxygen vacancies (i.e., the so-called E defects that are 
commonly divided into E′ and E″ to denote the presence of one and two trapped 

Fig. 7.1   a Coordinate systems for left-handed and right-handed quartz after [23], and b projection 
of right-handed quartz structure perpendicular to the crystallographic c axis (i.e., the experimental 
z axis) showing a unit of SiO4 and its neighboring Si atoms
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electrons, respectively [29–31]). Following the nomenclature of Weeks and Nelson 
[30], the various E′ centers are designated as E′i with a subscript number (i = 1 to 
10) to indicate different electron trapping [9, 27, 32–35]. The E′1 center, which is 
the most common defect in quartz and has close analogs in other SiO2-based materi-
als, has been the subject of numerous experimental and theoretical studies [36] and 
has recently seen significant progresses towards the most complete spin Hamilton 
parameters [37]. The E′2 center, which is one of the first radiation-induced defects 
discovered in quartz [30, 31], was studied in detail only recently [5, 34].

Only the g anisotropy and a spectrum measured at the applied magnetic field 
direction parallel to the crystallographic c-axis (B//c) are available for the E′3 and 
E′5 centers, respectively [5, 32, 34]. The E′4 center, which is one of the best known 
defects and is characterized by four lines of similar intensities and two strong 29Si 
couplings in X-band EPR spectra, has been proposed to represent electron trapping 
on two Si atoms next to an oxygen vacancy and having one hydrogen atom bonding 
weakly to one Si and residing close to the oxygen vacancy [33]. Mashkovtsev and 
Pan [9] noted that the previously proposed E′6–8 centers arise from the hyperfine 
lines of the E″7 triplet center. The E′9 center observed in fast-electron-irradiated 
quartz [35] is known to convert to the E′10 center after annealing at 210 °C for 5 min. 
Mashkovtsev and Pan [9], on the basis of DFT theoretical results [38], raised the 
possibility that the E′10 center may represent the less stable state of E′1.

The E′1 Centers  Silsbee [39] made the first detailed angular dependence study of 
the E′1 center by measuring single-crystal EPR spectra of a fast-neutron-irradiated 
LH quartz, and reported its g matrix and three 29Si (one strong and two weak) hyper-
fine couplings. Jani et al. [27] performed a detailed EPR study on the formation 
and thermal decay properties of the E′1 center created by fast electron irradiation 
and re-determined its spin Hamiltonian parameters in a RH crystal, including high-
precision data for the two weak 29Si hyperfine couplings determined by the ENDOR 
technique. Jani et al. [27] did not compare their principal-axes directions with those 
reported by Silsbee [39], citing a lack of knowledge about the coordinate system 
and the + x-axis choice in the latter. Table 7.1 shows the principal-axes directions of 
the E′1 center in LH quartz [39], after transforming to one of the six symmetrically 
related sites [(θ, φ), (θ, φ ± 120°), (180°− θ, − φ), (180°− θ, − φ ± 120°)], can be com-
pared with those determined from RH crystals [27].

These EPR data for the E′1 center have led to lengthy discussions and debates 
about its structural model. The substantial spin density observed in one Si sp3 non-
bonding orbital is not in accord with the presence of a single oxygen vacancy. An 
agreement with the experimental result is possible provided a sufficiently large 
asymmetric relaxation of the two Si atoms facing the vacancy is involved. In quartz, 
the asymmetry for a positively charged oxygen vacancy, V(O)+, was originally pro-
posed and supported with semi-empirical calculations by Feigl et al. [40].

Further theoretical efforts have improved this assumption [41–43]. The posi-
tive charge state yields a minimum energy configuration with a large relaxation 
of Si1 on the long-bond side of the vacancy (Fig. 7.1b). This silicon is thought to 
move through its basal oxygen plane to form a puckered configuration and to bond 
with an oxygen atom, making that O atom threefold coordinated, and the spin is 
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localized on the other silicon Si0, moved towards the oxygen vacancy (e.g., O1 in 
Fig. 7.1b). The puckered configuration was adopted and supported by several sub-
sequent studies using larger clusters [43], including the embedded-cluster treatment 
[44]. Several calculations [45–47] yielded accurate theoretical estimates of the 29Si 
hyperfine coupling parameters for E′1 in quartz [27] and the equivalent center E′γ 
in vitreous silica.

Li and Pan [48] conducted first-principles calculations for the E′1 center in 
quartz by using the supercell approach with Gaussian-type all-electron basis sets 
and hybrid functionals as implemented in the ab initio code CRYSTAL06/09. Their 
calculations featured both the traditional single-oxygen-vacancy model and a new 
tri-vacancy with an Al impurity model with one silicon and two oxygen vacancies. 
The latter model was motivated by the close association between the E′1 center and 
the aluminum-associated oxygen hole center [AlO4]

0 [27, 49, 50]. Their calculated 
hyperfine coupling constants for the strong and two weak 29Si hyperfine structures 
from the new tri-vacancy model are all within 5 % of the experimental values, and 
the calculated directions of the principal hyperfine axes are in agreement with the 
experimental results as well. Moreover, the tri-vacancy with an Al impurity model 
can account for the common association of the E′1 center with the [AlO4]

0 center 
and superoxide O2

− radicals in quartz.
The debates about the structural model for the E′1 center in quartz (and its analo-

gous defects in other silica-based materials as well) arised largely from incomplete 
spin Hamiltonian parameters from previous single-crystal EPR studies [27, 39]. 
In particular, 17O hyperfine couplings, which would provide definitive information 
about the number and geometry of the nearest-neighbor oxygen atoms, were not de-
tected owing to the exceedingly low abundance of this nucleus (nuclear spin I = 5/2 
and natural isotope abundance = 0.038 %). This deficiency in previous EPR studies 
has recently been overcome by the detection of 17O hyperfine splittings arising from 

Table 7.1   Spin Hamiltonian parameters of the E′1 center in quartz
Parameters LH quartz [39] RH quartz [27]
Y Yk θκ (°) φκ (°) Yk θκ (°) φκ (°)

g1   2.00176   66 230 2.00179 114.5 227.7
g g2   2.00049   52 339 2.00053 134.5 344.4

g3   2.00029   45 114 2.00030 125.4 118.7
29Si0 A1/geβe 45.3   67 230 − 45.32 114.1 229.7
A/geβe A2/geβe 38.9 − 39.08 128.3 340.4
(mT) A3/geβe 38.9 − 39.07 132.1 115.9
29Si1 A1/geβe   0.979   39 286   − 0.983 140.7 284.5
A/geβe A2/geβe   0.785   − 0.795 125.5 133.9
(mT) A3/geβe   0.785   − 0.790 104.6   33.1
29Si2 A1/geβe   0.921 125 263   − 0.928   58.9 260.9

A/geβe A2/geβe   0.737   − 0.751 104.4 179.9
(mT) A3/geβe   0.737   − 0.746   35 111.4
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three nonequivalent oxygen nuclei of the E′1 center (Fig.  7.2a) and quantitative 
analysis of 17O hyperfine couplings arising from three nonequivalent oxygen nuclei 
of the Ge E′1 center in an 17O-enriched crystal [37].

Feigl and Anderson [23] first reported two E′1-type centers with the unpaired 
electron trapped largely on a substitutional Ge atom at the Si site in Ge doped LH 
quartz after X-ray irradiation. These two E′1-type centers, originally denoted as 
[Ge(III)e−] and [Ge(IV)e−], are both produced by X-ray irradiation at room tem-
perature but have contrasting thermal stabilities. The former is stable above 600 K 
and is bleached out completely after annealing at 700 K, whereas the latter is not 
stable at room temperature and bleaches out after annealing at 400 K. Feigl and An-
derson [23] suggested that the [Ge(III)e−] center is the Ge analog of the E′1 center 
(Ge E′1; Table 7.2). The [Ge(IV)e−] center is closely comparable to the E′10 center 
(Table 7.3) and may also represent the less stable state of the Ge E′1 center.

Mashkovtsev et al. [37] re-investigated the Ge E′1 center in two Ge doped RH 
quartz crystals, including one (JC324) enriched at 4.4 at% 17O [51–53]. The EPR 
spectra of these crystals after fast electron irradiation, even at the canonical orienta-
tion B//c, are complex with the presence of not only the Ge E′1 and E′1 centers but 
also several hole type radicals [3, 15, 28, 54, 55]. With knowledge about the thermal 
properties of the Ge E′1 and E′1 centers as well as the hole type radicals [56], anneal-
ing of the quartz crystals up to 573 K led to enhanced intensities of the former but 
bleaching of the latter (Fig. 7.2a). The intensity ratio of the Ge E′1 and E′1 centers 
in JC324 annealed to 573 K is ~8, with an estimated concentration of the former at 
~3 × 1017 cm−3. Figure 7.2a shows that the Ge E′1 center is characterized by three 
sets of six approximately equal intensity lines, which are attributable to 17O hyper-
fine structures arising from interactions with three nonequivalent oxygen nuclei. 

Fig. 7.2   a X-band single-crystal EPR spectrum of 17O-enriched quartz (JC324) at B//c, illustrating 
three 17O hyperfine hextets and one 73Ge hyperfine line of the Ge E′1 center. Also marked are three 
17O hyperfine hextets of the E′1 center; and b 3D spin density of the Ge E′1 center calculated from 
the V(SiO2)

Al model. The figure is modified from [37] by permission of Academic Press (2013)
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Table 7.2   Spin Hamiltonian parameters of the Ge E′1 center in quartz
Parameters LH quartz [23] RH quartz [37]
Y Yk θκ (°) φκ (°) Yk θκ (°) φκ (°)

g1 2.0011 113   50      2.00111 66.8   51.0
g g2 1.9950   52 340    1.99501 129.7 341.8

g3 1.9939   47 116    1.99399 131.3 118.8
73Ge A1/geβe − 22.293 132 119

A/geβe A2/geβe − 22.337 129 341
(mT) A3/geβe − 25.214 67.55   50.81
29Si1 A1/geβe 0.818   − 0.829 34 125
A/geβe A2/geβe 0.818   − 0.851 70   2
(mT) A3/geβe 1.054   66   83   − 1.057 115.9   81.3
29Si2 A1/geβe 0.750   − 0.755 63 239
A/geβe A2/geβe 0.750   − 0.768 108 159

(mT) A3/geβe 0.979 146   97   − 0.987 33.3   98
17OI A1/geβe   − 2.8963 13.7   61

A/geβe A2/geβe   − 2.9129 96 124
(mT) A3/geβe   − 4.1894 77.89 212.59
17OII A1/geβe   − 2.6517 90   1
A/geβe A2/geβe   − 2.6619 17.6 272

(mT) A3/geβe   − 3.8068 72.42   90.67
17OIII A1/geβe   − 0.932 84 285

A/geβe A2/geβe   − 0.968 44.1 189
(mT) A3/geβe   − 2.979 133.50 200.84

Table 7.3   Spin Hamiltonian parameters of the [Ge(IV)e−] and E′10 centers in quartz
Parameters [Ge(IV)e−] in LH quartz [23] E′10 in RH quartz [9]
Y Yk θκ (°) φκ (°) Yk θκ (°) φκ (°)

g1   2.0010 114   49    2.00169   64.3   46.9
g g2   1.9942   53 339    2.00041 142 335

g3   1.9935   47 114    2.00021 116 124
73Ge/29Si A1/geβe 25.78 − 40.931   48 163
A/geβe A2/geβe 25.78 − 40.910   52 298
(mT) A3/geβe 28.67 113   50 − 47.289   65.66   48.82
29Si1 A1/geβe   0.808
A/geβe A2/geβe   0.808
(mT) A3/geβe   1.028   67   85
29Si2 A1/geβe   0.878

A/geβe A2/geβe   0.878

(mT) A3/geβe   1.132 146   96
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Two pairs of the weak 29Si superhyperfine lines with Ac = 0.91 and 0.86 mT and 
another pair with a very small and isotropic 29Si superhyperfine splitting of 0.15 mT 
are clearly observable in the spectra of the other quartz crystal without artificial 17O 
enrichment (JC206), especially after annealing to 573 K.

Analyses of the single-crystal EPR spectra measured on JC206 and JC324 have 
resulted in the most complete set of spin Hamiltonian matrices, including g, A(73Ge), 
P(73Ge), three A(17O), and two A(29Si), for the Ge E′1 center [37]. Table 7.2 shows 
the spin Hamiltonian parameters determined from these RH crystals are directly 
(i.e., with conversions) comparable to those for the LH quartz [23].

These spin Hamiltonian parameters, particularly the three distinct matrices 
A(17O), not only confirm the Ge E′1 center to represent spin trapping on a substitu-
tional Ge atom coordinated to three nonequivalent nearest-neighbor O atoms (i.e., 
the ●Ge≡O moiety involving an oxygen vacancy) and two next-nearest-neighbor Si 
atoms but also permit determination of the spin population on all of these atoms. 
Periodic DFT calculations using the popular V(O)+ model, even with the puckered 
configuration, cannot account for experimental A(17O) arising from three nonequiv-
alent O atoms. Recent calculations showed that the tri-vacancy with an Al impurity 
model V(SiO2)

Al[37] can reproduce the spin population determined from EPR ex-
periments (Fig. 7.2b) and match experimental hyperfine matrices. Moreover, the 
V(SiO2)

Al model could explain the common associations of the E′1 centers with both 
Al related defects and superoxide/peroxy radicals in quartz [37].

The E′2 Centers  The preliminary EPR spectra of the E′2 center in gamma-ray irra-
diated quartz had long been known [29–31]. Feigl and Anderson [23] reported the 
Ge analogue of the E′2 center (i.e., Ge E′2) in Ge doped LH quartz after X-ray irradi-
ation at room temperature and determined the spin Hamiltonian parameter matrices 
g and A(1H) for both the E′2 and Ge E′2 centers (Table 7.4). Here, the spin Hamilto-
nian parameters of the E′2 center [23] were recalculated from Weeks’ [31] spectra, 
who did not determine the handedness of the crystals investigated. Perlson and Weil 
[34] re-determined the spin Hamiltonian parameters, including the strong A(29Si) 
hyperfine coupling, of the E′2 center in one of Weeks’ [31] crystals after X-ray and 
gamma-ray irradiations and showed that crystal to be right handed (Table 7.4).

In addition to the previously reported E′2 center, Perlson and Weil [34] found and 
characterized a new variant of this defect and re-labeled them as E′2(I) and E′2(II) 
(Table 7.4). The E′2(II) center is unstable at room temperature and decays by first-
order kinetics with a half-life of ~4.2 h to E′2(I). By analogy with the E′1 centers, it is 
tempting to postulate that the E′2(I) and E′2(II) centers may also represent a similar 
defect at the ground and excited states, respectively.

The E′2 centers have been interpreted to arise from attack on a diamagnetic oxy-
gen vacancy by an electron and a proton during the irradiation process. Perlson 
and Weil [34] noted that the concentration of E′2 rapidly reaches a maximum with 
dose, suggesting its diamagnetic precursor to have a limited concentration in quartz. 
Perlson and Weil [34] also noted that E′2 is rapidly bleached out at room tempera-
ture when exposed to ultraviolet light, which is accompanied by an increase in the 
intensity of the E′1 center and the formation of other uncharacterized paramagnetic 
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defects. The E′2 center after the photo-bleaching treatment can be restored by X-ray 
irradiation. Perlson and Weil [34] interpreted the apparent transformation from E′1 
to E′2 to either hydride-ion attack on the former or a process involving trapping of 
an electron and a proton in discrete steps.

Feng et al. [5] investigated the E′2(I) center in gamma-ray-irradiated RH quartz 
by using pulse ENDOR and determined its spin-lattice relaxation T1 and transverse 
relaxation time T2from 20  K to room temperature. Their pulse ENDOR results 
showed that the E′2(I) center possesses a long T2 of over 260 µs at 60 K. This T2 
along with the well-separated energy levels arising from the proton-coupled elec-
tron-nuclear structure makes E′2(I) a potential candidate for quantum memory in 
quantum computing [5].

The E″ Centers  Three oxygen-vacancy defects in triplet states (i.e., the E″ centers) 
have long been observed in irradiated quartz [32, 57, 58] but their spin Hamiltonian 
parameters have quantitatively been determined only recently [59–61]. After a syn-
thetic quartz subjected to electron irradiation (3 MeV and a fluence of 1017 cm−2) at 
room temperature, the E″1–7 centers were observed. The intensities of the E″1–5 cen-
ters diminish but those of the E″6,7 centers remain unchanged after the sample was 
kept at room temperature for about half year [59, 60]. Mashkovtsev and Pan [61] 

Table 7.4   Spin Hamiltonian parameters of the E′2 centers in quartz
Parameters
Y Yk θκ (°) φκ (°) Yk θκ (°) φκ (°)

E′2 in quartz [23] Ge E′2 in LH quartz [23]
g1 2.0020 120 208    2.0009 131 208

g g2 2.0007   67 133    1.9952   49 167
g3 2.0005   39 253    1.9943   68 277

73Ge/29Si A1/geβe Only c-axis orientation data Only c-axis orientation data
A/geβe A2/geβe

(mT) A3/geβe
1H A1/geβe 0.17 126 215    0.114 130 203
A/geβe A2/geβe − 0.01   44 257   − 0.036   57 145
(mT) A3/geβe − 0.02   70 140   − 0.062   57 260

E′2(I) in RH quartz [34] E′2(II) in RH quartz [34]
g1 2.0020 120.1 206.4    2.00161   45.7   72.2

g g2 2.0007   67.2 132.5    2.00051 129.1 109.8
g3 2.0005   39.3 253.3    1.99994 109.8   2.7

29Si A1/geβe − 45.857 121.2 267.7 − 49.6016   48.8   70.7
A/geβe A2/geβe − 40.539 132.9 143.4 − 43.3413 132.8 106.4
(mT) A3/geβe − 40.490 121.1   19.1 − 43.2862   71.2 178.1
1H A1/geβe 0.16 125.7 214.9    0.0249   44.9   10.6
A/geβe A2/geβe − 0.01   43.2 254.7   − 0.0096   83.2 107.5
(mT) A3/geβe − 0.02   69.2 140.8   − 0.0112 134.2   24.2
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studied another piece of this crystal using isochronal annealing treatments (5 min 
each step) immediately after electron irradiation at room temperature. They noted 
that only the E″6,7 centers remain after annealing at 100 °C, which are accompanied 
by a new E″8 center. The E″6,7 centers do not show any visible change in intensity 
after annealing at 120 °C but are both bleached out at 150 °C. The intensity of the 
E″8 center is enhanced with annealing above 100°C and reaches a maximum after 
annealing at 200 °C, when the E″9 center also appears. The intensities of the E″8,9 
centers become comparable after annealing at 200 °C for 15 min (Fig. 7.3). Further 
annealing at 200 °C diminish the intensities of the E″8,9 centers, which are bleached 
out after annealing at 220 °C for 15 min.

Mashkovtsev and Pan [61] noted that the E′1,9 centers are also resolved in the 
electron irradiated quartz and both grew in intensity after annealing at 200 °C. Af-
ter annealing at 210 °C for 5  min, the intensity of the E′9 center diminished but 
that of the E′1 center continued to grow. Also resolved after annealing at 210 °C 
for 5 min is the E′10 center [9], which remains stable after annealing to 300 °C for 
15 min when the intensity of the E′1 center reaches its maximum.

Among the nine observed E″ centers, E″1 and E″7–9 have two A(29Si) matrices 
each determined by using the triplet state model, but those of E″3 were obtained 
from the biradical model (Table 7.5). The E″1 and E″9 centers with large D values 
have the 29Si hyperfine values at approximately half of those of the E′ centers; 
whereas the E″3, E″7 and E″8 centers with small D values have similar 29Si hyperfine 
constants to the E′ centers.

The biradical state ( S = 1) of two similar defects is characterized by one-half 
hyperfine value in comparison to the single defect state ( S = 1/2) when the exchange 
energy is far greater than the hyperfine constant [62]. Therefore, the E″1,9 centers 
are two interacting E′ defects forming biradicals with large exchange terms that 

Fig. 7.3   Single-crystal EPR 
spectrum of fast-electron-
irradiated quartz (B//c) after 
annealing at 200 °C for 
15 min, illustrating the E″8,9 
centers as well as the E′4 
center [61]
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cannot be determined directly from the EPR spectra [59]. With the increase of dis-
tance between interacting E′ centers the exchange term decreases and becomes 
comparable with the strong 29Si hyperfine values, resulting in hyperfine lines shift 
to the normal magnetic field positions (i.e. the splitting between the pair of lines at 
~40 mT) of the usual E′ centers [61]. It makes possible to determine the exchange 
terms by computer optimization. We note that one of the 29Si hyperfine couplings of 
the E″1 center matches closely in both principal values and the unique-axis direction 
to the E′9 center. Similarly, these of the other 29Si hyperfine couplings of the five E″ 
centers match reasonably well with those of the E′1, E′9 or E′10 centers.

The E defects are induced with particles irradiation and associated with oxygen 
vacancies formed in the process of atom displacements. The neutral oxygen vacan-
cy leaves two unpaired electrons on the Si dangling bonds. The model proposed for 
the E″1 center consists of two Si atoms relaxed from the oxygen vacancy, resulting 
in a puckered configuration [59, 60]. The set of E″ centers is related to the biradicals 
formed by two interacting E′ centers located at various distances from each other.

Table 7.5   Spin Hamiltonian parameters of the E″ centers in quartz [9]
g D 29Si HF (1) 29Si HF (2)

mT θ° φ° mT θ° φ° mT θ° φ°
E″1

2.00156    8.13   56.1   63.5 22.64   62.3   86.1 21.99 119 215
2.00081 − 3.93 145.8   55.9 19.49 114 163 18.76   32 241
2.00052 − 4.19   86.5 331.1 19.48 142   38 18.75   79 132
E″3

2.00148    1.793   42   46 47.99 142 155 44.01 119 215
2.00069 − 0.894   52 196 41.6 126 318 37.53   32 240
2.00066 − 0.899   75 298 41.48 198   54 37.51   79 131
E″7

2.00151    0.794   48.5   58.28 45.35   61   87 43.88 120 215
2.00079 − 0.394   48 200 39.12   30 283 37.48   86 303
2.00045 − 0.399   70 310 39.08   97   1 37.41 150   26
E″8

2.00178    1.318 132.3 244.3 47.55 131 211 43.92   60   85
2.00097 − 0.662   64 308 41.26   66 278 37.45   69 188
2.0006 − 0.656   53 197 41.24 129 346 37.43   38 308
E″9

2.00189    2.664 136.1 239.2 24.04 131 210 23.97   65.4   71.5
2.00084 − 1.325   99.8 339.5 20.95 100 309 20.84 112 151
2.00051 − 1.339 132.2   78.5 20.93 137   51 20.82   34 204

7  EPR on Radiation-Induced Defects in SiO2



266 A. Alessi et al.

7.2.3  �Intrinsic Silicon-Vacancy Hole Centers in Quartz

The removal of a Si atom in the quartz structure is expected to lead to hole trap-
ping by two or three oxygen ions with the formation of various O2

3–, superoxide 
(O2

–), ozonide (O3
–), and peroxide (≡Si−O−O●, where ≡ denotes three Si−O bonds 

and ● represents an unpaired electron) radicals. However, previous studies of 
silicon-vacancy hole centers in quartz [63–65] were mired in experimental dif-
ficulties, including incompletely resolved magnetic site splittings and/or super-
hyperfine structures in X- and Q-band EPR spectra. Consequently, all proposed 
silicon-vacancy hole centers were poorly understood owing to (1) uncertainty in 
the localization of the unpaired electron and (2) misidentification or incomplete 
characterization of associated superhyperfine structures. Recently, single-crystal 
EPR at W-band frequencies and pulse ENDOR and ESEEM experiments together 
with first-principles theoretical calculations established a series of O2

–, O2
3– and 

O3
– radicals in natural and artificially irradiated quartz (Table 7.6).
One example is provided by a group of defects with the gmax values of ~2.050, 

which showed considerable discrepancies in the literature. Mashkovtsev et al. [63] 
first reported such a center (denoted #4) in the X-band EPR spectra of electron- and 
neutron-irradiated natural quartz and interpreted its incompletely resolved multi-
plets as representing a hyperfine structure arising from interaction with either a 
7Li or 23Na nucleus. Maschmeyer and Lehmann [64], on the basis of a Q-band 
(~36 GHz) EPR study, distinguished two similar centers (D and E) and showed 
them each to possess a 27Al hyperfine structure. Azzoni et al. [65] measured X-band 
EPR spectra of a neutron-irradiated synthetic quartz and recognized a center I with 
comparable principal g values but somewhat different g-axis directions to D and E. 
They also noted that the center I possessed an incompletely resolved 27Al hyperfine 
structure. Pan et al. [28] noted that spectral simulations using any one, or combi-
nation, of these literature data did not reproduce the single-crystal EPR spectra of 
natural quartz from uranium deposits.

Single-crystal EPR spectra measured at W-band frequencies and 115 K (Fig. 7.4) 
revealed that the electron-irradiated RH quartz investigated in Mashkovtsev et al. 
[63] contains two sets of signals (with an intensity ratio of ~6:1) similar to the center 
E of Maschmeyer and Lehmann [64]. Fittings of spin Hamiltonian parameters and 
spectral simulations confirmed that the two sets belong to the same center related by 
a reflection, suggesting crystal twinning. Similarly, other centers such as #1, [AlO4]

0 
and E′1 in this crystal also occur in pairs and can be analyzed by the effective rota-
tion group D6, further supporting crystal twinning. The 27Al hyperfine structure of 
the center E is highly anisotropic, with both well-resolved 27Al hyperfine splittings 
up to 0.5 mT and singlets as narrow as 0.02 mT observed in the same spectra. The 
W-band spectra show that the narrowest peaks (i.e., those with almost zero 27Al 
hyperfine splitting) of the center E are accompanied by well-resolved satellites with 
a total splitting of ~0.4 mT, which are attributable to a 29Si superhyperfine structure 
arising from interaction with two equivalent or nearly equivalent Si atoms. The 
115 K W-band spectra measured at one plane also resolve the presence of the center 
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D [64], which has an intensity of only 1/10 of the center E. Therefore, the center #4 
originally described from X-band spectra [63] is a mixture of two defects with simi-
lar g tensors. Also the center I described in Azzoni et al. [65] is probably a mixture 
of the centers D and E, because they occur together in both natural and synthetic 
quartz that we investigated [28].

The gmax direction and value of the center I [65] are intermediate between those 
of the centers D and E, also suggesting that the former is a mixture of the latter two. 
The g tensors of the centers D and E reported by Maschmeyer and Lehmann [64] are 
closely comparable to those determined from the W-band spectra, except that the 
gmax and gint values of Maschmeyer and Lehmann [64] are too large, probably due 
to a lack of appropriate field calibration in their study. Spectral simulations showed 
that peak overlapping between the centers D and E is a significant problem in Q-
band spectra, which may explain the large Amax value of the 27Al hyperfine structure 
of the center E in Maschmeyer and Lehmann [64]. The difference in the principal 
A-axes directions of the center D (e.g., the unique A axis differs by reflection) may 
be attributed to either incompletely resolved Q-band spectra or a typographic er-
ror. Therefore, the W-band spectra have not only removed the discrepancies in the 
literature but also improved substantially the spin Hamiltonian parameters of the 
centers D and E.

An isolated O2
– is expected to have a degenerate pπg* ground state, but this de-

generacy can be lifted in a crystal field arising from surrounding ions. The g factor 
along the O−O bond ( gz) is inversely proportional to the crystal field splitting Δ that 
lifts the degeneracy of the two pπg* orbitals [66]. Typical gz values for O2

– bound 
to a trivalent ion range from 2.036 to 2.044, whereas those to a tetravalent ion vary 
from 2.018 to 2.030 [67]. The gmax values of Centers #1, B, B′, D, E, G and G′ in 
quartz are all in these ranges (Table 7.6).

Fig. 7.4   W-band single-
crystal EPR spectrum of 
fast-electron-irradiated 
quartz measured at 115 K 
and (θ = 68.9°, φ = 326.1), 
illustrating two sets (strong 
and weak) of the center E 
as well as the center D. The 
figure is modified from [28] 
by permission of Mineralogi-
cal Society (2009)
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Table 7.6   Spin Hamiltonian parameters of silicon-vacancy hole centers in quartz
Center Electron Zeeman g Hyperfine coupling constants Ref. Label
T (K) gk θ (°) φ (°) nuclei Ak (mT) θ (°) φ (°)
#1 (O2

−) 2.02945 26 266.2 27Al 0.024 79 352 [3] H′1
110 2.00765 64   91.2 − 0.025 63   87

2.00210 88   0.3 − 0.027 29 242
29Si 0.432 73 261

0.457 69 358
0.460 27 136

B (O2
−) 2.03505 22.1 172.6 27Al − 0.222 65 156 [55] H′2(I)

298 2.00773 71.1 319.3 − 0.292 42   36
2.00234 78.6   5.32 − 0.30 58 263

B′ (O2
−) 2.03555 22.5 165.5 27Al − 0.27 62 156 [55] H′2(II)

298 2.00771 69.5 319.5 − 0.35 107 237
2.00231 80.9   52.9 − 0.36 33 300

D (O2
−) 2.04953 73.6 248.9 − 0.038 73   28 [28] H′3(I)

115 2.00701 50.1 353 27Al − 0.14 77 122
2.00206 44.4 141.5 − 0.146 20 248

E (O2
−) 2.05175 76.4 244.1 − 0.020 51 302 [28] H′3(II)

115 2.00682 51.7 345.1 27Al − 0.092 38 128
2.00213 41.5 138.2 − 0.101 92 214

G (O2
−) 2.03079 46.3   1.5 − 0.306 57 303 [54] H′4(I)

110 2.00816 84.2 266 27Al − 0.402 39 158
2.00226 44.2 170.1 − 0.421 72   45

G′ (O2
−) 2.02918 46.7   1.2 − 0.41 54 309 [55] H′4(II)

110 2.00828 84.6 266.1 27Al − 0.51 39 159
2.00229 43.7 170.5 − 0.54 74   50

#6 
(O2

3−)
2.06807 57.6 276.7 [55] H′5

77 2.00732 69.5 173.1
2.00187 39.7   56.5

#7 
(O2

3−)
2.05960 76 278.9 [55] H′6

77 2.00759 22.1   46.4
2.00179 73 184.6

C (O3
−) 2.0183 26.7 270 0.15 33   90 [64] H′7(I)

RT 2.0090 90   0 27Al 0.12
2.0033 63.3   90 0.12

C′ (O3
−) 2.01698 30.7 274.9 − 0.1 53 309 [55] H′7(II)

298 2.00823 75.2 158.6 27Al − 0.21 57 191
2.00248 63.7   61.1 − 0.22 52   72

X (O3
−) 2.0177 39.6 269.8 [15] H′7(III)

RT 2.0076 89   0.4
2.0029 50.3   90.8
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All of these hole centers possess characteristic 27Al hyperfine structures of vari-
ous sizes (Table 7.6), resulting in broad line-widths or complex multiplets in pow-
der EPR spectra. For example, the multiplet centered at g = ~2.034 has a width of 
~2.0 mT and is attributable to the 27Al hyperfine structures of B and B′ [55]. Among 
similar defects, Centers G and G′ have the largest 27Al hyperfine constants ( A/geβe) 
of ~0.4 and ~0.5 mT, respectively, hence well-resolved 27Al hyperfine structures 
[54, 55]. Centers D and E have 27Al hyperfine constants ( A/geβe) of ≤ 0.15  mT 
[28], responsible for a ~0.75-mT-wide multiplet at g = ~2.049. Center #1 has 
A/geβe ≤ 0.015 mT, hence a narrow peak at g = ~2.030 [3].

The basic theory of the g factors for the O2
3– centers predicts that g along the 

O−O direction is ge and ( g⊥–ge) is proportional to the ratio of the spin-orbital cou-
pling for oxygen and the energy difference between the pπu and pσu* orbitals. Scal-
ing the value of ( g⊥–ge) observed for isostructural F2

− by the ratio of the spin-orbital 
coupling from F to O yields g⊥ = ~2.014 and g// ≈ ge = 2.0023 for the isolated O2

3– 
center. The ordering of the g factors for O2

3– is expected to be gx > gy > gz ≈ ge, which 
is reversed in comparison with that for O2

– ( gz > gy > gx ≈ ge). New spin Hamiltonian 
parameters determined from W-band spectra of a natural citrine [55], together with 
observed thermal properties and microwave power dependence, suggest that Cen-
ters #6 and #7 (Table 7.6) are probably the O2

3– type [55]. However, the g⊥ values 
of Centers #6 and #7 (Table 7.6) are significantly higher than that predicted for 
the isolated O2

3–. Also, the O2
3– centers are commonly stabilized by a neighboring 

trivalent cation [20, 68–70], whereas Centers #6 and #7 do not have any detectable 
27Al hyperfine structures. Therefore, the proposed structural models for Centers #6 
and #7 remain tentative.

The basic model of the g factors for the ozonide radical predicts the gmin axis 
perpendicular to the molecular plane and the gmax along an O–O direction [71]. The 
W-band spectra of a natural citrine [55] reveal Center C′, which has similar princi-
pal g values but a larger 27Al superhyperfine structure in comparison with Center 
C [64]. The direction of the gmax axis of center C′ is only 5° away from the O3-O4 
edge of the SiO4 tetrahedron. The average g values of centers C and C′ (Table 7.6) 
are similar to those of the classic ozonide radicals [71, 72]. The orientation of the 
unique A axis of center C′ approximately along the Si4–Si0 direction suggests that 
C′ is linked to a substitutional Al3+ ion at the neighboring Si4 site [55]. Another 
proposed ozonide radical [15] does not have any detectable 27Al superhyperfine 
structure, suggesting no Al3+ at the immediate neighboring Si sites.

The previous usage of mixed labels for the silicon-vacancy hole centers 
(Table 7.6) is obviously not satisfactory. By analogy with Weeks and Nelson’s [30] 
nomenclature, we herein propose a unified label ( H′i) for the silicon-vacancy hole 
centers, where H′ denotes all these defects of the hole type with a single unpaired 
spin ( S = ½) and the number in subscript (i = 1 to 7) is used to distinguish different 
centers. Similar to the E′2 centers, it is advantageous to group similar centers to-
gether (e.g., H′2(I) and H′2(II) for B and B′). Hopefully, this new nomenclature will 
facilitate the communication of the silicon-vacancy hole centers in quartz.
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7.2.4  �Extrinsic Radiation-Induced Defects in Quartz

Extrinsic radiation-induced defects derived from diamagnetic impurities by trap-
ping unpaired spin(s) include those associated with substitutional Al3+, Ge4+, Ti4+, 
and P5+ at the Si site, with or without charge compensators such as H+, Li+, Na+ 
and Ag+ in the c-axis channels. Among them, several Al- and Ge-associated centers 
have been investigated by single-crystal EPR techniques to great details. In particu-
lar, their 17O hyperfine structures arising from interaction with the nearest-neighbor 
oxygen atoms have been determined quantitatively from crystals containing either 
natural or artificially enriched 17O abundances [51–53, 73–75].

For example, the well-established [AlO4]
0 center has the nuclear hyperfine and 

nuclear quadruple parameters of the central 27Al nucleus as well as those of one 17O 
nucleus determined, where the 17O hyperfine coupling constants were first deter-
mined from a crystal with natural isotope abundance and were confirmed by sub-
sequent measurements on a 17O-enriched crystal [73]. Similarly, several [AlO4/Li]+ 
centers have not only 27Al and 17O hyperfine coupling constants but also their 7Li 
superhyperfine coupling constants quantitatively determined [53, 75]. These alu-
minum centers and their well determined EPR parameters including 17O hyperfine 
matrices have stimulated theoretical works [76–79], resulting in excellent agree-
ments between theory and experiments. Howarth et  al. [53] noted that the EPR 
linewidths of the [AlO4/Li] + center show little or no thermal broadening below 75 K 
and interpreted it to be dynamically inactive in that region. They also observed 
a marked increase in the individual peak-to-peak linewidth from 75 to 130 K, at 
which point the lines become too broad to measure adequately and possible loss 
of Li+ to form the [AlO4]

0center as well. Fitting of the 100–130 K data yielded an 
average activation energy Ea = 52 meV, in comparison with the value of 70 ± 10 meV 
for the E′1 center [80]. Another interesting aluminum-related defect in an X-ray ir-
radiated quartz is the [AlO4]

 + center [74], which is characterized by the presence of 
two unpaired electrons.

Similarly, irradiation of substitutional Ge4+ ions results in diverse paramagnetic 
Ge centers without or with compensating H+, Li+ and Na+ ions [6–9]. Among them, 
17O hyperfine coupling constants of two uncompensated [GeO4]

−
I, II and two com-

pensated [GeO4/Li]0
A,C have been determined from single-crystal EPR spectra of 

an isotopically enriched quartz crystal [51, 52]. These data demonstrated that the 
majority of the unpaired spin in these centers is localized in the 2p orbitals of only 
two of the four oxygen atoms. Also, the GeO4 tetrahedron in [GeO4]

−
I and [GeO4/

Li]0
A is distorted to result in four symmetrically distinct oxygen atoms, whereas 

that in [GeO4]
−

II and [GeO4/Li]0
c retains the local symmetry ( C2) and has only two 

types of oxygen atoms. These 17O hyperfine coupling constants provide conclusive 
proof for an isomorphic relationship between [GeO4]

−
I and [GeO4/Li]0

A and also 
between [GeO4]

−
II and [GeO4/Li]0

C. The compensated centers have essentially the 
same electronic structures as their respective uncompensated counterparts, with the 
charge compensator Li+ causing only a minimal perturbation [52]. Interestingly, 
Griscom [81] suggested that the Ge(1) and Ge(2) centers in SiO2 glass are two ener-
getically inequivalent configurations of a single trapped-electron defect, similar to 
the [GeO4]

−
I, II centers in quartz.
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Finally, the family of defects involving several small monovalent cations at the 
Si site can be classified as either the silicon-vacancy hole centers [9, 82, 83] or 
the extrinsic type. The best examples of this family include the two hydrogenic 
[H4O4]

+and [H3O4]
0centers involving four and three protons, respectively [82]. The 

[H4O4]
+ center is most likely formed from the neutral diamagnetic “hydrogarnet” 

defect [H4O4]
0 by the loss of an electron. Lees et al. [83] described a new hydrogar-

net-like center [HLi2O4]
0in a gamma-ray-irradiated, synthetic quartz and suggested, 

on the basis of the principal directions of the g matrix, that hole trapping on the oxy-
gen ion long-bonded to the missing silicon atom. Lees et al. [83] evaluated the loca-
tions of the three monovalent cations by modeling the experimentally determined 
proton and lithium superhyperfine matrices. Their results showed that the proton 
position can be assigned with reasonable confidence and is closely associated with 
O4, adjacent to the main c-axis channel, with an O–H bond distance of ~1 Å. How-
ever, the two lithium nuclei could not be assigned with as much confidence and are 
probably located roughly equidistant from two oxygen anions surrounding the sili-
con vacancy, close to the tetrahedral edges formed by the four oxygen anions. Lees 
et al. [83] recommended further evaluation of the electronic structures and magnetic 
properties of the [HLi2O4]

0 center and other hydrogarnet-like paramagnetic defects 
in quartz by use of first-principles calculations.

7.3 � Radiation-Induced Defects in Silica

The E′γ center is the most commonly observed point defect induced in a-SiO2 
(amorphous silicon dioxide or silica) by UV, X, γ and neutrons irradiation. This 
defect was first observed by Weeks [2] and successively characterized by Griscom 
[84–88]. The E′γ center exhibits an almost axially symmetric EPR line shape with 
principal g values g1 = 2.0018, g2 = 2.0006 and g3 = 2.0003. In order to obtain a good 
fit of its EPR line shape a distribution of the latter two principal g values has to be 
considered in the simulated line [86]. A strong hyperfine structure, constituted by 
a pair of lines with splitting of ~42 mT and due to the interaction of the unpaired 
electron with a 29Si nucleus, has been definitively attributed to the E′γ center [84, 
85]. In the 1978 [89], studing a γ-ray irradiated sample, Shendrik and Yudin found 
that a pair of lines split by 1.3 mT appeared together with the E′γ signal, they also 
noted that treatment in hydrogen atomosphere favored its appearance. The relation 
between this weak hyperfine structure and the E′γ has been debated as reported in 
the following of this chapter.

The E′β center was first observed and characterized by Griscom [86, 87]. Its main 
EPR line shape possesses a marked axial symmetry [86], as testified by its principal 
g values that are g|| = 2.0018 and g⊥ = 2.0004, this latter was statistically distributed 
to simulate the EPR line shape [86]. A pair of lines splitted by 42 mT has been 
considered as an hyperfine structure related to the E′β center. This experimental 
finding suggested that in the E′β center an O≡Si● moiety similar to that of the E′γ 
center is involved [86, 87]. Basing on experimental data it was suggested that the 
E′center could originate from the interaction of H atoms with some precursor site 
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in a-SiO2 [86, 87]. The most reasonable hypothesis on the microscopic structure of 
the E′β center is that it represents the equivalent defect in a-SiO2 of the E′2 center of 
α-quartz. Basing on the supposition that these two point defects could have similar 
microscopic structures, an OA band peaked at 5.4 eV was tentatively attributed to 
the E′β center in a-SiO2, [88].

In Ref. [86] Griscom defined the E′α1 and E′α2. However, since the EPR features 
of the latter were found to be indistinguishable with respect to those of the E′γ, in 
successive papers [87, 88] Griscom has renamed the E′α1 as E′αand the E′α2 as E′γ. 
The principal g values of E′α defect are g1 = 2.0018, g2 = 2.0013 and g3 = 1.9998 [86, 
87]. The latter two g values have been distributed to simulate the EPR signal.

The E′δ center was first observed and characterized by Griscom [90]. It pos-
sesses an highly symmetric EPR line shape with principal g values g|| = 2.0018 and 
g⊥ = 2.0021 [90]. In the following we will discuss the various structural models that 
have been proposed for this defect. In Fig. 7.5, we report an experimental spectrum 
composed by the EPR signals of the E′δ, E′α, E′γ together with the isolated spectra 
of these three E′ typologies.

Another class of intrinsic point defects in silica is constituted by the Non Bridging 
Oxygen Hole Centres (NBOHC) and Peroxy Radicals (POR) [91, 92]. As reported 
in [91], the NBOHC signal is characterized by g values g1 = 2.0010, g2 = 2.0095 
g3 = 2.078, whereas for the POR they are: 2.0014, 2.0074, 2.067, respectively. Their 
microscopic structures were proposed by the study of their 29Si and 17O EPR hyper-
fine structures [91, 93]. Experimental supports in determining the spectral features 
of the two signals of these defects arise from annealing studies; in [93] Griscom 
evidenced that annealing temperature of POR is higher than that of NBOHC [93]. 
It was suggested that NBOHC is created by breaking of strained Si–O–Si linkages, 
by the rupture of a SiOH group or of a peroxy linkage [94, 95]. On the other side 
the reaction of interstitial oxygen molecules or atoms with an E′ centre or with a 
NBOHC [96, 97] can create POR. They can also be generated, simultaneously with 
an E′, through the breakage of a Si–O bond in a Peroxy linkage [98].

For the relevant and historical role covered by the Ge doped silica in optical fiber 
technology in the following we will report various data and models of point defects 
obtained for this material. In the first structural models proposed the irradiation 
induced Ge related defects have been named Ge(n), with n = 0, 1, 2, 3. The different 
thermal stability and dose dependence were used to distinguish these defects. These 
latter were considered to have an E′γ-like structure and the structural differences 
were related to the number, indicated as n, of Ge atoms present in the first neigh-
bours tetrahedron [99].

The authors of Ref. [99] established the g values of each defect from the experi-
mental EPR spectra, acquired for irradiated Ge doped SiO2 fibers, using the dissimi-
lar thermal stability and simulations. These g values are summarized in Table 7.7. 
In Fig. 7.6a, we illustrate an experimental spectrum recorded on a 1 % Ge doped 
sample; in Fig. 7.6b we report the reference signals of the Ge(1), Ge(2) and E′Ge 
used to decompose the experimental spectrum. These first structural models have 
been modified by the successive investigations; the ones that are nowadays consid-
ered will be reported in the following. Finally we only remark that the structural 
model of the Ge(2) is still the most debated.
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Fig. 7.5   a First harmonic EPR experimental spectrum of an irradiated silica sample containing 
E′α, E′γ and E′δ ( continuous line) compared to the line obtained as a weighted sum ( circles) of the 
reference lines for b E′δ, c E′α and d E′γ centers
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Table 7.7   gi values of the Ge(n) paramagnetic point defects in Ge doped SiO2 [99]
Paramagnetic defects g1 g2 g3

Ge(0) 2.0009 ± 0.0002 1.9943 1.9943
Ge(1) 2.0007 ± 0.0001 1.9994 1.993
Ge(2) 2.0010 ± 0.0001 1.9978 1.9868
Ge(3) or (E′Ge) 2.0011 ± 0.0001 1.9945 1.9945



274 A. Alessi et al.

7.3.1 � Intrinsic Defects

The structural similarity between the E′γ center in a-SiO2 and the E′1 in α quartz was 
debated because, in analogy with E′1 center, the E′γ center was expected to possess a 
weak hyperfine doublet split by about 0.8 mT ÷ 0.9 mT, but the doublet of lines with 
a peak-to-peak separation of ~1.26 mT observed in irradiated a-SiO2, attributable by 
computer simulations to an isotropic hyperfine splitting constant of ~0.8 mT [101], 
was assigned to the hyperfine interaction of an unpaired electron with a proton 
[101–105]. In contrast Boero et al. [45], on the basis of a first principles study, and 
Agnello et al. [106, 107], on the basis of experimental strong correlation between 
the 1.26 mT doublet EPR signal and the E′γ center main EPR line and on hydrogen/
deuterium exchange studies, supported the attribution of the 1.26 mT doublet to 
the hyperfine interaction of the unpaired electron involved in the E′γ center with 
a second nearest neighbor 29Si atom. This hyperfine structure was also studied by 
Griscom and Cook [108] performing an EPR study of γ-ray irradiated 29Si enriched 
a-SiO2 samples. In this experiment the hyperfine interaction strength of the un-
paired electron of the E′γ centers with a second nearest neighbor 29Si atom agrees 
with that of the E′1 center only in few cases, whereas in most cases it is negligible 
[108, 109]. In order to account for this experimental evidence, it was proposed that 
in the majority of E′γ centers the Si on which the unpaired electron is localized re-
laxes through the plan of its basal O atoms in a back projected configuration [108, 
109], the weak hyperfine interaction being reduced in this configuration. Theoreti-
cal studies [110–111] supported this previous suggestion.

The attribution of a specific microscopic structure to the E′γ center was compli-
cated by some experimental evidences found in a-SiO2 films on crystalline Si [112–

Fig. 7.6   a First harmonic EPR spectrum recorded in a Ge doped silica sample (Ge content 1 %), 
full line, and signal obtained by summing Ge(1), Ge(2) and E′Ge signals, open circles, b from top 
to bottom, signals of Ge(1), Ge(2) and E′Ge used for experimental spectrum decomposition. The 
figure is modified from [100] with kind permission of The European Physical Journal (EPJ) (2008)
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116]. In fact, capacitance-voltage measurements and charge injection experiments 
suggested the existence of two types of E′γ [113, 115], differing in the charge state 
which can be neutral or positive [112–115]. It is worth to note that the positively 
charged E′γ could be considered the equivalent in a-SiO2 of the E′1, but the neutral 
E′γ is not consistent with an oxygen vacancy model. It was proposed that the latter 
defect could possess a structure similar to the former but for the lack of the posi-
tively charged group of atoms facing the unpaired electron [115, 116].

Recent simulative studies proposed various structural models for the E′γ. Uchino 
et al. [117–119] suggested that the E′γ could originate from an “edgesharing” oxy-
gen vacancy (triangular oxygen-deficient center); Lu et al. [120] reconsidered the 
simple oxygen vacancy as a precursor of the E′γ, whereas theoretical study with the 
Embedded-Cluster- Method [110, 111] suggested that many microscopic structures 
can stabilize in a-SiO2 after ionization of an oxygen vacancy. Basing on recent 
experimental investigations two structures of the E′γ center can be distinguished by 
EPR and optical absorption spectroscopic parameters [121–124]. In the following, 
for convenience, we will refer to the two E′γ as E′γ (1) and E′γ (2), respectively. They 
were observed in natural dry and wet and in synthetic dry materials for γ-ray irradia-
tion doses lower than ~10 kGy and higher than ~103 kGy, respectively, whereas in 
the synthetic wet materials the E′γ (2) is detected for all the irradiation doses [121, 
122]. During thermal treatments in the range 370–460 K, the E′γ (2) center under-
goes to a structural conversion leading its spectral features to coincide with those 
of the E′γ (1) in all the materials [121, 123]. Basing on these results the existence of 
two different precursors of the E′γ center can be supposed [121–123]. Since the E′γ 
(1) center is observed in correspondence to lower γ-ray doses than the E′γ (2), then 
the precursor site of the latter should possess a radiation activation energy higher 
than that of the former. Furthermore, since the signal of the E′γ (2) is observed in all 
the materials irradiated at doses higher than 103 kGy, it follows that the concentra-
tion of the precursors of the E′γ (2) center is higher than that of the E′γ (1) center 
in all the materials investigated. A thermally induced shift of the optical absorption 
(OA) band of the E′γ (2) center was observed and was correlated to the variation 
reported in both the main EPR line and hyperfine doublet of the same center permit-
ting to gain information on the nature of the electronic levels transition involved in 
the OA band of the E′γ [123, 124]. Making use of the broken tetrahedron structural 
model it was proposed that the thermally induced conversion from E′γ (2) to E′γ (1) 
should involve a change of the perturbative effect of the structure facing the O≡Si● 
moiety [124]. This conclusion also agrees with the similarity of the main hyperfine 
splittings before and after thermal treatment approximately equal to 41.8 mT which 
indicates that the mean value of the angle between the unpaired electron wave func-
tion and the three Si–O back bonds is nearly the same in the two cases. In this 
context, the E′γ (2) center could be a positively charged oxygen vacancy, which 
comprises a structure facing the unpaired electron wave function constituted by the 
+Si≡O group (see Fig. 7.7a) and the thermally induced change could be connected 
with the relaxation of the +Si≡O group (see Fig. 7.7b), which reduces its perturba-
tive effect on the unpaired electron wave function.

Considering that the EPR and OA features of the E′γ (1) and of the E′γ (2) center 
are virtually indistinguishable after isochronal thermal treatment up to 460 K, it 
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was proposed that this facing +Si≡O structure is absent in the E′γ (1) center. As a 
consequence it was supposed that the E′γ (1) center originates from an O≡Si–H (see 
Fig. 7.7c) group embedded in the matrix, following the radiation induced breaking 
of the Si–H bond and the subsequent diffusion of the H atom away from its initial 
site. The occurrence of this E′γ centers generation process in a-SiO2 was previously 
suggested on the basis of UV laser irradiation [125–129]. It is worth to note that 
the attribution of the E′γ (2) center to the positively charged oxygen vacancy mod-
el is also supported by the data obtained upon thermal treatment of Al-containing 
oxygen-deficient a-SiO2 materials [130, 131]. At present, the specific structures at-
tributed to the E′γ (1) and E′γ (2) centers reported in Fig. 7.7 have to be considered 
as tentative, and require new experiments for their validation.

It is important to note that since the EPR signal of the E′γ and its strong hyper-
fine structure with separation of 42.0 mT depend on the surrounding matrix such 
signals have been widely used to characterize different a-SiO2 materials [134], the 
pressure-densified [135, 137], the irradiation-densified [133, 135–141] ones and the 
nanoparticles [142–147]. For these latter systems the investigation of the E′γ sup-
ported, together with other data [148–150], the so called shell like model.

In 2000, Griscom proposed [109] that the 29Si hyperfine structure of the E′α cen-
ter should consist in a pair of lines split by ~14 mT. On the basis of this latter at-
tribution, as illustrated in Fig. 7.8b, a model consisting in a twofold coordinated Si 
(O = Si:, where: represents an electron lone pair) having trapped an electron was 
put forward [109]. Successively, Uchino et al. [118, 151] on the basis of quantum-
chemical calculations suggested that the E′α center could originate from an hole 
trapped in a twofold coordinated Si. As reported in Fig. 7.8a, it has been experimen-
tally established that the E′α possesses a strong hyperfine structure consisting in a 
pair of lines split by 49 mT. The ratio between the concentration of defects responsi-
ble for the 49 mT doublet and that of defects responsible for the main resonance line 
of the E′α center is about 0.05, suggesting that the unpaired electron wave function 
involved in the defect is localized on a single Si atom. Such data disagree with the 
structural models in which the E′α center consists in a twofold coordinated Si having 
trapped [109] or lost an electron [118, 151]. Furthermore, the concentration of E′α 

Fig. 7.7   a Structural model of E′γ (2) before thermal treatment, b E′γ (2) structural model ther-
mally converted in E′γ (1), c structural model of the radiation induced E′γ (1) from Si–H groups. 
The figure is modified from [132] and [133] by permission of the American Physical Society (2008 
and 2009)
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centers induced in all the materials considered in [152, 153] was found to be larger 
than the concentration of twofold coordinated Si estimated in the as-grown materi-
als and it was suggested that the E′α could originate from an oxygen vacancy. The 
similarities in the strong hyperfine structures of the E′α and E′γ together with the or-
thorhombic symmetry of the E′α center g matrix [152, 153] permitted to hypothesize 
that this latter defect could consist in a hole trapped in an oxygen vacancy with the 
unpaired electron Si sp3 orbital pointing away from the vacancy in a back-projected 
configuration and interacting with an extra O atom of the matrix [132, 152, 153]. 
This model, illustrated in Fig. 7.8c, is consistent with a previous work, based on 
embedded cluster calculations [110], where an hyperfine constant of ~48.9 mT was 
obtained for this structure.

The E′δ point defect was revealed in bulk silica [90, 157–159], in thermally 
grown a-SiO2 films on Si [113, 160–167], and in buried oxide layer of separation by 
implantation of oxygen (SIMOX) materials [160, 164, 168–171]. In these experi-
mental works it was shown that this defect can be induced in a-SiO2 by X- and γ-ray 
irradiation, hole injection and by bombardment with Ar+ ions. Although E′δ center 
are induced by the above treatments the experimental data indicates that holes in-
jection is able to originate E′δ centers in many a-SiO2 on Si systems, whereas this 
cannot be accomplished by an equal number of injected electrons [113, 162, 169]. 
Such results suggest an hole trapped nature of the E′δ center [113, 162, 169]. Fur-
thermore, experimental data show that the 29Si hyperfine splitting of the E′δ center 
(~10 mT [90]) is ~4 times smaller than that of the E′γ (~42 mT), and that the g tensor 
of the E′δ center is almost isotropic. A model suggesting that the unpaired electron 
of the E′δ center is delocalized over four symmetrically disposed Si sp3 orbitals [90] 

Fig. 7.8   a Second Harmonic EPR signal of the 49 mT doublet as a function of the concentration 
of the E′α obtained from their main resonance in KI [154], KUVI [152], P453 (Purosil 453 [155]) 
and QC [156] samples γ-ray irradiated at 102 kGy and isothermally treatmented at T = 580 K and 
T = 630 K [153]. The straight line, with slope 1, is superimposed for comparison; microscopic 
structure proposed for the E′α b by Griscom [109] and c by Buscarino et al. [152]. The figure is 
modified from [152] and [132] by permission of the American Physical Society (2006 and 2008)
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was used to explain the above data. Furthermore, the concentration of E′δ center 
was found to correlate with the Cl content of the materials, even if, the absence of 
EPR lines due to the hyperfine interaction of the unpaired electron with the nuclei 
of 35Cl and 37Cl represented a limit of a structural model involving Cl atoms. The 
presence of F and Cl atoms in the microscopic structure of the E′δ center was also 
suggested by Tohmon et al. [157]. Successive studies showed that the E′δ defect 
can be generated in Cl- and F-free samples too, ruling out the direct involvement of 
these element in the structure of the E′δ center [113, 162, 170]. Tohmon et al. [157] 
have shown that the oxygen deficiency of the material is a necessary condition for 
the formation of the E′δ center and it was proposed that the E′δ center consists in an 
ionized single oxygen vacancy with the unpaired electron nearly similarly shared 
by the two Si atoms (2-Si model) [157]. Vanheusden and Stesmans [170] studying 
the centers induced in SIMOX systems proposed a different microscopic model in 
which the unpaired electron of the defect was considered to be delocalized over the 
four sp3 hybrid orbitals of an Si atom located at the center of a five Si cluster (5-Si 
model) [170].

Zhang and Leisure [158] experimentally studied the EPR intensity ratio between 
the 10 mT doublet and the E′δ main line and suggested the delocalization of the 
unpaired electron over four equivalent Si atoms [158]. Basing on this estimation, 
the authors proposed a microscopic model for the E′δ center consisting in a pairs of 
nearby oxygen vacancies with the unpaired electron delocalized over the four sp3 
hybrid orbitals of the Si atoms (4-Si model) [158].

The effects on E′γ and E′δ centers of a room temperature treatment in hydrogen 
atmosphere were studied by Conley and Lenahan [171] and they proposed that the 
E′δ center could possess a microscopic structure consisting in an unpaired electron 
strongly localized on a single Si atom, as for the E′γ center (1-Si model).

The E′δ center was studied in many simulative calculations using Density Func-
tional (DFT) [46, 117, 120, 172–174], Hartree-Fock (HF) [175–177], and Embed-
ded Cluster [110, 111, 178, 179] methods. The electronic structure of 2-Si, 4-Si and 
5-Si models of the E′δ have been studied in [175] and [180] showing that the un-
paired spin preferentially localizes on a single pair of Si, supporting the 2-Si model. 
However in these simulations the atoms were not allowed to relax after ionization.

Successively the electronic properties of the ionized single oxygen vacancy (2-
Si model) were considered in [46, 110, 111, 117, 120, 172, 173, 176–179]. It has 
been so shown that an ionized single oxygen vacancy in a-SiO2 could stablilize in a 
configuration with the unpaired electron nearly equally shared by the two Si atoms 
(2-Si model). This structure does not coincide with the E′γ because of the lack of 
puckering. We remark that the hyperfine structure [46, 110, 111, 117, 174, 175, 178, 
180] and the principal g values [111, 178] were calculated. The hyperfine structure 
has been found to consist of a doublet of lines split by 8 mT–13.5 mT, in good 
agreement with the experimental findings [90, 157, 158]. By contrast, the calculated 
principal g values are significantly different from those obtained by EPR measure-
ments [90, 113, 162, 168–170]. It is important to note that a triplet state center 
was observed in the same irradiated a-SiO2 materials in which the E′δ center was 
induced [90, 157, 158]. This signal consists of a pair of lines with peak-to-peak split 
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of ~13.4 mT and center of gravity at g ≈ 2 correlated to a characteristic weak EPR 
line with g ≈ 4. Although an exact model has not been established, it is believed that 
this center represents the equivalent in a-SiO2 of one of the triplet centers observed 
in α-quartz. On the basis of their co-presence, it was proposed also that the triplet 
center and the E′δ share the same precursor site [90, 157, 158]. Data indicating that 
the E′δ center is related to the oxygen deficiency of the material and that it is posi-
tively charged has been reported in [131, 181, 182].

Recent data, as those reported in Fig. 7.9a, confirmed that the strong hyperfine 
structure of the E′δ center consists in a pair of lines split by 10 mT and enabled to de-
termine the concentration ratio of hyperfine structure and main line [137, 181–184]. 
These data and the ones reported in [185, 186] disagree with the models as those 
in which this defect consists in an unpaired electron localized on a single Si [172] 
or nearly equally shared between the two Si atoms of a single oxygen vacancy [46, 
110, 111, 117, 157, 175, 178, 180]. At variance, they indicate that the E′δ consists in 
an unpaired electron delocalized over four symmetrically disposed Si-sp3 orbitals 
of a pair of nearby oxygen vacancies (see Fig. 7.9b) or of a 5-Si cluster [182–186] 
having a structure as the one showed in Fig. 7.9c.

Furthermore, it was tentatively suggested [181, 182] that the triplet state center 
consists in two weakly interacting unpaired electrons localized in two different Si-
sp3 orbitals of a pair of nearby oxygen vacancies [158] or of a 5-Si cluster. So, a 

Fig. 7.9   a Concentration of defects responsible for the 10 mT doublet as a function of the con-
centration of the main resonance line of the E′δ center in Pursil 453 (●) [155], KUVI (★) [154] and 
QC (▲) [156] samples γ-ray irradiated at 102 kGy and isothermally treatmented at T = 630 K [184] 
(and at T = 580 K in ref [153]). Similar data, but obtained for the E′γ center and its 42 mT hyperfine 
doublet, are also reported (○) [184] for comparison. The straight lines indicate the dependences 
expected when the number ( n) of 29Si atoms, present in the defect structure, is 1, 2 or 4. The equa-
tion obtained for parameter ζ, defined as the ratio between the intensity of the hyperfine doublet 
and that of the main resonance, [153] is reported too; b 4-Si model for the E′δ center c 5-Si model 
for the E′δ center. Panel a is reprinted from [184] with permission from Elsevier (2007); modified 
from [131] by permission of the American Physical Society (2006)
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single and a double ionization of the same precursor site could be the processes 
responsible for the generation of the E′δ and the triplet center, respectively.

The microscopic structures of the E′δ [182–186] center reported in Figs. 7.9b and 
7.5c agree with the main experimental evidences described in the following. The g 
tensor is nearly isotropic, as expected for a delocalized highly symmetric electronic 
wave function. The hyperfine splitting of the E′δ center is ~4 times smaller than that 
of E′γ center ( )1

410 mT  · 42 mT≈ , due to delocalization of the unpaired electron 
over four Si-sp3 orbitals each one similar to that involved in the E′γ center. The 
ratio between the concentration of defects responsible for the 10 mT and that of 
the defects responsible for the main resonance line of the E′δ center is near the one 
expected for n = 4 or 5.

Among the E′ like defects reported in the last two decades we remind the E′ (Sn) 
detected in Sn doped silica [36, 187] and a doublet with separation 0.08 mT tenta-
tively attributed to E′ (OH) in F2 laser low temperature irradiated silica [36, 188]. In 
this defect the Si atom is bonded with two normal bridging O, whereas the third is 
substituted by an OH group, this defect should be comparable to centers observed 
on SiO2 surfaces and its signal overlaps with the one of the other E′Si.

Non Bridging Oxygen Hole Centres (NBOHC) and Peroxy Radicals (POR) can 
be considered oxygen-excess related defects. These two defects originate extended 
EPR signals that overlap [111, 189]. The NBOHC gives also important contribu-
tions to the optical absorption spectra since they are responsible for bands at 2.0 eV, 
4.8 eV and 6.8 eV; furthermore these defects are responsible for a luminescence 
activity peaked at ~1.9 eV [189–191]. The exact features of the OA band peaked at 
about 5.3 eV related to the bulk PORs is not yet definitively established, since they 
are commonly induced together with NBOHC. Even if both the defects were identi-
fied by EPR data [109, 189], the detailed study of the NBOHC is difficult because 
of some of its properties [189]. Recent experiments reported that the NBOHC EPR 
signal shows non-Curie temperature dependence at lower temperatures and that a 
part of NBOHC is EPR silent [189]. Moreover, the emission of the NBOHCs, with a 
local environment similar to that in glass, was detected in neutron-irradiated α-quartz 
[189], and it was suggested that NBOHCs could be attached to ordered parts of the 
α-quartz, as a consequence one should expect that the orientation of these NBOHCs 
could be correlated to the direction of Si–O bonds. In the same study an EPR signal 
was attributed to the NBOHC. Such attribution was based on the following consid-
erations: temperature dependence of the signal, its fast relaxation times, its large 
g-shift for the g3, similarity of the values of the g1 and g2 to the free electron g, and 
the expectation of the g3 principal axis with direction close to ones of Si–O bonds 
in α-quartz. Using the gzz value 2.062 (gxx = 2.0016, gyy = 2.0070) these defects were 
considered the ones originated by NBOHCs oriented along the “short” Si–O bond. 
Another less resolved signal was tentatively attributed to NBOHCs oriented along 
the “long” Si–O bond [189].
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7.3.2  �Ge Related Paramagnetic Centers in Ge-Doped Silica

The production of various silica based devices requires the doping with other chem-
ical elements [109, 136]. The Ge doped silica attracted a great attention since the 
Ge doping increases the refractive index and since photosensitivity and the second 
harmonic generation were observed in the Ge doped silica [109, 136]. The rela-
tion between these phenomena and the Ge related defects was widely studied as 
well as the structures and the physical properties of the defects [192, 193]. Several 
experimental studies pointed out that the exposition of the Ge doped silica to ion-
izing radiation (UV, X, γ or β ray) induces the generation of optical absorption (OA) 
bands and of different EPR signals [193]. In details, the EPR signals were attributed 
to three Ge related defects named Ge(1), Ge(2) and E′Ge [193].

Studying the hyperfine structure generated by the 73Ge atoms [194, 195] it was 
suggested that the Ge(1) defect is constituted by an electron trapped by a tetra-
coordinated Ge atom. Figure 7.10a illustrates the Ge(1) structure. The experiments 
performed on Ce and Ge doped samples [196] confirmed such model. In these ex-
periments, the samples were irradiated with light inside the 3.9 eV OA band due to 
the Ce3+ inducing the conversion Ce3+ → Ce4+ and the trapping of an electron on a 
substitutional Ge atom. For short exposures the authors did not detect signals origi-
nated by other Ge related defects. An essential experimental datum regarding the 
Ge(1) is that in pure GeO2 its EPR signal was not detected [193, 197]. This finding 
agrees with the fact that the electron should be localized on a Ge atom and that this 
condition occurs when a Ge atom is surrounded by Si and O atoms.

Fig. 7.10   a Structural model of Ge(1) defects; b structural model of the E′Ge defects. The figure 
is modified from [192] with permission from Nova Science Publishers (2012)
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Quanto-mechanic computations have shown that in silica the substitutional Ge 
atoms can be electron traps and that the electron trapping is followed by a structural 
re-organization [198]. This distortion makes the structure stable and it originates the 
orthorhombic features of the EPR signal [199, 200]. Another simulative investiga-
tion proposed that the Ge(1) is originated by a substitutional Ge atom with a near 
alkaline atom ([GeO4

−/Na+]0, [GeO4
−/Li+]0) or with a near STH (Self Trapped Hole) 

[GeO4
−/STH]0 [201]. Recently, it was underlined that the principal g values of the 

Ge(1) are similar to the one of the Ge(II) defects in Ge-doped crystalline SiO2 sup-
porting the attribution of the Ge(1) to an electron trapped in a fourfold coordinated 
Ge atom [81]. A different structure for the Ge(1) was proposed by Chiodini et al. 
[202], they studying the features of the EPR signal, the generation and thermal 
properties, suggested a similarity between the Ge(1) and the E′α.

The defects initially named Ge(0) and Ge (3) basing on their different thermal sta-
bilities, were successively considered as two variants of the same center since they 
had similar g values. This point defect was named E′Ge because of the similarity of 
its EPR line with that of E′Siγ and of the existence of an analogous resonance in pure 
GeO2 [203]. In analogy with the E′Siγ, the E′Ge was suggested to consist in a three-
coordinated Ge atom, forming three covalent bonds with three O atoms, and main-
taining an unpaired electron in a sp3 orbital [195, 200]. We remark (i) that this struc-
tural model was enforced by the EPR study of the hyperfine structures recorded on 
samples containing 73Ge [194] and (ii) that 3 3( ) / ( ) ( ) / ( )g E Ge g E Si Ge Sil l∆ ∆ ≈′ ′  
[203] (Δg3 = ge−g3, ge = 2.0023 free-electron g value, λ(Ge) and λ(Si) are the spin-
orbit coupling constants of the Ge and Si atom, respectively).

By contrast various models have been proposed for describing the Ge(2) and its 
structural model is still debated. Recently, Griscom proposed that the Ge(2) has a 
structure similar to Ge(1) (see Fig. 7.11a); in details, they are considered the analo-
gous in glass of the Ge(I) (Ge(2)) and Ge(II) (Ge(1)) in α quartz [81, 204]. Such 
attributions were proposed considering the g values, the 73Ge hyperfine lines of Ge 
doped glass and Ge and Na containing crystals, and the temperature dependencies 
of the Ge(1) and Ge(2) in comparison with the ones of the Ge(I) and Ge(II). How-
ever, it is important to remind that, differing from the Ge(1), a Ge(2) like signal was 
observed in pure GeO2 [197]. In 1998, Fujimaki et al. [205], proposed that the Ge(2) 
is, as illustrated in Fig. 7.11b, a positively ionized GLPC (Germanium Lone Pair 

Ge(2) structural models

ba

Fig. 7.11   Structural models 
of Ge(2) defects: a struc-
ture similar to the Ge(1); b 
ionized GLPC. The figure 
is modified from [192] with 
permission from Nova Sci-
ence Publishers (2012)
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Center) [206]), which is a Ge atom, bonded to two oxygen atoms, with two non-
bonding electrons forming a lone pair ( = Ge●● where = indicates the bonds with two 
oxygen atoms and ● stands for an electron) [206, 207].

This model was based on the following considerations: (1) the proportionality 
between the Ge(1) and Ge(2) concentrations induced by irradiation and the decrease 
of the B2β OA band, associated to the GLPC [206, 207], interpreted as the indication 
that by laser irradiation the electrons are released from the GLPC and then trapped 
in other centers; (2) the absence of EPR signal different from the ones of the Ge(1) 
and Ge(2), and attributable to the GLPC+; (3) the similarity in the overall number of 
induced Ge(1) and Ge(2); (4) the absence of the Ge(2) signal in H2 loaded samples 
[205, 208]. This latter finding can be explain by the fact that in samples with high 
hydrogen content the generation of another defect could be favoured. This defect, 
called H(II), originates a 11.9 mT hyperfine structure [207].

In addition, Fujimaki et  al. recorded thermally stimulated luminescence data. 
They detected a band peaked at ~3.1 eV that was considered the 3.1 eV band attrib-
uted to the GLPC emission activity [207]. On these basis it was suggested that the 
electrons can be de-trapped from Ge(1) and re-captured by the GLPC+.

Another well known effect of the irradiation of the Ge doped silica is the appear-
ance of OA bands in the range 3–6 eV. Nowadays there is a widely agreement in 
considering the Ge(1) the origin of a 4.5 eV band [195, 202, 204, 208, 209] and the 
E′Ge the defect responsible for a 6.3 eV band [193, 195]. At variance it is still de-
bated the origin of a 5.8 eV band usually induced in Ge doped silica by irradiation. 
This band was attributed to the Ge(2) [195, 204], or to the Ge(1) [202, 208, 209] 
being detected in samples in which the Ge(2) signal was not observed.

Recent experimental investigations on sol–gel and PCVD samples with Ge con-
tents up to 20 % by weight showed a relevant property of the EPR signal of the 
Ge(1) and Ge(2) [210]. In particular, it was evidenced that the EPR line shapes of 
the Ge(1) and the Ge(2) centers are progressively modified for doping levels higher 
than 1 %, whereas the line shape of the E′Ge defect appears independent from the 
doping [210]. The invariance of the E′Ge signal in samples doped with different 
amounts of Ge seems less surprising if one considers that its g values in pure GeO2 
(~2.0012 and ~1.9945) [203] are close to those determined in [210]. By contrast, 
even if in [210] a tentative explanation is given, the changes of the signal of the 
Ge(1) and the Ge(2) requires to be more deeply considered.

The debates on the structures of the Ge related defects and their relation with ab-
sorption bands have been accompanied by that concerning their generation mecha-
nisms [211–215]. In agreement with data published in the past, in [100, 192, 209, 
216] a complex scenario regarding the Ge(1) generation process was highlighted. 
The authors observed very different ratios between the Ge(1) and Ge(2) (this latter 
being absent in some cases) concentrations. These data could be explained by the 
presence of additional electron donors and/or electron traps, with concentrations de-
pendent on the sample production process. Furthermore, for low radiation doses, the 
Ge(1) concentrations measured in many samples were approximately independent 
from the Ge content [100, 192, 216] and a limit value of the induced concentration 
was always measured [100, 192, 216–218], apart from one sample. The different 
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behavior was attributed to the fact that for high doses in this sample the GLPC, 
which are electron donors as reported in the following, are induced by radiation 
[192, 216] in agreement with [219, 220] and to the related increase of the content of 
electron donors which was very low in the starting sample.

Basing on these data, recorded in a large dose range, the Ge(1) growth with dose 
was described with the law: A(1− e−B x), and the observed concentration kinetics of 
the Ge(1) defects were considered the result of a competition between defect gen-
eration and destruction processes. In this context, we note that from literature data 
and from the data of [192], the amount of the Ge related defects is usually at least 
one order of magnitude lower than the doping level.

Even if the exact processes cannot be evidenced, one can use the equation 
[ (1)] [ ] [ (1)]d Ge dx K Ge b Ge≈ −  to interpret the data, where K and b are the genera-

tion and destruction probabilities (see reference [192, 216] for further explanation). 
Considering that the solution of this latter equation is:

�
(7.1)

the similarity in the Ge(1) saturation concentrations and behavior at low doses in-
duced in samples with different Ge content, suggested that K should depend on Ge 
as [Ge]-α with α ~1. This suggestion was enforced by fitting the Ge(1) concentration 
kinetic as a function of the dose with the law A(1− e−B x) and by calculating AB/
[Ge] to obtain the K values reported in Fig. 7.12a. It is important to remind that 
this behavior was observed in samples differently produced, with dissimilar GLPC 
contents, and in which the Ge(2) and E′Ge concentrations follow different kinetics 
as a function of the dose. So it was suggested that the dependence of K on the Ge 
doping level is related to a general characteristic of the electron trapping mechanism 
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Fig. 7.12   a K values (○) calculated in [192, 216] the black line is the law [Ge]-1; b B factors 
obtained by the fits of the experimental data [192, 216], see text for the definitions of K and B. The 
figure is modified from [192] with permission from Nova Science Publishers (2012)
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of the substitutional Ge atoms [192, 216]. The other parameter that influences the 
dependence on dose of [Ge(1)] is B that is the probability to destroy the Ge(1). As 
illustrated in Fig.  7.12b within the concentration range 1018–1020 Ge atoms/cm3, 
this parameter tends to decrease with the Ge doping level, then it seems to be inde-
pendent from it. In the range 1018–1020 Ge atoms/cm3, one could interpret the data 
of Fig. 7.12b assuming that enhancing the Ge doping level the probability that an 
electron released by the destruction of a Ge(1) is re-trapped by another substitu-
tional Ge atom raises. In simpler words, the larger is the Ge content the lower is the 
relevance of the existence of other alternative traps. To give a possible explanation 
of the B values determined for higher Ge content, it is relevant to remind that in 
pure GeO2 the Ge(1) was not detected [193, 197]. Under the hypothesis that the 
electron cannot be trapped by a Ge atom with four other neighboring Ge, raising 
the Ge doping level one could imagine a decrease of K and/or an increase of the B. 
Nevertheless, the study of samples doped with > 1020 Ge atoms/cm3 is essential for a 
profounder understanding of this topic. If we assume that the precursor of the Ge(1) 
is a Ge atom with a quartz-like coordination sphere ( *[ ]Ge ) as recently proposed by 
Griscom  [204] we obtain the equation *[ (1)] ([ ] [ (1)]) [ (1)]d Ge dx K Ge Ge b Ge= − − ,  
where K and b have the same meaning as above. For low doses this equation can be 
approximated by [ ( )] [ ]*Ge K Ge x1 ≈ (a similar law is obtained also for the above re-
ported model), then the fact that for low doses the growth kinetics are similar leads 
to the result that the generation probability K of the Ge(1) is inversely proportional 
to *[ ]Ge  which is not established and which could be proportional to the Ge content 
or not. These considerations indicate that the Ge(1) kinetics can hardly distinguish 
between the Griscom or the Fujimaki models.

Further investigation is required even because a recent study on preforms and on 
the drawn fibers revealed further aspects on the Ge(1) generation and on the role 
of the GLPC [221] in determining radiation induced effects. Moreover, even if the 
GLPC are considered single electron donors [205, 221] or able to trap holes in pairs 
[204] it was proposed that oxygen deficiency ([GLPC]/[Ge]) does not ensure an 
increase of the Ge(1) generation which seems to be enhanced only in samples with 
high (from 1 %) Ge content [100, 192].

The Ge(2) in [192, 216] were observed only in samples containing GLPC and by 
contrast, they were absent in a sample with ~3.7 × 1021 Ge atoms/cm3 but without 
the GLPCs, and that by irradiation presented the Ge(1). Moreover, the Ge(2) EPR 
signal was observed in samples with a low Ge content but with a GLPC content of 
~4.5 × 1017 defects/cm3. It is also important to note that in the samples studied in 
[192, 216] the concentrations of the radiation induced Ge(2) were fitted by the law 
Cmax (1− e−hx). Using this analysis it was evidenced that the ratio Cmax/GLPC as-
sumed values inside the range 0.1–0.2 in the majority of the samples. These findings 
support the model in which the Ge(2) is related to an ionized GLPC more than the 
one that assigns the Ge(2) EPR signal to a Ge(1)-like structure. However, the model 
that considers the Ge(2) as ionized GLPC should be improved to explain some 
results summarized by Griscom [204] before to be indicated as the real structural 
model. As a conclusion it appears that even after many efforts devoted to solve this 
problem further experimental and theoretical investigations are necessary to defini-
tively understand the structure of this defect.
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A more complex generation mechanisms of E′Ge was observed. The data of Ref. 
[192, 216] suggest the existence of a generation process approximately independent 
on the Ge content. In many of the samples investigated in [192, 216] the dose de-
pendences of the E′Ge concentrations were not described by a law: Vmax (1−e−Rx). 
By contrast, the E′Ge growths appear to be the sum of the law Vmax (1−e−Rx) (low 
doses) and of a sub-liner one (high doses), suggesting the presence of a generation 
channel from precursors and of a more complex process that originates the sublin-
ear growth.
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Abstract  Ionizing radiation produces DNA-cation radical (hole) and DNA-anion 
radical formation by random direct ionization of DNA and its microenvironments 
(e.g., layer of hydration) as well as excitation events. The best overall estimate of 
the probability of direct ionization at a given site in DNA (e.g., the sugar-phosphate 
backbone or the DNA bases) is provided by the number of valence electrons at that 
site. ESR spectroscopic studies at low temperature (e.g., 4 K, 77 K) have provided 
the direct evidence that via rapid charge (hole and excess electron transfer) pro-
cesses, the hole is localized on the base of lowest ionization energy, guanine, and 
the excess electron is localized on the most electron affinic bases—thymine and 
cytosine. The guanine cation radical may deprotonate, undergo nucleophilic addi-
tion reactions such as water addition, or may even cause one-electron oxidation of 
a proximate sugar radical (double oxidation). The anion radical can undergo revers-
ible as well as irreversible protonations. Also, prior to its thermalization, the prehy-
drated excess electron leads to frank strand break formation in DNA via dissociative 
electron attachment. In addition, recent ESR efforts have established that in the 
excited base cation radical, charge and spin transfer occur to the sugar-phosphate 
backbone and its subsequent kinetically controlled deprotonation within the lifetime 
of the excited state leads to the formation of strand break precursor sugar radical. 
These and other mechanisms of direct-type effect-induced DNA-radical formation 
that lead to production of stable damage, such as, strand breaks, are discussed in 
this chapter.

8.1 � Introduction

This chapter reviews recent developments in the understanding of free radicals in 
irradiated DNA as explored by Electron Spin Resonance (ESR) spectroscopy from 
approximately 2000 to the present. DNA radicals can lead to important biological 
ramifications. For instance, radicals formed on the DNA sugar-phosphate backbone 
often result in double-strand breaks (dsb) [1, 2]. Unrepaired radicals on the bases 
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lead to base damage which may result in mutations on replication [1, 2]. When a 
dsb and base damage lesions are formed within about 10 base pairs of each other, a 
damage cluster results [3]. These clustered damage sites are known to have a much 
greater biological effect than isolated damage sites, as they are the most difficult for 
the cell to repair and are often lethal [3–5]. Thus, an understanding of the nature of 
the radical damage in irradiated DNA, and the spatial characteristics of the damage, 
are highly relevant to an understanding of the biological effects of radiation [1–3].

The principal focus of this review will be on direct-type effect radicals, those that 
are formed by the direct ionization of the DNA itself (direct effect), or by ionization 
of water in the first solvation shell of ca. 8–10 water molecules (quasi-direct effect) 
(Scheme 8.1; [1, 2, 6–12]). When the DNA itself is ionized, the initial processes that 
occur are hole formation and excess electron capture on the DNA bases and back-
bone. When the first shell waters of solvation are ionized, the holes and electrons 
formed on the water transfer to the DNA before any chemical reactions occur in 
these water molecules, resulting in additional hole formation and electron capture 
on the DNA, very much like the direct effect. This process is called the quasi-direct 
effect ([1, 6, 7, 11, 12] and Sect. 8.3). Bernhard has described the sum of the direct 
effect and the quasi-direct effect as direct-type effects [8].

Investigations of the indirect effect (Scheme 8.1c), in which bulk water is ionized 
and the resulting radicals, principally •OH, e−

 aq, and H• (in smaller amounts), diffuse 
to and attack the DNA have been extensively and comprehensively reviewed [2, 13, 
14] and will not be a focus of this review.

With direct-type effects, as with the indirect effect, there are two principal paths 
of radiation damage (Scheme 8.2), viz., an oxidative path that originates with ion-
ization and hole formation, and a reductive path that originates with electron cap-
ture. With low linear energy transfer radiation (X-rays, γ-radiation), ionization at a 
site in a molecule is roughly proportional to the number of valence electrons at the 

Scheme 8.1   DNA ion-radicals formed by the direct-type effects and indirect effects: a Direct 
effect. Ionization occurs directly on DNA bases or backbone. b Quasi-direct effect. Ionization 
forms holes in water (H2O

•+) which transfer from the first solvation layer of 8–10 waters/nucleo-
tide to the DNA, and electron transfer from the surrounding 21 waters/nucleotide into DNA. C. 
Indirect Effect: Ionization in bulk water (Γ > 21 H2O/nucleotide) results in •OH, e−

aq, and H•, which 
can diffuse to and attack DNA
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site [6, 7, 11]. Thus, as the DNA is irradiated, ionization occurs at all the bases and 
on the sugar-phosphate backbone. However, fast hole transfer occurs and at 77 K, 
the majority of holes are stabilized on the base with the lowest ionization energy, 
guanine. Holes formed on the deoxyribose sugar undergo deprotonation at the sugar 
in competition with hole transfer to a base. Such fast deprotonation of the sugar 
results in trapped neutral sugar radicals at 77 K and this occurs for approximately 
30 % of the original ionizations on the DNA [6, 7, 11, 15, 16]. Recent ESR work 
has also shown that excited states of DNA cation radicals lead to sugar radical 
formation and this mechanism may contribute to radiation-induced sugar radical 
formation (Sect. 8.8.2).

For the reductive path (Scheme 8.2), there are two principal modes of damage. 
In the first, electrons are captured by the bases with the largest electron affinities, 
cytosine and thymine. At 77 K, an anionic thymine radical and a reversibly proton-
ated form of the cytosine anion are observed (Sect. 8.5). Irreversible protonations of 
these anion radicals lead to base damage [1, 2, 6–12]. In the second mode of reductive 
damage, low energy electrons (LEE) with energies in the range of 0–20 eV add to 
the sugar-phosphate backbone and cause damage, including strand breaks and base 
damage through dissociative electron attachment (DEA) and subsequent bond frag-
mentation ([17–20], and Sect. 8.8.4)

The oxidative and reductive processes are schematically illustrated in Scheme 8.2 
in broad stroke. Much of this review will include a delineation of some of the details 
of these processes that have been uncovered in ESR studies over the last several 
years.

Irradiation of DNA generally results in the formation of a cohort of radicals from 
both the reductive and oxidative paths. Computer deconvolution techniques have 
been employed to identify the individual radicals [1, 6–12, 21–26]. To date, several 
base and backbone trapped radicals had been identified in irradiated, hydrated DNA 
at 77 K using ESR techniques (Scheme 8.2). Typically, these radicals are observed 
by irradiating DNA at low temperatures, usually 77 or 4 K, in order to stop or retard 
the chemical reactions that they would undergo at higher temperatures. The trapped 

Scheme 8.2   Reductive and oxidative paths from irradiation. Only radicals actually observed 
using ESR are shown. With low LET radiation, the radicals shown are stabilized mostly in spurs 
at 77 K. However, with high Z ion-beam irradiation, the sugar and backbone radicals are predomi-
nantly stabilized in the track core and the base radicals predominantly in the penumbra. T(C6)H• is 
observed mostly after annealing. As shown, UV-Vis excitation of G•+ leads to formation of sugar 
radicals
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radicals can then be observed and characterized, since they remain stable at these 
low temperatures. Note that even at low temperatures, hole and electron recombina-
tion by tunneling does occur on long time scales [1, 2, 6–12]. On annealing, these 
radicals undergo reactions to form secondary product radicals (Scheme 8.2).

One focus of this chapter will be primarily ESR investigations that character-
ize the various reaction pathways that lead to secondary radicals. The structural 
formulae of the trapped DNA-radicals at 77 K and some secondary DNA-radicals 
are shown below in Scheme 8.3. Note that although both σ and π radicals are found 
in DNA bases, only π radicals are found in DNA-oligomers and in long polymeric 
DNA (e.g., salmon testes) [27].

8.2 � Trapped Radicals at 77 K in Irradiated DNA

8.2.1  �Analyses of 77 K ESR Spectra of γ-Irradiated (77 K) 
DNA Using Benchmark Spectra

The cohort of stabilized radicals trapped in hydrated DNA at 77 K after irradiation 
at the same temperature has been extensively studied using ESR spectroscopy [1, 
2, 6–12, 25, 26]. A representative ESR spectrum of γ-irradiated DNA hydrated to 
Γ = 12 ± 2 D2O/nucleotide is shown in Fig. 8.1 spectrum A. The benchmark spectra 
of the individual radicals required to analyze this spectrum are also shown in spectra 
B–E.

A number of studies use linear least square fittings of the benchmark spectra 
shown to determine the fractional composition of individual DNA-radicals in ex-
perimental spectra [6–12, 15, 16, 21–36]. The percentage that a particular bench-
mark spectrum contributes to an overall spectrum is based on the double integrated 
area of the spectra which is itself directly proportional to the total numbers of each 
radical. The benchmark spectra used were those from G(N1–H)•, or more precisely, 
G(N1–H)•:C(+ H+) from d[GCGCGCGC]2 [30, 31], thymine anion radical (T•−) 
from 5′-TMP [32], N3-protonated cytosine anion radical (C(N3)H•) from polydG: 
polydC [28, 29, 32], and of a cohort of backbone radicals (C1′•, C3′•, C5′•, C3′•dephos) 
labeled ∑S• [6, 7, 11, 12, 15, 16, 28–35]. When employed to deconvolute the spec-
trum of γ-irradiated DNA the G-values shown in Table 8.1 are obtained [11, 15]. 
These are estimated to have an error limit of ± 10 % [11, 15, 29, 30].

In Table 8.2, the G-values in µmol/J of the total trapped radicals in various ir-
radiated DNA systems are presented. The estimated value of ionizations occurring 
within 10−15–10−16 s after irradiation is 1.2 µmol/J [25], so it is evident that signifi-
cant recombination occurs before radical trapping at 77 K.

From Tables 8.1 and 8.2, the following important conclusions could be drawn.

1.	 The identities and compositions of the trapped radicals found at 77 K are due to 
electron and hole transfer (see Sects. 8.2.3 and 8.4) taking place after the irradia-
tion [1, 2, 6–12, 25, 26].
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2.	 The G-values of trapped radicals are strongly dependent on the hydration level 
of the DNA. They increased by a factor of about 2 from Γ = 2.5 to 14 for salmon 
testes DNA, and from Γ = 2.5 to 22.5 for pUC18 plasmid DNA. This indicates 
that the DNA hydration layer plays a role in determining the extent of recombi-
nation and charge transfer after hydration (Sect. 8.2.2).

Scheme 8.3   Structures of 
DNA-radicals discussed in 
this chapter
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3.	 The G-values also strongly depended on the temperature of trapping with higher 
G values at 4 K than 77 K, likely as a result of increased trapping efficiency.

4.	 The G-values of the trapped radicals for plasmid DNA (e.g., pUC18) are found 
to be higher than those found in polymeric DNA. This was attributed to the pack-
ing of supercoiled plasmid DNA [8, 38].

5.	 Most importantly, in comparison to the estimated value of ionization events 
occurring within 10−15–10−16 s after irradiation, 1.2 µmol/J [25], the G-values of 
the trapped radicals are always found to be significantly lower and this has been 
attributed to the recombination events of the initially formed radicals.

Table 8.1   Percentage composition of trapped radicals in γ-irradiated hydrated DNA at 77 Ka

Radical Type G-value (µmol/J)b,c Percent compositiona,b

G(N1–H)• Electron-loss 0.11 43 [58]
Sugar radicalsd 0.034 13
T•− Electron-gain 0.055 22 [47]
C(N3)H• 0.055 22
C3′•dephos – ∼ 0.5e

ROPO2
•− – 0.02–0.04

a Γ = 14 ± 2 D2O/nucleotide; b Based on the total sample mass; c Ref. [11] and [15]
d Sum of C1′•, C3′•, C5′•; e Ref. [34]

A Salmon testes DNA 77 K 

B d[GCGCGCGC]2

E

ΣS•

D T•¯

C C(N3H)•

Γ = 12± 2

G(N1-H)•:C(+H+)

Fig. 8.1   a ESR spectrum recorded at 77 K of γ-irradiated (8.8 kGy) hydrated (Γ = 12 ± 2 D2O/
nucleotide) DNA after irradiation at 77 K [28]. b–e are the benchmark spectra of various DNA-
radicals. b Intra-base pair proton transferred form of the guanine cation radical G(N1–H)•:C(+ H+) 
[30]. c N3-protonated cytosine anion radical (C(N3H)• (one-electron reduced cytosine) [32]. d 
Thymine anion radical (T•−) (one-electron reduced thymine) [32]. e Mixture of neutral sugar-phos-
phate backbone radicals [16]. The three reference markers in this figure and in subsequent figures 
are Fremy’s salt resonances with g = 2.0056 and AN = 13.09 G

 



3058  Electron Spin Resonance of Radicals in Irradiated DNA

8.2.2  �Effect of Hydration on the Yield of the Trapped Radicals

Bernhard and coworkers studied the role of hydration in the distribution of free 
radicals trapped in directly ionized solid-state films of pUC18 (2686 bp) plasmids 
hydrated in the range of Γ = 2.5 to 22.5 waters per nucleotide [8, 38]. Based on 
a semi-empirical model of damage, they suggested that two-thirds of the holes 
formed on the inner solvation shell (first 10 waters of hydration) transfer to the 
sugar-phosphate backbone [8, 38]. Of the holes directly formed on the sugar-phos-
phate backbone, about one-third deprotonate to form neutral sugar-phosphate radi-
cal species, while the remaining two-thirds transfer to the bases. The authors use 
these values to predict that the distribution of holes formed in fully hydrated DNA 
at 4 K will be 78 % on the bases and 22 % on the sugar-phosphate [8, 38]. Including 
the reductive pathway (anion radicals on thymine and cytosine), the distribution 
of all trapped radicals is predicted to be 89 % on the bases and 11 % on the sugar-
phosphate backbone [8, 38]. These results are in good agreement with previous 
results found at 77 K [15] which reported 12 % sugar phosphate backbone radicals, 
88 % on the bases.

8.2.3  �Analyses of 77 K ESR Spectra of γ-Irradiated (77 K) DNA-
Hole and -Electron Scavengers

Use of Ferricyanide [Fe(CN)6]
−3 as an electron scavenger in irradiated DNA was 

pioneered by Weiland and Hüttermann [21, 22]. We note here that the effect of bind-
ing of Fe (III) as well as that of Fe(II) were studied in DNA employing circular and 
linear dichroism [39]. Employing uncomplexed ferric ion it has been found that at 
levels of one Fe(III) per 60 base pairs (bp), the Fe(III) captured 70 % of the radia-
tion-produced electrons at 77 K in a γ-irradiated (77 K) frozen aqueous solution of 
DNA [39]. Moreover, warming this sample to 200 K did not result in TH• formation 
[39]. This work is complicated by the fact that uncomplexed Fe(III) causes changes 
in DNA structure, whereas ferricyanide is less likely to do so.

Following these works, Shukla et al. [15] employed the electron scavenger fer-
ricyanide, Fe(III), and hole scavenger ferrocyanide, Fe(II) to scavenge electrons 
and holes in γ-irradiated hydrated (Γ = 14 ± 2 D2O/nucleotide) DNA to isolate and to 
determine the yield of backbone radicals (Fig. 8.2).

Table 8.2   G-values of total trapped radicals in irradiated DNA
DNA Type Γ (D2O or H2O/nucleotide) G-value (µmol/J) Irradiation Ref.
Salmon testes 14 ± 2 0.25 γ (77 K) [15]
Salmon testes 2.5 0.13 γ (77 K) [36]
Herring sperm “Desiccated residual H2O” 0.41 X-ray (4 K) [37]
Calf thymus “Desiccated” 0.29 X-ray (4 K) [37]
pUC18 2.5 0.302 X-ray (4 K) [38]
pUC18 22.5 0.718 X-ray (4 K) [38]
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The loading of 1 scavenger/20 bp has been found to nearly completely remove 
trapped electrons or holes from DNA [15]. Employing both scavengers, a spectrum 
due to predominantly neutral sugar radicals is obtained (Fig. 8.1e) [15]. The spec-
trum of the sugar radicals is reported to be an overlap of the spectra of a number 
of radicals on the sugar-phosphate backbone including the C1′•, C3′•, C5′• formed 
by deprotonation of sugar cation radicals as well as radicals resulting from LEE-
induced cleavage of the phosphate-sugar link e.g., C3′•dephos (Table 8.1, Scheme 8.3; 
[15, 16, 33]). Analyses employing benchmark spectra for the sugar radicals, C1′•, 
C3′•, C5′•, and C3′•dephos have indicated that C5′• which gives rise to the central 
anisotropic doublet (ca. 21 G) accounts for a substantial part (ca. 40 ± 10 %) of the 
intensity of the spectrum [16]. This C5′• spectrum does not show observable β H-
atom at C4′ or β P-atom hyperfine coupling; this result predicts that the phosphate 
group lies near the nodal plane of the radical site p-orbital in its equilibrium position 
accounting for the lack of β-P atom coupling [16]. This is supported by theoretical 
calculations by Close [40] and Colson et al. [41, 42] and the ESR and theoretical 
work on CH3OP(O2

−)OCH2
• produced from dimethyl phosphate [16].

It is evident from Fig. 8.2 that, compared to DNA alone, an increased amount of 
trapped sugar radical formation was observed in irradiated DNA in the presence of 
Fe(III). However, a slight decrease in the amount of trapped sugar radical formation 
was observed in the presence of Fe(II). This suggests that the initial sugar cation 
radicals are likely to be protected from recombination with excess electrons pro-
duced via ionizations by electron scavenging due to ferricyanide; whereas, the fer-
rocyanide does not significantly reduce the levels of the final neutral sugar radical 
by electron donation to its precursor sugar cation radical before the cation radical 
deprotonates to form the neutral sugar radical.

Fig. 8.2   The relative yields of DNA anion radicals (T•− and (C(N3)H•)) guanine cation radical, 
G(N1–H)•:C(+ H+) (or G•+) and sugar radicals, ∑S• for DNA and DNA with scavengers for holes, 
Fe (II), electrons, Fe(III), and both holes and electron, Fe(II)/Fe(III), Fe(II) and Fe(III) represent 
ferro- and ferricyanide respectively. Adapted with permission from Ref. [15], Radiation Research, 
Copyright (2005), Radiation Research Society

 



3078  Electron Spin Resonance of Radicals in Irradiated DNA

8.3 � ESR Studies of the Hydration Layer

The hydration layer is a critical component of the direct-type effect and its detailed 
radiation chemical behavior is of fundamental importance to elucidate the processes 
involved in radiation damage to DNA.

Using ESR spectroscopy, Gregoli and co-workers were the first to point out that 
hole and electron transfer from the hydration layer can increase the radiation yields 
of DNA-radicals up to double [43]. Subsequently, measurements of electrical con-
ductivity in solid DNA by van Lith and co-workers had shown that the conductivity 
of the pre-solvated (or “dry”) electrons depend critically on the water content and 
temperature [44].

A number of ESR groups have, thereafter, investigated the radiation behavior 
of the DNA hydration layer in γ-irradiated hydrated highly polymerized DNA (e.g. 
“salmon testes”) at 77 K [6, 45–52] and in X-ray irradiated defined double stranded 
(ds) oligomers at 4 K [53] and provided important insights which distinguish the 
nature of the water molecules with increase in Γ(Γ = number of water molecules per 
nucleotide). Note that Γ ranging from 0 to 2.5 is not experimentally accessible [54]. 
These ESR works have established that at low temperatures the hydration layer is 
critical to DNA damage process. For Γ = 1−21, the waters of the primary hydration 
shell around DNA are in an amorphous non-crystalline state (glassy) [48–50, 52] 
Once freezing begins (Γ > 21), ice is formed in a separate phase including all waters 
beyond 14 waters/nucleotide (Fig. 8.3). These ice phase waters do not significantly 
contribute to DNA damage at low temperatures. At elevated temperatures, they con-
tribute to the indirect effect (Scheme 8.1). Thus, waters at Γ = 15–21 form a meta-
stable glassy state until waters beyond Γ = 21 are added and on cooling crystalliza-
tion occurs to form the stable boundary between glassy phase and ice phase DNA 
at Γ = 14 that does not change with additional water addition [7–12]. Thus, waters 
around DNA can be classified into three regions—glassy (Γ = 1–14), metastable 
glass (Γ = 15 to 21) and ice phase (Γ > 21) [7–9]. We note that these ESR studies are 
corroborated by investigations of the OH-stretching frequencies in hydrated DNA 
films that have clearly established that there is distinct primary hydration shell of 
ca. 21 water molecules per nucleotide around DNA of which the first six water mol-
ecules are directly bound to the sugar-phosphate backbone—two are bound to the 
ionic phosphates along with four are bound to phosphodiester bond along with the 
furanose sugar moiety; another 6 to 8 water molecules are less tightly bound to the 
bases (e.g. to > C = O, N, –NH, –NH2) [54].

The trapped •OH formation at 77 K either in γ-irradiated hydrated DNA or in 
X-ray irradiated hydrated crystals of double stranded oligomers was found to be 
crucially dependent on Γ [48–50, 53]. Both hole and electron (charge) transfer oc-
cur between the inner hydration shell (Γ < 9) to DNA [48–53]. At Γ ≤ 9, no signifi-
cant amount of trapped •OH formation at 77 K was detected [48, 49, 53]. Thus, the 
most tightly bound of waters do not lead to trapped •OH formation at 77 K and this 
is in agreement with the original proposition of Gregoli and co-workers [43] that 
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charge transfer processes are the primary mode of damage transfer process between 
hydration shell and DNA.

From ESR studies in γ-irradiated hydrated DNA (Γ = 2.5–76 [48–50]) and 
in X-ray irradiated hydrated crystals of ds oligomers (Γ = ca. 4.2–15.6 [53]), 
trapped •OH formation at 77  K was detected at Γ > 9. From Γ = 10 to up to 
21 the glassy hydroxyl radical (•OHgl) is found with a characteristic glassy 
amorphous ESR spectrum (Figs. 8.4 and 8.5) [48, 49]. On the other hand, for 
Γ > 21, the ice phase appearance results in •OHice (Figs. 8.4 and 8.5; [48, 49]). 
It is evident from Figures 8.4 and 8.5 and from the original work [48, 49] that 
the ESR spectra of •OHgl and •OHice are markedly different and allow for the 
distinction of the two phases.

As shown in Fig. 8.3, electron transfer occurs from all waters in glassy states 
up to Γ = 21 [48–50]. No significant electron or •OH transfer occurs from ice phase 
whose crystalline boundaries maintain a radiolytically separate phase [48–50]. 
However, •OH formed in the glassy portion of the DNA hydration shell likely 
reacts with DNA and results mostly in •OH addition to bases thereby forming 
base damage products and also in H-atom abstraction from the sugar-phosphate 
backbone producing DNA strand breaks and abasic sites (Sect. 8.1). It is of inter-
est to note that hole transfer from the inner hydration layer (10 < Γ < 14) to DNA 
bases (predominantly guanine) acts to prevent formation of •OH and its subse-
quent attack on to DNA [46–53]. Thus, instead of strand break formation, forma-
tion of a hole on guanine results in the formation of more easily repaired 8-oxo-G 
(Sect. 8.6).

Fig. 8.3   Schematic diagram 
showing processes involved 
in radiation behavior of DNA 
hydration layer with waters 
per nucleotide (Γ). For Γ 
ca. 1 to 9 both holes and 
electrons transfer to DNA. 
From ca. 9 < Γ < 21, electrons 
transfer to DNA and holes 
form •OH that show ESR 
amorphous (glassy) phase 
ESR spectra (Figs. 8.4 and 
8.5). For samples with Γ > ca. 
21 waters form a crystalline 
ice phase that freezes back to 
Γ = 14. •OH for all waters of 
hydration Γ > 14 show ESR 
spectra indicative of •OH in 
a crystalline ice environment 
(Figs. 8.4 and 8.5)
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8.4 � ESR Studies of Charge and Spin Transfer Through 
DNA

8.4.1  �Is DNA a “Molecular Wire”?

ESR has played a significant role in aiding the understanding of hole and electron 
transfer after direct ionization of DNA. These studies have shown that radiation 
produced electrons and holes are trapped at low temperatures in irradiated DNA 
systems with an efficiency of between 30 and 60 % depending on the state of the 
DNA (hydrated, dry, crystalline or amorphous) [1, 6–12, 25, 26, 52]. Bernhard and 
coworkers [8, 25, 55], observed that crystalline oligomers at 4 K showed the high-
est trapping levels and pointed out that hole and electron migration at 4 K must be 
limited to ca. 10 bp [55]. They concluded that DNA cannot be considered a true 
“molecular wire” under these conditions for, if it were, long range hole and electron 
transfer would result in highly efficient hole-electron recombination and no trapped 
radicals would be found.

•OHice

•OHgl (6M CsF)

A over B (equal spins)

a

b

c

Fig. 8.4   ESR spectra of a 
trapped •OHice at 77 K in 
polycrystalline ice; b trapped 
•OHgl at 77 K in 6 M CsF; 
c superimposition of •OHice 
spectrum in (a) on to spec-
trum of •OHgl (b) represent-
ing higher signal height for 
(a) than for (b) provided the 
number of spins are equal. 
Reprinted with permission 
from Ref. [49], Radiation 
Research, Copyright (1996) 
Radiation Research Society
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8.4.2  �Tunneling vs. Activated Hopping

Work by Sevilla and coworkers has suggested that for hydrated DNA at 77 K all 
ions within 3 nm of each other recombine by tunneling within a minute, and the 
remainder undergoes only slow recombination on a longer time scale [6, 7, 52, 
56–61]. At higher temperatures, activated (hopping) processes account for the lon-
ger range transfer found in so many studies [6, 7, 52, 56–65].

8.4.2.1 � Electron and Hole Transfer to Mitoxantrone

ESR work by Cai and Sevilla [6, 7, 52, 56–60] employing mitoxantrone (MX) at 
intercalating trapping sites in DNA further delineated the distance dependent role of 

Γ = 2.5

Γ = 21

X 100

X 100

Γ = 26

X 50

a

b

c

Fig. 8.5   ESR spectra of 
DNA samples at various Γ 
at 77 K a Γ = 2.5, no line 
component due to •OHgl is 
present. b Γ = 21, the low 
field broad line component 
due to •OHgl is present and 
sharp line component due 
to •OHice is absent. c Γ = 21, 
line components (marked 
by asterisks) due to both 
•OHgl and •OHice are present. 
Reprinted with permission 
from Ref. [49], Radiation 
Research, Copyright (1996) 
Radiation Research Society
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tunneling at low temperatures in DNA, and also showed that at ≥ ca. 200 K activated 
processes occurred. They found evidences of intra-duplex and inter-duplex electron 
transfer, and, quantified the distance dependent transfer between DNA duplexes. At 
low temperatures, transfer of holes and electrons occurred by tunneling only and 
the rate was found to be the same at 4 K and 77 K, (as expected for tunneling [52]).

The transfer rates and distances followed the expected tunneling decay constant 
expression for the rate constant, i.e., k = koe

−βD, where D is the tunneling distance 
and β is the decay constant (Fig.  8.6). The decay constants for electron transfer 
and hole transfer were found to be sequence and environment dependent [6, 7, 52, 
56–60]. The value of β for excess electron transfer to a trapped MX [6, 7, 52, 56–60] 
in a variety of DNA systems in glasses (7 M LiCl) and frozen water solutions (ice) is 
shown in Table 8.3. Note that the electron transfer rates increase as β decreases. The 
value of β for electron transfer was relatively constant with various oligomers and 
conditions except for the sequence polydIdC. In this case, the transfer rates were 
much slower. This was explained by noting that the proton transfer from I to the 
reversibly deuterated C anion radical [C(N3)D•] was substantially more downhill 
energetically than in the other systems studied, which provided for a significant bar-
rier to further electron transfer. Thus, this downhill proton transfer acted as a barrier 
for further electron transfer [6, 7, 52, 56–60]. For GC anion radical (Scheme 8.4), 

Fig. 8.6   Diagram depicting random MX intercalator and the scavenging range, D. D is time 
dependent and extends outward in time following a log relationship: D(t) = (1/β) ln(kot). Adapted 
with permission from Ref. 56, J. Phys. Chem. B, Copyright (2000), American Chemical Society

 

Table 8.3   Distance decay constants for electron tunneling to MX in DNA-MX systems at 77 K
DNA systema Medium Donor siteb β (Å−1)
DNA (ST) D2O glass T−• + CD• 0.9
DNA (ST) H2O glass T−• + CD• 0.8
polydAdT D2O glass T−• 0.75
polydIdC D2O glass CD• 1.4
polyG polyC D2O ice CD• 0.8
DNA (ST) D2O ice T−• + CD• 0.7

a ST = salmon testes
b C(N3)D•  is the N3 protonated cytosine anion radical
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the rate of electron transfer was less affected because the proton transfer was less 
downhill and was reversible [6, 7, 52, 56–60].

8.4.2.2 � Inter-Duplex Charge Transfer

Studies of electron transfer at different levels of hydration [6, 7, 52, 57] showed that 
the rates of transfer varied with the distances between duplexes (Fig. 8.7). Thus, the 
electron transfer rate from a DNA base ion-radical to a MX trapping site decreased 
with increasing intervening waters of hydration between DNA duplexes [57]. As 
can be seen, the tunneling transfer rate was strongly (exponentially) dependent on 
the interduplex distance so that a quantitative treatment allowed for the estimation 
of interduplex distances. By replacing the sodium counterion of MX-DNA with 
various aliphatic amine cations, e.g., spermine tetrahydrochloride (SP), dodecyl-
trimethylammonium bromide (DOD), and octadecyltrimethylammonium bromide 
(OCT) and polymeric amine cations, e.g., poly-l-lysine hydrobromide (PLL) and 
polyethylenimine hydrochloride (PEI) Cai et al. [52, 59] varied the separation be-
tween DNA duplexes. The radiation-produced electrons from these complexing 
agents were found to be readily transferred to the more electron affinic DNA. They 
also found that the addition of a second layer of aliphatic amine cations further sup-
pressed the transfer of DNA radicals to near that found for isolated DNA duplexes 
[52, 59]. Thus, they quantified the distance dependent electron transfer between 
DNA double strands [59].

Electron spin resonance studies showed that as the temperature was increased 
from 77 K to near 200 K, the rate of activated processes (hopping) became clearly 
dominant over tunneling [1, 2, 6–12, 25, 26, 52, 62]. At room temperature, since 
tunneling is only competitive over short ranges, long range charge transfer takes 
place by hopping combined with tunneling [1, 2, 6–12, 25, 26, 52, 62]. Studies of 
electron and hole transfer rates at ambient conditions using pulse radiolysis, laser 
flash photolysis and steady state photolysis coupled with strand break measure-
ments have provided strong evidence for long range hole transfer of 100 bp and 
more [1, 2, 6–12, 25, 26, 52, 66–70].
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8.5 � General Reactions of Stabilized (or Trapped) DNA 
Ion-Radicals (Cation and Anion Radicals)

Direct-type effects produce (Scheme 8.1), both DNA-cation radicals (DNA•+) and 
DNA-anion radicals (DNA•−). DNA•+, is, in general, much stronger proton donor, 
i.e., a stronger Brönsted acid and DNA•− is a stronger proton acceptor, i.e., a stron-
ger Brönsted base, than their parent compounds [2, 71, 72]. The prototropic equilib-
ia of DNA•+ and DNA•− will be explored in this section. Of special interest will be 
specific examples in which the prototropic equilibria are between the base pairs.

For DNA•+, deprotonation [70] competes with electrophilic addition by a proxi-
mate nucleophile, either an anion such as OH− or a neutral molecule such as H2O 
[72]. As an example, an ESR spectroscopic study of 3-methylthymidine cation 
radical (N3-Me-Thd•+) at pH ca. 7 and at ca. 160 K shows ca. 70 % irreversible 

Fig. 8.7   Combined Intra- and Inter-duplex strand transfer rate. The transfer rate of excess elec-
trons, holes to MX in DNA at 77  K as a function of Γ is shown. The distance between DNA 
duplexes increases with hydration and slows the inter duplex electron and hole transfer rates. Ice 
formation at 30 waters/nucleotide forces the DNA together with 14 waters/nucleotide between 
them in the amorphous phase. The accompanying increase in transfer rates provides striking evi-
dence of inter-duplex charge transfer. Reprinted with permission from Ref. [59], J. Phys. Chem. B, 
Copyright (2001), American Chemical Society
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deprotonation from the methyl group at C5 in the base moiety and ca. 30 % OH−/
H2O addition also at C5. At pH near 7, reversible deprotonation is the main reac-
tion that DNA•+ undergoes [1, 2, 6–12, 25, 26, 73]. However, at pHs ca. 9 and 12, 
the OH−/H2O addition to N3-Me-Thd•+ at C5 in the base moiety prevails over the 
deprotonation [73].

DNA•− undergoes both reversible and irreversible protonations [1, 2, 6–12, 25, 
26]. For example, C(N3)H• is produced via reversible protonation at N3 of C•− from 
N1 of the complementary base guanine (Scheme 8.4), and the driving force for this 
protonation was shown to be an enthalpy change of − 52 kJ/mol [8, 25]. ESR/EN-
DOR studies employing X-ray irradiated (4 K) single crystals of cytosine monohy-
drate have shown that even at 4 K, C•− is protonated at N3. Thus, it is not surprising 
that C•− has not been observed in DNA [8, 25].

T•− in dsDNA, unlike C•−, does not undergo a similar reversible protonation re-
action [74]. We note here that all DNA base anion radicals as free bases have been 
shown to undergo irreversible protonations at carbon sites [75]. In DNA, owing to 
electron tunneling (Sect. 8.4), the excess electrons are localized onto the electron 
affinic pyrimidine bases C•− and T•−, so that G•− and A•− are not observed even at 4 K 
[1, 6–12, 25, 26]. However, upon annealing from 77 K to 130 K, the T•− population 
was shown to decrease from ca. 50 to 25 % with a concomitant increase in C(N3H)• 
indicating that electron transfer occurs from T•− to C [76]. Upon further annealing, 
T•− is observed to undergo irreversible protonation from solvent to produce the C6 
hydrogen adduct, T(C6)H• (Scheme 8.2). T(C6)H• was the earliest identified and the 
most well-investigated radical by ESR studies of irradiated DNA [77].

8.5.1  �Prototropic Equilibria of G•+ in Various Model Systems

The acid-base characters of the DNA ion-radicals are manifested in their pKa values. 
These pKa values have been extensively studied in aqueous solutions at ambient 
temperatures using pulse radiolysis [2, 71]. Recently, a combination of systematic 
ESR and UV-VIS absorption spectroscopic studies have been undertaken to study 
the prototropic equilibria of DNA cation-radicals in different DNA-model systems, 
monomers [29, 78–80], ss DNA-oligomers [29, 79], and dsDNA-oligomers [29, 81, 
82]. These results have been summarized in recent reviews [11, 12].

8.5.1.1 � Prototropic Equilibria of G•+ in Monomers

Using pulse radiolysis of various analogs of dGuo, Steenken proposed that G•+ in 
dGuo by deprotonation from N1 at pH 3.9 to give G(N1–H)• and then G(–2H)•−) via 
a second deprotonation from the exocyclic N-atom (N2) at pH > 10.8 (Scheme 8.5) 
[2, 71]. Moreover, in nucleotides of dGuo (e.g., 5′-dGMP), the phosphate group at 
5′ did not significantly affect the prototropic equilibria shown in Scheme 8.5 [2, 71]. 
Steenken and his co-workers obtained the pKa value of G•+ in dGuo as well as that 
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of the exocylic amine group in 1-methylguanosine cation radical (1-Me-Guo•+) in 
aqueous solutions at ambient temperature as ca. 3.9 and ca. 4.7 respectively [2, 71]. 
The closeness of these two pKa values implies that, for G•+ in dGuo, the deproton-
ation from N1 should be competitive with the deprotonation from the exocyclic ni-
trogen (N2) (Scheme 8.5). On the basis of theoretical calculations, von Sonntag did 
propose that G(N1–H)• would be favored over G(N2–H)• in environments with high 
dielectric constants, such as water [2, 82]. Also, the energies involved in producing 
G(N1–H)• and G(N2–H)• have been theoretically predicted to be similar [2, 82–85].

In X-ray-irradiated single crystals of Guo, dGuo, 5′-dGMP and 3′,5′-cyclic gua-
nosine monophosphate, ENDOR studies have shown that deprotonation of G•+ re-
sults in G(N2–H)• rather than in G(N1–H)• in these crystalline environments [8, 
10–12, 25]. Moreover, employing pulse radiolysis and theoretical calculations, 
Chatgilialoglu et al. [86–88] have proposed that formation of G(N1–H)• takes place 
via a water-assisted tautomerization of the transiently formed G(N2–H)•. Thus, de-
spite a considerable number of experimental and theoretical studies of G•+ and its 
deprotonated species, the initial specific site of deprotonation (at N1 or at N2) in 
G•+ was still an open question [2, 78, 83]. In order to address this issue, Adhikary 
and coworkers have used specific deuterium isotopic substitution at the guanine 
C8 and 15N substitution at N1, N2 and N3 atoms in the guanine ring, in an ESR 
investigation coupled with UV-Visible spectroscopic and theoretical calculations to 
yield new insights into the problem [78]. This has led to the following conclusions 
regarding the specific protonation states of one-electron oxidized guanine in dGuo 
at various pHs: (i) at pHs 3 to 5, G•+ exists as a cation radical, (ii) in the pH range 7 
to 9, the singly deprotonated species G(N1−H)•, is present, and (iii) at pH ≥ 11, the 
doubly deprotonated species G(−2H)•− is present [78].

Scheme 8.5   The prototropic equilibria of guanine cation radical (G•+), its mono- deprotonated 
species ((G(N1–H)• and G(N2–H)•), in syn and anti- conformers with respect to the N3 atom) and 
the di- deprotonated species (G(–2H)•−) along with the numbering scheme of G•+ are represented. 
Adapted with permission from Ref. [78], J. Phys. Chem. B, Copyright (2006), American Chemical 
Society
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In this work, the experimental and theoretical 14N and proton hyperfine coupling 
constants (HFCC) found for the various radicals involved in one electron oxidized 
guanine in Guo as a function of pH, i.e., G•+, G(N1−H)•, and in G(−2H)•− have 
been compared [78]. Ab-initio DFT calculations for various one-electron oxidized 
guanine radicals with seven to ten waters of hydration, confirmed assignments of 
experimentally observed hyperfine couplings to nitrogen atoms [78]. These results 
have unambiguously established that the N1 site is the thermodynamically favored 
site of deprotonation in G•+ even at 77 K and N1-atom does not have an observable 
spin density in G•+, in G(N1−H)•, and in G(−2H)•− [78].

8.5.1.2 � Prototropic Equilibria of G•+ in the Base Pair (G•+: C)

The various radical species involved in the prototropic equilibria of G•+:C are 
presented in Scheme 8.6 which shows that the equilibria consists of two distinct 
deprotonation processes: (a) intra base pair proton transfer from N1 of G to N3 of 
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in C:G•+. The intra-base pair proton transfer in C:G•+ (process 1) and proton transfer to water 
either from the N1 atom (process 2) or from the nitrogen atom in the exocyclic amine (N2) of the 
guanine moiety in the one-electron oxidized G:C (process 4) are shown. Process 3 shows the inter-
conversion between C:G(N1−H)• and C:G(N2−H)•. The relative stabilities between C:G(N1−H)• 
and C:G(N2−H)• have been calculated using fully optimized geometries of C:G(N1−H)• and 
C:G(N2−H)• in the presence of 11 water molecules employing the B3LYP/6–31+G** method. 
These near identical values, thus obtained, are provided in parentheses. Ref. [81] should be con-
sulted for details. Adapted with Permission from Ref. [81], Phys. Chem. Chem. Phys., Copyright 
(2010) Royal Society of Chemistry
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C, and (b) duplex-to-solvent deprotonation, either from N1 of G or from N2 of G 
or both.

Intra-Base Pair Proton Transfer

Intra-base proton transfer is of great interest with respect to hole transfer 
(Scheme 8.2) and the reactions of the cation radical [2, 8, 11, 12, 30, 31, 71, 81, 
89–91]. As part of a study to investigate the transfer, it has been shown that the ESR 
spectra of C8-deuterated dGuo cation radical (G*•+) is easily distinguishable from 
that of its N1-deprotonated form (G*(N1–H)•) (Fig. 8.8a) [30, 31, 78]. Using G* 
incorporated into double stranded (ds) DNA-oligomers, only the ESR spectrum of 
G*(N1−H)•:C(+ H+) has been observed (Fig. 8.8b) [30, 31]. This has provided the 
direct evidence of intra-base pair proton transfer in G•+:C [30, 31]. Also, this result 
has confirmed Steeken’s prediction [71] that, via this intra-base pair proton transfer, 
the spin would remain on the guanine and the charge would move to cytosine. Also, 
ESR studies employing G* incorporated into a ssDNA model oligomer TG*T has 
established that the one-electron oxidized guanine exists as an equal mixture of G•+ 
and G(N1–H)• [30, 31]. Therefore, the cytosine base in dsDNA is a better proton 
acceptor than the surrounding solvent available to ssDNA.

DFT calculations using 11 explicit waters of hydration around the various GC-
radical species as a model of the hydration shell showed that ∆G = -0.65 kcal/mol, 
so that intra-base pair proton transfer in the G•+:C pair is slightly favorable [89]. 

G*• +

a

G*(N1-H)•

8-D-dGuo (G*)

b

d[G*CG*CG*CG*C]2

G*(N1-H)•
ca.100%

Fig. 8.8   a ESR spectra of: a G*•+ and G*(N1–H)• obtained from glassy (7.5 M LiCl in D2O) 
samples of G* [G* = 8-D-dGuo, 96 % D] (3 mg/mL). b Spectrum of the one-electron oxidized ds 
DNA oligomer d[G*CG*CG*CG*C]2 (2 mg/mL), again with G*(N1–H)• from A in grey super-
imposed. The match of black and grey spectra in (b) shows that one-electron oxidized guanine in 
dsDNA oligomer d[G*CG*CG*CG*C]2 exists as G*(N1–H)•. Ref. [30] should be consulted for 
details. Reprinted with permission from Ref. [30], J. Am. Chem. Soc., Copyright (2009) American 
Chemical Society
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Therefore, these ESR (Fig. 8.8) and theoretical results have confirmed Steenken’s 
[71] and Bernhard’s [8] suggestion that intra-base pair proton transfer from the gua-
nine N1 to the cytosine N3 in the G•+:C pair should be favorable.

Duplex-to-Solvent Deprotonation from the Exocyclic N-atom (N2) of Guanine in 
one-Electron Oxidized G:C

Based on experimental (pulse radiolysis and ESR) [2, 71, 81] as well as theoreti-
cal (DFT) [12] evidence, it has been shown that one-electron oxidized 1-Me-dGuo 
is the best model for dGuo itself that allows for deprotonation of the cation radi-
cal only from N2. Thus, the benchmark spectra of the actual cation radical and its 
corresponding N2 deprotonated form (G(N2–H)•) have been obtained employing 
1-methyl-2′-deoxyguanosine (1-Me-dGuo) [81] and were employed to establish the 
duplex-to-solvent deprotonation process from N2 of guanine in one-electron oxi-
dized G:C in DNA systems (Scheme 8.6).

A further elaboration of the nature of duplex-to-solvent deprotonation has been 
provided by the ESR spectra of G(N2–H)• formed via one-electron oxidation by 
Cl2

•− in matched samples of 1-Me-dGuo in 7.5 M LiCl (H2O) (black) and in 7.5 M 
LiCl (D2O) (grey) (Fig. 8.9a). In the expanded wings of Fig. 8.9a, the ca. 8 G Azz 
hyperfine coupling of the N2-H proton of G(N2–H)• in H2O (black) is evident; 

a

G(N2-H)•in
1-Me-dGuo  

b
d[TGCGCGCA]2

x 5

x 5
x 5

x 5

7.5 M LiCl / H2O
pH ca. 9 

7.5 M LiCl / H2O
pH ca. 9 

7. 5 M LiCl / D2O
pD ca. 9 

G(N2-H)•: C

Fig. 8.9   a Authentic ESR 
spectra (77 K) of G(N2−H)• 
produced via one-electron 
oxidation of 1-Me-dGuo 
in glassy (7.5 M LiCl) in 
H2O ( black) and in D2O 
( grey) samples. The Azz 
component of the N2-H 
coupling of G(N2−H)• in 
H2O is shown with the aid 
of expansion of the wings 
by factor of 5; this coupling 
is lost in D2O. b Spectrum 
(77 K) of the one-electron 
oxidized d[TGCGCGCA]2 
found in a matched sample 
of d[TGCGCGCA]2 in H2O 
( black). Comparison of 
spectrum (b) with the black 
spectrum shown in figure (a) 
represents that the Azz compo-
nent of the remaining N2-H 
proton hyperfine coupling 
of G(N2−H)• is visible (as 
indicated by the dotted lines) 
in the wings. Ref. [81] should 
be consulted for details
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this coupling is lost in D2O glasses (grey). When the spectrum of one-electron 
oxidized d[TGCGCGCA]2 (black) obtained from a matched sample in an H2O glass 
(Fig. 8.9b) is compared with that from 1-Me-dGuo the Azz hyperfine component 
of the exchangeable N-H atom of G(N2–H)• is observed. This thereby identifies 
the G(N2–H)• spectrum as a contributor to the spectrum of one-electron oxidized 
d[TGCGCGCA]2; analyses have suggested that G(N2–H)• contributes ca. 60 % and 
G(N1–H)• accounts for ca. 40 % [81]. This finding is in accord with DFT calcula-
tions which predicts near identical stabilities of these radicals (Scheme 8.6) [81].

8.6 � Role of G•+ as a Hole Scavenger and Radioprotector

One-electron oxidized DNA constituents, i.e., the oxidized bases (G•+, A•+, C•+, T•+) 
and the sugar-phosphate backbone ([sugar-phosphate]•+), are produced on direct 
ionization when DNA is irradiated [6–12, 25, 26]. Via base-to-base and backbone-
to-base hole transfer processes [16, 92], the hole is localized to the site with the 
lowest ionization potential, guanine, the dominant oxidized site in DNA forming 
G•+ (Scheme 8.2). The subsequent reactions of G•+ that lead to the formation of 
various diamagnetic stable lesions have been well investigated, and among these le-
sions, 8-oxo-G is the most studied one [93–96]. 8-Oxo-G is the most often observed 
guanine modification upon exposure of cells to oxidative stress and has significant 
biological consequences [93–96]. Therefore, elucidation of the mechanism of for-
mation 8-oxo-G and its subsequent products in irradiated DNA is of interest. Direct 
ESR spectroscopic evidence of the mechanistic pathway from G•+ to 8-oxo-G has 
been elaborated (Scheme 8.7) [28, 29]. It is well established that for the formation 
of diamagnetic 8-oxo-G in dsDNA, the one-electron oxidized G must remain in its 
cation radical state (G•+:C) [30, 31, 81, 82, 97–100].

The ESR investigation has used matched samples of γ-irradiated hydrated 
(Γ = 12 ± 2 D2O/nucleotide) DNA in the presence and absence of the electron scav-
enger [thallium(III)] in the absence of oxygen [28, 29]. Additionally, to confirm the 
nucleophilic addition of water at C-8 of guanine base (Scheme 8.8), the samples 
were hydrated with either H2O

17 or H2O
16 [28, 29].

Scheme 8.7   Reprinted with permission from Ref. 28a, Nucleic Acids Res., Copyright (2004), 
Oxford University Press
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Figure 8.10 shows mainly G•+:C formed after γ-irradiation in H2O
16 and in H2O

17. 
No reaction with H2O occurs at 77 K, so the spectra are identical. Figure 8.10b 
presents the subtraction of H2O

17 samples from otherwise identical H2O
16 samples. 

Figure  8.10b clearly shows the conversion of G•+:C to the intermediate doublet 
of •GOH from 214 K to 222 K and to the sharp singlet of 8-oxo-G•+ from 214 
(starting) to 258K (complete conversion via an overall three one-electron oxidation 
steps) (Schemes 8.7 and 8.8).This doublet ESR spectrum of •GOH formed via the 
nucleophilic addition of water at C-8 of guanine is shown in Fig. 8.10c. The sharp 
singlet that is observed at 258 K in Fig. 8.10b is due to 8-oxo-G•+, and as expected, 
in H2O

17, the ESR spectrum broadened due to unresolved hyperfine coupling from 
O17 (Fig. 8.10d).

The spectra of radicals labeled with 17O are broadened by unresolved 17O hy-
perfine couplings, and thus only the spectra of radicals formed due to 16O water 
addition and the subsequent reactions are directly isolated by the simple subtraction 
technique used and described in the figure legend. Note that all non-water addi-
tion radicals formed in each set are subtracted out as they are unaffected by 17O 
couplings and the associated line broadening. These ESR studies provide an unam-
biguous detection of the intermediate •GOH involved in the formation of 8-oxo-G•+ 
(Scheme 8.8) in DNA.

Recent studies on prototropic equilibria of one-electron oxidized guanine in 
DNA and DNA-model systems (Sect. 8.5) when combined with the results above 
have led to the following pertinent findings:

(a) The Guanine Cation Radical Form (G•+:C) is Necessary for 8-oxo-G•+ Forma-
tion  The results shown in γ-irradiated DNA-Tl3+-samples hydrated in H2O enriched 
with 17O (59.9 %) in Fig.  8.10 in conjunction with the mass spectrometric stud-
ies in H2O

18, Shafirovich et al. [97, 98], Cullis et al. [99], and Cadet et al. [100] 
clearly establish that the cation radical form (G•+:C, Scheme 8.6) is necessary for 
the formation of •GOH by water addition and subsequent formation of 8-oxo-G•+ 
(Schemes 8.7 and 8.8).

(b) The Activation Barriers of Formation of •GOH and Its Conversion to 8-oxo-G•+ 
Are Low  The low temperature range 200 to 258 K at which formation of •GOH and 
its conversion to 8-oxo-G•+ take place [28, 29] suggests that these reactions both 
have small activation barriers (< 5 kcal/mol). Therefore, at ambient temperatures 
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Scheme 8.8   Mechanism of formation of •GOH by nucleophilic addition of water to G•+ and the 
subsequent conversion of •GOH to 8-oxo-G•+ in γ-irradiated DNA-Tl3+-samples hydrated in H2O 
enriched with 17O (59.9 %) by two one-electron oxidations. Reprinted with permission from Ref. 
[28, 29], Nucleic Acids Res., Copyright (2004), Oxford University Press
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which are more biologically relevant, the rates of these one-electron oxidations 
shown in Schemes 8.7 and 8.8 should be quite fast.

(c) Formation of 8-oxo-G and Its Subsequent One-Electron Oxidation Products Is 
a Radioprotective Process  It is evident from Scheme  8.7 that the multiple one-
electron oxidation processes lead to formation of 8-oxo-G•+ and subsequent dia-

Fig. 8.10   ESR spectra observed in γ-irradiated (22 kGy) DNA-Tl3+ (Tl3+, 1/10 bp) samples with 
and without water enriched with 17O (59.9 %) a At 77 K, with only G•+:C present no difference in 
the spectra in H2

16O or H2
17O is observed, as expected. b Subtraction of the H2O

17 spectra from the 
H2O

16 spectra at each temperature from 204 K to 258 K shows the initial formation of the doublet 
in (c) due to •GOH and its conversion to the singlet in (d) due to 8-oxo-G•+ at 258 K. This technique 
isolates only the water addition radicals. c The upper spectrum is the isolated spectrum of •GOH 
from subtractions of spectra shown in panel (b). The lower spectrum is the computer simulated 
spectrum of •GOH employing the hyperfine parameters A(1H) = 28 G, A(1N) = (20, 0, 0) G, with 
g = 2.0026, 2.0037, 2.0037, and linewidth = (8, 6, 6) G. d After 15 min of annealing at 258 K, the 
spectra of 8-oxo-G-radical (8-oxo-G•+) with 17O and 16O labeling at C8 are presented. The 17O 
spectrum has the appropriate amount of 16O 8-oxo-G•+ spectrum subtracted. The increased breadth 
of the 17O spectrum in B is attributed to unresolved 17O hyperfine couplings and is clear evidence 
for the hydration reaction. Adapted with permission from Ref. [28, 29], Nucleic Acids Res., Copy-
rights (2004 and 2007) Oxford University Press
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magnetic products. Such funneling of holes to a single guanine moiety can occur 
via long range hole hopping and this has been suggested to be a radioprotective 
mechanism even at therapeutically relevant low doses [7, 28, 29].

(d) Mechanisms of 8-oxo-G Formation in Direct-Type and in Indirect Effects  In 
case of the indirect effect, the electrophilic addition of •OH at C-8 of the guanine 
base in neutral G:C pair leads to •GOH [2, 101] whereas in case of direct-type 
effect, the nucleophilic addition of water at the guanine base in G•+:C leads to •GOH 
[28, 29]. •GOH is a highly reducing radical [2, 28, 29, 101] and hence Fig. 8.10 
shows that •GOH is very easily and rapidly oxidized to 8-oxo-G by various oxidants 
(e.g., singlet oxygen, G•+:C etc.). Thus, once •GOH is formed, further one-electron 
oxidations (Scheme 8.7) are possible even by oxidants that are milder than singlet 
oxygen (for example, O2, HO2

• [102])

8.7 � Ion-Beam Irradiated DNA

In this section, we present an overview of radical formation in ion-beam irradi-
ated hydrated DNA and, because ion-beam studies of DNA are sparse [7, 11, 33–
35], a review of some early studies on DNA components. The yields of radicals 
found trapped at 77 K are significantly affected by the track structure and relatively 
high LET inherent in ion-beam irradiation [11]. By comparing the yields of spe-
cific radicals in ion-beam irradiated samples with the yields of the same radicals 
in γ-irradiated samples, the spatial organization of the stabilized radicals can be 
inferred [11]. The higher absolute yields of some specific backbone radicals in ion-
beam irradiated samples, relative to γ-irradiated samples suggests, that there are 
mechanisms of radical formation that are specific to the ion-beam track core [11].

8.7.1  �Ion-Beam Track Structure

The population mix, spatial organization, and yields of irradiation formed radicals 
in ion-beam irradiated DNA is heavily dependent on the track structure of the ion-
beam used. Although there are many different experimental and theoretical models 
that attempt to characterize track structures [103–110], all share the common fea-
ture of postulating the existence of a small volume, along the beam path, of very 
high energy deposition. In this volume there is a high density of ionizations of the 
target material caused by direct interaction of the ion with electrons in the target, as 
well as ionizations caused by scattered electrons that stay within the volume, and 
the LET is extremely high. In the model used by Chatterjee [107, 110], this vol-
ume is called the track core. Electrons that escape the core, called delta rays, cause 
sparse ionization in a very large volume surrounding the core. In this volume, the 
so-called penumbra, the LET is low and the energy deposition much like that which 
would be expected from low LET radiation such as γ- and X-irradiation. Figure 8.11 
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illustrates this picture for a 97.5 MeV/nucleon 20Ne10+ ion in H2O with LET = ca. 
70 keV/µm.

In order to understand the radiation chemistry and spatial organization of the 
radicals formed after ion beam irradiation, the processes that occur in the core must 
be experimentally distinguished from those that occur in the penumbra.

8.7.2 � 16O8+ studies

In what appears to be the first published report on heavy ion irradiation of hydrated 
DNA, fully stripped oxygen-16 ions (60 MeV/nucleon) were used to irradiate salm-
on testes DNA hydrated to Γ = 18 D2O/nucleotide [33]. D2O was used for hydration 
because it resulted in narrower ESR line components than H2O, and allowed for 
more accurate computer analyses of the composite ESR spectra that result. Two 
samples were stacked along the beam path such that the average beam LET was 
100 keV/µm in the front sample and 300 keV/µm in the rear, with the Bragg peak 
occurring in the rear sample [33].

Comparison of the ESR spectra from 16O8+ irradiated samples with those from 
γ-irradiated samples revealed a much higher spectral intensity in the wings of the 
spectra of the ion-beam irradiated samples. In all these spectra, the central portion 
of the spectra is dominated by a signal from the three base radicals trapped at 77 K, 
G(–H)•, C(N3)H• and T•− (Sect. 8.2). On the other hand, the wings are dominated by 
line components now believed to originate with the sugar radicals, C1′•, C3′•, C5′•, 
and C3′•dephos (Scheme 8.2). Thus, it has been concluded that 16O8+ irradiation results 
in the formation of a higher percentage of sugar radicals than did γ-irradiation. The 
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Fig. 8.11   Track structure 
of a 97.5 MeV/nucleon 
20Ne10+ ion in water with 
LET = ca. 70 keV/µm. Ions 
are generated at the bottom. 
Each dot represents a point 
where energy is deposited. 
Reprinted with permission 
from Ref. [111], Radiation 
Research, Copyright (2006), 
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central portions of the two different spectra, i.e. that from γ-irradiation and that from 
ion irradiation, when normalized to equal intensity, overlapped well, indicating the 
relative amounts of the base radicals produced in each irradiations were similar 
(Fig. 8.12).

Dose-response curves constructed from five different samples irradiated for dif-
ferent times in the ion-beam using the relationship (8.1), gave the G-values shown 
in Table 8.4.

�
(8.1)

In Eq. (8.1), Y is the yield of radicals (µmol/kg) at dose D (Gy). G is the yield in 
µmol/J and k (Gy−1) is a constant that characterizes the sensitivity of pre-existing 
radicals to destruction by radiation. A larger k for a specific previously trapped radi-
cal indicates that it is more easily destroyed by radiation than if it had a smaller k. 
The G-value for total radical formation, that is the sum of the yields for base radicals 
and sugar radicals, is much smaller for ion irradiated samples than for γ-irradiated 
samples. This is attributed to the track structure of the ion, specifically to rapid ion 
radical recombination in the track core ( vide infra.)

A hitherto unreported phosphoryl radical (ROPO2
•−) was also found in 16O8+ 

irradiated DNA, as about 0.1 % of the total trapped radical population at 77  K 

(1 )kDGY e
k

−= −

Fig. 8.12   ESR spectra of γ- and ion-beam irradiated hydrated (Γ = 18 D2O/nucleotide) DNA at 
77 K. a γ-irradiated to 100 kGy, LET ca. 0.3 keV/µm. b Ion-beam irradiated to ca. 240 kGy with 
LET ca. 100 keV/µm. c Ion-beam irradiated to ca. 625 kGy with LET ca. 300 keV/µm, includes 
Bragg peak. Note the increase in intensity in the wings in B and C, indicating higher concentra-
tions of sugar radicals. This is likely due to both the higher doses in B and C, as well as the higher 
LETs. Reprinted with permission from Ref. [33], Radiation Research, Copyright (1996), Radiation 
Research Society
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in a sample that contained the Bragg peak [33]. This radical was attributed to a 
LEE-initiated dissociative electron attachment process that causes a strand break, 
and the radical is a direct product of the strand break, caused by rupture of a P–O 
bond proximate to C3′ and/or to C5′ (Scheme 8.9). In this process, there are two 
separate paths for bond cleavage, as shown in Scheme 8.9, for reaction at C3′, both 
of which cause a strand break.

The C3′•dephos was observed in later experiments using argon [34] and krypton 
[35] ion-beams, as described below.

8.7.3  �Dry DNA

An investigation that used four different heavy ion-beams (Table 8.4) to irradiate 
“dry DNA” reported G-values for total radical formation at 77 K after annealing to 
140 K, and the radical mix as a function of temperature for 209Bi irradiated samples 
[22]. So called “dry DNA” is prepared by storing polymeric DNA in a desiccation 
chamber over Drierite for 10 days, or by pumping on the DNA using a vacuum line. 
In actuality, “dry” DNA retains 2.5 H2O per nucleotide at the phosphate groups [54]. 
With low LET irradiation, the total yield of DNA-radicals in dry DNA is lower than 
that found for higher hydrations levels [36], and the radical population mix is slight-
ly altered [76]. An electron scavenger, [Fe(CN)6]

3−, was incorporated into some 
DNA samples so that the oxidative path could be investigated; there was little dif-
ference found with electron scavenger present. In this work the samples were only 
ca. 0.05 mm thick. Even so, the LET increased as the beam penetrated the sample, 

Table 8.4   G-values for total radical yield in ion-beam irradiated hydrated DNA
Radiation type LET (keV/µm) G (µmol/J)

Γ = 2.5 Γ = 12 Γ = 18
γ ca. 0.3 0.133a 0.22b 0.304a

Xc ca. 0.3 0.122
18Od 100 0.1

300 0.04
40Are 350 0.148
36Ar 600 0.136
40Ar 800 0.063
86Krf 1080 0.083

1175 0.097
1460 0.078
2000 0.063
4000 0.020

50Tic 1521 0.064
68Znc 3861 0.035
197Auc 11650 0.101
209Bic 12440 0.042

a Ref. [36]; b Ref. [35]; c Ref. [22]; d Ref. [33]; e Ref. [34]; f Ref. [35]
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so the LETs reported are initial LETs. However, none of the samples contained the 
Bragg peak. The ion-beams used are given in Table 8.4.

As observed with 16O irradiation and with other ion-beams ( vide infra), overall 
G-values for total radical formation at low temperatures are lower than that found 
with low LET irradiation (Table  8.4) An analysis of the 209Bi irradiated sample 
spectra at 140 K shows the presence of a form of G•+ radical (23 % of radicals), 
the pyrimidine anions (40 %), a possible UCH2

• (23 %), and the T(C6)H• (3 %) on 
the bases [22]. A possible C1′• is also proposed [22]. In this sample, the authors 
could not distinguish the UCH2

• spectrum from the C1′• spectrum so the 23 % figure 
quoted for UCH2

• includes any C1′• present [22]. An ESR triplet spectrum thought 
to originate with cytosine protonated at the exocyclic nitrogen is assigned to another 
11 % of the total spectrum intensity at 140 K [22]. As the sample is annealed above 
200 K, two low intensity spectra appear [22]. These are a doublet, now known to 
originate with •GOH (appears at ca. 200 K) and a sharp singlet, now known to origi-
nate with 8-oxo-G+• (appears at ca. 240 K) (Sect. 8.6 and Ref. 28).

When compared to X-irradiated DNA investigated in the same lab, 209Bi irradi-
ated DNA has a higher percentage of sugar radicals present [22]. Even though the 
total yield of radicals for 209Bi irradiated samples is about 34 % that of X-irradiated 
radicals, the percentage each of the radicals found, except for sugar radicals, is very 
similar in X-irradiated and 209Bi irradiated samples [22].

8.7.4  �Ar and Kr Ion-Beam Irradiation

An investigation of hydrated DNA (Γ = 12 D2O/nucleotide) irradiated with a variety 
of Ar ion-beams provided a model for a radiation chemistry track structure model 

Scheme 8.9   Formation of C3′•dephos and ROPO2
•− in DNA from LEE. LEE attack results in forma-

tion of an excited state transient anion radical. Two alternate reactions may then occur. With path 
A and cleavage of a C–O bond, C3′•dephos and a diamagnetic anion are formed. On the other hand, 
path B, with cleavage of a P–O bond, results in formation of ROPO2

•− and, also, a diamagnetic 
anion. Both paths cleave a bond in the sugar-phosphate backbone and, thereby, cause an immediate 
strand break. Reprinted with permission from Ref. [35], Radiation Research, Copyright (2012), 
Radiation Research Society
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for this type of irradiation [34], as opposed to a physical track structure model. 
Various physical track structure models strive to understand the nature of the energy 
deposition in the heavy ion track [103–111], whereas the radiation chemistry track 
structure model describes the different radical chemical reactions that occur in dif-
ferent parts of the track. Clustered damage has been shown as a particularly danger-
ous DNA lesion in plasmid DNA [3]. If we assume that clustered damage originates 
with specific chemical processes, elucidation of the spatial location of the reactions 
that occur after irradiation can help explicate the formation of clustered damage.

The specifics of the Ar ion-beams used, the LETs that resulted and the total 
yields of radicals found are given in Table 8.5. As found in previous and later work, 
the total yield of trapped radicals at 77 K is less than that found for γ-irradiation 
(Table 8.4). The difference in total yields is inextricably bound up in the details of 
the ion-beam track structure.

The bulk of the population of radicals trapped at 77 K are base radicals [G(N1–
H)•, C(N3)H•, and T•−] and sugar radicals (C1′•, C3′•, C5′•, and C3′•dephos). Analy-
ses of the yields of these radicals (Fig. 8.13) indicated that the base radical yield 
was highly depressed in the ion-beam irradiated samples, relative to γ-irradiated 
samples.

Table 8.5 presents these results for samples with Γ = 12 D2O/nucleotide. In the 
radiation chemistry track structure model proposed in this work, this discrepancy 
was accounted for by assuming that few of the base radicals stabilized at 77  K 
originate with the track core. Because of the high energy density in the core, ion-
izations occur very close to each other and a rapid recombination of positive ion 
radicals with nearby electrons, driven by Coulomb attractions, destroys most base 
ion-radicals. The base radicals are assumed to form predominantly in the track pen-
umbra, in a low LET type environment consisting of spurs, blobs and short tracks.

With this model, it was possible to calculate the partition of energy between the 
core and the penumbra. It was assumed, for the sake of simplicity, that all the base 
radicals are formed in the penumbra and that the penumbra is a γ-irradiation like 
region, thus, the ratio G(Arbase)/G(γbase) gives the percentage of the beam energy 
deposited in the penumbra. The remainder of the energy is, of course, deposited in 
the core. For Ar ion-beam irradiated samples at various hydrations and LETs from 
350–650 keV/µm, the energy partition found is about 50 % in the core and about 
50 % in the penumbra. For a sample at LET = 800 keV/µm, 24 % of the energy is 
deposited in the penumbra and 76 % in the core (Table 8.5).

Table 8.5   Yields of radicals in irradiated hydrated (Γ = 12 D2O/nucleotide) DNA
Irradiation Type LET (keV/µm) G(base radicals)a G(sugar radicals)a G(Arbase)/G(γbase)

γ Ca. 0.3 0.19b 0.030 –
Ar 350 0.116 0.032 0.61
Ar 600 0.104 0.032 0.55
Ar 800 0.045 0.018 0.24

a µmol/J; b Ref. [34]
c With DNA hydrations different from Γ = 12, G(Arbase)/G(γbase) ranges from 0.49 to 0.56
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Even though the yields of sugar radicals for Ar irradiated samples at 350 keV/µm 
and 600 keV/µm seemed to be the same as that for γ-irradiated samples, the yields 
are calculated based on the total energy deposited in the sample even though only 
about half the energy is actually deposited in the core [34]. This indicates that there 
are processes that result in sugar radicals that occur in the core that do not occur 
in γ-irradiated samples [34]. The most likely candidates are excited state reactions 
(Sect. 8.8.2). Approximately 90 % of the relatively high yield of sugar radicals is 
formed in the low volume core [34]. These radicals are known to lead to strand 
breaks, and, because of their proximity, may result in damage clusters [34].

A hitherto unknown sugar radical, C3′•dephos, (Scheme 8.2) was found in irradi-
ated, hydrated DNA in all argon ion-beam irradiated samples. This is an imme-
diate strand break radical, in the sense that it is formed as a direct product of a 
strand break, and is almost certainly formed from LEE (Scheme 8.9). ROPO2

•− and 
C3′•dephos are found in a roughly 20/1 ratio, indicating that path B in Scheme 8.9 is 
more favorable than path A.

Fig. 8.13   Dose-response of radicals found in an Ar ion-beam irradiated sample. The G values of 
C(N3)H•, G(–H)• and T•− were lower than in γ-irradiated DNA. Because pre-existing neutral radi-
cals are not very susceptible to destruction by further radiation, the sum of sugar radicals, symbol-
ized by ∑S•, gives a linear dose-response up to the highest dose used. The profile of the sum of the 
three base radicals was very similar to that from γ-irradiation, consistent with the model that posits 
that the base radicals are produced in the γ-irradiation like penumbra. Adapted with permission 
from Ref. [34], Radiation Research, Copyright (2003), Radiation Research Society
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Further development of a radiation chemical track structure model suggested by 
the oxygen and argon ion-beam irradiation studies has recently been provided by 
an investigation using 86Kr36+ as the irradiating ion [35]. In this work, LETs from 
1080 keV/µm to 4000 keV/µm were achieved. The DNA has been hydrated to Γ = 12 
D2O/nucleotide. As previously observed, the overall yields of trapped radicals at 
77 K were lower than that found using γ-irradiation (Table 8.6). Computer analyses 
of the composite ESR spectra that resulted have allowed the absolute yields of base 
radicals and of sugar radicals to be determined. From these the partition of energy 
between the core and penumbra could also be determined (Table 8.6; [35]).

Using the G- and k-values obtained employing Eq.  (8.1), it has been possi-
ble to calculate, Y∞, the theoretical (not actual) yield of base radicals at infinite 
dose for both Kr- and γ-irradiated DNA. For Kr ion-beam irradiated samples, 
Y∞ = 4970 ± 324 µmol/J and for γ-irradiated samples, Y∞ = 5278 µmol/J. This lat-
ter number likely has a ± 20 % error. Both Kr and γ-irradiated samples have shown 
similar distributions of DNA base radicals. This is considered further evidence that 
the base radicals are formed predominantly in a low LET γ-like environment in the 
track penumbra.

From Tables 8.5 and 8.6, it can be seen that the yields of sugar radicals in Kr ion-
beam irradiated samples were somewhat lower than that found in most Ar ion-beam 
irradiated samples. This suggests that the higher LETs for the Kr ion-beam irradi-
ated samples and concomitant higher density of ionizations in the core resulted in 
higher recombination rates of the core-early sugar cation radicals that are precursors 
of neutral sugar radicals [35].

The familiar ROPO2
•− and a second new unidentified phosphorus radical have 

also been found in Kr ion-beam irradiated samples [35]. An ESR spectrum of these 
radicals is shown in Fig. 8.14.

The G-values for formation of ROPO2
•− in Kr ion-beam irradiated DNA samples 

have also been determined [35]. Table 8.7 shows these for the five different LETs 
used. The increase in G-values as LET increases from 1080 to 2000 keV/µm are 
expected from a core process as more energy is diverted to the core. As mentioned 
previously, ROPO2

•− was thought to be formed largely in the core because of its 
very low yield in γ-irradiated samples. The drop in yield at the highest LET of 

Table 8.6   Radical Yields and Energy Partition in 86Kr ion-beam irradiated hydrated (G = 12 D2O/
nucleotide) DNAa

LET (keV/µm) GBase (µmol/J) Gsugar (µmol/J) Fraction energy in 
penumbrab

Fraction energy 
in core

1080 0.056 0.027 0.29 0.71
1175 0.070 0.027 0.37 0.63
1460 0.051 0.027 0.27 0.73
2000 0.038 0.025 0.20 0.80
4000 0.013 0.0075 0.068 0.93

a Adapted from Ref. [35]
b Fraction energy in penumbra = Gbase(Kr)/Gbase(γ), with Gbase(γ) = 0.19 µmol/J
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4000 keV/µm has been suggested to originate with fast recombination in the core, 
driven by Coulomb forces, at the highest core energy density [35].

In this work using Kr ion-beam irradiation, the yield of unaltered base release 
has also been investigated [35]. The total yields of unaltered bases have been ob-
served to be virtually identical to the sugar radical yields for the four lowest LETs 
used, and similar at the highest LET (Table 8.7) [35], at which the authors note that 
experimental error may be large. This is consistent with a model that presumes that 
all base release occurs from the reactions of sugar radicals. It is believed that base 
release is a surrogate for strand breaks ([35], also Sect. 8.8.3.2). This suggests that 
strand breaks originate with sugar radicals in case of the direct effect as found for 
the indirect effect [2, 13, 14].

A radiation chemistry track structure model, using Kr ion-beam results, is sche-
matically represented in Scheme 8.10. The model includes an energy partition as 
well as major chemical events in each ion track region. In the high LET core, there 
is a competition between fast recombination of early sugar cation radicals (part of 
the hole (h+) population) and their deprotonation to form the neutral sugar radicals 

Fig. 8.14   ESR spectra of Kr ion beam (LET = 2180 keV/µm) irradiated hydrated (Γ = 12 D2O/
nucleotide), DNA with dose = 479 kGy. a Solid line, experimental spectrum. Off scale compo-
nents in center originate with base and sugar radicals. Dotted line, sum of b plus c. b. Simulated 
spectrum of ROPO2

•−. c Simulated spectrum of unidentified phosphorus centered radical. c has 
20 % the intensity of b. Consult Ref. [35] for ESR parameters used to simulate spectra b and c. 
The centrally located “x” is at g = 2.00. All spectra have been recorded at 77 K. Reprinted with 
permission from Ref. [35], Radiation Research, Copyright (2012), Radiation Research Society
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which eventually evolve to strand breaks [35]. Fast recombination of base radi-
cals precludes their being a major core product. LEE reactions to form immediate 
strand breaks and the product radicals ROPO2

•− and C3′•dephos also occur predomi-
nantly in the core. In the low LET penumbra, processes similar to that found with 
γ-irradiation are observed [35]. Relatively high yields of base radicals are formed, 
as are a small population of sugar radicals.

8.7.5  �Spatial Arrangement of Radicals in Argon Ion-Beam 
Irradiated DNA

Clustered DNA damage, which is difficult or impossible to repair, is considered to 
be the most dangerous form of irradiation damage [3–5]. Therefore, understanding 
the spatial organization of radicals is important to assessing the potential biological 
effect they may cause. A PELDOR investigation of argon irradiated hydrated DNA 
was undertaken in order to gain insight into just this concern [112]. The PELDOR 
experiment uses the dipolar interaction between radicals to determine the average 
number of nearby radical neighbors for the radicals being probed [112]. For this 
work, the observing magnetic field was set at a point of the ESR spectrum that is 
dominated by sugar radicals (Fig. 8.15).

In these experiments, there was a fairly consistent picture of radical disposition 
for three samples with doses of 1.7, 15 and 50 kGy [112]. Using pooled data from 
all three samples for a global analysis, there was an average of 17.7 ± 0.7 radicals 
per spherical cluster with a cluster radius of 6.79 nm [112]. Chatterjee estimated the 
core radius for high energy ions of 100 MeV/n to be about 4.4 nm, in reasonable 
agreement with the experimental value found [11, 107, 110, 112].

Because the sugar radicals were being probed, it is reasonable to imagine that 
the spherical clusters exist as a segment of the core and that the radius measured is 
also the core radius. The spherical shape was used to keep the mathematical analysis 
tractable. The authors note that, because of the sharp drop-off of a 1/r3 interaction, 
the PELDOR spectrum may detect radicals out to only about 7.5 nm. Thus, the pen-
umbra which extends up to 4 mm from the track core is not significantly probed in 
this experiment [11, 112]. Sugar radicals formed in the penumbra may have some 
effect on the overall results [112].

LET (keV/µmol) G (dR•)a G (base release)a

1080 0.027 0.028
1175 0.027 0.026
1460 0.027 0.024
2000 0.025 0.025
4000 0.0075 0.011
a (µmol/J), Reprinted with permission from Ref. [35], Radiation 
Research, Copyright (2012), Radiation Research Society

Table 8.7   G–values for sugar 
radical formation and base 
release
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8.8 � Mechanisms of Formation of DNA 
Backbone-Radicals by Direct-Type Effects

As it has been well-established that the backbone-radicals, particularly, the sugar 
radicals are the precursors of DNA strand breaks, various mechanisms that have so 
far been proposed in the literature for the formation of DNA backbone-radicals by 
direct-type effect in irradiated DNA, are summarized here:(a) Direct ionization, (b) 
Excited states of base cation radicals, (c) Double oxidation, and (d) LEE-induced 
dissociative electron attachment.

Scheme 8.10   Radiation chemistry track structure model
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8.8.1 � Direct Ionization

These processes have been discussed in Sects 8.2–8.4 and in 8.7.

8.8.2  �Role of Excited States Towards Formation  
of Radiation-Induced DNA Damage

During irradiation of DNA and its model structures, excited states are formed abun-
dantly via either direct excitation (Coulomb interaction) or via geminate ion-pair 
recombination [113]. In case of low LET radiations, excited states along with ion-
ization events are formed in discrete widely dispersed spurs and as a result, they 
rapidly deactivate and are not effective towards causing damage to DNA. However, 
in the track core of high LET radiations, excited states are in very close proximity 
with ionization events and hence should be more effective towards production of 
DNA damage. Though the ground states of various DNA-radicals have been well-
investigated both experimentally and theoretically (see Sects 8.2–8.7), there is not 
an extensive literature regarding the excited states of various DNA-radicals [6, 7, 
11, 12, 19]. Between 1994 and 2003 only two ESR spectroscopic studies of irradi-
ated DNA [34, 76] suggested that excited DNA-radicals played a role in formation 
of the DNA-strand break precursor sugar radicals. The first study [76] suggested ev-
idence of sugar radical formation from G•+ at very high doses in γ-irradiated (77 K) 
hydrated (Γ = 12 ± 2 D2O/nucleotide) DNA. The second study showed formation of 
the neutral sugar radicals in high yields along the Argon ion-beam track in Ar18+ 
ion-beam irradiated (77 K) hydrated (Γ = 12 ± 2) DNA relative to the γ-irradiated 
(77 K) hydrated (Γ = 12 ± 2) DNA ([34], also Sect. 8.7) postulated formation of neu-
tral sugar radicals in relatively high yields along the Argon ion-beam track core, 
relative to γ-irradiated DNA. This work proposed that formation of neutral sugar 

Fig. 8.15   The dashed 
curve is the ESR absorption 
spectrum of argon irradiated 
hydrated DNA, measured 
using the intensity of the 
electron spin echo. The solid 
line is the impulse response 
function using a 16 ns pulse. 
The arrow indicates the posi-
tion of the observing field. 
Reprinted with permission 
from Ref. [112], Radiation 
Research, Copyright (2005), 
Radiation Research Society
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radicals could occur via deprotonation of an excited state sugar cation radical and 
that the deprotonation must occur within the lifetime of its excited state.

This hypothesis has been validated with the aid of the both ESR and theoreti-
cal evidence. ESR spectroscopic studies have directly shown the formation of the 
neutral sugar radicals via photoexcited one electron oxidized DNA model systems 
including: 1. photoexcited base (purine (guanine and adenine) and pyrimidine 
(5-methylcytosine, and N3-deprotonated-thymine)) cation radicals in nucleosides, 
and nucleotides [114–117], 2. photoexcited guanine cation radical in ss and ds 
DNA-oligomers [81, 82, 118, 119], 3. photoexcited cation radicals in oligomers 
with a 5-methylcytosine/adenine mismatch [117]), 4. photoexcited guanine and ad-
enine cation radicals in RNA-model systems (nucleosides and nucleotides [120, 
121], 5. photoexcited guanine cation radical in ss RNA oligomer [120]), and 6. 
photoexcited guanine cation radical in highly polymerized salmon testes dsDNA 
[115, 119]. Theoretical calculations using time dependent density functional theory 
(TD-DFT) have been carried out which aid the understanding of these experimen-
tal results [19, 115–118, 121–125]. Both these experimental and theoretical results 
have been described in several recent reviews [6, 8, 11, 12, 19, 122, 125].

8.8.2.1 � Sugar Radical Formation via Excitation of G•+ in Highly 
Polymerized DNA

Formation of C1′• via photoexcitation of G•+ in highly polymerized salmon testes ds-
DNA was found to occur in the wavelength range of 310–480 nm (Fig. 8.16). How-
ever, no sugar radical formation was observed at wavelengths ≥ 520 nm (Fig. 8.16).

8.8.2.2 � Sugar Radical Formation via Excitation of Base Cation Radicals in 
Model Compounds

Employing DNA and RNA purine nucleosides, formation of C5′• (ca. 55 to 80 %) 
and C3′• (ca. 15 to 35 %) were reported [82, 115, 116, 119–121] to form via pho-
toexcitation of purine base cation radical at 143 K. Photoexcitation of 5-methyl-
2′-deoxycytidine cation radical (5-Me-2′-dC•+) and of N3-deprotonated thymidine 
(Thd) cation radical (T(–H)•) resulted in only C3′• formation [117]. However, in 
dinucleosides, e.g., TpdG [118] and dGpdG [119], photoexcitation of G•+ resulted 
predominantly in formation of C1′• and C5′• along with a small amount of C3′• (ca. 
10 %) (Fig. 8.17).

Experiments using photoexcitation of G•+ in DNA oligomers of various length 
showed that as the length increased from TTGTT to TTGGTT to TTGGTTGGTT 
the extent of C1′• formation increased and C5′• formation decreased [119]. Pho-
toexcitation of G•+ in various dsDNA-oligomers, resulted in predominantly C1′• 
formation along with very small amount of C5′• [81, 82, 117]. However, in dsDNA-
oligomers with a 5-methylcytosine/adenine mismatch, predominantly C5′• produc-
tion was observed [117]. The type and amount of each sugar radical formed was 
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found to be wavelength independent for nucleosides and nucleotides, and in ssDNA 
oligomers in which the oligomer length was less than 4 (e.g., TGT) [82, 119].

The formation of the type of sugar radical formed was found to be wavelength 
dependent for longer ssDNA oligomers (e.g., 10 bases or more) [119] as well as for 
ds DNA oligomers [82, 117]. For example, in dsDNA-oligomers, sugar radical for-
mation via photoexcitation of G•+ has been observed to be substantial at 405 nm but 
negligible at 640 nm [82]. Excitation of G•+ in dsDNA with 405 nm light in addition 
to forming sugar radicals was shown to result in oxidation of Cl− in the surround-
ing solution (7.5 M LiCl) producing Cl2

•− via an excited state hole transfer process 
[82, 117]. These results imply that highly reactive guanine excited states, G•+*, are 
formed [82, 117] and suggest that dsDNA is able to protect itself from damage from 
such reactive cation radical excited states by the transfer of holes and their associ-
ated damage to the surrounding environment [82].

8.8.2.3 � Sugar Radical Formation via Excitation of Base Cation Rdicals is 
Kinetically Controlled

Recent ESR studies have shown that UV/Vis excitation of the 5-methyl-2′,3′-
dideoxycytidine cation radical ((5-Me-2′, 3′-ddC•+)*), the 2′,3′-dideoxyadenosine 
cation radical ((2′,3′-ddAdo•+)*), and also the N3-deprotonated 2′,3′-dideoxythy-
midine cation radical (2′,3′-dd T(–H)•)*) resulted in the formation of C3′•dephos 
(Sect.  8.7). Since the site of formation has one of the stronger C-H bonds, the 

C1'•

DNA

a

b

c

d Simulated

Fig. 8.16   a ESR spectrum 
at 77 K of DNA ice samples 
(50 mg/mL D2O) γ-irradiated 
to 15.4 kGy dose, annealed 
to 130 K to eliminate •OH. 
b After illumination at 77 K 
for 1 h with light > 310 nm. 
c After illumination of an 
identically prepared sample 
as in a, at 521 nm for 30 min. 
d Simulated spectrum of C1′• 
obtained using the isotro-
pic HFCC values of two 
βH-atom HFCC values—1βH 
(15 G) and another 1βH 
(37 G), along with 5 G line-
width, and g (2.0029, 2.0029, 
2.0029)). This spectrum 
matches line components 
due to C1′• in spectrum B. 
Reprinted with permission 
from Ref. [115], Nucleic 
Acids Res., Copyright (2005), 
Oxford University Press
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formation of C3′•dephos from these excited radicals is attributed to the transfer of the 
hole to the sugar moiety in the excited cation radical followed by deprotonation 
from C3′ [117].

Identification of Sugar Radicals in Nucleosides Having Isotopic Substitution at 
Specific Sites in the Sugar Moiety

ESR studies of sugar radical formation via photoexcitation of base cation radicals in 
nucleosides with isotopic substitution at specific sites in the sugar moiety resulted 
in the unambiguous identification of specific sugar radicals (e.g. C5′•) and charac-
terization of their hyperfine coupling constants. Specifically, deuterium substitution 
at C3′-, C5′-sites in dGuo [115], at C1′-, C2′-, C3′-, C5′- sites in Guo [120], at C1′-, 
C2′-, C5′- sites in Ado and at C5′-site in 5′-AMP [121], as well as 13C substitu-
tion at the C5′-atom in dAdo [116] resulted in the unambiguous identification of 
specific sugar radicals (e.g. C5′•) and their hyperfine coupling(s). The spectra pre-
sented in Fig. 8.18, confirmed that C5′• is formed on photoexcitation of G•+. In this 
case, matched samples of dGuo and in 5′,5′-D,D-dGuo were used [115]. The central 
anisotropic doublet (ca. 19 G) from C5′• (spectrum B, Fig. 8.18) in dGuo has col-
lapsed to a singlet (spectrum C, Fig. 8.18) in 5′,5′-D,D-dGuo owing to the much 
smaller hyperfine coupling of deuterium to that of hydrogen.

Fig. 8.17   a ESR spectrum of one-electron oxidized dGpdG (1 mg/ml) after Cl2
•− attack in the pres-

ence of K2S2O8 (5 mg/ml) as an electron scavenger in 7.5 M LiCl glass/ D2O. b Spectrum found 
after visible photoexcitation of the sample in a for 90 min at 143 K. Nearly complete conversion of 
G•+ to sugar radicals is found. Analyses show three radicals: C5′• (prominent doublet at the centre), 
C1′• (prominent quartet) and a very small amount of C3′• visible in the wings. All spectra were 
recorded at 77 K. Reprinted with permission from Ref. [119], J. Phys. Chem. B, Copyright (2007) 
American Chemical Society
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No Evidence of C4′• Formation via Excitation of Base Cation Radicals in DNA-
Model Compounds

Theoretical calculations show that C4′• is energetically as stable as C1′• and C3′• 
[115, 116, 126]. Thus, we would expect that C4′• should be formed in irradiated 
DNA based on C-H bond energies. However, analyses employing ESR benchmark 
spectra of sugar radicals have found no ESR evidence for C4′• formation as yet via 
photoexcitation of purine cation radical in DNA and RNA model systems (mono-
mers to oligomers) or in highly polymerized dsDNA [6–12, 81, 82, 115–121]. In 
X-ray irradiated, crystalline, dsDNA oligonucleotide samples, where direct ioniza-
tion and hole formation at the sugar moiety is expected, the products identified also 
showed no evidence for C4′• as an intermediate [127]. These results are in keeping 
with our understanding that sugar radical formation both from holes on sugar from 
direct ionization and excitation of base cation radicals is controlled not by bond 
energies but by hole distribution. (Sect. 8.8.2.3 and Ref. [117]).

8.8.2.4 � Factors Dictating the Extent and Type of Sugar Radical Formation 
via Excitation of Base Cation Radicals

ESR studies of sugar radical formation by photoexcitation of base cation radicals in 
various DNA-model structures, e.g. nucleosides, nucleotides and their derivatives, 
in DNA-oligomers, and in DNA have shown that a number of factors crucially 
influence the yields of each sugar radical (i.e., C1′•, C3′•, and C5′•) formed. The 

G•+

dGuo

a

b

dGuo

c
5',5'-D,D-dGuo

component

component

component

Fig. 8.18   a Spectrum of G•+ 
in dGuo before illumination; 
b After visible illumination at 
143 K of G•+ in dGuo, show-
ing a nearly complete conver-
sion to sugar radicals occurs. 
Analyses show three radicals 
are present: C5′• (prominent 
doublet at the centre), C1′• 
(prominent quartet) and C3′• 
visible in the wings. c After 
visible illumination at 143 K 
of G•+ in 5′,5′-D,D-dGuo. 
The central doublet from C5′• 
has collapsed to a singlet. 
All spectra were recorded at 
77 K. Adapted with permis-
sion from Ref. [115], Nucleic 
Acids Res., Copyright (2005), 
Oxford University Press
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factors cited were: (i) the site of phosphate substitution (at 3′- or 5, (ii) the pH (i.e., 
the protonation state of the cation radical), (iii) the wavelength or the excitation 
energy, (iv) the temperature during photoexcitation, (v) the length and sequence of 
the oligomer, and (vi) whether the oligomer was single or double stranded. [6–12, 
81, 82, 115–121]. The effects of these factors upon the sugar radical formation via 
excited base cation radical have recently been reviewed [11].

8.8.2.5 � TD-DFT Studies of the Mechanism Involved in Sugar Radical 
Formation by Excitation of Base Cation Radicals

The TD-DFT calculations for excited states of DNA base cation radicals (Fig. 8.19) 
have been successfully employed to explain the wavelength dependence of sugar 
radical formation in DNA [115], in dsDNA-oligomers [81, 82], and in ssDNA-oligo-
mers [82, 118, 119]. These calculations have also elucidated the mechanism of sugar 
radical formation by photoexcitation of purine cation radicals in a number of model 
systems [6–12, 19, 118, 122–125]. The ground state geometries of G•+ in dGuo [113], 
A(-H)• in dAdo [114], A•+ in Ado [121], and several dinucleosides phosphates (TpdG, 
dGpdG, dApdA, dApT, TpdA, and dGpT) in their cation radical states were opti-
mized employing B3LYP/6–31G* and B3LYP/6–31G(d) methods and subsequently, 
their vertical excited states were examined [19, 118, 122–125]. For example, for A•+ 
in Ado, TD-DFT (B3LYP) calculations were carried out employing the 6–31G(d) 
basis set and the 13 lowest transition energies were calculated [121].

Fig. 8.19   A representative 
TD-B3LYP/6–31G(d) cal-
culated electronic transition 
(10th) in adenosine occurring 
from inner core doubly occu-
pied molecular orbital (62β) 
to 70 β the singly occupied 
molecular orbital ( SOMO). 
Significant hole localiza-
tion at C5′ is apparent in 
the excited state. The lower 
figure represents the SOMO 
after the transition showing 
the hole moves from base to 
sugar. Reprinted with permis-
sion from Ref. [121], J. Phys. 
Chem. B, Copyright (2008) 
American Chemical Society
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It is evident from molecular orbital plots shown in Fig. 8.19 that, the SOMO is 
localized on the adenine base in A•+ of Ado in the ground state in agreement with 
experiment [121]. During electronic excitations, the hole transfers from the adenine 
base to the sugar moiety in which the hole is significantly localized on C5′. Deprot-
onation this site results in the formation of C5′• as found by experiment [121].

TD-DFT/6–31G(d) calculations of base cation radicals in dinucleoside phos-
phates have also shown evidence of base-to-base hole transfer as the lowest energy 
transition in all the dinucleosides phosphates studied, whereas, higher energy transi-
tions involved base-to-sugar hole transfer. This is illustrated in TpdG in Fig. 8.20. 
Thus, ESR combined with TD-DFT studies show that the spin and charge localiza-
tion changes from the base cation radical to the sugar in the excited state. Deprot-
onation is found to occur at sites of high spin and charge (hole localization) which 
results in formation of a neutral sugar radical. Of course, this deprotonation must 
occur within the lifetime of the excited state (Scheme 8.11).

8.8.3  �Frank Strand Breaks Via a Double Oxidation Mechanism

The correlation between the yield of free radicals and the yield of strand breaks was 
investigated by Bernhard and his group [8, 38, 128–133]. X-ray irradiated (4 K) 
crystalline, dsDNA-oligomers, and pUC18 plasmid films were used.These stud-
ies led to the proposal of a “double oxidation” mechanism of frank strand break 
formation via the direct-type effects of ionizing radiation [8, 38, 128–133], and are 
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Fig. 8.20   Schematic 
representation of the MOs 
and their energies from 
TD-DFT/6–31G(d) calcula-
tions. The transition energies 
of inner-shell (core) MOs to 
SOMO suggest sugar radical 
formation at lower (UVA-vis) 
wavelengths via base-to-
sugar hole transfer, and 
base-to-base transitions at 
longer wavelengths. Adapted 
with permission from Ref. 
[118], Radiation Research, 
Copyright (2006), Radiation 
Research Society
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described below in sections 8.8.3.1 and 8.8.3.2. We note here that the probability of 
a double oxidation process was mentioned as a possibility in the literature earlier in 
γ-irradiated (high dose, 77 K) hydrated DNA (Γ = 12 ± 2 D2O per nucleotide) [76].

8.8.3.1 � Distinguishing Sugar Radicals from Base Radicals

Employing well-defined crystalline samples of dsDNA-oligomers [8, 129], the au-
thors showed that sugar radicals in X-irradiated crystalline DNA oligomers at 4 K 
can be distinguished from the DNA-base anion and cation radicals by their different 
dose saturation behavior. The G values for radical production and the k values for 
destruction was obtained by fitting dose-yield data to Eq. 8.1 in Sect. 8.7.2. This 
was done assuming that the sugar and base radicals acted independently so that 
separate G-value and k-value were obtained for each [129]. From these values, it 
was found that 80 to 90 % of the initial radicals were on the bases and the remainder 
(10 to 20 %) were on the sugar-phosphate backbone. These values were in excellent 
agreement with the results obtained earlier in γ-irradiated (77 K) highly polymeric 
DNA hydrated to Γ = 14 ± 2 D2O per nucleotide (Table 8.1 and Fig. 8.2) [15]. Fur-
ther differentiation of the base and sugar radicals was achived using the k values in 
Eq. 8.1. The k values for radiation-induced destruction of pre-existing sugar radi-
cals has been observed to be 28–81 times lower than those for base radicals [129]. 
From these studies, and with the assumption that base-centered radicals do not lead 
to frank strand breaks [129], the authors concluded that radiation-induced frank 
strand breaks produced via direct-type effects resulted from sugar radicals [129].

8.8.3.2 � Correlation of Trapped Radical Yields with Strand Break and 
Unaltered Base Release Yields (4 K)

On warming irradiated DNA samples to room temperature, the stable DNA damage 
products, e.g., single and double strand breaks [8, 38, 128–131] and base release 
yields [132, 133] were measured and compared with the yields of sugar radicals at 
4 K.

Single strand break (SSB) measurements in X-ray-irradiated pUC18 plasmid 
DNA films as a function of hydration showed that at Γ ca. ≤ 10 H2O/nucleotide, the 

Scheme 8.11   Formation of a sugar radical e.g., C5′• via photo-excited A•+. Adapted with permis-
sion from Ref. [80], J. Phys. Chem. B, Copyright (2008) American Chemical Society
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yield of strand breaks observed at room temperature exceeded the yield of trapped 
sugar radicals at 4 K in the same samples. In crystalline d[CGCGCG]2 or in films 
of d[CGCGCG]2 at Γ = 2.5 to 7.5 waters/nucleotide, the yields of sugar radicals and 
free base release were compared [132, 133]. A “shortfall” of trapped sugar radicals 
as compared to the base release [8, 132, 133] was reported. Since it has been well-
accepted in the literature that free unaltered base release is a good estimate of single 
strand breaks [2, 35, 132, 133], this indicates a shortfall of sugar radicals relative to 
strand breaks [8, 38, 128–131].

From the G and k-values of base-centered radicals, it is possible that the low 
trapping efficiency of ion-radicals at low hydrations may account for the shortfall. 
Thus, the base cation radicals that escape being trapped might lead to increased 
double oxidations on sugars with subsequent strand break formation, and, conse-
quently, free radicals yields would not correlate with strand break yields. On this 
basis, the authors proposed a double oxidation event in which oxidation of a sugar 
radical by a nearby base cation radical leads to a diamagnetic (ESR-mute) sugar 
carbocation which forms a strand break [8, 133].

8.8.3.3 � Further Investigation of Strand Break Yields in pUC18

The radiation-induced frank strand breaks produced in X-ray irradiated pUC18 
DNA at hydrations Γ = 4 to 34.5 H2O/nucleotide were measured by O’Neill [11, 
134] and Yokoya et al. [11, 134, 135]. The G-values for strand breaks [134] reported 
by these authors at Γ = 4 ± 1.5 were ca. 1.5 to 2 times lower than those reported by 
Bernhard and co-workers [131]. They explained their lower G-values by proposing 
that the number of radiation-induced clustered lesions such as strand breaks, base 
damage, or abasic sites in each strand may be greater than one. Bernhard and co-
workers attributed this underestimation of strand breaks to the fact that the plasmid 
will register a single strand break even if there are other single strand breaks in the 
plasmid. [38, 131]. Thus, multiple damages especially in clustered DNA lesions 
would not be properly accounted for.

8.8.3.4 � Free Radical Yields vs. Base Release Yields in Kr Ion-Beam 
Irradiated Samples

It is evident from Table 8.7 that the G-values for sugar radical formation (77 K) 
in Kr ion-beam irradiated hydrated (Γ = 12 ± 2 D2O/nucleotide) highly polymerized 
salmon testes DNA samples are the same as the G-values of release of unaltered 
base [35]. These data do not provide evidence for “double oxidations” even though 
they would likely be more probable with high LET radiation, in which the high 
energy density may cause multiple oxidations at a single site, than with low LET 
irradiation. However, this lack of a shortfall of free radicals may be a result of com-
pensating processes and is not necessarily proof that double oxidations do not occur. 
For γ-irradiated hydrated salmon testes DNA (Γ = 12 ± 2), this work [35] and the 
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earlier work by Swarts et al. [46] have shown that the G-value of the free unaltered 
base release is ca. 1.5 times higher than the G-values for sugar radical formation 
(77 K). Since, recent theoretical work suggests that a double oxidation process in 
which a base cation radical oxidizes a pre-existing sugar radical is energetically 
quite favorable [136], this mechanism must be considered likely.

8.8.4  �DNA-Radicals from Electron Addition Reactions: Thermal 
Electrons vs. Low Energy Electron (LEE) Effects

With each ionization event, high energy radiation such as γ-rays, produces electrons 
of various energies, from very high (keV) to near zero [113, 137]. The number of 
electrons produced increases as the energy decreases since the high energy electrons 
result in cascades of lower energy electrons [113, 137, 138]. Although the average 
electron energy due to an ionization event by a γ-ray photon is ∼ 30 to 40 eV, the 
largest grouping by energy is so-called low energy electrons (LEE) with energies 
from 0 to 20 eV [17–20, 138]. Upon thermalization, most electrons are trapped on 
the DNA bases [1, 2, 6–12, 25, 26]. Although initial electron capture likely occurs at 
all four bases, rapid electron transfer via tunneling to the most electron affinic bas-
es, T and C, resulting in formation of the anion radicals T•− and C•− (Scheme 8.2). 
C•− rapidly reversibly protonates at N3 forming C(N3)H•; the proton that transfers 
is the N1 hydrogen on the base paired guanine (Scheme 8.4).

Before thermalization of electrons, LEE may add to DNA and result in process-
es that induce bond cleavage [17–20]. LEEs have been shown to induce reactions 
through dissociative electron attachment (DEA) to the bases or to the sugar-phos-
phate backbone. Attachment to the backbone can result in immediate single strand 
break (ssb) and double strand break (dsb) formation [11, 17–20, 122, 139–142]. It 
is well known, in the gas phase, that LEE-induced DEA and a concomitant bond 
cleavage occurs in mass spectroscopic experiments [17–20]. The works of Sanche 
and coworkers have convincingly established that LEE are also potent radiation 
damage agents in condensed media, as well [17–20].

In Scheme 8.12, a summary of the effects of LEE on DNA is presented. For gas 
phase electrons impinging on DNA in the condensed phase, Sanche and coworkers 
have shown that both DSBs and SSBs are formed due to LEE ≥ 5 eV and only SSBs 
are formed due to LEE in the energy range 0 to 4 eV [11, 17–20, 122]. The fact that 
a near zero eV electron can induce bond cleavage in DNA is non-intuitive; but, the 
fact that the DNA base electron affinity and the solvation processes result in several 
eV of excess energy in the condensed media is apparently sufficient to drive these 
bond cleavage processes leading to a strand break. The fact that the excess electron 
induced strand breaks have only a small activation barrier of ca. 0.5 eV facilitates 
the process [11, 17–20, 122, 139–142].

The experimental [11, 17, 20, 139–142] and theoretical [11, 17–20, 122] evi-
dence is strong for LEE (0 to 20 eV) resulting in DNA strand cleavage. However, for 
DNA in aqueous solution, LEE would quickly thermalize to presolvated electrons 
(epre

−) of ca. −0.5 to 1 eV and shortly thereafter to aqueous electrons (eaq
−) of ca. 
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− 1.6 eV (adiabatic) [17–20, 142, 143, 152] which do not cause DNA strand breaks 
[2, 144, 145]. Instead they add to T and C forming TH• and C(N3)H• (Schemes 8.2 
and 8.4). However, the energy available after epre

− addition to DNA of several eV 
is clearly sufficient to result in a SSB via DEA (Scheme 8.12). DNA-strand break 
formation due to the attack of epre

− via DEA has also been proposed [142, 143]. But 
these results are suspect [19] and need confirmation.

Electrons in irradiated LiCl aqueous glasses exist in shallow traps of ca. − 0.5 eV 
and can be considered to be prehydrated [146]. Recently, several ESR studies have 
been carried out in these glasses that provide evidence of bond cleavage induced by 
epre

− [146, 147]. In this work with peptide methyl esters such as N-acetylalanylala-
nine methyl ester [146] the epre

− resulted in methyl radical (CH3
•) formation at 77 K 

via addition to the ester groups followed by C–O bond cleavage (DEA) at 77 K 
(Scheme 8.13).

We note here that the thermal energy at 77 K is not sufficient to overcome the 
activation barrier of C–O bond cleavage in the adduct anion radical; yet, CH3

• is 
found abundantly [147] owing to the electron energy and electron affinity of the es-
ter group. Similar results have been found for ESR experiments of irradiated single 
crystals of dimethyl phosphate [16] and diethyl phosphate [148]. Here, alkyl radi-
cals are produced which were attributed to DEA [16, 148]. These works establish 
the potential for both sub-zero eV presolvated electrons, epre

− or LEE to induce bond 
cleavage via DEA in condensed systems.

Scheme 8.12   Effects of LEE on DNA. Bond cleavage and DNA strand breaks occur for LEE but, 
upon thermalization, electrons are trapped by the bases and are converted to neutral radicals via 
protonation. These do not lead to strand breaks but, instead, to base damage
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For DNA systems, ESR work with both γ-ray (see Sect. 8.2) and ion-beam (see 
Sect. 8.7) irradiated DNA shows evidence of radicals such as C3′•dephos. This radical 
was proposed to result from DEA cleavage of the C3′–O bond of the phosphoryl 
ester link by addition of LEE to the sugar-phosphate backbone (Scheme 8.9). LEE 
attachment to the base followed by transfer to the sugar phosphate or direct LEE 
addition to the sugar phosphate have been both proposed as mechanisms [17–20, 
122]. Recently, the resonant attachment profiles of LEE to 5′-dCMP have been stud-
ied in the gas phase and it was suggested that the sugar-phosphate moiety was the 
predominant site of initial LEE localization [149]. Furthermore, C3′•dephos formation 
by LEE due to DEA has been supported by product analyses in ambient tempera-
ture X-irradiated TpTpT [150, 151] and in TpTpT films hydrated to Γ = 2.5 H2O/
nucleotide [151].

The theoretical aspects of LEE-induced formation of DNA damage products, 
e.g., strand break formation have been recently reviewed [17–19, 122].
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Abstract  Ionizing radiation produces many kinds of free radicals in biologically 
important molecules through direct or indirect actions. In this chapter we have 
shown that a method that combined ESR, spin trapping and chromatographic 
separation made it possible to identify free radicals induced by direct ionization 
as well as OH-radical reactions in nucleic-acid related and protein-related com-
pounds. In addition, combination with enzymatic digestion expanded the potential 
of this method to detect free radical production in molecules with high molecular 
weight such as polynucleotides, RNA and DNA, and polypeptides and proteins. The 
effects of ionizing radiation on biological molecules underlie the primary processes 
involved in radiation biology. ESR combined with spin trapping remains a useful 
method for clarifying these processes in a living organism.

9.1 � Introduction

Since the spin trapping method was originally reviewed by Janzen in 1971 [1], it has 
been widely applied to chemistry, biology and medicine regarding the productions 
and reactions of free radicals. In particular, free radicals induced in biologically im-
portant molecules such as DNA and proteins by ionizing radiation have been stud-
ied by this method to elucidate the radiation-induced primary processes when living 
cells are exposed to ionizing radiation. Generally, the lifetime of these radicals is 
too short to be recorded by conventional electron spin resonance (ESR) technique. 
In the spin-trapping method, these short-lived free radicals are converted using a 
diamagnetic scavenger (the spin trap) to longer-lived radicals (the spin adducts), 
which can be conveniently investigated by means of ESR. 2-Methyl-2-nitrosopro-
pane (MNP) was mainly employed as the spin trap.
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The spin trap reacts with the transient free radicals R˙ produced in molecules by 
ionizing radiation and converts them to spin-adduct nitroxide (Eq. 9.1). Spin trap-
ping of γ-irradiated organic compounds including a few amino acids was early re-
ported by Lagercrantz and Forshult using MNP in 1968 [2]. The application of the 
spin-trapping method using MNP for DNA bases, nucleoside, nucleotides, amino 
acids and peptides were then reviewed by Riesz and Rustgi in 1979 [3]; studies 
involving amino acids and peptides using a method combining spin-trapping and 
high-performance liquid chromatography (HPLC) were reviewed by Makino et al. 
in 1985 [4]. These two review papers described the usefulness of the spin-trapping 
method in identifying radiation-induced free radicals in biologically important mol-
ecules with low molecular weight such as bases, nucleosides, nucleotides, amino 
acids, dipeptides and tripeptides; however, the application of this method regarding 
macromolecules such as polynucleotides, DNA, polypeptides and proteins was not 
been fully described. In this chapter, we discuss the usefulness of the ESR-spin trap-
ping method combining enzymatic digestion and HPLC with regard to the precise 
identification of radical structures produced in biological macromolecules.

(9.1)

9.2 � Identification of Radical Structures from the ESR 
Spectra of the Spin Adducts

The ESR spectrum of the spin adduct nitroxide shows a primary triplet splitting of ap-
proximately 1.5 mT due to the 14N nucleus, and secondary splitting that arises from the 
magnetic nuclei of the trapped R˙ radical. The secondary lines generally arise from the 
interaction of the free electron on the 14N of the nitroxide group with magnetic nuclei of 
the trapped R˙ radical. From the secondary splittings, the structure of R˙ can be identi-
fied. Hyperfine couplings (hfcs) observed for the spin adducts of MNP are character-
ized by the magnetic nuclei at the α, β and γ positions which are defined with respect 
to the unpaired electron on the nitrogen of the nitroxide group, as illustrated below.
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This structure represents the spin adduct of the carbon-centered radical and MNP. 
The typical experimentally observed ranges of α, β and γ hfcs have been summa-
rized by Riesz and Rustgi (1979) [3] and are helpful for the assignment of radical 
structures. The hfcs of the hydrogens at the β-position provide information concern-
ing the stereochemistry of the spin adduct. The following equation is obtained for 
the isotropic hfc of the β-hydrogen in aqueous solutions where aH

β is the observed 
hfc, θ is the average dihedral angle that the β-hydrogens make with the pπ-orbital of 
the nitrogen of the nitroxide group;

� (9.2)

The β-hydrogen splittings are, therefore, in the range of 0–2.8 mT corresponding 
to θ = 0–90o. The hfcs of γ-hydrogens usually fall in the range of 0–0.06 mT. For 
α- and β-nitrogens, the secondary triplet hfcs fall in the range of 0.09–0.35 mT and 
hence α- and β-nitrogens cannot be distinguished from their observed splittings. For 
γ-nitrogens, the observed hfcs are in the range of 0.02–0.06 mT.

Although it is usually possible to assign a radical structure consistent with the 
observed ESR spectrum of a spin-trapped radical, in some cases other structures 
might also be consistent. The fact that the couplings due to exchangeable hydrogens 
decrease in D2O solution to 0.15 times their original level is helpful for the assign-
ment of the radical structures. The use of a compound that is deuterated on some 
of the non-exchangeable sites also verifies the assignment of the radical structures. 
The plural spin adducts are usually produced in spin-trapping experiments includ-
ing the self-trapping product of MNP, namely di-t-butyl nitroxide. Spin-trapping 
experiments in the presence or absence of oxygen are also useful because some 
radicals have high reactivity with oxygen, resulting in the formation of less spin 
adducts. Spin-trapping experiments in D2O instead of H2O enhance resolution by 
removing unresolved exchangeable splittings. The most elegant method involving 
spin-trapping experiments is to chromatographically separate each spin adduct. A 
SEP-PAK C18 cartridge is useful not only in removing undegraded molecules but 
also in separating the spin adducts formed in the molecules with relatively high-
molecular weights. Furthermore, reverse-phase HPLC in the ion-suppression mode 
combined with enzymatic digestion, or column chromatography using a Sephadex 
G-25 combined with enzymatic digestion, are useful for precisely separating the 
spin adducts produced in nucleic-acid related macromolecules and the protein re-
lated macromolecules.

2
Ha = 2.8cos (mT)b θ
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9.3 � Fundamental Aspects of MNP as a Spin-Trapping 
Agent

In the solid state MNP exists in the dimer form. When solid MNP is dissolved in 
an aqueous solution, the dimer gradually decomposes to the monomer to reach a 
dimer-monomer equilibrium with low solubility as follows.

CH3C

H3C

H3C

N

O-

N

CH3

CH3

CH3C

O-

CH3C

H3C

H3C

N O2
+

+

(9.3)

While only the monomer form can serve as a spin-trapping reagent, an aqueous 
solution consisting of the monomer alone cannot be prepared. The monomer is 
volatile and is easily lost from the solution. Furthermore, this compound traps the 
radicals produced by its decomposition to form byproducts that complicate the 
radical assignments [5, 6]. Given the problems associated with this compound, 
precise measurement of the molar concentration of the dimer and monomer in the 
solution is required. It is also necessary to determine the reaction rate constants 
regarding OH radicals as well as hydrated electrons for the application of the spin-
trapping method to quantitative measurements of free radicals produced by ionizing  
radiation.

It has been reported that the relative amounts of the dimer and monomer can be 
measured using NMR spectrometry [3]. 1H-NMR measurements at δ = 1.59 (dimer) 
and 1.28 ppm (monomer) have proven that the dimer-monomer equilibrium was 
reached at 20 h. Similar time dependence in the changes of optical absorbance at 
320 nm (dimer) and 662 nm (monomer) has also been observed. From the NMR and 
optical absorbance spectrometries, the molar absorbance coefficients of the dimer 
(ε320

dimer) and monomer (ε662
monomer) were obtained. The reaction rate constants of 

the dimer and monomer with hydrated electrons (eaq
−) as well as OH radicals have 

also been determined using the nanosecond pulse radiolysis method; these constants 
are listed in Table 9.1 [7, 8]. In the case of eaq

−, the dominant form of MNP reacting 
with them is the dimer, whereas OH radicals have higher reactivity with the mono-
mer than with the dimer. Since the amounts of dissolved MNP powder do not reflect 
the theoretically calculated concentrations, the molar absorbance coefficients will 
provide a method to simply and quickly estimate the concentrations of the dimer 
and monomer when a given amount of MNP powder is dissolved in an aqueous 
solution. In addition, the reaction-rate constants regarding the reaction of MNP with 
eaq

− and OH radicals are important in quantitative spin-trapping experiments using 
MNP.



3579  Applications of the Spin-Trapping Method in Radiation Biology

9.4 � Spin-Trapping Studies Regarding Radiation-Induced 
Free Radicals in the Nucleic Acid Constituents  
and Related Compounds As Well As Proteins  
in the Solid State

It is well-known that ionizing radiation produces ion pairs in matter with a G-value 
of 3.3 [9]. For example, when 1 kg of solid glucose with a molecular weight of 
180 g/mol is exposed to γ-rays at a dose of 100 kGy (100 kJ/kg), approximately 
2 × 1022 ion pairs/kg are produced. This means that an ion pair is born in the ratio of 
1 to 160 molecules. Therefore, the use of compounds with high solubility in water 
is required for spin trapping of free radicals in the solid state. Minegishi et al. first 
tried the spin-trapping method in 1980 to study radicals produced in γ-irradiated 
polycrystalline protein constituents at room temperature [10]. We further developed 
this method to study, pyrimidine bases, nucleosides and nucleotides [11, 12], which 
are all highly soluble in water. Only one experiment using 3′-UMP has been per-
formed using a method combining spin-trapping and HPLC [13]. For spin-trapping 
in the presence of oxygen, aqueous solutions of MNP were prepared in D2O or 
H2O at a concentration of 1.5  mg/mL by stirring overnight in the dark at room 
temperature. Polycrystalline samples were irradiated in a 60Co γ source at a dose of 
100 kGy and immediately dissolved in 1 mL of D2O (or H2O) solution containing 
MNP. The solutions were transferred to a quartz flat cell (6 × 1 × 0.025 cm) designed 
for the analysis of aqueous samples using ESR spectroscopy. For spin-trapping in 
the absence of oxygen, a polycrystalline sample (30–100 mg) was placed in one 
side of a specially designed U-tube [14]. The air inside the tube was replaced by 
Ar gas. On the other side arm, 5 mg of MNP powder was added to 1 mL D2O (or 
H2O) which was then bubbled with Ar gas using long fine needles inserted into the 
solution through the rubber septum to remove oxygen. The MNP powder was then 
dissolved by stirring the solution overnight in the dark. The sample powder in one 
side arm was irradiated in a 60Co γ source at a dose of 100 kGy while the MNP solu-
tion in the other side arm was sealed with lead blocks. After irradiation, the MNP 
solution was transferred to the irradiated powder which was then dissolved by rapid 
stirring. The U-tube was inverted to fill the ESR flat cell which had already been 
connected to it by means of a tapered joint. ESR measurements were undertaken us-
ing an X-band spectrometer. ESR spectra from spin-trapped radicals were recorded 

Table 9.1   Molar absorbance coefficients of the dimer and monomer of MNP and their reaction 
rate constants with OH radicals as well as hydrated electrons (eaq

−)
Dimer Monomer

ε(M−1 cm−1) 410 ± 40 at 320 nm 10 ± 5 at 662 nm
kOH (M−1s−1) (3.0 ± 0.3) × 109 (1.3 ± 0.9) × 1010

keaq
− (M−1s−1) (2.4 ± 0.1) × 1010



358 M. Kuwabara et al.

at room temperature as first derivatives. ESR scans were mainly traced with a 100-
kHz field modulation with 0.02 mT, and to avoid saturation of the ESR signals the 
microwave power level was usually below10 mW.

9.4.1  �γ-Ray-Induced Free Radicals in Solid Pyrimidine Bases 
and Nucleosides

The following solid pyrimidine bases and nucleotides were studied by ESR and 
spin trapping: the pyrimidine bases uracil, 1-methyluracil, 1-ethyluracil, cytosine, 
thymine and their 5-hologenated derivatives 5-FU, 5-CU and 5-BrU; the pyrimidine 
nucleosides dC, Cyd, dT, dU and Urd and their 5-halogenated derivatives 5-FdU, 
5-FUrd, 5-CdU, 5-CUrd, 5-BrdU and 5-BrUrd as nucleic acid constituents [11]. 
Figure 9.1 shows the typical ESR spectra obtained from uracil and 1-ethyluracil. 
The spectral pattern of uracil splits into a primary triplet with a splitting of 1.5 mT 
and the secondary triplet hyperfine splitting with 0.36 mT due to a β-nitrogen which 
further splits into a doublet with 0.16 mT owing to the presence of a β-hydrogen. 
In 1-ethyluracil, the ESR spectrum shows almost equal β-nitrogen and β-hydrogen 
couplings, which generate a 1:2:2:1 quartet spectrum. Both spectra can be assigned 
to the same type of radicals generated at the C6 positions, –C(5)H2–Ċ(6)H– (Radi-
cal 1), formed by H-addition to the C5 position of the double bond. The mechanism 
of the formation of spin adducts is shown in Eq. (9.4).

(9.4)

Fig. 9.1   ESR spectra of spin-trapped radicals from polycrystalline a uracil and b 1-ethyluracil 
γ-irradiated at room temperature and subsequently dissolved in air-saturated MNP solutions. The 
figure is adapted from [11] by permission of Informa Healthcare (1981)
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Similar kinds of radicals were trapped not only in other uracil-related compounds 
(1-methyluracil, 2′-dU, Urd) but also in 2′-dC. The spin adducts obtained from 
these compounds gave the ESR spectra consisting of a primary triplet ranging 
from 1.48 to 1.55 mT and the secondary triplet ranging from 0.16 to 0.21 mT 
owing to a β-nitrogen which further splits into a doublet ranging from 0.16 to 
0.38 mT owing to a β-hydrogen (Eq. 9.4). A 1:2:2:1 quartet spectrum due to al-
most equal β-nitrogen and β-hydrogen couplings was observed in 1-methyuracil, 
1-ethyluracil and 2′-dC. These radical identifications are consistent with those in 
single crystal studies [15].

When γ-irradiated solid dT was dissolved in H2O solution containing MNP in 
the absence or presence of oxygen, the ESR spectra displayed in Fig.  9.2 were 
observed. Similar results were obtained from thymine. The presence of oxygen in 
the solution changed the pattern of the spectra. In the absence of oxygen the lines 
marked A consists of a primary triplet with a splitting of 1.69 mT that further splits 
into the 1:2:1 intensity triplet with a splitting of 1.28 mT, as a result of the presence 
of two equivalent β-hydrogens (Fig. 9.2a). This pattern can be explained by a radi-
cal formed by ionization followed by proton loss at the methyl group at the 5 posi-
tion on the thymine base (Radical 2 in Eq. 9.5).

Fig. 9.2   ESR spectra of spin-trapped radicals from polycrystalline thymidine γ-irradiated at room 
temperature and subsequently dissolved in an H2O solution of MNP a in the absence of oxygen and 
b in the presence of oxygen The figure is adapted from [11] by permission of Informa Healthcare 
(1981)
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(9.5)

γ
γ

� (9.6)

The major spectrum labeled B consists of only a primary triplet with a splitting of 
1.57 mT without further splitting and can be assigned to the H-addition radical at 
the C6 position of the thymine base moiety (Radical 3 in Eq. 9.6). The C5-centered 
radical, the 5,6-dihydrothymidine-5-yl radical (Radical 3), is the most well-known 
radical among the radicals that have been identified by many researchers in γ- or 
X-irradiated solid thymine, dT and DNA [16]. When γ-irradiated dT was dissolved 
in a MNP solution containing oxygen, the new spectrum labeled C appeared in-
stead of spectrum A (Fig. 9.2b). This consisted of a primary triplet with a splitting 
of 1.43 mT and a secondary triplet with a splitting of 0.29 mT in the ratio 1:1:1 
without further splittings. A similar spectrum was observed in thymine. The results 
from dT and thymine indicate that the spin adducts have a nitrogen at the α-position 
or β-position. One possible explanation for the spin adducts is that the N-centered 
radicals at the N1 position in the case of thymine and the N3 position in the case 
of dT might be trapped by MNP. This radical assignment seems to be consistent 
with previous reports regarding X-irradiated single crystal ESR studies in thymine 
and dT [16, 17]. However, application of another spin trap, 4-PyOBN, which can 
discriminate if a C-centered or an N-centered radical is trapped [18], showed no 
spin adducts arising from the N-centered radicals (data not shown). Therefore, the 
assignment of this spectrum to the C6-radical by H-addition to the C5 position 
(Radical 1 in Eq. 9.4) is more plausible if the dihedral angle θ is assumed to be 
close to 90° in Eq. 9.2. However, complete evidence for the radical assignment was 
not provided exclusively by the ESR spectrum. When γ-irradiated polycrystalline 



3619  Applications of the Spin-Trapping Method in Radiation Biology

cytosine was dissolved in an H2O solution of MNP in the absence of oxygen, the 
ESR spectrum consisting of a quartett with a splitting of 1.44 mT was preferentially 
observed (data not shown) and assigned to the MNP-H adducts [11]. A weak ESR 
spectrum consisting of a secondary triplet with a splitting of 0.35 mT which further 
splits to the doublet with a splitting of 0.07 mT was observed after decay of the 
dominant signals. This spectrum was assigned to the radical formed by H-abstrac-
tion from the N(1) position which was consistent with the results obtained using 
irradiated single crystals of cytosine [19].

It has been shown that cells in which dT residues of DNA are replaced by 
5-halodeoxyuridine become several times more sensitive to the lethal effects of 
ionizing radiation. For 5-FU, 5-CU and 5-BrU, the secondary 1:1:1 triplet spectrum 
was observed as common signals. Figures  9.3a and 9.3b show the ESR spectra 
obtained from 5-FU and 5-BrU, respectively. The triplet lines are assigned to the H-
abstraction radical from the N(1) position (Radical 4). Signal labeled S in Fig. 9.3b 
corresponds to di-t-butyl nitroxide which is formed by self-trapping of MNP as by-
products [3]. Spectrum labeled B consisting of a secondary doublet with a splitting 
of 3.12 mT was observed for 5-FU. This large doublet splitting is produced by the 
interaction of the unpaired spin with the β-fluorine nucleus. The possible structure 
consistent with this coupling is the H-addition radical located at the C6 position 
(Radical 5).

In γ-irradiated single crystals of 5-halo bases, three main radicals namely Radi-
cals 4, 5 and the radical at the C6 position due to the H-addition to the O4 position, 
have been identified [20, 21]. Radical 4 was observed in all 5-halo compounds 
examined. The α-halo radical at the C5 position (Radical 5) was only spin-trapped 
in 5-FU. No spin adducts of the C6-centered radicals were observed in any of the 
samples.

Fig. 9.3   ESR spectra of spin-trapped radicals from polycrystalline solids γ-irradiated at room 
temperature and subsequently dissolved in an H2O solution of MNP. a 5-FU, air-free solution 
and b 5-BrU, air-saturated solution. The figure is adapted from [11] by permission of Informa 
Healthcare (1981)
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5-Halo nucleoside derivatives give different results to those of 5-halo bases. 
Figure  9.4 shows the ESR spectrum of γ-irradiated polycrystalline 5-FUrd after 
the dissolution of MNP in air-saturated D2O. Similar spectra were also obtained 
from other 5-halo nucleosides, with the exception of the lines labeled B; these lines 
consist of a secondary doublet with a splitting of 2.15 mT due to a β-fluorine hy-
perfine coupling and, therefore, are assigned to Radical 5. The lines labeled A that 
are observed in all 5-holo derivatives consist of a secondary doublet with a splitting 
of 0.17 mT.

The lines labeled C consist of a secondary doublet with a splitting of 0.56 mT. 
Since these doublet lines are explained by the interaction of unpaired spin with a 
β-hydrogen, they are assigned to radicals located at the sugar moiety. The spectrum 
labeled C was assigned to the radical formed by H-abstraction at the C5′ position 
of the sugar moiety (Radical 6 in Eq.  9.7). In the spin-trapping study involving 
γ-irradiated solid sugars, this large doublet with a splitting of 0.48–0.57 mT could 
be observed in D-glucose, D-mannose and lactose having the HOC5′H2- group at 
the C5′ position [22].

Fig. 9.4   ESR spectra of 
spin-trapped radicals from 
polycrystalline 5-FUrd 
γ-irradiated at room tem-
perature and subsequently 
dissolved in an air-saturated 
D2O solution of MNP. The 
figure is adapted from [11] 
by permission of Informa 
Healthcare (1981)
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(9.7)

The spectrum labeled A was assigned to Radical 7 in Eq. 9.7, because the radia-
tion chemical studies involving γ-irradiated sugars have provided evidence that 
the radical at the C5′ position may be converted to the radical at the C4′ position 
(Eq. 9.7) [23]. The ESR studies of single crystals have shown that the α-halo radical 
formed by H-addition to the 5, 6-double bond and the C6 radical formed by pro-
tonation of the base anion at the O4 position were prominent [24–26]. On the other 
hand, the predominant radicals in the spin-trapping studies were all free radicals 
at the sugar moiety. The results obtained from the spin-trapping studies are not 
consistent with those from ESR single crystal studies. The exact radiosensitizing 
mechanisms of 5-halo uracils have not been fully elucidated.

9.4.2  �γ-Ray-Induced Free Radicals in Solid Pyrimidine 
Nucleotides

The spin-trapping method combining HPLC was only used to evaluate γ-irradiated 
polycrystalline 5′-UMP [13]. After polycrystalline 5′-UMP (50 mg) was γ-irradiated 
at a dose of 70 kGy under an Ar atmosphere, it was dissolved in 1 mL of aqueous 
solution of MNP (5 mg/mL). Figure 9.5 shows an ESR spectrum of spin-trapped 
radicals from γ-irradiated polycrystalline 5′-UMP.

Fig. 9.5   ESR spectra of 
spin-trapped radicals from 
polycrystalline 5′-UMP 
γ-irradiated and subsequently 
dissolved in an aqueous solu-
tion of MNP. The component 
of the signal marked by the 
asterisk disappeared after 
HPLC. The figure is adapted 
from [13] by permission of 
Informa Healthcare (1991)

 



364 M. Kuwabara et al.

After the significant amounts of undegraded 5′-UMP were removed using a SEP-
PAK C18 cartridge, the spin adducts were separated into each spin adduct using a re-
verse-phase HPLC in the ion suppression mode. Although the ESR spectrum consist-
ing of 3 × 2 lines that was originally present (as marked by the asterisk in Fig. 9.5), 
disappeared during HPLC, it could be distinguished from other components; this was 
because it became dominant when the irradiated 5′-UMP was dissolved in the presence 
of oxygen at alkaline pH [12]. The three ESR signals were separated using HPLC. The 
ESR signal in Fig. 9.6a indicates the overlap of two spectra. Each spectrum consists 
of a secondary doublet. Since the exact measurements of the hyperfine couplings were 
impossible from the superimposed spectrum, we simulated this spectrum by analyz-
ing the ESR parameters using a Lorentz function. When two spectra consisting of a 
primary triplet with a splitting of 1.53 mT and a secondary doublet with a splitting of 
0.34 mT with ΔHmsl = 0.15 mT, and a primary triplet with a splitting of 1.56 mT and 
a secondary doublet with a splitting of 0.55 mT with ΔHmsl = 0.08 mT were superim-
posed at a ratio of 12:1, a spectrum similar to that in Fig. 9.6a was obtained (Fig. 9.6a′).

Since the addition of hydrogen at either position of the 5, 6-double bond in the un-
saturated base is a major reaction process in the solid state [16], the former spectrum 
is assigned to the spin adduct derived from the C5-centered radical at the base moiety  
(Radical 8).

Fig. 9.6   ( Left) Experimentally separated ESR spectra of irradiated 5′-UMP (a-c). ( Right) Com-
puter simulation spectra calculated by employing a Lorentz function. a′ Simulation spectrum of 
(a), b′ simulation spectrum of (b), and c′ simulation spectrum of (c). The figure is adapted from 
[13] by permission of Informa Healthcare (1991)
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The ESR spectrum shown in Fig.  9.6b and its simulation spectrum shown in 
Fig. 9.6b′ consist of a primary triplet and a secondary doublet, as a result of the 
presence of a β-hydrogen that further splits into a triplet owing to the presence of 
a β-nitrogen (aN = 1.58 mT, aH

β = 0.28 mT and aN
β = 0.16 mT). The ESR spectrum 

shown in Fig. 9.6c and its simulation spectrum shown in Fig. 9.6c′ also consists of 
a primary triplet and the secondary doublet and triplet (aN = 1.52 mT, aH

β = 0.4 mT 
and aN

β = 0.13 mT). Because of the presence of a β-hydrogen and a β-nitrogen, both 
ESR spectra are attributable to the spin adducts of the C6-centered radicals. A C6-
centered radical formed by H-addition to the C5 position of the 5, 6-double bond is 
proposed in solid-state irradiation (Radical 10) [16]. In addition to this radical, an-
other C6-centered radical (Radical 11) has been reported [28, 29]. It seems difficult 
at this point to determine which spectrum, the one in Fig. 9.6b or in Fig. 9.6c is ap-
propriate for the assignment of the C6-cnetered radicals, Radicals 10 or 11. In ESR 
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studies involving free radicals in solid 5′-UMP, Radons et al. [29] and Sagstuen [30] 
assigned the same ESR spectrum to different radical species, Radical 10 and the 
C4′-centered radical (Radical 12), respectively. The ESR spectrum marked by the 
asterisk in Fig. 9.5 consists of a primary triplet and a secondary doublet; the roughly 
estimated hfcs were 1.47 and 0.18 mT, respectively. It may be possible to use this 
spectrum for the identification of Radical 12.

The results obtained from spin-trapping combined with HPLC in γ-irradiated 
solid 5′-UMP have clearly shown that two types of radicals at the C6 position of 
the base moiety are induced; this supports the hypothesis of several authors who 
proposed two or more types of C6-centered radicals in ESR studies of X-irradiated 
single crystals of 5′-UMP [27–30]. A spin-trapping study of radicals at room tem-
perature in γ-irradiated polycrystalline pyrimidine nucleotides, 5′-dCMP, 3′-CMP, 
5′-CMP, 5′-dUMP and 3′-UMP, has been performed without HPLC [12]. It is wor-
thy to note that the methyl type radical, –C4′–Ċ5′H2, formed at the C5′ position of 
the sugar moiety was observed in all samples examined. This result is consistent 
with single crystal studies performed in γ-irradiated Cyd and 3′-CMP [31, 32] and 
5′-dCMP [33–35].

9.4.3  �γ-Ray-Induced Free Radicals in Solid Protein

The spin-trapping method has been applied to analyze the radical structures pro-
duced in γ-irradiated polycrystalline amino acids and dipeptides as model com-
pounds of protein [10, 36]. Decarboxylated and deaminated radicals, as well as 
deprotonated radicals at α-carbon sites of the peptide (α-carbon radicals) have been 
identified. It is of significance to extend this method to study radiation-induced free 
radicals in solid protein. For this purpose we improved this method by combining 
enzymatic digestion and applied it to solid lysozyme as a model of proteins [37]. 
Lysozyme is made up of a single polypeptide chain consisting of 129 amino acids 
that are cross-linked by four disulfide bridges and contains no free SH groups. A 
few hundred mg of lysozyme was first exposed to γ-rays at a dose of 80 kGy in the 
solid state at room temperature and subsequently analyzed using ESR spectros-
copy. The ESR scan of solid samples was traced using a cylindrical quartz tube at 
100 kHz of field modulation with an amplitude of 0.4 mT; the microwave power 
level was maintained at 1 mW. The ESR spectra obtained from γ-irradiated solid 
lysozyme is shown in Fig. 9.7. The spectrum is markedly unsymmetrical, and has 
a doublet signal centered at a g-value of 2.003 and a broad signal that appears 
at low-field with a g-value between 2.020 and 2.080. Numerous investigations of 
model proteins have shown that the doublet centered at g-value of 2.003 was due to 
α-carbon radicals in the peptide (–NH–C˙(R)–CO–, R; amino acid side chains) and 
that the broad signal in the low filed was due to the secondary thiyl radicals (–CH2–
S˙) that were produced on the side chains (Eqs. 9.8 and 9.9).
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� (9.8)

� (9.9)

The spin trapping method combined with enzymatic digestion was employed to 
clarify the production of these radicals in the solid lysozyme. After irradiated solid 
lysozyme was dissolved into aqueous MNP solution and subsequently digested with 
protease (0.1 mg/mL), ESR scans were traced. Figure 9.8a shows the ESR spectrum 
of spin-trapped radicals before digestion. A broad spectrum consisting of only a 
primary triplet hyperfine structure was observed. After digestion of lysozyme by 
protease to form oligopeptides, an ESR spectrum with a more resolved hyperfine 
structure was obtained (Fig. 9.8b). This spectrum has a primary splitting of 1.59 mT 
which, further splits into a 0.2 mT doublet and, is assigned to H-abstraction radicals 
on the side chains of these amino acids in the lysozyme. The α-carbon radicals and 
the thiyl radicals were not identified in MNP spin-trapping experiments, although 
it has been reported that these radicals are produced in the solid state [38, 39]. This 
discrepancy may be explained by the instability of the spin adducts or inefficiency 
of spin trapping of these radicals. Indeed, even in simple model experiments the 
α-carbon radicals could not be identified, with the exception of glycine and alanine 
[40] and it has also been reported that the MNP-thiyl radical adduct is unstable [39]. 
Another spin trap DMPO agent was used to clarify the thiyl and carbon-centered 
radical production in the γ-irradiated solid lysozyme. The resulting ESR spectrum 
was composed of two signals. One was assigned to the carbon-centered radicals 
produced at the α-carbons of the peptide or at the side-chains of amino acids [41, 
42] and another was assigned to the DMPO-thiyl radical adduct [43].

Fig. 9.7   ESR spectrum 
obtained after solid lysozyme 
was exposed to 80 kGy of 
γ rays at room temperature. 
The arrow indicates the 
absorption at g = 2.003. The 
stick diagram indicates the 
positions of hyperfine split-
tings due to carbon-centered 
radicals. The figure is 
adapted from [37] by permis-
sion of Informa Healthcare 
(1988)
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9.5 � Spin-Trapping Studies Regarding Radiation-Induced 
Free Radicals in the Aqueous Solutions of Nucleic 
Acid Constituents, Their Related Compounds and 
DNA As Well As Proteins

9.5.1 � Free Radicals Induced by the Reactions of Pyrimidine 
Nucleosides and Nucleotides with Hydroxyl (OH) 
Radicals

Identification of OH-induced free radicals in pyrimidine nucleosides and nucleotides 
have mostly been carried out using a method that combined ESR, spin trapping and 
liquid chromatography [44–48]. OH radicals were generated by X irradiation of an 
N2O-saturated aqueous solution. When an H2O solution is exposed to 1 Gy (1 J/
kg) of X rays, 0.27 μM of OH radicals, 0.265 μM of eaq

− and 0.035 μM of atomic 
hydrogens are generated.

�
(9.10)

� (9.11)

� (9.12)

� (9.13)

� (9.14)

•
aq 2 2 2e  + N O + H O OH, OH , N  − −→ ↑

e + Urd Urd radicals spin adducts of Urd radicals  aq
− → →( )

e  + MNP MNP radicals self-trappingaq
− → →( )

OH   +   Urd Urd radicals( spin adducts of Urd radicals)→ →i

OH+MNP MNP radicals( self-trapping)→ →i

Fig. 9.8   a ESR spectrum of spin-trapped radicals from solid lysozyme γ-irradiated at room tem-
perature and subsequently dissolved in aqueous solution containing MNP. b ESR spectrum after 
being digested by protease at 37 °C for 3 h. The figure is adapted from [37] by permission of 
Informa Healthcare (1988)
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� (9.15)

� (9.16)

eaq
− are converted to OH radicals by reaction with N2O (Eq. 9.10). Urd was cho-

sen as a model of the nucleic acid component, and 50 mM of Urd and 5.7 mM of 
MNP were dissolved in an H2O solution, respectively. In this reaction system, eaq

− 
react not only with N2O but also with Urd and MNP (Eqs. 9.11 and 9.12). Using 
[N2O] = 27 mM, [Urd] = 50 mM and [MNP] = 5.7 mM, and their reaction rate con-
stants, k10 = 9.1 × 109 M−1s−1 [49], k11 = 1.4 × 1010 M−1s−1 [49] and k12 = 2.4 × 1010 M−1s−1 
(MNP dimer, see Table 9.1) [7], the reaction rates using Eqs. 9.10, 9.11 and 9.12 were 
calculated to be 2.5 × 108 s−1, 0.7 × 108 s−1 and 1.4 × 108 s−1, respectively. As a result, 
54 % of the eaq

− was converted to OH radicals as a result of reaction with N2O; there-
fore, irradiation of the solution with X rays at a dose of 5.4 kGy produced 2.9 mM 
of OH radicals in total. The remaining 15 % of the eaq

− reacted with Urd and 31 % 
of the eaq

− reacted with MNP. The reactions of eaq
− with Urd produced 0.2 mM of 

Urd radicals when exposed to a dose of 5.4 kGy. This value corresponded to 7 % of 
OH-induced Urd radicals. The reactions of eaq

− with MNP resulted in undesirable 
byproducts. OH radicals react competitively with Urd and MNP with reaction-rate 
constants of k13 = 4.1 × 109 M−1s−1 [49] and k14 = 1.3 × 1010 M−1s−1 (MNP monomer, see 
Table 9.1) [8], respectively. Using the molar concentrations of Urd and MNP and their 
reaction constants, the reaction rates using Eqs. (9.13 and 9.14) were calculated to be 
2.0 × 108 s−1 and 0.74 × 108 s−1, respectively. About 73 % of OH radicals (2.1 mM) were 
estimated to react with Urd to induce Urd radicals and 27 % of OH radicals reacted 
with MNP to produce undesirable byproducts. H radicals also reacted competitive-
ly with Urd and MNP with the reaction-rate constants of k15 = 3.8 × 108 M−1s−1 [49] 
and k16 = 1.9 × 109 M−1s−1 (Greenstock et al. 1978, Abst 61st Can Chem Cong, OR-5, 
65). The reaction rates calculated using Eqs.  9.15 and 9.16 were 1.9 × 107 s−1 and 
1.1 × 107 s−1, respectively. Sixty-five percent of H radicals reacted with Urd resulting 

H+Urd Urd radicals( spin adducts of Urd radicals)→ →i

H+MNP MNP radicals( self-trapping)→ →i

Fig. 9.9   a ESR spectrum of spin-trapped radicals from an aqueous solution containing Urd 
(50 mM) and MNP (1 mg/mL) after X irradiation under N2O. b Chromatogram separated on a 
Bio-Gel P-2 column (1 × 80  cm). The figure is adapted from [44] by permission of Radiation 
Research Society (1986)
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in 0.12 mM of Urd radicals which corresponded to 4 % of OH-induced Urd radi-
cals. The remaining 37 % of H radicals reacted with MNP to cause the undesirable 
byproducts. These results suggested that the large amounts of MNP byproducts and 
about 10 % of Urd radicals were produced by the reaction with eaq

− and H radicals. 
Therefore, for the precise identification of free radicals it is necessary to separate not 
only each spin adduct, but also the byproducts of MNP in the spin-trapping studies 
of OH-induced free radicals. For Urd, the spin adducts were separated by a Bio-Gel 
P-2 column [44]. One milliliter portions of eluent were collected and freeze-dried. 
The freeze-dried samples were again dissolved in 200 μL distilled water and then 
measured by ESR. UV-absorbance measurements were also carried out by dissolving 
the freeze-dried samples in 2.5 mL of distilled water.

Figure 9.9a shows a typical ESR spectrum obtained from irradiated Urd solution. 
Figure 9.9b shows the chromatographic profile of an X-irradiated aqueous solution 
containing Urd and MNP monitored using UV absorbance at 260 nm. ESR signals 
were observed from five fractions, denoted A-F (Fig. 9.10). The ESR spectrum and 
the UV-absorbance spectrum obtained from fraction A are presented in Fig. 9.10a. 
The ESR spectrum consists of a primary triplet with a splitting of 1.52 mT that 
further splits into a quintet.

The UV-absorbance spectrum of this spin adduct shows that the chromophore 
at 260 nm, which confirmed the presence of the 5,6-double bond of the base moi-
ety, has disappeared. This proved that this spin adduct was due to the 6-yl radical 
produced by OH addition to the C5 position of the base moiety (Radical 13). These 
coupling constants of Urd vary greatly from those of uracil and 1-methyluracil re-
ported by Makino et al. [50] and Rustgi and Riesz [51]. For instance, the coupling 
constant 0.31 mT of β-hydrogen of Urd was considerably larger than that (0.08 mT) 
of uracil, whereas the coupling constant (0.14 mT) of β-nitrogen of Urd was smaller 
than that (0.35 mT) of uracil. The difference indicates that the magnitude of the 
coupling constants of the β-hydrogen and β-nitrogen of the 6-yl radical is dependent 
on the substitution pattern at the N1 position.

The ESR and UV-absorbance spectra obtained from fractions B, C and D are shown 
in Fig.  9.10b, c and d, respectively. These spectra showed a secondary doublet 
due to a β-hydrogen which in each case exhibited different hyperfine splittings 
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(Table 9.2). Although the separation of the spin adduct in fraction C was incom-
plete, a secondary doublet with a splitting of 0.60 mT was clearly recognized. The 
UV-absorbance spectra showed a peak at 260 nm for fractions B and C, but not for 
fraction D. The signal consisting of a secondary doublet with a splitting of 0.22 mT 
(Fig. 9.10b) may be assigned to the C4′-centered radical (Radical 12), which was 
produced by the transformation of the C1′ radical, because the secondary doublet 
with a splitting of 0.14–0.22 mT was commonly observed in γ radiolysis of pyrimi-
dine nucleotides in the solid state as described in Sect. 9.4.2. However, according 
to a product analysis study, it has been reported that the pathway for the formation 
of this radical might not be present in aqueous solution [52]. Therefore, the radi-
cal structure for the spectrum in Fig. 9.10b could not be conclusively determined, 
although the UV–absorbance spectrum clearly revealed that this spin-adduct arose 
from the sugar moiety. The ESR spectrum consisting of a secondary doublet with 

Table 9.2   Hyperfine splirttings of the spin adducts from uridine
Chromatographic Franctiona Primary 14N splittings (mT) Secondary splittings aβ (mT)

A 1.52 0.31 (H)
0.14 (N)

B 1.48 0.22 (H)
C 1.46 0.60 (H)
D 1.51 0.37 (H)
E 1.52
a A–E refer fractions A–E denoted by the arrows in Fig. 9.9b

Fig. 9.10   ESR spectra ( left panel) and UV-absorbance spectra ( right panel) (a–e) obtained from 
fractions A–E in Fig. 9.9b. The figure is adapted from [44] by permission of Radiation Research 
Society (1986)
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a splitting of 0.60 mT shown in Fig. 9.10c was assigned to the radical formed by H 
abstraction from the C5′ position of the sugar moiety (Radical 9). The secondary 
large doublet (0.50–0.60 mT) was observed in γ-radiolysis of pyrimidine nucleo-
sides, nucleotides and their 5-halo derivatives in the solid state [11, 12], and UV 
photolysis of pyrimidine nucleoside and nucleotide solutions containing hydrogen 
peroxide [53, 54], and assigned to the C5′ radical of the sugar moiety. This as-
signment is not in conflict with the results of UV-absorbance measurements. The 
ESR spectrum shown in Fig.  9.10d consists of a primary triplet with a splitting 
of 1.51 mT that further splits into a doublet with a splitting of 0.37 mT owing to 
the presence of β-hydrogen. The ESR spectra consisting of the secondary doublet 
with a splitting of 0.37–0.44 mT have been observed when pyrimidine nucleosides 
are exposed not only to OH radicals [45, 47, 54], but also to eaq

− [55]. It is well 
known that eaq

− react with the base moiety and barely react with the sugar moiety in 
nucleosides [56]. This strong suggests that the 0.37 ~ 0.44 mT doublet arises from 
the base moiety. The UV-absorbance spectrum of fraction D showed the decompo-
sition of the 5,6-double bond of the base moiety. It can be concluded that the ESR 
spectrum in Fig. 9.10d is due to the 5-yl radical produced by OH addition to the C6 
position of the base moiety (Radical 14). Both the ESR and UV-absorbance spectra 
obtained from fraction E are presented in Fig. 9.10e. This spectrum consists of a 
simple triplet with a splitting of 1.52 mT without further splittings. These types of 
signals have been observed not only for 2′-dU but also for purine nucleosides in-
cluding 3′-deoxyadenosine (cordycepin) and nucleotide homopolymers. It has also 
been shown that the spin adduct obtained from 2′-dA preserves the undegraded base 
[48]. From these results, one is forced to accept that the spin-trapped radical does 
not originate from the free radicals produced by H abstraction from the 1′-, 2′- or 
3′-positions on the sugar moiety. The H-abstraction radical from the C4′ position 
of the sugar moiety can be taken as a probable site for spin trapping (Radical 15). 
When the spin adduct in the fraction E was again purified by reverse-phase HPLC, it 
was revealed that the spin adduct possessed the undegraded base moiety. It is noted 
at this point that some spin adducts decayed during the HPLC separation. Therefore, 
in some cases, the gel permeation chromatography is better than HPLC. In any case, 
it was significant to prove that the sugar radicals (Radicals 9 and 15) were induced 
by OH-radical reactions as the precursor radicals of DNA strand breaks.
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When OH-induced free radicals in 3′-UMP were examined using a method that 
combined spin trapping and HPLC, six spin adducts were separated [45]. Four of 
them that were separated in the second to the fifth fractions of the HPLC profile had 
similar spectra; these were assigned to the spin adducts at the C5 position (Radi-
cal 14) and C6 position (Radical 13) of the base moiety, and at the C4′ position 
(Radical 15) and the C5′ position (Radical 9) on the sugar moiety. The spin adduct 
recovered in the sixth fraction showed that the ESR spectrum consisted of a primary 
triplet with a splitting of 1.50 mT that further split into a secondary triplet with a 
splitting of 0.34 mT and possessed the intact base (data not shown). This spectrum 
was assigned to the spin adduct of the C1′-yl radical formed by the H-abstraction 
at the C1′ position on the sugar moiety (Radical 16). This radical (16) is thought to 
be the precursor of the C4′-radical (Radical 12). The spin adduct recovered in the 
first fraction of HPLC profile gave an ESR spectrum consisting of 3 × 2 × 2 lines and 
its UV-absorbance spectrum showed the loss of a chromophore at 260 nm, but the 
exact radical structure could not be assigned.

When the OH-radical-induced free radicals in TMP were examined, six spin 
adducts were separated by HPLC [46]. Among them, three were assigned to the 
radicals at the C5′ (Radical 9), C4′ (Radical 15) and C1′ (Radical 16) formed by 
H-abstraction at the sugar moiety, because a gradual increase in the release of un-
altered thymine base from these spin adducts was observed during the period of 
0–22 h when the solutions were stood at room temperature. The remaining three 
ESR spectra were assigned to free radicals at the C6 position (Radical 13) and C5 
position (Radical 14) of the base moiety. One spin adduct at the C5 position (Radi-
cal 14) was used to identify two ESR spectra. This may be explained by assum-
ing that this adduct has two structures. Several stereoisomers of the ring-saturated 
forms of thymine base in γ-irradiated DNA have been reported [57, 58]. The ESR 
spectrum assigned to the C4′-radical (Radical 15) consisted of a primary triplet with 
a splitting of 1.60  mT without further splittings, indicating that this spin adduct 
had no hydrogen or nitrogen atoms at the β position. In this case, the assignment of 
the spin adduct between the C3′-yl and MNP was ruled out because a similar ESR 
spectrum was observed in 2′,3′- ddTMP having two hydrogens at the C3′ position 
of the sugar moiety.

OH-radical-induced free radical reactions in the cytosine-related compounds, 
Cyd, 2′-dC, 3′-CMP, 5′-CMP and 5′-dCMP, have been studied using a method that 
combined spin trapping and HPLC [47]. To confirm the radical assignment at the 
base moiety, 5,6-deuterated Cyd (of which 5,6-hydrogens at the 5,6 double bond 
of the base moiety were replaced by deuterons) was synthesized and used for 
spin-trapping experiments. Four spin adducts were separated using HPLC when 
an N2O-saturated aqueous solution containing Cyd and MNP was exposed to X 
rays at a dose of 2.7 kGy. Two of them were assigned to the spin adducts at the C5 
and C6 positions of the cytosine base (similar to Radicals 14 and 13, respectively) 
because the hfcs of β-hydrogens was decreased 0.15 times by exchanging them 
with deuterons. The ESR spectrum consisting of only a primary triplet structure 
was assigned to the spin trapping at the C4′ position of the sugar moiety (similar 
to Radical 15) because this spin adduct possessed the unaltered cytosine base. An 
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interesting result was the finding that radical formation at the C5′ position of the 
sugar moiety (Radical 9) was not verified, but the free radical at the C5 position 
on the base moiety was observed instead of this radical. The radical was formed 
by intermolecular attack of the Radical 9 on the 5,6-double bond of the base 
moiety (Eq. 9.17).

(9.17)

The compete loss of UV absorbance of the spin adduct indicated that the deami-
nation reactions occurred in the spin adduct of the 5′,6-cyclo-6-hydrocytidine 
C5 radical (Radical 17). Therefore, Radical 17 was regarded as the precursor of 
5′,6-cyclo-5,6-dihydrouridine. It was obvious that the effects of proton-deuteron 
exchange at the 5,6-positions on the ESR spectrum were observed. This spin adduct 
was seen in all cytosine-related compounds. Shaw and Cadet reported the formation 
of 5′,6-cyclo-5,6-dihydro-2′- deoxyuridine when 2′-dC was irradiated with γ rays in 
the frozen state [59].

9.5.2 � Free Radicals Induced by the Reactions of Purine 
Nucleosides and Nucleotides with OH Radicals

OH-induced degradation of de-aerated aqueous solutions of purine nucleosides 
leads to several reactions namely; rupture of the N-glycosidic bond followed by 
the liberation of the bases; opening of the imidazole ring via the addition of OH 
radicals to the N7-C8 double bond to produce the 4-amino-5-formamidepyrimidine 
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deoxyribose or ribose; C5′-C8 cyclization formed by hydrogen abstraction from the 
C5′ position followed by the intermolecular attack of C5′-yl radical on 7,8-double 
bond; and the isomerization reaction involving H-abstraction from the C4′ position 
of the sugar moiety, as reviewed by Cadet and Berger [60] and Breen and Murphy 
[61]. Therefore, it is important to obtain information concerning the radical inter-
mediates that can explain these reaction mechanisms. 2′-dA, Ado, 2′-dG, Guo, 3′-
dA (cordycepin) and inosine as purine nucleosides, and 5′-dAMP, 5′-AMP, 3′-AMP,  
5′-dGMP, 5′-GMP and 3′-GMP as purine nucleotides were subjected to spin-trapping 
experiments. The deuterated forms at the C2 and C8 positions for adenine-related 
nucleotides and at the C8 position for guanine-related nucleotides were prepared 
and used for some experiments. After N2O-saturated aqueous solutions containing 
10–80 mM of purine nucleosides, 1 mg/mL of MNP, 50 mM of purine nucleotides 
and 2 mg/mL of MNP were exposed to X rays at a dose of 5.8 kGy, the resulting 
samples were applied a Bio-Gel P-2 column for the purpose of separating the spin 
adducts. HPLC was employed when a more precise separation of the spin adducts 
from the undegraded original molecules was required.

Figure 9.11a shows the ESR spectrum obtained from X-irradiated aqueous solu-
tion of 2′-dA [48]. The ESR signal labeled with asterisks in this figure was assigned 
to the t-butylhydronitroxide radical (MNP-H˙). Only two spin adducts were sepa-
rated with gel chromatography as shown in Figs. 9.11b and c. The ESR spectrum 
in Fig. 9.11b shows a secondary doublet with a splitting of 0.24 mT owing to the 
presence of a β-hydrogen which further splits into a doublet with a splitting of 
0.11 mT owing to the γ-hydrogen. Figure 9.11c shows the ESR spectrum consisting 
of only a primary triplet with a splitting of 1.53 mT. The spin adducts giving these 
spectra possessed unaltered purine bases, suggesting that free radicals induced in 
the sugar moiety were spin-trapped by MNP. These spectra were observed in all 
nucleosides except for Guo. Essentially the same results were also obtained from 
purine nucleotides. In the case of nucleotides, the ESR spectrum consisting of a 
secondary doublet with a splitting of 0.20–0.28 mT was regarded as the same as 
that in Fig. 9.11b. This was because the ESR spectrum consisting of 3 × 2 lines in 
3′-GMP was changed to 3 × 2 × 2 lines owing to the presence of a β-hydrogen and a 
γ-hydrogen when 3′-GMP was treated with the alkaline phosphatase [62]. Further-
more, no effects of proton-deuteron exchange at the C2 and C8 positions on the ad-

Fig. 9.11   a ESR spectrum of spin-trapped radicals from an aqueous solution containing 2′-dA and 
MNP after X irradiation under N2O. The ESR spectrum is marked with asterisks (*) owing to the 
H-addition radical to MNP. b and c ESR spectra of the separated spin adducts using Gio-Gel P-2 
column chromatography. The figure is adapted from [48] by permission of Informa Healthcare 
(1986)

 



376 M. Kuwabara et al.

enine base moiety and at the C2 position on the guanine base moiety were observed 
on ESR spectra. Therefore, the ESR spectrum in Fig. 9.11c was assigned to the C4′ 
radical similar to Radical 15 without ambiguity. Figure 9.11b could be assigned to 
the spin adducts on the sugar moiety, but no exact radical structure was elucidated. 
No ESR spectra due to the spin adducts at the base moiety were observed. However, 
this does not necessarily mean that free radicals are not produced at the purine base 
moiety by OH radicals. Interesting results have been obtained from spin-trapping 
experiments using a nitrone spin trap PBN [63].

9.5.3  �Free Radicals Induced by the Reactions of Pyrimidine and 
Purine Nucleotide Homopolymers or Oligonucleotides with 
OH Radicals

Using nucleosides and nucleotides, the ESR method combining spin trapping and 
HPLC or gel permeation chromatography provided evidence that OH radicals pro-
duced free radicals at the C4′ and C5′ positions on the sugar moiety which can 
be regarded as the precursors of DNA strand breaks (Radicals 15 and 9). Another 
radical at the C1′ position (Radical 16) is regarded as a precursor of apyrimidinic/
apurinic-site formation. Therefore, it is important to prove that OH radicals actually 
produce these radicals in the high-molecular weight compounds closer to DNA. As 
the model compounds, poly(U), poly (C), poly (A) and poly (I), and oligo(dC)10 and 
oligo(dT), were employed [45, 47, 48, 64]. In the case of poly(U) (MW ca. 5 × 105) 
[45], a spectrum with a broad line shape due to the slow tumbling of nitroxide 
was observed. The broad spectrum was changed to a well-resolved one by diges-
tion with bovine pancreas RNase A for 3 h. When the digested spin adducts were 
separated by the same system used for 3′-UMP and examined by means of ESR 
spectroscopy, six ESR spectra were observed. Comparison of the six spectra with 
those of 3′-UMP demonstrated that the spin adducts were almost identical to those 
of 3′-UMP. In other words, the formation of C1′-yl, C4′-yl and C5′-yl radicals on the 
sugar moiety as well as C5-yl and C6-yl radicals on the base moiety was confirmed. 
In the case of poly(C), results similar to those for cytosine nucleosides and nucleo-
tides were obtained [47]; namely, in addition to the C5-yl, C6-yl and C4′-yl radicals, 
Radical 17 formed as a result of the cyclization reaction (Eq. 9.17) was found to be 
produced. Only C4′-yl radicals are identified in poly(A) and poly(I) [48].

To more closely approach actual DNA, the oligomers consisting of deoxyribose 
such as oligo(dC)10 and oligo(dT)10 were used [64]. These oligomers were chosen 
as samples because basic information concerning the monomers, dCMP and TMP, 
had already been obtained as described in Sect.  9.5.1; they had the property of 
high solubility in aqueous solution, which was advantageous for spin-trapping ex-
periments. Oligo(dC)10 and oligo(dT)10 were prepared with DNA synthesizer. After 
each oligomer containing MNP was exposed to X rays under anoxic condition, it 
was digested to smaller size with phosphodiesterase and the spin adducts were sepa-
rated using HPLC. In the separated spin adducts, the ESR spectrum attributable to 
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the spin adduct of C4′-deoxyribose radicals (Radical 15) was observed as the sole 
sugar radical in each oligomer. To obtain evidence that the assigned C4′-yl radical 
is, in fact, the precursor radical of stand breaks, 5′-32P-end-labled oligomers were 
prepared and exposed to X rays in the presence or absence of MNP. These oligo-
mers were then analyzed using polyacrylamide gel electrophoresis (PAGE). As a 
result, fragments corresponding to the monomer to the 9mer sequence appeared on 
the PAGE patterns. When the luminescence intensity of each fragment was plotted 
against the concentrations of OH radicals (i.e. the radiation dose), a straight line 
was obtained. The suppression of oligonucleotide fragmentation was observed in 
the presence of MNP in both samples. MNP suppressed the fragmentation by both 
scavenging OH radicals and trapping the precursor radicals of strand breaks. The 
slope of the line in the presence of MNP was found to be gentler than that obtained 
in the absence of MNP even after it was corrected on the basis of the competitive 
reaction model between OH radicals and MNP. These results suggested that MNP 
protected against OH-induced fragmentation of oligomers by trapping the strand-
break precursor radicals (the C4′-yl radical).

Only one base radical and one sugar radical were identified in oligo(dC)10, and 
two base radicals and one sugar radical were identified in oligo(dT)10. These results 
were in contrast to those obtained from their constituents in which free radicals at 
the C5, C6 and the C5-methyl positions on the base moiety and free radicals at the 
C1′, C4′ and C5′ positions on the sugar moiety were identified [46, 47, 65]. Differ-
ence between them may be interpreted as suggesting that the polymerized forms 
of mononucleotides minimize the sites at which OH radicals can attack or restrict 
the sites at which MNP can trap radicals. It has been reported that the susceptibility 
of bases in DNA to OH radicals is lower than is the case for free bases [66]. Each 
fragment consisted of a band with a pair of spots. It is interesting that the PAGE 
patterns of oligomers which were exposed to X rays and subsequently subjected 
to piperidine treatments showed that the reactivities of OH radicals with base and 
deoxyribose moieties differed in oligo(dC)10 and oligo(dT)10 (data not shown) [64]. 
Half of the OH radicals reacted with the deoxyribose moiety to induce the C4′-yl 
radical in oligo(dC)10 and less than one-third of OH radicals react with deoxyribose 
moiety to induce the C4′-yl radical in oligo(dT)10. These results indicate that the 
thymine base may play a role in protecting DNA stand breaks due to OH radicals. If 
the thymine-rich and cytosine-rich regions are present in actual DNA, it is possible 
that OH radicals do not react uniformly with DNA to induce strand breaks. In fact, 
when OH-induced free radicals in calf thymus DNA were trapped by MNP, the ma-
jority of the components of the observed ESR spectrum consisted of the signals due 
to the spin adducts between thymine base radicals and MNP (see Sect. 9.5.4). This 
might be a reflection of OH-radical reactivity in the thymine-rich region in DNA. 
The results obtained from nucleotide homopolymers and oligonucleotides suggest 
that the spin-trapping technique combining enzymatic digestion and HPLC separa-
tion is effective for the identification of OH-induced free radicals in molecules with 
high MW; although, in some cases, the identification of OH-induced radicals in 
nucleic acid constituents has been performed in the composite spectra without the 
separation of spin adducts [65].
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9.5.4  �Free Radicals Induced by the Reactions of DNA with OH 
Radicals

The final purpose of this chapter is to examine whether the spin-trapping method 
combined with ESR spectroscopy is applicable to actual DNA [67]. Two technical 
improvements were introduced to the conventional spin-trapping method to make 
possible its application to DNA: (1) prior to X irradiation, sonolysis of aqueous 
DNA (calf thymus) solution using 19.5-kHz ultrasound was carried out to obtain 
a highly concentrated DNA solution and to lower the viscosity of the solution; (2) 
after precursor radicals in X-irradiated DNA were trapped by a spin-trapping re-
agent, the DNA was digested to form oligonucleotides by DNase I to obtain an ESR 
spectrum with a well-resolved hyperfine structure.

Figure 9.12a shows an ESR spectrum immediately after irradiation. This was 
broad and was insufficient for analyzing the spin-trapping sites. Figure 9.12b shows 
an ESR spectrum recorded at 40 °C after the DNA was digested by DNase I; enzy-
matic digestion was required to sharpen the ESR spectrum. It can clearly be seen 
that the spectrum is well-resolved and analyzable. This spectrum consisted of sever-
al sets of signals from different spin adducts, but we could not separate them by gel 
permeation chromatography or HPLC because DNase I digested the DNA to form 
oligonucleotides of different sizes. From the results obtained from nucleosides and 
nucleotides, the ESR spectra obtained from thymidine, TMP and oligo(dT)10 are 
most similar to those of DNA. Signal labeled X in Fig. 9.12b consists of a primary 
triplet with a splitting of 1.7 mT and a secondary 1:2:1 triplet with a splitting of 
1.34 mT. Quite similar spectra were observed in the ESR spectrum of spin-trapped 
radicals from γ-irradiated solid thymidine as shown in Fig. 9.2. A radical structure 
consistent with this signal is the 5-methyleneuracil radical (Radical 2) which is 
the precursor of 5-hydroxymethyluracil. The signal labeled Y is an ESR spectrum 
consisting of a primary triplet with a splitting of 1.46 mT with a secondary 1:1:1 
triplet with a splitting of 0.29 mT which is attributed to the Radical 13 (precursor of 
thymine glycol, and others), because similar spectra were obtained from thymidine 

Fig. 9.12   a ESR spectrum obtained immediately after an N2O-saturated aqueous solution contain-
ing DNA and MNP was exposed to X rays at a dose of 2.7 kGy of, b ESR spectrum recorded at 
40oC after digestion with bovine pancreas DNase I. c ESR spectrum obtained from yeast RNA. 
The figure is adapted from [69] with permission of American Chemical Society (1987)

 



3799  Applications of the Spin-Trapping Method in Radiation Biology

[54], TMP [46] and oligo(dT)10 [64]. The signal labeled Z is an ESR spectrum con-
sisting of a triplet with a splitting of 1.59 mT without further splittings. In accor-
dance with the conclusions stated for thymidine [54] and TMP [46], this spectrum 
was regarded as arising from spin trapping of Radical 14 (a precursor of thymine 
glycol, and others) rather than at the C4′ position of the deoxyribose moiety of 
DNA. As a result, all of the signals were identified as the spin adducts of radicals 
produced on the thymine base moiety, although OH radicals reacted not only with 
the thymine base but also with the other bases and the sugar-phosphate back bone. 
The results regarding DNA radicals may be explained by the higher stability of 
spin adducts at the thymine base moiety than at the other sites of DNA. The high 
reactivity of OH radicals to the thymine base may also be another factor responsible 
for the localization of the spin adducts as discussed in Sect. 9.5.3. In fact, studies 
regarding the reactions of OH radicals with DNA have shown that the thymine base 
is particularly susceptible to OH radical attack [68]. In the case of yeast RNA, the 
signal labeled T that can be assigned to the C4′-yl radical (Radical 15) was clearly 
observed as shown in Fig. 9.12c.

9.5.5 � Free Radicals Induced by the Reactions of Proteins 
(Histone H1 and Protamine) with eaq−

In radiation-induced reactions in peptides, polypeptides and proteins, it has been 
reported that eaq

− (which are produced by radiolysis of water) cause main chain 
scission through dissociative deamination [69]. We have studied the reactions of 
eaq

− with proteins by employing protamine (salmon roe; MW = 4400) and histone 
H1 (calf thymus; MW = 22,000) [70]. Since protamine and histone H1 are closely 
associated with DNA in the spermatozoid nucleus and cell nucleus, respectively, 
radiation damage studies not only involving DNA but also these proteins are im-
portant in the elucidation of the mechanisms regarding radiation-induced chromo-
somal aberrations. Furthermore, an advantageous aspect of these polypeptides is 
that they contain few amino acid groups with which eaq

− have high reactivity. After 
an N2-saturated aqueous solution containing protamine, sodium formate (NaHCO2) 
and MNP was irradiated with X rays at a dose of 4.5 kGy, a fraction containing the 
protamine was once purified using Sephadex G-25 column chromatography and 
treated with trypsin digestion (Fig. 9.13).

The ESR spectrum consists of a primary triplet with a splitting of 1.55 mT with 
a secondary doublet with a splitting of 0.36 mT that further splits into a 1:3:4:3:1 
intensity quintet arising from equal γ-nitrogen and two γ-hydrogens (0.07  mT). 
This radical was assigned to the deaminated radical produced by Eq.  9.18. The 
spin adduct has two hydrogens at the γ-position of the side chain of the amino acid. 
Similar results were also obtained from proteins and histone H1. From these results, 
it was confirmed that eaq

− induce the deamination reaction leading to the main-chain 
scission.
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(9.18)

9.6 � Conclusion

Applications of a technique combining ESR and the spin tapping to identify free 
radicals induced in DNA, proteins and their related compounds by means of the 
direct and indirect actions of ionizing radiation are described. MNP was mainly 
employed as the spin trap because this was suitable for the precise identification of 
radical structures.

The first section concerning the spin-trapping experiments describes the applica-
tion of this method with regard to the trapping and identification of the transient free 
radicals in DNA and protein constituents directly produced by ionizing radiation, 
the so-called direct actions of ionizing radiation. In some compounds, the ESR and 

Fig. 9.13   ESR spectrum obtained after an N2-saturated aqueous solution containing protamine 
(3 mg/mL), MNP (1.5 mg/mL) and NaHCO2 (0.5 M) was exposed to X rays at a dose of 4.5 kGy, 
purified by chromatography followed by trypsin digestion. The figure is adapted from [70] by 
permission of Informa Healthcare (1986)
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spin-trapping method was further combined with HPLC to separate spin adducts. 
The stable, long-lived free radicals produced in the polycrystalline samples by irra-
diation were trapped by rapidly dissolving them in the aqueous solutions containing 
MNP in the presence or absence of oxygen and were changed to stable nitroxide 
spin adducts. After the majority of undamaged molecules was removed by filtration 
using a SEP-PAK cartridge, each spin adduct was accurately separated by means of 
HPLC. The assignment of radical structures was undertaken by analyzing the sec-
ondary hyperfine splittings in the ESR spectra of the nitroxide spin adducts. Com-
parison of radical structures deduced from spin-trapping studies with those from 
ESR studies of single-crystals by other researchers was helpful for the conclusive 
assignment of radical structures.

The second section of this chapter describes the application of a method combin-
ing ESR, spin trapping and HPLC to trap and identify the free radicals produced 
by the reactions of OH radicals with DNA and protein constituents, the so-called 
indirect action of ionizing radiation. MNP was again used as the spin trap. N2O-
saturated aqueous solutions containing MNP and each compound were exposed to 
ionizing radiation. OH-induced short-lived radicals were converted into relatively 
long-lived nitroxide radicals as the spin adducts. The resulting nitroxide spin ad-
ducts were then individually separated using HPLC and analyzed by means of ESR. 
Examination of the separated spin adducts using UV-absorbance spectrometry was 
helpful in discriminating if the base or sugar was the radical-trapping site. The as-
signment of radical structures was further evidenced by referring to the radical reac-
tion processes deduced from the product analysis studies of irradiated compounds 
reported by other researchers.

In the third section of this chapter, further application of the spin-trapping method 
regarding high molecular weight compounds, such as polynucleotides, polypeptides 
DNA and proteins, is described. With the exception of lysozyme, the spin-trapping 
method concerning these compounds was applied to the free radicals induced by 
OH radicals as well as eaq

− because of their slow dissolution rate in water. In the 
case of eaq

−, aqueous solutions containing MNP, each molecule and sodium formate 
(used as the OH scavenger) were exposed to ionizing radiation. After irradiation, 
these compounds were converted to fragments with smaller sizes by enzymatic di-
gestion, and the corresponding fragments containing the spin adducts were sepa-
rated by gel-permeation chromatography or HPLC; each one was analyzable using 
ESR spectrometry. In particular, observation of free radicals on the sugar moiety 
in DNA model compounds was significant for outlining the chemical processes 
regarding the radiation-induced strand breaks of DNA. A spin trap data base with 
references is available at NIH: http://tools.niehs.nih.gov/stdb/.
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Abstract  EPR application to polymers has been closely related to the research 
and development of polymer modification by radiation processing. The free 
radicals induced in polymer chains by irradiation can initiate chemical reac-
tions at rather low temperature ranges, therefore, the radical reactions can be 
followed by EPR measurement. EPR studies of polymers were applied mainly 
for the analysis of graft polymerization by the pre-irradiation method and the 
analysis of radiation crosslinking, which contributed to the development of 
polymer materials by radiation processing. For graft polymerization, the radi-
cals trapped in the crystalline regions of polymers migrate to the surface and 
initiate the graft reaction. The concentration of the trapped radicals and their 
rate of decay are closely related to the graft yield and rate of the grafting reac-
tion. As the radical migration rate in the crystalline part, namely the decay rate 
of the trapped radicals, is determined by the temperature, the graft polymeriza-
tion is much affected by the temperature. And also the trapped radicals in any 
polymers can be conserved for a long time by cooling the irradiated polymers 
even in air. Therefore, the irradiation and the graft-polymerization can be sepa-
rated in place and in time. For the crosslinking of polymers, polytetrafluoroeth-
ylene (PTFE), polyacrylonitrile (PAN) fiber and polycarbosilane (PCS) fiber 
were selected for a specific application. The PAN fiber is a precursor of carbon 
fiber formation and PCS fiber is the precursor of SiC ceramic fiber. Especially 
the EPR studies for PCS fiber and the pyrolysis were useful for the develop-
ment of radiation processing. The process of pyrolysis of PCS fiber at a high 
temperature involves radical reactions and could be followed by EPR measure-
ments. A knowledge of the radical reaction mechanism contributed much to the 
development of a new method for SiC fiber synthesis.
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10.1 � Reaction Mechanism for Radiation Crosslinking  
and Graft Polymerization

10.1.1 � Introduction

The radiation treatment of polymers leads to polymer modification which can cause 
crosslinking between polymers chains and also to graft-polymerization. Both modi-
fications are induced via free radicals produced by the radiation, so the EPR tech-
nique is suitable for the analysis of radical reactions in polymer materials. Research 
on the effects of radiation on polymers has been reported by many authors, and sev-
eral books have been published [1–3]. The first stage of EPR research in the period 
1958–1970 involved the determination of radical species trapped in the polymers, 
and a lot of fundamental studies were carried out. The polymers were irradiated at 
low temperature in liquid nitrogen and the behavior of the radicals was followed 
by annealing at higher temperatures, and the observations discussed with respect to 
molecular motions of the polymer chains and also to the reactions for crosslinking, 
degradation with chain scission, oxidation, and graft polymerization. For the analy-
sis of the reaction mechanisms in polymer modification, the target polymers were 
mainly the crystalline polymers such as polyethylene (PE), polypropylene (PP), 
polytetrafluoroethylene (PTFE), polyamide (PA), etc., because the radicals were 
generally too unstable in amorphous polymers above their glass transition temper-
atures under the conditions for radiation modification. The second stage of EPR 
researches after 1970 was stepped up to follow the radical behavior in chemical 
reactions for the crosslinking, oxidative degradation, and graft polymerization. Of 
course the fundamental studies of polymer materials by irradiation have continued 
for the analysis of irradiation effects at the experienced laboratories such as at the 
University of Queensland [4, 5].

This section is a review on polymers for the analysis of reaction mechanism for 
radiation induced crosslinking and graft polymerization from the view point of their 
applications. The applications of crosslinking for polymers has progressed since 
1960, for example, for the processing of heat-shrinkable tubes, polymer foams, heat 
resistant wire and cables, hydrogels, etc. [6]. The crosslinking of PTFE by radiation 
was a new aspect in 1990s, because PTFE had been classified to be a typical chain 
scissioning polymer for a long time. The crosslinking of PTFE was found as early 
as 1970 by Tutiya, when PTFE was irradiated by γ-rays under vacuum above the 
melting temperature [7], but his finding was ignored for more than 20 years. The 
same phenomenon was rediscovered by Sun et.al [8] at the end of the 1980s, and 
was confirmed by Oshima et al. [9, 10], and later by Lappan et al. [11].

The application of radiation graft polymerization started at the beginning of 
1980 for the development of ion exchange membranes for butane type batteries 
[12]. The applications have since then been expanded to filters and membranes with 
high performance for the absorption of specific chemicals [13, 14]. In particular, 
fibers or nonwoven fabrics have been the major base polymer materials for modi-
fication by radiation graft polymerization. In the middle of the 1990s, the study of 
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graft polymerization was much promoted with expectations for the ion exchange 
membrane of a fuel battery and the absorbent fibers for the collection of rare metals 
from sea water [15]. The EPR studies on polymer radicals contributed much to the 
fundamental knowledge and technique for the development of the radiation induced 
graft polymerization and related reactions.

10.1.2  �Mechanism of Graft Polymerization onto Polyethylene

In the applications of radiation induced graft polymerization, the pre-irradiation 
method has been selected [12–15], that is, at first the base polymer was irradiated, 
after which the graft polymerization was carried out at 40–60 °C by contacting the 
grafting monomer with the irradiated polymer. For this application of graft polym-
erization, the base polymers are always crystalline polymers such as PE, PP. By 
irradiation, free radicals are produced in both the crystalline and amorphous parts of 
base polymers. As the radicals formed in the amorphous parts decay rapidly above 
the glass transition temperature during irradiation or after irradiation, the radicals in 
the crystalline region are the ones that induce the grafting reaction at ambient tem-
perature. In the presence of oxygen, it has been considered that the radicals trapped 
in both the crystalline and amorphous parts react preferentially with oxygen and 
finally form the oxidation products. Therefore, in the case of pre-irradiation in air, 
the graft reaction had been assumed to be initiated by the thermal decomposition of 
hydro-peroxide at a relatively high temperature. However, in many experiments the 
graft polymerization of various monomers progressed well at relatively low temper-
ature, from room temperature (RT) to 50 °C on crystalline polymers pre-irradiated 
in air. On the other hand, there are EPR studies indicating that the radicals in crys-
talline regions of PE migrate by hydrogen abstraction across or along the polymer 
chains to amorphous regions from the crystalline regions [16, 17].

The radical migration model was applied for graft polymerization by pre-irradia-
tion in air [18–20]. As the monomers could not penetrate into the crystalline phase, 
the graft reaction must be initiated at the surface of the crystallites and the polym-
erization should proceed in the amorphous phase. In the case of PE, the percentage 
crystallinity is 40–80 %, and the crystallites have a lamella structure with chain 
folding and a size of 5–20 nm. The crystallinity and the crystallite size are defined 
by the PE molecular structures and the processing conditions for film, sheet, or 
fiber.

When the pre-irradiated PE was stored in butadiene (BD) gas as a monomer 
for graft polymerization, the EPR spectrum changed with storage time, as seen in 
Fig. 10.1 [18]. The PE specimen was in a powder form prepared by cooling down 
from a solution in xylene solvent above the melting temperature, and the apparent 
powder size was 20–30 μm. For the film specimen, the rate of monomer penetration 
into PE film was changed with the progress of the graft reaction and also the radical 
decay rate during reaction tended to decrease, so the powder specimen was used to 
minimize the penetration effect.
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The alkyl type radical (–CH2–
●CH–CH2–) trapped in PE crystalline regions 

decayed gradually with the reaction time, but the EPR spectrum remained almost 
same during the reaction. A small amount of the spectrum with fine structure due 
to the BD propagating radical was superposed on the spectrum of an alkyl radical.

With the decay of the alkyl radical concentration, the yield of graft polymeriza-
tion increased as seen in Fig. 10.2. The alkyl radical decay during graft reaction 
shown in Figs. 10.1 and 10.2 supports well the above assumption, that is, the alkyl 
radical migrates to the crystal surface and initiates the grafting reaction. When a 
monomer of methyl-methacrylate (MMA) was reacted instead of BD, the decay of 
alkyl radical was similar to that in BD grafting, and the spectrum of the propagating 
radical of MMA polymerization overlapped that for the alkyl radical.

Fig. 10.1   EPR spectra for 
polyethylene ( PE: powder in 
the high density form) under 
graft polymerization of buta-
diene ( BD) at RT. a PE after 
irradiation 30 kGy in air at 
RT by 2 MeV electron beam 
with 1 kGy/s, b Immediately 
after BD (2.4 bar) contacted 
with PE of (a) at RT, c After 
0.5 h storage in DB, d After 
9 h in BD (four times magni-
fied). The figure is adapted 
from [18] by permission of 
John Willey & Sons (1974)
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On the other hand, it is well known that the alkyl radical in crystalline regions 
converts to the allyl radical (–CH = CH–●CH–) on storage under vacuum. However, 
the allyl radicals are stable under vacuum, but reacted rapidly with BD and form 
BD propagating radicals with high intensity as shown in Fig. 10.3 [19]. As the BD 
propagating radical decays within a short time, the yield of graft polymerization is 
at a low level even after a prolonged reaction time. The propagating radicals would 
terminate within a short time by radical recombination. As tetra-chloromethane 
(CCl4) reacts with radicals, the PE specimen containing allyl radicals was brought 
into contacted with CCl4. The broad components of the EPR spectrum in Fig. 10.3a 
decayed rapidly and the sharp components remained the same as in the case of the 
BD graft reaction. Therefore, most of the allyl radicals would be trapped at the sur-
face of crystallites, while a small amount of allyl radicals with sharp components, 
about 10 %, would be trapped in the interior of the crystallites.

Even in the case where the base polymer is in powder form, the monomer supply 
to the crystal surface becomes insufficient to increase of the yield of graft polym-
erization. So, the decay of alkyl radicals in the crystalline region is affected by the 
progress of the graft reaction. Therefore, the decay behavior of alkyl radicals was 
investigated in an oxygen atmosphere (in air), because the oxygen molecule could 
not penetrate into the crystalline parts of PE, and may react with radicals only when 
the radicals come to the surface. The alkyl radicals were produced within a short 
irradiation time (30 s) by electron beam (EB) irradiation (30 kGy with 1 kGy/s), and 
the decay of the radicals was measured immediately after irradiation.

Figure 10.4 shows the decay of alkyl radicals trapped in three different PE crys-
tallites during storage in air at 20 °C [20]. When the radical migrates along or across 
PE chains in a crystallite, and decays at the surface, the decay rate could be analyzed 
by the diffusion equation. The diffusion equation can be derived to be (10.1) for 
a plate like crystallite for the migration along PE chain and (10.2) for a spherical 

Fig. 10.2   Decay of PE alkyl 
radicals in BD monomer 
and yield of grafting during 
graft polymerization at 20 °C. 
PE and BD are the same as 
in Fig. 10.1, PE irradiated 
20 kGy. The figure is adapted 
from [18] by permission of 
John Willey & Sons (1974)
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crystallite for the migration across PE chains. Here, D is diffusion constant corre-
sponding to the migration rate, L is the thickness of plate and R is radius of sphere, 
u(x, t) or u(r, t) is radical concentration in a crystallite at position x or at r and t is the 
storage time, and U(t) is the radical concentration in the crystallite at time t (details 
in reference [20]).

� (10.1)

�

(10.2)

L
2 2u(x, t)/ t = D( u(x, t)/ x ), U(t) = u(x, t) dx∂ ∂ ∂ ∂ ∫

R
2 2 2u(r, t)/ t = D( u(r, t)/ r + 2 u(r, t)/ r), U(t) = 4 r u(r, t) drp∂ ∂ ∂ ∂ ∂ ∂ ∫

Fig. 10.3   EPR spectral changes after reaction of BD with PE allyl radicals at 20 ○C. a Allyl radi-
cals observed for PE after 2 weeks storage under vacuum at RT after irradiation up to 60 kGy in air. 
b After 3 min reaction with BD, c After 6 min reaction with BD, the dotted line is estimated to be 
allyl radical component, d Propagating radicals of BD polymerization by subtraction of dotted line 
from solid line in (c). The figure is adapted from [19] by permission of John Willey & Sons (1974)
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Applying the diffusion constant (D) and L or R as the parameters in Eqs. (10.1) or 
(10.2), the radical decay curve can be calculated. The kinetics of alkyl radical decay 
showed a better agreement with the diffusion Eq.  (10.2) in a model of spherical 
crystallites than for the Eq.  (10.1) for a model of plate-like crystallites. Namely, 
the radical decay rate was proportional to (1/R)2. If the radical migrates along PE 
chains, the decay rate fits to (1/L)2. The results indicated that the model for migra-
tion of radicals in the crystals via across the molecular chains was more plausible 
than that for migration along the molecular chains. Of course, a small amount of the 
spectrum is due to the presence of peroxy radicals which are superposed on the spec-
trum of the alkyl radical, but the peroxy radicals decayed rather quickly at the crys-
tal surface. The decay of the alkyl radicals at elevated temperatures (30 °C, 40 °C)  
showed a similar behavior to that at 20 °C, and the activation energy of alkyl radical 
decay was 75 kJ/mol (18 kcal/mol) obtained using the Arrhenius equation for the 
decay rate over a range of elevated temperatures.

The first successful application of radiation graft polymerization into polyeth-
ylene film was the synthesis of ion exchange membranes. The experiment for pre-
irradiation graft polymerization was conducted according to the mechanisms of 
trapped radical migration in PE crystallites. PE film (25–100 μm thick) was pre-ir-
radiated by EB at ambient temperature in air or in a N2 gas flow. The irradiated film 
was immersed in aqueous acrylic acid (AAc) deaerated by bubbling N2 gas at tem-
peratures (25–40 °C) [21–23]. The rate and yield of graft polymerization depended 
on the crystallinity of PE, that is, the rate was higher for low density PE (small 
crystallite size) and the yield was higher at long reaction time for high density PE 

Fig. 10.4   Decay of PE alkyl 
radicals on storage in air at 
20 °C. a Powder form PE 
of high density, solid line is 
calculated from Eq. (10.2) 
for D/R2 = 9.6 × 10−6 
(D = 3 × 10−18 cm2/s, 
R = 5.3 × 10−7 cm), dot-
ted line is calculated from 
Eq. (10.1) for D/L2 = 4.6 × 10−6 
(D = 3 × 10−18 cm2/s, 
L = 8 × 10−7 cm), b Pow-
der form PE with smaller 
sized crystallites, white 
circle PE crystallite size 
R = 4.6 × 10−7 cm, solid line 
is calculated from Eq. (10.2) 
for D/R2 = 1.4 × 10−5, white 
triangle PE crystal size 
R = 3.2 × 10−7 cm, solid line 
for D/R2 = 2.5 × 10−5, D is the 
same as for (a). The figure is 
adapted from [20] by permis-
sion of American Chemical 
Society (1973)
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(large crystallite size). The effects of the pre-irradiation dose, reaction temperature, 
storage time in air after irradiation until graft reaction, and PE film thickness were 
examined. The results for the rate and yield in the graft polymerization could be 
well explained by the model of alkyl radical migration in the crystallites deduced 
from the EPR studies [20]. The effect of atmosphere in air and in N2 gas flow was 
slight for the short time irradiation at a high dose rate by EB.

As the decay rate of alkyl radicals trapped in the crystallites decreased at lower 
temperature, according to the Arrhenius equation, the radical content trapped in the 
PE film could be kept for a long time by storage at low temperature after irradia-
tion, for example, the activity of the graft reaction was 80 % after 20 days storage at 
−24 °C (249 K) in a freezer. The method to keep the radical activity by cooling has 
been applied widely for graft polymerization, that is, irradiation and graft polym-
erization can be separated in time and place. For the polyethylene film, the yield of 
acrylic acid (AAc) graft polymerization was not homogeneous across the film due 
to the penetration of AAc monomer into PE amorphous part, and the distribution 
along the film thickness was changed by the graft reaction conditions [22]. For 
the application of membranes for ion exchange, the graft polymerization had to 
proceed throughout the film. The inhomogeneous distribution was clearly observed 
for the radiation oxidation of polymer film by irradiation at a high dose rate, and 
the mechanism was analyzed by the diffusion of oxygen throughout the amorphous 
area and the oxygen uptake by oxidation during irradiation [3].

For styrene graft polymerization on poly(vinylidene fluoride) (PVDF) by pre-
irradiation, a similar radical reaction was observed [24]. PDVF film was irradiated 
with γ-rays in air at room temperature, and contacted with styrene monomer at 60 °C.  
The radicals trapped in the crystallites of PVDF were alkyl type radicals (–CH2–
●CF–CH2–) as the major component and peroxy radical as the minor component. 
The site of the alkyl radical was supposed to be at the interface of the crystallites 
and the peroxy radical to be in the inter-crystalline amorphous zone. The styrene 
graft polymerization was initiated by the alkyl radicals but the hydro-peroxides 
formed from the peroxy radicals did not contribute to graft polymerization.

The graft polymerization proceeded scarcely after the disappearance of radicals at 
low temperature, below around 60 °C for many polymers. The model suggested in the 
1960s that the decomposition of hydroperoxides formed by radiation oxidation in-
duced the graft reaction was applied to the graft polymerization of acrylamide (AAm) 
at 80 °C and acrylic acid (AAc) at 70 °C onto polypropylene (PP) film [25]. The 
peroxy radicals in the PP films, and their decay by graft reactions were detected, and 
the authors concluded that hydroperoxide initiated both of these grafting reactions.

Ultra-high molecular weight polyethylene (UHMWPE) has been utilized for medi-
cal implants, such as replacement prostheses for human joints, and UHMWPE fiber 
for use as high tensile materials. These applications were first reported at the end of 
the 1990s. EPR studies have been expanded to investigate the radiation effects on 
UHMWPE from the view point of life-time estimation in these applications [26–28].

The specific property of the trapped radicals that was of note was their long life 
at ambient temperature. The long-lived radicals (more than 10 years in an ambient 
environment) were suggested to be polyenyl and peroxy radical types [26].
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Figure  10.5 shows the EPR spectra of UHMWPE irradiated under vacuum 
by EB at room temperature and the annealing at 100 °C or during photo-irradia-
tion under vacuum [27]. The radicals trapped after the irradiation were of alkyl 
type (Fig. 10.5a), which converted to an allyl radical on annealing under vacuum 
(Fig. 10.5b), like for HDPE. The spectrum observed after subsequent annealing, 
with six poorly resolved peaks with a nine gauss hyperfine splitting, was attributed 
to the dienyl radical (–CH = CH–CH = CH–●CH–). At longer annealing times, the 
hyperfine structure disappeared and the singlet that remained was assigned to the 
polyenyl radical ((–CH = CH–)n–

●CH–). The above assignments were supported by 
the UV absorption spectrum [26]. The dienyl and polyenyl radicals were stable 
under vacuum, but were oxidized by exposure to an oxygen atmosphere to form 
peroxy radicals, and the peroxy radicals decayed with storage time.

The radicals trapped in a UHMWPE fiber showed a longer life under vacuum 
or in air [28]. Figure 10.6 shows the EPR spectra after irradiation under vacuum 
(sample-A) and in air (sample-B) and the change of the two with their storage at 
ambient temperature.

The radical found after irradiation was mainly the alkyl radical and the spectrum 
showed ten lines (2 × 5 lines) when the fiber sample (yarn of 500 filaments of 10 μm 
diameter) was set up perpendicular to the EPR magnetic field. The ten line spectrum 
is that of four H protons at the β-position of the alkyl radical that have the same 
hyperfine splitting (hfs) and one H at the α-position which has half of the hfs of H 
at the β-position. By annealing under vacuum the alkyl radical converted to the allyl 
radical, which was much more stable like that for HDPE shown in Fig. 10.2. In the 
presence of oxygen the alkyl radical decayed gradually and a single peak remained 
after longer storage time. The peroxy radical might be expected to be formed, but 
the relative amount of this radical was scarce, as seen in Fig. 10.6 (sample-B). The 
single peak might be that of the polyenyl radical as assigned in the report [28]. The 

Fig. 10.5   EPR spectral 
changes observed by anneal-
ing of UHMWPE film 
irradiated to 100 kGy by EB 
under vacuum at RT. a After 
irradiation, b After subse-
quent annealing at 100 °C for 
2 h, c Subsequent 1 h photo-
irradiation by a xenon lamp, 
d After subsequent anneal-
ing at 100 °C for 2 h. The 
figure is adapted from [27] 
by permission of American 
Chemical Society (2010)
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decay of the alkyl radical for both sample-A and sample-B was very slow, and the 
rate was about 1/100 of the rate for HDPE. Therefore, by applying the mechanism 
of radical migration in the crystallite, the size of the crystallite for UHMWPE fiber 
would be ten times larger than that of HDPE. The fiber was recrystallized after 
melting at 180 °C, and then irradiated under vacuum and in air, respectively at RT. 
The decay rate of the radicals increased by about ten times for both environments, 
as seen in Fig. 10.7. The reason could be a decrease in the crystallite size as a result 
of the recrystallization. The UHMWPE fiber is processed by highly extending it at 
high temperature with chemical crosslinking, so the effective crystallite size would 
be increased by several times. The order of crystallites sizes is UHMWPE fiber > 
UHMWPE > HDPE. Considering the small decay rate of the radicals in UHMWPE, 
the processing temperature might be increased in order to accelerate the reaction for 
the radiation modification, such as is done in graft polymerization.

10.1.3  �Crosslinking of Polytetrafluoroethylene and Graft 
Polymerization

The crosslinked PTFE, which is prepared by irradiation of PTFE above the melting 
temperature in inert gas atmosphere, was found to produce acceptable mechanical 

Fig. 10.6   EPR spectra of UHMWPE fiber irradiated to 90 kGy by γ-rays and stored in vacuum 
( Sample-A) and in air ( Sample-B) at RT. Magnetic field is perpendicular to the fiber axis. 1: 
0.5 day, 2: 13 day, 3: 77 day, 4: 107 day, 5: 137 day. The figure is adapted from [28] by permission 
of Elsevier (2010)
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properties, to improve the radiation resistance and wear resistance [29–31]. Also the 
yield of radical induced by irradiation increased significantly with the crosslinking 
density [32, 33]. Therefore, radiation graft polymerization onto crosslinked PTFE 
has been of very great interest for the processing of specific functional materials, 
such as for the ion exchange membranes of fuel cell batteries.

Figure 10.8 shows the ESR spectra of crosslinked and virgin PTFE after irradia-
tion under vacuum. The spectrum of virgin PTFE was assigned to alkyl radicals 
trapped in the crystalline regions in many previous studies [34, 35]. For crosslinked 
PTFE a broad singlet is superposed on the virgin PTFE spectrum (alkyl radical), 
and the intensity of the overall spectrum increased with the crosslinking density, 
especially the singlet component increased significantly in intensity for the cross-
linked PTFE. As the crystalline parts decreases with the crosslinking density, the 
broad singlet would arise from the radicals trapped in the intermediate regions be-
tween crystalline and amorphous regions produced by the crosslinking, and might 
be mainly alkyl radicals. The stability of the singlet was almost the same as for 
the alkyl radicals trapped in the crystalline regions (sharp spectrum) at RT, but the 
singlet decayed significantly at the higher temperature. The radical yield in cross-
linked PTFE (100  kGy for crosslinking) is ten times of that in virgin PTFE, as 
seen in Fig. 10.9. Also, the yield by irradiation at RT is higher by 2–3 times than 
that observed at RT after irradiation at 77 K. Of course, the radical concentration 
decreased by warming up to RT from 77 K after irradiation at 77 K for any of the 
PTFE specimens, because the radicals trapped in the amorphous area decayed by 
the warming. The radical yield dependency on irradiation temperature in Fig. 10.9 

Fig. 10.7   Total radical concentration versus storage time under vacuum and in air at RT for UHM-
WPE fibers and for the samples recrystallized by melting at 180 °C, Dose 90 kGy by γ-rays at RT, 
black squares UHMWPE fiber, white squares recrystallized UHMWPE. The figure is adapted 
from [28] by permission of Elsevier (2010)
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suggests that the overall chemical reactions should be considerably dependent on 
the irradiation temperature.

The radicals trapped in PTFE converted completely to peroxy radicals on expo-
sure to air at RT [32, 33]. Because the PTFE crystal has a specific molecular motion, 
that is, PTFE molecules in crystals start to undergo rotational motion at 19 °C, and 
then the oxygen can penetrate into PTFE crystallites with the molecular motion and 
react with the radicals. The peroxy radical is therefore stable in air, just like the alkyl 
radical under vacuum [34, 35]. The oxidation in PTFE crystallites is different from 
that for other polymer crystallites such as PE, PP, and other polymers.

Fig. 10.9   Yield of PTFE 
radicals and the decay under 
vacuum at 297K (24 °C) 
for virgin and crosslinked 
PTFE ( RX-100 and RX-300). 
White circles and triangles, 
irradiated at 77 K (−196 °C); 
black circles irradiated at 
77 K (−196 °C). The figure 
is adapted from [32] by 
permission of Elsevier (1997)

 

Fig. 10.8   EPR spectra of 
PTFE radicals observed at 
RT by γ-ray irradiation under 
vacuum for virgin PTFE and 
crosslinked PTFE ( RX-500 is 
500 kGy for radiation cross-
linking). Spectral magnifica-
tion is 1/10 for RX-500. The 
figure is adapted from [32] 
by permission of Elsevier 
(1997)
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The trapped radicals in PTFE can induce graft polymerization, as is well known. 
For the crosslinked PTFE, the radical yield was high and the radical site is in amor-
phous area where the monomer of grafting can penetrate easily. These facts are of 
advantage for the graft polymerization. In the 2000s studies of styrene graft polym-
erization onto crosslinked PTFE progressed in many laboratories, with expectations 
to obtain a high quality ion exchange membrane for fuel cell batteries [36–38]. 
The graft polymerization onto the crosslinked PTFE film was successful by pre-
irradiation excluding oxidation, and the yield of graft polymerization increased 
with increasing radical concentration trapped in the crosslinked PTFE, as expected 
by the EPR results seen in Fig. 10.9. After graft polymerization, the sulfone unit  
(–SO3H) was bonded at the grafted polystyrene by the reaction with sulfuric acid 
for ion exchange. The ion exchange capacity (IEC) showed an excellent value. The 
merits of crosslinked PTFE were the high yield of graft polymerization and the 
scarce mechanical degradation of the PTFE base polymer. But the pre-irradiation 
of PTFE and the storage until graft polymerization must be kept in an oxygen free 
condition, because the alkyl radical in PTFE will convert to the peroxy radical with 
oxidation and the peroxy radical could not initiate a graft reaction. In a special case 
where the crosslinked PTFE with peroxy radicals was heat treated under vacuum, 
the alkyl radical was recovered gradually at higher temperatures, above 100 °C [33]. 
But the recovered radical concentration was too low for graft polymerization. Re-
search for the synthesis of ion exchange membranes using crosslinked PTFE has 
thus been progressed, even though the application is still scarce. The ion exchange 
capacity (IEC) decays within a rather short period in applications, so modification 
for a longer life is required. For a long life IEC, the aromatic polymers such as poly 
(ether-ether ketone) are being studied instead of crosslinked PTFE [39].

10.1.4  �Crosslinking of Polyacrylonitrile Fiber for Carbon Fiber

In another application to polymers, the radiation crosslinking of polyacrylonitrile 
(PAN) fiber was studied by EPR for the precursor of carbon fiber formation [40, 
41]. The curing (crosslinking) of PAN fiber for carbon fiber processing is carried out 
by thermal oxidation. Of course, the radiation crosslinking was tried in the 1970s, 
but it had not been successful. The observed radical at RT was of the alkyl type 
trapped in the crystallites and it decayed gradually in an oxygen atmosphere with 
the formation of a peroxy radical. By gel fraction measurement, it was concluded 
that the crosslinking proceeded with dose under vacuum irradiation, but not under 
oxidizing conditions. However, the curing of PAN fiber for carbon fiber formation 
was not attained by the crosslinking under vacuum. On the other hand, the oxidized 
fiber by radiation was crosslinked by heat treatment under vacuum and the curing 
was attained. By understanding the curing mechanism of PAN fiber, the radiation 
oxidation for the curing might be a useful technique for a new application of carbon 
fiber processing.
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10.2 � Ceramic (SiC) Fiber Synthesis by Radiation 
Crosslinking

10.2.1 � Introduction

A ceramic fiber of silicon carbide (SiC) is one of the excellent materials for high 
temperature technology, such as for gas turbines. The SiC fiber was invented by 
Yajima in 1975 [42–46]. The processing was by the pyrolysis of a polymer fiber of 
polycarbosilane (PCS) as the precursor of ceramic fiber. Prior to the pyrolysis, the 
PCS fiber was cured by thermal oxidation to retain the fiber shape. The SiC fiber 
(Nicalon®: Trade mark of SiC fiber of Nippon Carbon Co. Ltd.) has a diameter of 
14 microns (μm) and is flexible with a tensile strength of 3 GPa. However, the heat 
resistance is limited to around 1200 °C. As Nicalon® contains oxygen in the SiC 
matrix, the amorphous phase of the Si–O–C part is decomposed with emission of 
SiO and CO gases above 1200 °C [47]. The oxygen in the SiC fiber is introduced 
in the process of PCS fiber curing by thermal oxidation. As the silicon atom has a 
high affinity to oxygen, the oxygen supplied to the PCS fiber at the time of curing 
remained in the SiC fiber formed by the pyrolysis, and the oxygen content in the 
SiC fiber was 10–12 % by weight. The method to improve the heat resistance of the 
SiC fiber was therefore to decrease the oxygen content.

To decrease the oxygen content, radiation curing (crosslinking) of PCS fibers 
was attempted to replace the thermal oxidation process. The application of EPR 
was very useful for the analysis of the curing mechanism and also for the analysis of 
pyrolysis followed by the PCS fiber curing. The mechanisms derived from the EPR 
studies provided important knowledge for the development of SiC fibers with low 
oxygen content, and finally the heat resistance of the SiC fiber was much improved.

10.2.2 � Radiation Curing of Polycarbosilane as Precursor  
of SiC Fiber

The radiation induced crosslinking of polymers such as polyolefins has been well 
recognized. Therefore, radiation crosslinking was tried for PCS fiber by many re-
searchers by γ-ray irradiation. However, the trials were not successful for the re-
duction of oxygen content in SiC fiber in the first stage of research in 1980–1985 
[48]. The reason for the failure was a lack of knowledge of the irradiation effects on 
PCS fiber. In 1986–1990, the fundamental reactions for the radiation crosslinking of 
PCS fiber were investigated for free radical formation and gas evolution by γ-rays, 
and also by high energy electron beam (EB) irradiation [49–52]. In principle, the 
irradiation effects were the same between γ-rays and EB for polymers, although the 
dose rate is much different, that is, the dose rate for EB is higher than that for γ-rays 
by three orders or more. However, the high dose rate irradiation by EB induces a 
heating of the material by the radiation energy, so the stability or yield of radicals 
was affected by the heating. The reaction mechanism of PCS fiber was studied us-
ing γ-rays and the development of the curing process was by EB [53–61].



40110  EPR Application to Polymers

The chemical structure of PCS is (–Si(CH3)2–CH2–Si(CH3)H–CH2–)n, and the 
molecular weight is about 2 × 103 g mol−1. PCS is an amorphous polymer with a 
density of 1.1 g/cm3 and the melt flow temperature is 230–245 °C. The PCS fiber 
(monofilament) is processed by melt spinning at around 300 °C in an inert gas at-
mosphere. The monofilament of the PCS fiber was 20 μm in diameter and a few 
kilometers long, and the strand was composed of 500 filaments. The details of the 
PCS fiber were described in the review by Okamura et al. [47]. The fiber is brittle 
due to its low molecular weight and is transparent. The PCS fiber (strand) was cut 
to 5–10 cm length and used for the fundamental studies. The sample container used 
was a quart tube for the lower temperature experiments, and a specific ceramic tube 
for the higher temperature experiments.

Figure 10.10a shows the EPR spectrum of PCS fiber γ-ray irradiated at room 
temperature under vacuum [49, 50]. The spectrum was a singlet and the radical 
was rather stable at room temperature, with a half-life of ca. 5 × 102 h. The yield 
of radical (spectral intensity) increased linearly with dose at a lower dose and the 
G-value (number of radicals per 100 eV absorbed) was about 0.25. With increasing 
dose, the yield tended to saturate. The radicals, which were stable under vacuum, 
reacted rapidly with oxygen at room temperature and most of the radicals decayed. 
An unsymmetrical spectrum due to peroxy radicals and rather narrow singlet spec-
trum remained after the decay, as seen in Fig. 10.10b. The peroxy radicals decayed 
gradually with storage time in an oxygen atmosphere at room temperature. When 
the PCS fiber was irradiated in an oxygen atmosphere, the EPR spectrum was simi-
lar to Fig. 10.10b and the intensity was very low. For irradiation at the temperature 
of liquid nitrogen (77 K), the radical yield was G = 2.5.

The gaseous products from PCS fiber by irradiation under vacuum at room tem-
perature were hydrogen gas (H2) and methane (CH4) [49]. The yields increased 
linearly with dose up to higher doses, and the G-values are listed in Table 10.1. The 

Fig. 10.10   EPR a spectrum 
of PCS fibers γ-irradiated 
under vacuum at RT and b 
spectrum after exposure to 
air (ten times magnification) 
at RT. The figure is adapted 
from [49] by permission of 
Japan Soc. Powder & Powder 
Metallurgy (1988)
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crosslinking of PCS fiber by irradiation was confirmed by gel fraction measure-
ments (solvent: tetrahydrofuran, THF) [52]. The relationship between the gel frac-
tion and dose are shown in Fig. 10.11 for EB irradiation (EB: 2 MeV) under vacuum 
and in a helium (He) gas atmosphere. The change in gel fraction by γ-ray irradiation 
was the same as that for EB irradiation. The dose at the gel point was around 5 MGy, 
and the gel fraction of 100 % was reached at 13–15 MGy. As He gas was used to 
cool down the PCS fiber during EB irradiation, the EB irradiation could be done at 
a relatively high dose rate in the He gas flow in the case where a large amount of 
PCS fiber was used. The radiation curing of PCS fiber was attained when the gel 
fraction reached above 50 % in Fig. 10.12, that is, the PCS fiber retained the fiber 
shape without melting during the pyrolysis, so yielding a SiC fiber.
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Fig. 10.11   Gel fraction of 
PCS fibers versus dose by 
EB irradiation under vacuum 
( Vac) and in He gas at RT. 
The figure is adapted from 
[50] by permission of Japan 
Soc. Powder & Powder Met-
allurgy (1988)

 

Table 10.1   G-value of gas evolution and free radical formation for PCS fiber by γ-ray irradiation 
(1.7 Gy/s) under vacuum and in oxygen (0.8 atm) at room temperature. The table is adapted from 
[49] by permission of Japan Soc. Powder & Powder Metallurgy (1988)
Product G-value

Vacuum In oxygena

Hydrogen (H2) 1.4 4.1

Methane (CH4) 0.07 < 0.01
Carbon oxide (CO) 0 5.2
Carbon di-oxide (CO2) 0 6.4
Oxygen consumption (−O2) 0 78

Free radical 0.25 (at RT)b

2.5 (at 77 K)
< 0.01

a G-values depend on dose rate
b Low dose less than 10 kGy



40310  EPR Application to Polymers

On the other hand, by γ-ray irradiation in an oxygen atmosphere at room tem-
perature, oxygen was consumed and gaseous oxidation products (CO, CO2) were 
evolved [49]. The G-values of oxygen consumption and for production of gaseous 
products are listed in Table 10.1. However, a gel was not formed even at a high 
dose of irradiation at room temperature. This was because the oxidation of the PCS 
fiber proceeded within a limited depth where oxygen could penetrate during the 
irradiation.

The yield of oxidation products depended on the dose rate and the oxygen partial 
pressure in the atmosphere during irradiation [52], like for other polymer materi-
als [62]. Also, the G-value of oxygen consumption was much higher than that of 
the evolved gases of the oxidation products (CO, CO2, and H2O); therefore, most 
of the oxygen would remain in the PCS fiber as oxidation products. The oxygen 
content and the oxidation depth in PCS fiber could be controlled by the dose, dose 
rate, and oxygen pressure during irradiation for both γ-ray and EB irradiation, as 
shown in Table 10.2. The PCS fiber after radiation oxidation was heated in an inert 
gas atmosphere, then, the crosslinking occurred as in thermal oxidation curing. The 
changes in the gel fraction vs. heat treatment temperature for PCS fibers irradiated 
in the presence of oxygen under various conditions are shown in Fig. 10.12. For the 
crosslinked PCS fibers with oxidation, the SiC fiber was obtained by pyrolysis as 
for the PCS fiber cured by thermal oxidation.
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Fig. 10.12   Gel fraction of PCS fibers versus annealing temperature for PCS fibers containing 
different oxygen content by thermal and radiation oxidation. The annealing time was 30 min, and 
the oxidation conditions are as in Table 10.2
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A reaction mechanism of the radiation curing for the PCS fiber was proposed 
as shown in Fig. 10.13 on the basis of radical behavior, gas analysis and gel frac-
tion [50]. The observed free radical was assigned to the –●Si(CH3)– radical on the 
main chain formed by scission of the Si–CH3 bond at a branch site. The radicals 
–Si–CH2

● or –Si–●CH– would be formed by scission of the –CH bond at a branch 
–Si–CH3 or by scission of a –CH bond in the main chain –CH2–, and these radicals 
would react with the other radicals to form the crosslinks during irradiation. If H2 
and CH4 gases were formed via the radicals, the yield of radicals (G-value of total 
radical formation) might be about 3 for irradiation at room temperature. Thus the G-
value of crosslinking could be estimated to be 1.5 for irradiation without oxidation. 
The G-value of radical formation by irradiation at 77 K was 2.5, which is lower than 
that at room temperature due to the temperature effect on the radiation chemistry.

In the presence of oxygen, the radicals reacted quickly with oxygen and many 
oxygen molecules were consumed with the emission of oxidative gases like CO and 
CO2, as seen in Table 10.1. Therefore, one radical on PCS would induce the oxida-
tion of many PCS molecules nearby the radical, and most of the oxygen was trapped 
in the PCS as products such as Si–OH and Si–O2H. These oxidation products would 
induce crosslinking by heat treatment above around 150 °C, causing the decompo-
sition. The chemical structure of the crosslink was supposed to be a Si–O–Si bond 
between PCS molecules.

By radiation curing of PCS fibers, that is, by crosslinking via irradiation under 
vacuum, the oxygen content in the SiC fiber was expected to be sufficiently low. 
However, the oxygen content was found to be 3–7 % (by weight) in the SiC fiber, 
and the reason for this was that the free radicals that remained in the PCS fiber in-
duced further oxidation when exposed to air after the irradiation [57]. The radical 
concentration tended to saturate with increasing dose above several 10 kGy at room 

Table 10.2   PCS fiber curing and oxygen content in SiC fiber after pyrolysis. The table is adapted 
from [60] by permission of John Wiley & Sons (2005)
Curing method Curing conditiona Oxygen content (wt%)
Radiation crosslinking 12 MGy in He with 1.3 kGy/s 

(2 MeV, EB)
  1.1b

Radiation oxidation (surface) 2.5 MGy in air with 1.9 kGy/s 
(2 MeV, EB)

12

Radiation oxidation (surface) 3.5 MGy in air with 1.9 kGy/s 
(2 MeV, EB)

17

Radiation oxidation 0.7 MGy in oxygen with 
3.3 Gy/s (γ-ray)

  9

Radiation oxidation 1.2 MGy in oxygen with 
3.3 Gy/s (γ-ray)

13

Thermal oxidation 460 K (187 °C) in O2 gas flow 13
a PCS fiber was heated up to 573 K in N2 gas after radiation curing for decay of trapped radicals 
(EB in He), and for crosslinking (radiation in air or oxygen)
b Amount of PCS fiber was 0.5 g in this case. For a large amount of PCS fiber (more than 100 g) 
the oxygen content was less than 0.5 wt% in SiC fiber after pyrolysis
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temperature under vacuum, so the concentration at a dose of the order MGy was 
estimated to be less than 1018  spin/g. But the concentration observed by EPR at 
5–10 MGy under vacuum was (1–2) x 1019 spin/g, which was higher by 20 times 
than the estimated value. By increasing the crosslinking density, the decay of the 
radicals during irradiation would be lowered, so a greater concentration of radicals 
remained with increasing dose.

In order to remove the trapped radicals in PCS fiber, the irradiated PCS fiber 
was heated up to 300 °C [49, 52]. The radicals decayed step by step with increasing 
temperature, as shown in Fig. 10.14. The radical concentration that survived above 
a temperature of around 240 °C was less than 1 % of the initial value, and this could 
stop the oxidation of the irradiated fiber on exposure to air at room temperature. 
The SiC fiber obtained from the PCS fiber by the removal of radicals after radia-
tion crosslinking was of low oxygen content, less than 0.5 wt%. As the PCS fiber 
contained a residual oxygen of 0.2 wt%, the additional 0.3 wt% was formed dur-
ing the processes of radiation curing and pyrolysis. Finally, it was confirmed that 
the obtained SiC fiber was much improved with respect to heat resistance, which 
increased by about 500 °C (1300 → 1800 °C) as a result of decreasing the oxygen 
content from 12 wt% to 0.5 wt% [47].

Fig. 10.13   Reaction mechanisms of PCS fiber curing ( crosslinking) by irradiation. The figure is 
adapted from [59] by permission of John Wiley & Sons (2005)
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At the beginning, many trials of radiation curing of the fibers were not suc-
cessful. The reasons were that an insufficient dose was used for curing and a lack 
of knowledge about the subsequent radiation induced oxidation. For most poly-
mers, such as polyethylene, the dose for radiation crosslinking was in the range of 
50–500 kGy, so the use of doses higher than 1 MGy was not tried for the PCS fiber. 
In the case of the PCS fiber which is of a low molecular weight of 2 × 103 g mol−1, 
the density of crosslinking must be increased much more than in other polymers in 
order to induce gel formation. For the oxidation of the PCS fiber by radiation, the 
oxygen uptake was very large and the oxidation level was sufficient at a dose of 
0.5 MGy by γ-rays for a dose rate of 3 Gy/s (10 kGy/h), and 5 MGy by EB at a dose 
rate of 1 kGy/s. The difference between γ-rays and EB is the effect of dose rate on 
the oxidation depth from the surface of the PCS fiber.

10.2.3  �Radical Reaction Mechanism in Pyrolysis

A SiC (ceramic) fiber can be obtained from a PCS (organic polymer) fiber by py-
rolysis. For the PCS fiber cured by thermal oxidation, the pyrolysis is carried out 
at 500–1200 °C in an inert gas (N2) atmosphere by increasing the temperature step 
by step using the several furnaces at different temperatures. For the radiation cured 
PCS fiber, the reactions occurring during pyrolysis showed a different behavior for 
gas evolution from that for the thermal oxidation. As the free radicals were easily 
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Fig. 10.14   Decay of radical concentration versus annealing temperature for PCS fiber irradiated 
under vacuum at RT by γ-rays and EB. Annealing time was 10 min at elevated temperature, and 
cooled down to RT for EPR measurement. The figure is adapted from [49] by permission of Japan 
Soc. Powder & Powder Metallurgy (1988)
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observed by EPR at RT after the pyrolysis of cured PCS fiber, EPR measurements 
could be applied for the analysis of the reaction mechanism during pyrolysis [58, 
60, 61].

The EPR spectra observed at room temperature for PCS fibers after pyrolysis 
at different temperatures are shown in Fig. 10.15 [60]. The PCS fiber was cured 
(crosslinked) by EB irradiation in He and the radicals trapped in the PCS fibers 
were then sufficiently quenched by heat treatment. The PCS fiber was heated in 
an argon (Ar) gas flow up to a certain temperature and was held for 30 min at 
that temperature. The sample was then cooled down to room temperature and the 
EPR spectrum was observed. The radical concentration was very high, and was 
very stable at room temperature and not affected by exposure to air. As seen in 
Fig. 10.15, the spectrum was a singlet and the line width decreased with increasing 
temperature for the pyrolysis. The radical concentration was determined from the 
EPR spectral intensity and plotted against the pyrolysis temperatures in Fig. 10.16 
for the PCS fibers cured under various conditions which are listed in Table 10.2. 
The radical production started at around 400 °C (673 K) for any PCS fiber, and 
the concentration increased sharply by increasing the temperature. The radical 
concentration showed a peak at a specific temperature, after which it decayed 
with increasing temperature up to about 1550 °C (1823 K) for all PCS fibers. The 
profile of radical concentration as a function of pyrolysis temperature was very 
different for PCS fibers cured under different conditions. The radical concentra-
tion at the peak along the pyrolysis temperature axis was (3–5) x 1019 spins/g. The 
EPR spectrum was a singlet for any PCS fiber and the peak to peak line width 
decreased with the pyrolysis temperature, as shown in Fig. 10.15. The peak to 
peak width for the pyrolysis temperature was plotted in Fig. 10.17 for PCS fibers 
cured under the various conditions.

Fig. 10.15   EPR spectra 
observed at RT after cooling 
from different pyrolysis 
temperatures for PCS fibers 
cured by EB irradiation in 
He gas. The figure is adapted 
from [60] by permission of 
John Wiley & Sons (2005)

 



408 T. Seguchi

The change in the radical yield during the pyrolysis was compared with the yield 
of gas evolution for the same specimens [60]. The gaseous products were hydro-
gen (H2), methane (CH4), and carbon mono-oxide (CO). The methane evolution 
occurred in the 800–1200 K temperature range for all PCS fibers, and the yield 
of evolution was almost the same for the PCS fibers cured under different condi-
tions. The CO evolution occurred in the temperature range above 1750 K for the 
PCS fibers containing oxygen, and the yield was nearly proportional to the oxygen 
content of the fibers. However, for H2 evolution as shown in Fig. 10.18, the range 

Fig. 10.17   Peak width (peak 
to peak) of EPR spectrum 
observed at RT after pyrolysis 
at different temperature for 
the cured PCS fibers contain-
ing different oxygen contents. 
The figure is adapted from 
[60] by permission of John 
Wiley & Sons (2005)

 

Fig. 10.16   Concentration of 
radicals observed after fiber 
cooled down to RT from the 
pyrolysis temperature for the 
cured PCS fibers containing 
different oxygen contents. 
The figure is adapted from 
[60] by permission of John 
Wiley & Sons (2005)
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of temperature was very broad from 673 to 1800 K, and the profile for the pyrolysis 
temperature was dependent on the different conditions under which the PCS fibers 
were cured. The profile of H2 evolution was analyzed to be composed of two dif-
ferent temperature ranges—one at the peak at 900–1000 K and the other at around 
1300 K, as seen in dotted lines.

The profile of the free radical concentration in Fig. 10.16 was similar to that of 
H2 evolution in Fig. 10.18 for the PCS fibers cured under the respective conditions. 
The radical formation had two different temperature ranges which corresponded to 
those for H2 evolution. It was proposed that the decomposition chemical reaction 
for the components of Si–H and Si–CH3 occurs at 900–1000 K, and that for the C–H 
of –CH2– in the main chain occurs at 1300 K. Therefore, the radicals at 900–1000 K 
are –Si● type and those at 1300 K are –C● type. The reaction mechanisms are illus-
trated in Fig. 10.19. The reaction at the lower temperature range was greatly affect-
ed by the curing conditions for the PCS fiber, but the reaction at higher temperature 
was scarcely affected by the conditions. For the PCS fiber cured with oxidation, 
a Si–O bond was formed, so the concentration for –Si● radical formation would 
decrease proportionally. In the case of thermal oxidation, the oxidation would take 
place throughout the PCS fiber, whereas the area of oxidation in radiation oxidation 
is at the surface of the PCS fiber. Therefore, the difference between thermal oxida-
tion and radiation oxidation in respect to the radical yield for the lower temperature 
range might reflect the different oxidation areas in a cross section of the PCS fiber.

The radical concentration and the profile in Fig. 10.16 were observed at room 
temperature after cooling from the pyrolysis temperature, so the concentration mea-
sured at room temperature might be different from that at the pyrolysis temperature. 
However, the observed profile would reflect the behavior of the radical yield during 

Fig. 10.18   Hydrogen gas 
evolution versus pyrolysis 
temperatures for the cured 
PCS fibers containing dif-
ferent oxygen contents. The 
figure is adapted from [59] 
by permission of John Wiley 
& Sons (2005)
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the reactions occurring under pyrolysis at the high temperature. The information 
obtained from the radical profile observed at room temperature after pyrolysis was 
very useful for the control of temperature in the practical pyrolysis for the SiC fiber 
processing. For the radiation cured PCS fiber with low oxygen content, the heat 
treatment in the pyrolysis could be increased up to 2000 °C with only a minor de-
composition of fiber. For the PCS fiber cured by thermal oxidation, the temperature 
of pyrolysis was limited at 1300 °C due to the destruction caused by the oxygen 
included in the structure of the fiber [55, 56]. Electron microphotographs of SiC 
fiber (filament) after the heat treatment at 1827 K are shown in Fig. 10.20 for the 
PCS fiber cured by EB irradiation under He and by thermal oxidation [57]. The 
tensile strength of the SiC fiber after heat treatment at high temperature is plotted in 
Fig. 10.21 for the PCS fibers cured by the respective methods [58]. It was confirmed 
that the heat resistance of SiC fiber was greatly improved by decreasing the oxygen 
content, namely by the curing of PCS fiber by radiation crosslinking in the absence 
of oxygen. The new processing of SiC fiber (Hi-Nicalon®) has been applied for use 
in a high temperature environment.

10.2.4  �Application for New Ceramic Materials Development

The curing of PCS fibers by radiation oxidation was applied for the development 
of SiC micro tube as seen in Fig. 10.22 [63]. When a PCS fiber of 20 μm diameter 
was irradiated in oxygen to 300 kGy by EB, oxidation took place at the surface area 

Fig. 10.19   Model of chemical reaction mechanisms for SiC fiber synthesis from PCS fiber. The 
figure is adapted from [59] by permission of John Wiley & Sons (2005)

 



41110  EPR Application to Polymers

of the PCS fiber because of the high dose rate irradiation. The crosslinking of PCS 
fiber in the oxidation area was achieved by progressing, preferentially by heating up 
to 300 °C, and the area was converted to almost 100 % gel. The inner area of the PCS 
fiber without oxidation had a low degree of crosslinking (no gel formation), where 
curing was not attained in the low dose regions exposed to less than 3 MGy. The 
inner part of the PCS fiber was extracted by a solvent, and a PCS tube was formed. 
The PCS tube was converted to a SiC tube by pyrolysis in an inert gas atmosphere. 
The diameter of the tube was about 14 μm as for the SiC fibers. The thickness of 
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Fig. 10.20   Photographs 
of SiC fiber by scanning 
electron microscopy ( SEM) 
after pyrolysis at 1500 °C for 
PCS fiber cured by radiation 
crosslinking ( left 0.4 wt% 
oxygen) and by thermal oxi-
dation ( right 12 wt% oxygen)
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the wall of tube, which was related to the oxidation depth from the surface, could 
be controlled by the dose rate and the oxygen pressure during irradiation. The SiC 
tube was flexible and the heat resistance was around 1400 K. The applications for 
SiC micro-tubes are under research.

Silicon nitride fibers (Si3N4) were synthesized from PCS fiber by radiation curing 
without oxidation [50, 64, 65]. The PCS fiber cured by radiation crosslinking was 
heat treated in an ammonia gas atmosphere at the temperature range of 500–1300 °C.  
The carbon atoms in the PCS were replaced by nitrogen atoms in the reactions of 
pyrolysis. For PCS fibers cured by thermal oxidation or radiation oxidation, the 
silicon nitride fiber could not be obtained. Free radicals were not observed by EPR 
under the pyrolysis in a NH3 gas atmosphere. By analysis of the elements present 
(Si, C, N, H) and by FT–IR measurements, the reaction mechanism in the pyrolysis 
for the PCS fiber at different temperatures was obtained as follows. The CH3 at –
Si–CH3 was replaced by NH3 to form –Si–NH at 500–700 °C, CH2 in –Si–CH2–Si– 
was replaced to form –Si–NH–Si– at 700–1000 °C, and the H atom was removed 
at 1000–1300 °C. The Si3N4 fiber was white in color with a diameter of 15 μm. The 
tensile strength was 2 GPa and the heat resistance was at around 1200 °C. The im-
portant specific property of the silicon nitride fiber was its high electric resistance 
at high temperature. Industrial production of these fibers has been suspended until 
practical applications can be realized.

10.3 � Summary

Free radicals are the key intermediate species in radiation induced chemical reac-
tions of polymer materials, and have a long enough life time for EPR measurements 
to be made after irradiation or during chemical reactions, especially for crystalline 
polymers. Therefore, the EPR can be used to follow the radical reactions induced 

Fig. 10.22   SiC micro-tube 
synthesized from PCS fiber 
cured by radiation oxida-
tion. Diameter of the tube is 
14 μm, and thickness of wall 
is 3 μm. The figure is adapted 
from [63] by permission 
of Trans Tech Publications 
(2003)
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by the radiation processing and the modifications of various polymers. Of course, 
although the determination of radical species in polymers is the useful information, 
the concentration of radicals is also an important factor for the analysis of chemical 
reaction mechanisms. Both the radical species and the concentration change signifi-
cantly with the transition temperature where the radical reactions are progressing. 
The finding of a transition temperature is an important point for the applications of 
EPR to polymers. In the case of graft-polymerization on polyethylene by the pre-
irradiation, the decay rate of the radicals in the crystalline regions is equivalent to 
the rate of graft initiation, and both rates depend on the size of the PE crystallites 
and the temperature during the reactions. Therefore, the graft-polymerization could 
be controlled in principle by the radical content trapped in the PE, the reaction 
temperature, and the period of graft-polymerization for a selected PE. In a practical 
graft-polymerization, the monomer supply to the radicals in the polymer matrix is 
affected by the shape and thickness of the matrix and the properties of monomer, so 
these factors must be considered. The graft-polymerization onto crosslinked PTFE 
for proposed ion exchange membranes was started from the results of an EPR study 
which showed the high yield of radicals. For the practical application, more studies 
of the trapped radicals in crosslinked PTFE may be necessary in order to find out 
the mechanism or reason of the increase. For the crosslinking of polycarbosilane 
(PCS) fiber, the radical species formed and the relationship between the radical 
yield and the dose indicated the possibility of radiation crosslinking, and finally the 
optimum curing condition for SiC fiber processing was found. The mechanism for 
PCS crosslinking is an assumption, because the process could not be followed by 
EPR measurement. The crosslinking proceeded quickly during irradiation and may 
proceed even at lower temperatures. While the trapped radicals in the PCS fiber 
induced significant oxidation on exposure to air, the oxidation could be reduced 
by the removal of radicals by heating. By extending the annealing of the radicals 
to higher temperatures, it was found that new radicals were produced during the 
pyrolysis of the PCS fiber. The production of radicals by pyrolysis and the decay 
were a useful indicator for the analysis of SiC fiber processing. The EPR informa-
tion contributed to the development of high quality SiC fibers.

For EPR application to polymer processing, the radical concentration and their 
behavior during chemical reaction should be checked by the other measurements 
such as gas evolution, IR absorption, etc. As EPR has a high sensitivity for detecting 
radicals, it is important not to follow a minor radical and ignore the main chemical 
reaction. For example, peroxy radicals or polyenyl radicals can be trapped in the 
crystalline regions of polymers at low concentrations and may not contribute to the 
major chemical reactions taking place. Generally the radical concentration is at a 
rather high level if the radicals are involved in the major reaction in the radiation 
processing of polymers.
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Abstract  Recent advances in electron paramagnetic resonance (EPR) studies of 
radiation-induced defects in SiC and III-nitrides are reviewed. The identification 
and electronic structure investigation of vacancies, interstitials, antisites and their 
associated complexes in these wide-bandgap semiconductors using EPR in combi-
nation with theoretical modeling and other optical and electrical characterizations 
are presented. The use of intrinsic defects in controlling properties of materials for 
power electronics is discussed.

11.1 � Introduction

Intrinsic defects in a compound semiconductor, such as vacancies, interstitials or 
antisites, often introduce deep energy levels in the bandgap which may work as 
recombination or carrier compensation centers, having strong influence on the elec-
trical and optical properties of the material. Depending on the formation energy, 
some intrinsic defects may be introduced into the material during the crystal growth 
while others can only be created by irradiation of high-energy particles. For elec-
tron paramagnetic resonance (EPR) studies, it is desirable to have a large defect 
concentration so that weak ligand hyperfine (hf) structures due to the interaction 
between the electron spin and nuclear spins of neighboring atoms can be observed. 
Irradiation of high-energy particles, such as electrons with energies of several MeV, 
can replace the host atoms, creating lattice vacancies, interstitials and antisites at 
desired concentrations. At temperatures when the interstitials or vacancies become 
mobile, the interaction between these primary defects or between intrinsic defects 
with impurities initially present in the material leads to the formation of different 
secondary defects such as divacancies, di-interstitial, vacancy-interstitial pairs, and 
vacancy-impurity complexes. Among different types of radiations, electron irra-
diation is most commonly used for intentionally introducing intrinsic defects into 
semiconductors for characterization.
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Radiation-induced defects in semiconductors have been studied by EPR since 
the 1950s. It has been shown that interstitial-related defects in some semiconductors 
become mobile at temperatures well below room temperature [1–3] and irradiation 
at low temperatures is the way to create these defects at a well-controlled con-
centration for the study. Being the most important semiconductor, silicon (Si) was 
also the most studied material. Radiation-induced defects in Si have been studied 
by EPR since the 1960s [2]. Several radiation-induced defects in Si were found to 
be efficient recombination centers and have been used for controlling the minority 
carrier lifetime in the material [4, 5]. Nowadays, electron irradiation is a standard 
technique for carrier lifetime control in Si material and devices. The transmutation 
of 30Si into 31P by neutron irradiation is known to be an effective way for achieving 
very homogeneous n-type doping in Si [6] and has widely been used in the modern 
Si technology.

Defects were also intensively studied in other semiconductors, such as II-VI and 
III-V compounds. However, due to material problems, such as the lack of p-type 
material for ZnO, and/or the difficulties in competing with the successful Si tech-
nology, the interest in many semiconductors is focused on applications using their 
nanostructures which are not easy to be studied by EPR. Since the last two decades, 
the interest in wide-bandgap semiconductors, such as SiC and III-nitrides, for re-
placing Si in high-voltage, high-frequency power device applications has been re-
newed when high-quality materials have become available. During the last decade, 
thanks to the successful applications of EPR and theoretical calculations based on 
the density functional theory in the local density approximation (DFT-LDA) [7], a 
rapid progress in characterization of intrinsic defects in SiC has been made. Having 
nuclear-spin I = 1/2 isotopes with the natural abundance detectable in EPR spectra 
(~4.7 % for 29Si and ~1.1 % for 13C) but still small enough to provide narrow EPR 
linewidths (typically ~1 G or slightly less), SiC is a good material for EPR stud-
ies. High-quality bulk materials of the most important SiC polytypes, 4H- and 6H-
SiC, of both n- and p-type conductivity have been commercially available since 
many years. III-nitride semiconductors, such as GaN and AlN, are more difficult for 
magnetic resonance studies. With 100 % naturally abundant isotopes having nuclear 
spins I≠0 (69Ga: I = 3/2, ~60.1 % and 71Ga: I = 3/2, ~39.9 %, 14N: I = 1, ~99.63 %, and 
15N: I = 1/2, ~0.37 %), the typical EPR linewidth in GaN is ~20 G or larger, resulting 
in unresolved hf structures. This together with limited access to high-quality bulk 
GaN single crystals make EPR studies of radiation-induced defect in GaN difficult. 
As a result, intrinsic defects in GaN are still much less known compared to the 
standard of SiC.

In this chapter, recent advances in magnetic resonance studies of radiation-in-
duced defects in SiC and in the two most common nitride compounds, GaN and 
AlN, are reviewed. Results from EPR studies of intrinsic defects in SiC and their 
use in manipulation of the material properties are presented in Sect. 11.2, whereas 
the progresses in EPR and optical detection of magnetic resonance (ODMR) studies 
of radiation-induced defects in GaN and AlN during the last two decades are briefly 
described in Sect. 11.3.
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11.2 � Radiation-Induced Defects in SiC

SiC exists in many polytypes which are different in the stacking sequence of the 
tetrahedrally bonded Si–C bilayers [8]. The three most common polytypes are 3C-, 
4H- and 6H-SiC. Their lattices are shown in Fig.  11.1. 3C-SiC has zinc blende 
lattice with cubic symmetry while the lattice of the other two is hexagonal. In 4H-
SiC, there are two inequivalent lattice sites, one called hexagonal (h) site with the 
second neighbor arrangement following the wurtzite structure and the other is the 
quasicubic (k) site with the closest surroundings resembling the zinc blende struc-
ture (Fig. 11.1). There are one h-site and two quasicubic (k1 and k2) sites in the 6H 
polytype. As can be seen in the figure, the k1 and k2 sites have different arrange-
ment from the third neighbor shell. It is known that a single defect or an impurity 
occupying different inequivalent sites can introduce different energy levels in the 
bandgap, giving rise to different EPR spectra. Identification of spectra related to a 
defect occupying different inequivalent sites is difficult and often requires combina-
tion of EPR and supercell calculations, such as calculations of the ligand hf interac-
tion and ionization energies of different configurations of the defect model. For a 
paired defect in 4H-SiC, there can be four different configurations corresponding 
to four possible combinations of lattice sites of two components which may not be 
distinguishable based only on EPR data. The existence of inequivalent lattice sites 
makes defect characterization in SiC more complicated but also provides a unique 
possibility to study a defect at different environments. Comparing EPR spectra of a 
defect in different polytypes can also help in the assignment of EPR signals to the 
defect at different inequivalent lattice sites.

Fig. 11.1   The cubic lattice of 3C-SiC and hexagonal lattice of 4H- and 6H-SiC. There are two 
inequivalent sites, one hexagonal ( h) and one quasicubic ( k) sites, in 4H-SiC. The closest sur-
roundings follow the wurtzite structure at the h-site and the zinc blende structure at the k-site. 
There are one h-site and two quasicubic ( k1 and k2) sites in 6H-SiC. The k1 and k2 sites have differ-
ent arrangement from the third neighbor shell
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11.2.1  �Carbon Vacancy

Positive Charge State  The carbon vacancy (VC) in SiC is predicted to have low 
formation energies and, hence, expected to be abundant in as-grown material [9–
12]. The single positive charge state of VC ( VC

+ ) was identified in 4H- and 6H-SiC 
by EPR [13–18]. It was shown from EPR and supercell calculations that VC

+  con-
serves its C3v symmetry at the h-site but reconstructs to C1h symmetry at the k-site, 
resulting in a significant difference in spin distribution [16]. Figure  11.2 shows 
W-band EPR spectra of VC

+  at the k- and h-site in p-type 4H-SiC irradiated by 
2.5  MeV electrons measured for B||c at 138  K. At such high microwave (MW) 
frequency, the main lines of VC

+ (h) and VC
+ (k) are well separated from each other, 

showing different hf structures due to the interaction between the unpaired electron 
spin at the vacancy and the nuclear spin of a 29Si atom occupying one of the four 
nearest Si neighbor sites. In VC

+ (h), the spin density is mainly on the Si1 atom along 
the c axis (~47.3 % compared to ~6.8 % on each of the three Si2–4 atoms in the basal 
plane, see Table 11.1) and the defect keeps its C3v symmetry even at low tempera-
tures. VC

+ (k) has C1h symmetry with the spin density being more evenly distributed 
among the four nearest neighbors with two dangling bonds, one on the Si1 along 
the c axis and the other on one of three Si2,3,4 in the basal plane. The formation of 
dangling-bond pairs, such as Si1–Si2 and Si3–Si4, induced by Jahn-Teller distortion 
results in C1h distorted structure. The transition from C1h to C3v symmetry occurs for 
VC

+ (k) at ~40 K as the result of thermally activated reorientation of three equivalent 
C1h configurations with atomic pairs Si1–Si2, Si1-Si3 and Si1-Si4. The energy barrier 
for this reorientation was determined to be ~14 meV [16].

In 6H-SiC, three EPR spectra, labeled Ky1, Ky2 and Ky3, were observed at low 
temperatures [17]. The Ky3 center keeps its C3v symmetry at all temperature ranges 
and is identified to be V (h)C

+ , while the other two, Ky1 and Ky2, show similar Jahn-
Teller distortion as VC

+ (k) in 4H-SiC and were assigned to VC
+  at the two quasicubic 

sites in 6H-SiC. The spin distribution of VC
+  in 6H-SiC is similar to that in the 4H 

polytype (Table 11.1). In 3C-SiC, the T5 EPR center observed in p-type irradiated 
materials was assigned to VC

+  [18]. However, the annealing temperature of this cen-
ter is only ~200 °C [18], while the VC

+  signal in irradiated 4H- and 6H-SiC is still 

Fig. 11.2   High-frequency 
(94.952 GHz) EPR spectra 
of CV (k)+  and CV (h)+ in 
p-type 4H-SiC irradiated with 
2.5 MeV electrons at room 
temperature measured at 
138 K for B||c showing the hf 
structures due to the hf inter-
actions between the unpaired 
spin and the nuclear spin of 
a 29Si atom occupying one of 
the four nearest Si neighbors
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detectable after annealing at ~1600 °C [19]. Therefore, it is unlikely that the T5 
center is related to the C vacancy.

In 4H-SiC, calculations by Zywietz and co-workers [9] predicted the (0|+) state 
to be located at ~1.37–1.44 eV above the valence band EV and below the (+|2+) state 
(at ~EV + 1.68 eV). Hence, VC is a negative-U center which, in equilibrium, would 
be in either the neutral or double positive charge state and, thus, EPR inactive. A 
later calculation using Madelung correction [10] found the (0|+) level at ~1.22–
1.34 eV without negative-U behavior. EPR observations of VC

+  in darkness at low 
temperatures in irradiated [13, 14, 16] and as-grown [20–22] materials indicate that 

Table 11.1   Spin-Hamiltonian parameters of CV+  in 4H- and 6H-SiC at different temperatures. 
X, Y and Z are the directions of the principal axes of g and A tensors. θ is the angle between the 
principal Z axis and the c axis. The principal A values are given in mT. η2 is the fraction of the 
total spin density localized at one of the neighboring Si atoms. The assignment of spectra to CV+  
at k1- and k2 sites was not made in [17]
Center Parameters X(⊥) Y(⊥) Z(||) θ η2(%) Reference
4H-SiC g (5 K) 2.0056 2.0048 2.0030 22.7° [16]

V (k)C
+ g (138 K) 2.00484 2.00484 2.00322 0° [13]

A(Si1) (5 K) 4.44 4.36 6.46 7.7° 19.9 [16]
A(Si2) (5 K) 3.25 3.19 4.74 121.5° 14.7 [16]
A(Si3,4) (5 K) 3.85 3.81 5.52 103.2° 16.5 [16]
Ση2(Si1–4) 67.6

V hC
+ ( ) g (10 K) 2.0052 2.0052 2.0026 0° [16]

g (293 K) 2.0046 2.0046 2.0032 0° [16]
A(Si1) (5 K) 10.61 10.61 15.48 0° 47.3 [16]
A(Si2–4) (5 K) 1.40 1.40 2.11 98° 6.8 [16]
Ση2(Si1–4) 67.6

6H-SiC g(EI5) (102 K) 2.00461 2.00461 2.00316 0° [13]

V k ,kC 1 2
+ ( ) g(Ky1) (4.2 K) 2.0060 2.0026 2.0025 34° [17]

A(Si1) (4.2 K) 3.94 3.94 5.74 8° 17.5 [17]
A(Si2) (4.2 K) 3.79 3.79 5.49 119° 16.5 [17]
A(Si3–4) (4.2 K) 3.82 3.82 5.55 104° 16.8 [17]
Ση2(Si1–4) 27° 67.7
g(Ky2) (4.2 K) 2.0050 2.0040 2.0023 8° [17]
A(Si1) (4.2 K) 4.33 4.33 6.44 121° 20.3 [17]
A(Si2) (4.2) 3.09 3.09 4.60 104° 14.5 [17]
A(Si3,4) (4.2 K) 3.85 3.85 5.52 0° 16.3 [17]
Ση2(Si1,2,3,4) 0° 67.5

V h)C
+ ( g(Ky3) (15 K) 2.0046 2.0046 2.0020 0° [17]

g(Ky3) (77 K) 2.0045 2.0045 2.0025 101 [17]
A(Si1) (77 K) 10.09 10.09 14.65 44.3 [17]
A(Si2–4) (77 K) 1.45 1.45 2.23 7.4 [17]
Ση2(Si1–4) 66.6°



422 N. T. Son and E. Janzén

the single positive charge state is stable. Photoexcitation EPR (photo-EPR) experi-
ments in p-type irradiated 4H-SiC found energy thresholds to quench the VC

+  signal 
at ~Ev + 1.47 eV [23] (or ~EV + 1.6 eV in high-purity semi-insulating 4H-SiC [24]) 
and to recover the signal at ~EC − 1.81 eV [23] and ~EC −1.9 eV [24]. The (0|+) level 
of VC was assigned at ~1.5–1.6 eV above EV. A later calculation by Bockstedte et al. 
[25] reinterpreted the energy threshold of ~1.5–1.6 eV as the optical transition from 
the (0|+) level to the conduction band minimum EC and the threshold of ~1.8–1.9 eV 
to the transition from the valence band to the (2+|+) state, reactivating the single 
positive (+) charge state of VC. However, in the photo-EPR study by Carlsson et al. 
[26] in n-type 4H-SiC layers irradiated with low-energy (200 keV) electrons, the 
same threshold of ~1.8 eV for activating the VC

+  signal, which was not detected in 
darkness, was observed. This observation supports the assignment of optical transi-
tions in previous photo-EPR studies [23, 24]. Comparison between photo-EPR and 
deep level transient spectroscopy (DLTS) [26], the (0|+) level of VC was suggested 
to be related to the deep level EH7 at ~EC − 1.6 eV in 4H-SiC [27, 28].

Negative Charge State  In calculations by Zywietz and co-workers [9], the single 
(–|0) and double (2–|1–) acceptor levels of VC were predicted to be close to each 
other in the conduction band. Nevertheless, the single negative charge state of VC, 
VC

− , was observed and identified by EPR for the h-site [29]. In n-type 4H-SiC sub-
strates irradiated with 2 MeV electrons at 850 °C, the VC

− (h) signal is one of several 
dominating EPR spectra. The VC

− (h) center shows C1h symmetry at low tempera-
tures. The thermal average of different C1h configurations occurs at temperatures 
above ~60 K, resulting in C3v symmetry. At low temperatures (< 60 K), the spin 
density is mainly distributed on two Si neighbors, one along the c axis (Si1) and the 
other is one of three Si atoms in the basal plane. At higher temperatures when the 
thermal average occurs, the hf lines due to the hf interaction with the Si atom in the 
basal plane are not detectable due to line broadening and only the Si1 hf lines could 
be detected [29]. Recently, using high-doped n-type freestanding 4H-SiC layers 
irradiated with low-energy (250 keV) electrons, which can mainly replace C atoms, 
creating the C vacancy, C interstitials and their associated defects, the missing sig-
nal of VC

−  at the k-site was observed [30] and identified [31].
Figure 11.3 shows EPR spectra of VC

− (h) and VC
− (k) in such irradiated layer 

measured for B||c at 100 K under illumination of light with photon energies ~1.3 eV. 
In samples irradiated with a fluence of ~7.5 × 1018 cm−2 in darkness, these two lines 
are not seen at low temperatures but can be very weakly detected when warming up 
the sample to ~100 K or higher. Under illumination with light of photon energies 
above ~1.3 eV, these lines dramatically increase in intensity and, in addition to the 
known hf structure of Si1 of VC

− (h), hf structures due to the hf interaction between 
the unpaired electron spin and the nuclear spin of a 29Si atom occupying one of 
four nearest Si neighbors were observed. Such temperature dependence and light 
sensitive behavior of VC

− (h) and VC
− (k) signals are typical for a negative-U center 

[32]. It has been suggested by Anderson [32] that the energy gain associated with 
electron pairing in the dangling bonds of a defect and coupled with a large lattice 
relaxation might overcome the Coulomb repulsion of the two electrons, resulting 
in a net effective attractive interaction between the electrons at the site (a negative 



42311  Electronic Defects in Electron-Irradiated Silicon Carbide and III-Nitrides

correlation energy U or negative U). This happened to VC with the (–|0) level lying 
shallower than the (2–|0) state. It has been shown that in irradiated region, the Fermi 
level locates at ~EC − 0.53 eV and all the N shallow donors were compensated by 
deep radiation-induced defects [33]. In the neutral charge state, VC prefers capturing 
two electrons and relaxes to the lower energy (2–|0) state which is EPR inactive. At 
elevated temperatures when the thermal energy can induce a measurable population 
on the higher-lying (–|0) state, the EPR signal of VC

− can be detected. The intensity 
of the VC

− (k) signal measured in darkness is smaller than that of VC
− (h), suggesting 

that the energy distance between the (–|0) and (2–|0) levels is larger for VC
− (k) than 

for VC
− (h).

Although the total spin density is similar for VC
− (h) and VC

− (k), the spin distribu-
tion is different between the two centers. In VC

− (h), the spin density is mainly found 
on the Si1 atom along the c axis and on one of three Si atoms in the basal plane (e.g., 
two dangling bonds of Si1 and Si2 atoms in the {11 2 0} plane) [29]. For VC

− (k), 
calculations found two configurations with one being more stable than the other by 
0.03 eV [31]. In the stable configuration, the spin density is mainly on two near-
est Si neighbors (Si3,4) and spreads to two C1,2 atoms in the second neighbor next 
to Si3,4 and further to two Si5,6 atoms in the third neighbor in the basal plane. The 
calculated hf constants of these ligand hf interactions for the stable configuration of 
VC

− (k) agree well to the corresponding values determined by EPR for the center at 
low temperatures, supporting the identification of VC at the k-site in 4H-SiC [31]. 
The spin-Hamiltonian parameters of VC

− (h) and VC
− (k) in 4H-SiC at different tem-

peratures are summarized in Table 11.2.
Photo-EPR experiments in n-type 4H-SiC irradiated at ~850 °C observed a weak 

increase of the EPR signal of VC
− (h) at photon energies of hν ~0.8 eV and a clear 

energy threshold at ~1.1 eV [29]. This energy is close to the (2–|1–) level of VC 
calculated by Torpo and co-workers [10] and was therefore assigned to the double 
acceptor level of VC [29]. Similar energy thresholds were also observed in a later 
EPR study of low-doped n-type freestanding 4H-SiC layers irradiated with 200 keV 
electrons [26].

Fig. 11.3   EPR spectra of 
CV (h)−  and CV (k)−  in n-type 

4H-SiC layer irradiated by 
250 keV electrons at room 
temperature to a fluence of 
7.5 × 1018 cm−2 measured for 
B||c at 100 K under illumi-
nation showing their Si hf 
structures
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In DLTS studies of n-type 4H-SiC epitaxial layers irradiated with low-energy 
(110–250 keV) electrons, which can create mainly defects in the C sublattice, such 
as VC and C interstitials, Storasta et al. [28] and Danno et al. [34] suggested the 
Z1/Z2 deep level at ~EC − (0.60÷0.65) eV in 4H-SiC [35] to be related to either VC 
or a VC-related defect. The Z1/Z2 center is a negative-U center having two higher-
lying excited states at ~EC − 0.52 eV (for Z1) and at ~EC − 0.45 eV (for Z2) [36, 37]. 
In equilibrium, the excited states prefer to capture another electron to relax to the 
lower energy Z1/Z2 level. The Z1/Z2 defect is always present in pure SiC epitaxial 
layers grown by chemical vapor deposition (CVD) [38] and is known to be the life-
time limiting defect in bulk SiC [39–42]. From the correlation in defect formation, 
concentration, and annealing behavior observed in as-grown and irradiated materi-
als, the Z1/Z2 and EH7 centers were suggested to belong to the same VC-related 
defect [34]. This has been further supported by the fact that both centers can be 
effectively annealed out by C implantation and subsequent annealing [43, 44] or by 
thermal oxidation [45, 46].

In recent hybrid functional calculations, Hornos and co-workers [47] found the 
(2–|1–) levels of VC(h) and VC(k) to be very close to the Z1/Z2 level. However, the 
charge correction was overcorrected and the negative-U behavior was found only 
for VC(k). The problem with charge correction was solved in later calculations us-

Table 11.2   Spin-Hamiltonian parameters of VC
−  in 4H-SiC at different temperatures. X, Y and 

Z are the directions of the principal axes of g and A tensors. θ is the angle between the principal 
Z axis and the c axis. The principal A values are given in mT. η2 is the fraction of the total spin 
density localized at one of the neighboring Si and C atoms
Center Parameters X(⊥) Y(⊥) Z(||) θ η2 (%)

VC
− (k), C3v 140 K 
[30]

g 2.0035 2.0035 2.0046 0°
A(Si1) 2.96 22.96 3.69 0° 8
A(Si2–4) 6.05 5.94 7.49 67.1° 16.2
Ση2(Si1–4) 56.6

VC
− (h), C3v 140 K 
[30]

g 2.0038 2.0038 2.0040 0°
A(Si1) 7.72 7.72 9.92 0° 23.2
A(Si2–4) 4.11 4.05 5.21 75.9° 12.1
Ση2(Si1–4) 59.8

VC
− (k), C1h 30 K 
[31]

g 2.0027 2.0038 2.0054 9.9°
A(Si3,4) 10.04 10.15 12.99 68.9° 30.4
Ση2 (Si3,4) 60.8
A(C1,2) 1.33 1.31 1.85 82.3° 5.7
Ση2 (C1,2) 11.4
A(Si5,6) 0.87 0.85 1.12 62.6° 2.7
Ση2(Si5,6) 5.4

VC
− (h), C1h 60 K 
[16]

g 2.00407 2.00208 2.00459 38°
A(Si1) 7.76 7.76 10.07 7° 24.1
A(Si2) 11.67 11.78 15.19 101° 36.6
Ση2(Si1,2) 60.7
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ing supercells up to 3200 atoms [30], which found the (–|0) and (2–|0) levels at 
~EC − 0.53 eV and ~EC − 0.56 eV for VC(h) and at ~EC − 0.43 eV and ~EC − 0.53 eV 
for VC(k), respectively. These levels are in good agreement with the levels of the 
Z1/Z2 negative-U center and the photo-EPR results [30], where the optical transition 
to the conduction band from the (–|0) and (2–|0) levels were found to be ~0.74 eV 
and ~0.78 eV, respectively, for VC(h). For VC(k), the corresponding transition from 
the (2–|0) level to the conduction band was determined to be ~0.74 eV. Thus, photo-
EPR, DLTS and supercell calculations provide a clear correlation in energy levels 
between the Z1/Z2 center and VC. In a recent study [33], a one-to-one correlation 
between the concentrations of Z1/Z2 determined by DLTS and of VC

− estimated by 
EPR was observed, providing further support for identification of the Z1/Z2 lev-
el at ~EC − 0.6 eV and its higher-lying excited state at ~EC − 0.52 eV (for Z1) and 
~EC − 0.45 eV (for Z2) as the double and single acceptor levels, respectively, of VC. 
It was shown from calculations and EPR [31] that Z1 and Z2 are related to the ac-
ceptor levels of VC at the h- and k-site, respectively.

With two deep acceptor levels at ~0.4–0.6 eV below the conduction band, VC (or 
Z1/Z2) is an efficient electron trap and a lifetime limiting defect in bulk n-type SiC 
[39–42]. In pure SiC layers grown by CVD, typical carrier lifetime is less than 2 µs. 
After C implantation and subsequent annealing or thermal oxidation, the reduction 
of the Z1/Z2 concentration leads to the enhancement of the carrier lifetime several 
times and can reach to more than 10 µs [43–46, 48]. Changing the concentration of 
VC during CVD by varying the C/Si ratio in precursor gases in the range ~0.9–1.2 
can lead to the variation of carrier lifetime in the range of a few µs [49]. For a more 
precise lifetime control in a wider range, the lifetime was first enhanced by thermal 
oxidation or C implantation and subsequent Ar annealing, then irradiation with low-
energy electrons was performed to create the C vacancy to a concentration that can 
reduce carrier lifetime as desired [50].

Photo-EPR studies of high-purity semi-insulating (HPSI) and electron-irradiated 
p-type 6H-SiC suggested the (0|+) state of VC to be at ~EV + 1.47 eV or ~EC − 1.55 eV 
[51]. The optical transition of ~1.55  eV is likely to be related to the E7 level at 
~EC − 1.25 eV observed by DLTS in 6H-SiC p + n diodes [52]. The acceptor levels of 
VC in 6H-SiC have not been determined by photo-EPR. However, the negative-U 
centers E1 at ~EC − 0.38 eV and E2 at ~EC − 0.44 eV [53, 54], which correspond to 
the Z1/Z2 center in the 4H polytytpe, should be related to the double acceptor level 
of VC in 6H-SiC.

11.2.2  �Silicon Vacancy

The vacancy at the Si site (VSi) was first identified by EPR in irradiated n-type 3C-
SiC [55, 56]. In the single negative charge state, VSi

− , the C dangling bonds do not 
form long bonds and the defect keeps the Td symmetry with two electrons on the 
a1 state in the valence band and other three electrons on the degenerated t2 state in 
the bandgap, giving rise to the high-spin state with S = 3/2. In 4H-SiC, calculations 
predicted that the C3v symmetry is kept for all charge states of VSi and at different 
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inequivalent lattice sites [9, 10, 57, 58]. The same VSi
−  spectrum was observed in 

4H-SiC and its spin S = 3/2 was confirmed by electron nuclear double resonance 
(ENDOR) experiments [59]. The EPR spectrum consists of only a single isotropic 
line with g = 2.0029. The missing of other lines expected for S = 3/2 center was 
explained by too small zero-field splitting. In ODMR studies of the near-infrared 
photoluminescence (PL) band with the no-phonon lines (NPLs) V1 (1.438 eV) and 
V2 (1.352 eV) in 4H-SiC and V1 (1.433 eV), V2 (1.398 eV) and V3 (1.366 eV) in 
6H-SiC, ODMR spectra, TV1, TV2 and TV3, related to these NPLs were observed 
[60–62]. The observation of the C hf structures due to the hf interaction between the 
electron spin and the nuclear spin on one 13C atom occupying one of four nearest 
C sites indicates that these centers are related to the isolated Si vacancy [60, 61]. 
For resonance excitation at the energies of NPLs, these spectra showed only two 
lines and no middle line expected for S = 3/2 center was detected. Therefore, the 
centers were assigned to the neutral Si vacancy, VSi

0 . EPR studies also suggested 
the TV centers to VSi

0  [63–65]. However, EPR and ENDOR studies by Mizuochi and 
co-workers [66, 67] confirmed that the TV2a center has spin S = 3/2 and should be 
related to VSi

− . EPR spectra measured in darkness usually show a strong middle line 
and very weak low- and high-field lines of the S = 3/2 centers. In EPR experiments 
using low modulation fields and low MW powers, the TV1a spectra in 4H- and in 
6H-SiC could be resolved from the hf structure due to the interaction with 12 Si in 
the second neighbor shell [68]. Figure 11.4a shows the TV1a spectrum in 4H-SiC. 
The TV1a center has the same g value as TV2a and a zero-field splitting at B||c of 
only 0.367 mT. Figure 11.4b shows the EPR spectrum in electron-irradiated HPSI 
6H-SiC measured at 293 K in darkness for B||c. TV1a and TV3a have slight different 
zero-field splitting and can be separated at this direction (Fig. 11.4b). These centers 
have the same g value which is slightly larger than the g value of TV2a, causing a 
small splitting of the main lines as can be seen in the inset of Fig. 11.4b.

In both the 4H and 6H polytypes, the fine-structure splitting is largest for TV2a, 
while TV1a and TV3a in 6H-SiC have almost the same parameters. This suggests that 
TV2a may be related to VSi

− at the h-site and TV1a and TV3a may be related to VSi
−  at 

two quasicubic sites. Spin-Hamiltonian parameters of the Si vacancies in different 
polytypes are summarized in Table 11.3.

11.2.3  �Other Primary Radiation-Induced Defects

Frenkel Pairs  It has been shown in ZnSe irradiated by electrons at temperatures 
below 20 K that initial products of radiation damage are close pairs of Zn vacancy 
and Zn interstitials, V ZnZn i

2− + , in different configurations, whereas the single 
vacancy production is at least a two-step process [69, 70]. In SiC, EPR studies of 
n-type 3C-SiC [71] and n- and p-type 4H- and 6H-SiC [72] irradiated with 2 MeV 
electrons at 80–100 K found a large number of EPR centers which were annealed 
out at room temperature. In irradiated 3C-SiC, several EPR centers were observed 
together with the strong signals of VSi

−  (Fig. 11.5a). Figs. 11.5b and 11.5c show EPR 
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signals of LE1 and LE1’ centers which were assigned to Frenkel pairs between the 
negative Si vacancy and Si interstitial in different charge states [71, 72].

The LE1 center shows a hyperfine interaction with four nearest C neighbors 
which is very similar to that of the negative Si vacancy [71, 72]. However, it has 
lower symmetry C2v. For usual C2v centers, the distortion occurs randomly along the 
[100] or equivalent directions and two separated resonances are expected at [100] 
[73]. In the case of LE1, only one EPR lines was observed for B||[100] as shown 
in Figs. 11.5b,c, suggesting that the distortion is preferentially occurred along this 
direction. This is expected since samples were irradiated with the electron beam 

Fig. 11.4   EPR spectra of TV1a and TV2a and TV3a centers measured in darkness at 293 K for B||c 
in electron-irradiated semi-insulating (a) 4H-SiC and (b) 6H-SiC. The inset in (a) shows the TV1a 
lines in 4H-SiC that can be separated from the hf structure due to hf the interaction with Si atoms 
in the second neighbor shell. Due to a slight difference in fine-structure splitting, the TV1a and 
TV3a lines in 6H-SiC can be seen separately at directions close to the c axis. The MW frequency 
is 9.503 GHz
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along the [100] direction. With the energy of 2 MeV, electrons can kick out Si atoms 
which receive enough energies to continue their way. Such a Si atom then kicks 
the next Si atom along the line at 4.36 Å (the lattice constant a0 of 3C-SiC) away 
from the vacancy and replaces the position. The process leads to the formation of a 
Frenkel pair between a Si vacancy and a next-nearest Si interstitial along the [100] 
direction at a distance of 1.5a0 = 6.54 Å from the vacancy. Similar to the case of 
Frenkel pairs in ZnSe [69, 70], the vacancy will keep its negative charge state, VSi

− , 
while the interstitial is fully ionized, Sii

4+ . The V SiSi i
4− +or (VSiSii)

3 + Frenkel pair then 
has the same electron spin S = 3/2 as VSi

− . After warming up the sample to room 

Table 11.3   Spin-Hamiltonian parameters of the negative Si vacancy in 3C-, 4H- and 6H-SiC. X, 
Y and Z are the directions of the principal axes of g and A tensors. θ is the angle between the prin-
cipal Z axis and the c axis. The A values are given in mT. η2 is the fraction of the total spin density 
localized at one of the neighboring C atoms
Center Parameters X(⊥) Y(⊥) Z(||) θ η2(%) Reference
3C-SiC g 2.0029 2.0029 2.0029 0° [55]

VSi
−

, Td
A(C1–4) 1.18 1.18 2.86 0° 15.9 [55]

Ση2(C1–4) 63.6 [55]
4H-SiC g 2.0032 2.0032 2.0032 0° [64]

VSi
− g 2.0028 2.0028 2.0028 0° [66]

D < 0.05 0° [64]
TV1a A(C1) 1.21 1.21 2.86 0° 15.7 [59]

g 2.004 2.004 2.004 0° [60]
TV2a D (S = 1) 0.16 0° [60]

g 2.0029 2.0029 2.0029 0° [66]
D (S = 3/2) 1.252 0° [66]
A(C1) 1.24 1.24 2.87 0° 15.5 [66]
A(C2–4) 0.97 1.12 2.7 107.5° 15.6 [66]

6H-SiC Ση2(C1–4) 62.2 [66]

VSi
− g 2.0032 2.0032 2.0032 0° [63, 64]

TV1a/TV3a A(C1) 1.15 1.15 2.87 0° 16.2 [59]
g 2.0037 2.0037 2.0035 0° [60]
g 2.0030 2.0030 2.0030 0° [63]

TV2a D (S = 1) 0.98 0° [60]

D (S = 1) 0.855 0° [63]
g 2.0038 2.0038 2.0035 0° [60]
g 2.0030 2.0030 2.0030 0° [63]
D (S = 1) 4.57 0° [60]
D (S = 1) 4.56 0° [63]
A(C1) 1.34 1.34 2.279 0° 14.6 [61]
A(C2–4) 1.1 1.1 2.86 0° 16.7 [61]
Ση2(C1–4) 0° 62.2 [61]
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temperature, both the LE1 and LE1’ centers were annealed out. The temperature 
dependence study in the range of 6–295 K suggests that before annealing the central 
line in Figs. 11.5b–c is mainly from LE1 and no or negligible contribution from the 
negative Si vacancy.

Supercell calculations of Frenkel pairs VSi–Sii found that along the <100> direc-
tion, Sii has a stable configuration at the two tetrahedral sites of the cubic lattice, 
caged by four C atoms (TC) or by four Si atoms (TSi), of which only the TC site has 
a common rotation axis with the Si vacancy along <100> direction (Fig. 11.6) [71]. 
The distances between the TC sites along the common <100> direction are: 0.5a0, 
1.5a0 and 2.5a0. It is found that the pair with the nearest TC site (~2.2 Å way from 
the Si vacant site) is unstable and Sii will recombine with the vacancy without bar-
rier, while pairs with Sii at the next-nearest-neighbor TC site are stable. The hf con-
stants calculated for the V SiSi i

4− +  pair are in good agreement with that obtained from 
EPR for the LE1 center [71], suggesting that LE1 is the Frenkel pair between the 
negative Si vacancy and Sii at the next-nearest TC site along the <100> direction.

The LE1′ signal is weak and its hf structure could not be detected. Having the 
same g-values and a similar annealing behavior as LE1, the LE1’ center may be also 
related to a VSiSii Frenkel pair, but with S = 1, i.e. with the charge state of either 2 + 
or 4 +. Spin-Hamiltonian parameters of LE1 and LE1’ are given in Table 11.4.

Similar Si vacancy-Si interstitial pairs were reported earlier in p-type 6H-SiC 
irradiated with low-energy (300 keV) electrons at 77 K [74]. Two EPR spectra with 
S = 3/2, one with C3v and the other with C1h symmetry, were assigned to VSiSii Fren-
kel pairs with the Si vacancy in the single negative charge state, carrying the elec-
tron spins as in the case of the isolate VSi

−  center. In that study, the irradiation was 
along the c axis and only distant Frenkel pairs (~6.5 Å for the axial pair and ~4.5 Å 

Fig. 11.5   a EPR spectra of the LE1-LE4 centers in n-type 3C-SiC irradiated at 80–100 K mea-
sured at 28 K for B||<011>. The spectra of LEI1 and LE1′ centers measured for B||<100> and 
B||<011> are shown in extended magnetic field scale in (b) and (c), respectively. (Source: Repro-
duced with permission from Son et al. [72] . Copyright 2009, Trans Tech Publications)
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for the one that inclined an angle of ~24º to the c axis) were observed [74]. No an-
nealing behavior was reported for these defects, but they seem to be stable at room 
temperature since EPR measurements were performed at 300 K.

Other Primary Radiation-Induced Defects  The other two dominant EPR cen-
ters, LE3 and LE4, in irradiated 3C-SiC (Fig. 11.5a) have the same isotropic g-value 
of 2.004 and an effective electron spin S = 1. Both centers are characterized by large 
fine-structure parameters but have different symmetries (C2v for LE3 and D2d for 
LE4), indicating a distortion along the <100> direction as LE1. Comparing to the 
predicted symmetry for C split-interstitials in 3C-SiC [12], the LE3 and LE4 centers 
may be related to the <100> C split-interstitials at the Si and C site, respectively.

In 4H- and 6H-SiC irradiated at 80–100 K, several S = 1 EPR centers, LE6-LE10, 
with C1h symmetry and zero-field splitting in the range of ~554–670 G were ob-
served. Most of them were annealed out after warming up the sample to room tem-
perature. In p-type materials irradiated at low temperatures, the C vacancy was not 
observed (neither in darkness nor under illumination) while the dominating EPR 
signals are EI1and EI3 [75]. The EI1 and EI3 centers were previously suggested to 
be related to complexes between H and the C vacancy [14]. A later calculation [58] 
suggested the C split-interstitial in different charge states as defect models for these 
centers, but available data are still not sufficient for identification. For LE6-LE10 
centers, the studies of ligand hf interaction were hindered by severe overlapping 
between the spectra. Identification of these defects may require help from theoreti-
cal modeling of the spin-spin interaction to determine the fine-structure parameters 
for comparison with EPR data.

The LE5a-LE5c spectra are also the products of electron irradiation at low tem-
peratures [72]. They are also known as spectra I, II in 4H-SiC and I, II, and III in 

Fig. 11.6   The defect model 
for the LE1 center: the Si 
vacancy-interstitial Frenkel 
pair with the second neighbor 
Sii at a TC site along the 
[100] direction. Open circle 
denotes the vacant site. The 
selected isosurface of the 
calculated spin density is 
shown to be localized mainly 
on four nearest C neighbors 
of VSi. (Source: Reproduced 
with permission from Son 
et al. [71]. Copyright 2009 
by the American Physical 
Society)
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the 6H polytype, forming in p-type materials after electron irradiation at room tem-
perature [76]. These centers are characterized by a large anisotropy in the g-values. 
Based on calculations of g-values, these centers were assigned to the antisite SiCCSi 
pairs [77, 78].

11.2.4  �Secondary Radiation-Induced Defects

Carbon Antisite-Vacancy Pairs  In compound semiconductors, the antisite-
vacancy (AV) pairs are the counterpart of the isolated vacancies and can be energeti-
cally stable or metastable defects with respect to the vacancies. Theory predicted 
that in III-V semiconductors, such as GaAs, the cation Ga vacancy can transform 
into more stable anion (As) AV pairs [79, 80]. In SiC, being more electronegative 
than silicon, carbon is an anion. The formation energy of the carbon AV pair (CSiVC) 

Table 11.4   Spin-Hamiltonian parameters of EPR centers in SiC irradiated at ~80–100 K. Fine-
structure parameters D and E are given in mT. θ is the angle between the principal z axis of the g 
tensor and the c axis. Here D = 3Dzz/2 and E = ( Dxx-Dyy)/2. The LE5a-c centers are also known as 
the I, II, and II centers in 4H-and 6H-SiC [76]. Data for LE1-LE10 are from Refs. [71, 72] and for 
EI1 and EI3 are from Ref. [75]
Center Spin gxx gyy gzz θ D E

3C-SiC
LE1, C2v 3/2 2.0029 2.0029 2.0029 1.19 − 0.40
LE1’, C2v 1 2.0029 2.0029 2.0029 1.00 − 0.33
LE2, C3v 1/2 2.0023 2.0023 2.0035
LE3, C2v 1 2.0040 2.0040 2.0040 49.49 − 6.63
LE4, D2d 1 2.0040 2.0040 2.0040 59.00
4H-SiC
EI1, C1h 1/2 1.9962 2.0019 2.0015 41°
EI1’, C1h 1/2 1.9960 2.0019 2.0016 30°
LE5a, C1h 1/2 2.0162 2.0035 2.0412 63.5°
LE5b, C1h 1/2 2.0144 2.0029 2.0337 51.3°
LE6, C1h 1 2.0060 2.0060 2.0060 45.3° 55.42
LE7, C1h 1 2.0060 2.0060 2.0060 59.5° 67.06 −0.75
LE8, C1h 1 2.0060 2.0060 2.0060 44.5° 63.75 1.14
LE9, C1h 1 2.0060 2.0060 2.0060 45.9° 66.74 0.75
LE10, C1h 1 2.0060 2.0060 2.0060 47.5° 57.66
6H-SiC
LE5a, C1h 1/2 2.0164 2.0037 2.0407 63.3°
LE5b, C1h 1/2 2.0139 2.0041 2.0327 48.3°
LE5c, C1h 1/2 2.0079 2.0021 2.0452 65.2°
LE6, C1h 1 2.0060 2.0060 2.0060 44.5° 55.42
LE7, C1h 1 2.0060 2.0060 2.0060 58.5° 67.06 − 0.75
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is predicted to be relative low and the complex is stable [12, 81, 82]. In the hexago-
nal SiC polytypes, the AV pair can have on- and off-axis configurations correspond-
ing to the position of the CSi antisite being along or off the c axis, respectively. In 
the on-axis configuration, both CSi and VC being on the same h- or k-site and the 
CSiVC(hh) and CSiVC(kk) pairs have C3v symmetry. If CSi is off-axis, the correspond-
ing CSiVC(hk) and CSiVC(kh) centers have C1h symmetry.

The negative charge state of the carbon AV pair, C VSi C
− , was identified by Um-

eda and co-workers [83, 84] in n-type 4H-SiC irradiated with 2 MeV electrons at 
850 °C. In the single negative charge state, the pair has an electron spin S = 1/2 and 
is EPR active. Figs.  11.7a and 11.7b show the C VSi C

−  spectrum measured under 
illumination at 30 K and 100 K, respectively. The spectrum can also be weakly 
detected in samples irradiated at room temperature and the signal becomes much 
stronger after annealing at 800–850 °C. At low temperatures (T < 50 K) the center 
has C1h symmetry and the spectrum shows a large-splitting Si hf structure due to the 
hf interaction with two nearest Si neighbors, and two small-splitting hf structures of 
Si and C (labeled as HF1-HF3 in Fig. 11.7b). The assignment of these hf structures 
to Si and C was confirmed by ENDOR measurements [84]. In the temperature range 
of 50–60 K, the center transforms from C1h to C3v symmetry which induces a large 
change in the hf interaction (Fig. 11.7). The spin-Hamiltonian parameters of the 
center are in good agreement with those obtained from supercell calculations for 
the negative carbon AV pair and the center has therefore been assigned to C VSi C

− .  
The spin-Hamiltonian parameters for the center are summarized in Table 11.5. It is 
noticed that C VSi C

− has the same sin-Hamiltonian parameters as the SI5 defect which 
is often found in HPSI SiC substrates [21, 22] and was previously assigned to the 
negative divacancy [85].

The observation of the C VSi C
− signal often requires illumination with light of 

photon energies larger than ~1.1 eV. In the calculations, the (–|0) and (2–|1–) levels 

Fig. 11.7   EPR spectra of CSiVC
− (or the SI5 center [21, 22]) in n-type 4H-SiC irradiated with 

2 MeV electrons at 850 °C measured under illumination at (a) 30 K and (b) 100 K for B||c at 
9.452 GHz. The signals of EI5/6 (or VC

+), HEI1 (or VC
−), and HEI5/6 centers and the shallow N 

donors are indicated. (Source: Reproduced with permission from Umeda et al. [84]. Copyright 
2006 by the American Physical Society)
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of the center were found to be at ~1.0 eV and 0.9 eV below the conduction band 
minimum EC [84]. Photo-EPR studies [86] suggested that the (2–|1–) level of CSiVC 
is in the range ~0.8–1.1 eV below EC.

In the single positive charge state, the carbon AV pair has also spin S = 1/2. In 
p-type 4H-SiC irradiated with 3 MeV electrons at ~800–850 °C, the EPR signal of 
the positive C vacancy is dominating. However, when using very low MW powers, 
only the HEI9a/9b and HEI10a/10b signals are observed as shown in the EPR spec-
trum measured at 295 K in darkness for B||c (Fig. 11.8) [87, 88]. Several 29Si hf lines 
of these centers can be seen in the figure. Four different 13C hf structures related to 
these four main lines can be seen in the × 10 and × 20 scale parts of the spectrum. 
The angular dependence studies showed that HEI9a and HEI9b have C3v symmetry, 
while the HEI10a/10b centers have C1h symmetry. Their principal values of the g 
tensor and the 29Si and 13C hf A-tensors are given in Table 11.5. The hf parameters 
obtained from calculations for four different configurations of the C VSi C

+ center are 
shown to be in very good agreement with those determined from EPR, allowing 
the identification of HEI9a and HEI9b to the on-axis configurations of the AV pair, 
C VSi C

+  (hh) and C VSi C
+  (kk), and the HEI10a and HEI10b to its off-axis configura-

tions, C VSi C
+ (kh) and C VSi C

+ (hk), respectively [88].

Divacancy  Divacancies are common defects in semiconductors, comprising two 
vacant nearest-neighbor lattice sites. In silicon, with the isolated vacancy being 
mobile already at low temperatures (~70 K in n-type and ~200 K in p-type mate-
rials [89]), divacancies can be formed directly during irradiation by high-energy 

Table 11.5   Spin-Hamiltonian parameters of CSiVC
− and CSiVC

 + in 4H-SiC at different tempera-
tures. X, Y and Z are the directions of the principal axes of g and A tensors. θ is the polar angle of 
the principal Z axis, measured in degrees. The principal A values are given in mT
Center Parameters X(⊥) Y(⊥) Z(||) θ
CSiVC

−, C3v 100 K [84] g 2.00339 22.00339 2.00484 0°
A(Si × 1) 6.38 6.38 8.02 109°
A(C × 1) 1.77 1.77 2.22 0°

CSiVC
−, C1h 30 K [84] g 2.00372 2.00259 2.00534 10°

A(Si × 2) 10.16 10.04 12.99 111°
A(C × 2) 1.3 1.3 1.8
A(Si × 2) 0.9 0.9 1.1

CSiVC
 + (hh), C3v HEI9a, 295 K [88] g 2.00408 2.00408 2.00227 0°

A(C) 2.27 2.27 8.25 0°
A(Si) 1.7–2.9 1.7–2.9 1.7–2.9

CSiVC
 + (kk), C3v HEI9b, 295 K [88] g 2.00379 2.00379 2.00195 0°

A(C) 3.71 3.71 9.95 0°
A(Si) 1.7–2.9 1.7–2.9 1.7–2.9

CSiVC
 + (kh), C1h HEI10a, 295 K [88] g 2.00348 2.00258 2.00226 145°

A(C) 2.60 2.65 8.75 109°
A(Si) 1.7–2.9 1.7–2.9 1.7–2.9

CSiVC
 + (hk), C1h HEI10b, 295 K [88] g 2.00399 2.00345 2.00263 116°

A(C) 2.31 2.45 8.44 109°
A(Si) 1.7–2.9 1.7–2.9 1.7–2.9
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electrons at room temperature [90]. In SiC, single vacancies are highly thermally 
stable and post annealing after irradiation is required to form divacancies, VSiVC, in 
a measurable concentration. The divacancy is predicted to be a very stable defect in 
SiC [85, 91, 92]. The neutral divacancy, VSiVC

0, was identified in 4H- and 6H-SiC 
by EPR and ab initio calculations [93–97]. The VSiVC

0 centers is known as the P6/
P7 EPR centers which were first reported in heat-treated n-type 6H-SiC [98] and 
were later found to be common in as-grown n-type [99] and HPSI SiC substrates 
[21, 22, 51, 100].

In n-type 6H-SiC heated to 2000 °C and quenched, the P6/P7 EPR spectra with 
S = 1 were observed under illumination [98]. Based on their symmetry (C3v for P6 
and C1h for P7), the centers were suggested to be related to excited states of divacan-
cies [98]. Later EPR and ab initio calculations [101] suggested the P6/P7 centers 
to be the C vacancy-antisite pairs. Their magnetic circular dichroism of the absorp-
tion (MSDA) and MCDA-detected EPR experiments showed that in 6H-SiC, the 
EPR spectra of the P6/P7 centers at the three inequivalent lattice sites are related to 
NPLs in the near-infrared spectral region: 1.075 eV (P6a), 1.048 eV (P6b), 1.011 eV 
(P6c), 1.049 eV (P7a), 1.030 eV (P7b) and 0.999 eV (P7c) [101]. In 4H-SiC sam-
ples having strong EPR signal of P6/P7 centers, several NPLs with similar ener-
gies at 0.9975, 1.0136, 1.0507, and 1.0539 eV were observed in absorption spectra 
[102]. The relation between these NPLs and the EPR P6/P7 centers has not been 
confirmed.

Figure  11.9 shows an EPR spectrum in electron-irradiated and annealed (at 
~800 °C) n-type 4H-SiC measured in darkness at 8 K for B||c, confirming that the 
EPR signals of P6/P7 centers are related to a triplet ground state. As can be seen in 
the figure, for the large zero-field splitting lines P6b/P6c, the high-field lines cor-
responding to the transitions MS = –1↔MS = 0 are much stronger than the low-field 
components, indicating a positive zero-field splitting (D > 0). The principal values 

Fig. 11.8   EPR spectra in p-type 4H-SiC irradiated with 3 MeV electrons at ~800–850 °C show-
ing the HEI9a/9b and HEI10a/10b lines (depicted as 9a, 9b, 10a and 10b, respectively) from 
four different configurations of CSiVC

+ measured at 295 K using MW power of 0.2 µW. The MW 
frequence is 9.452 GHz. (Source: Reproduced with permission from Umeda et al. [88]. Copyright 
2007 by the American Physical Society)
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and the direction of the symmetry axis of the hf tensors of nearest C neighbors 
obtained from EPR are in good agreement with the calculated values for the neu-
tral divacancy. Even small differences in the hf tensors of P6b and P6′b are also 
observed by EPR and calculations, allowing the assignment of P6b and P6′b to the 
axial configurations of the neutral divacancy at the h- and k-site, respectively [93]. 
The spin-Hamiltonian parameters of VSiVC

0 in 4H-SiC are given in Table 11.6.
Supercell calculations predicted the ( + |0) and (0|–) levels of VSiVC to be at ~0.5 

and ~1.4 eV above the valence band maximum, respectively [93]. EPR studies in 
irradiated HPSI 4H-SiC showed that in darkness and at 77 K, only the signal of 
VC

+  could be detected. However, when increasing temperature to 293 K, the signal 
of VSiVC

0 could be weakly observed [100]. This suggests that the (0|–) level of the 
divacancy may lie slightly below the ( + |0) level of VC at ~EV + (1.5–1.6) eV, so that 
at room temperature it could be partly thermally ionized and changed to the neutral 
charge state. A possible candidate for the (0|–) level of the divacancy is the EH6 
center at ~EC − 1.65 eV, which often appears together with EH7 in materials irradi-
ated with high-energy electrons [27].

Neutral (VC-CSiVC)0 Complex  The formation of the complex between a CSi anti-
site and two nearest neighbor C vacancies, VCCSiVC, as products of annealing of the 
carbon AV pair, CSiVC, in VC-rich materials has theoretically been predicted [85]. 
Those calculations also suggested that further annealing transforms this complex 
defect to the divacancy. Such a defect has not so far been observed by EPR. How-
ever, a complex between CSiVC and another VC in the third neighbor of the CSi anti-
site has been identified by EPR and ab initio supercell calculations [102]. This S = 1 
defect was reported before as the P4 center in heat-treated 6H-SiC [98, 104] and as 
the EI4 center in p-type 4H- and 6H-SiC irradiated by electrons at 400 °C [105]. In 
those studies, only an isotropic and small-splitting Si hf structure was observed and 
the model of a coupled VC pair was suggested based on the symmetry of the center 
and the direction of the principal axis of the D tensor.

Figure 11.10 shows the EPR spectrum of the EI4 center in HPSI 4H-SiC af-
ter electron-irradiation and annealing at ~750 °C. After irradiation, the signal of 
VC

+ is dominating while the EI4 signal can be weakly detected. After annealing at 

Fig. 11.9   EPR spectrum 
in electron-irradiated and 
annealed (at 850 °C) n-type 
4H-SiC measured in darkness 
at 8 K for B||c showing the 
signals of the P6/P7 centers. 
(Source: Reproduced with 
permission from Son et al. 
[93]. Copyright 2006 by the 
American Physical Society)
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~750 °C, the EI4 signal becomes comparable to the VC
+ signal and its large-splitting 

Si hf structures could be seen (Fig. 11.10). Several other Si and C hf structures with 
smaller splittings were also observed.

Supercell calculations of the distant VCVC showed inconsistent hf interactions 
compared to the experiment, ruling out the previous suggestion of the VC pair 
model for EI4. Annealing studies [103] showed that the EI4 center is indeed trans-
formed to the divacancy, suggesting the possible combination between a CSiVC 
pair and an isolated VC. Calculations of CSiVC-VC complexes with the CSiVC pair 
approaching VC from its VC part showed that the complex will have the singlet and 
not triplet ground state as EI4. Other configurations of the complex with CSiVC 
approaching VC by its CSi part, where CSi and VC are not immediate neighbors, can 
have either C1 or C1h symmetry. Calculations found equally stable S = 1 and S = 0 
state for C1 configuration a more stable (by 0.04 eV) triplet S = 1 state for the C1h 
configuration. The model for the CSiVC-VC defect in the neutral charge state and 
C1h symmetry with VC in the third neighbor of CSi is shown in Fig. 11.11. The hf 
interactions with Si and C neighbors of this complex were calculated and the ob-
tained Si and C hf constants showed a good agreement with corresponding values 
determined by EPR, allowing a conclusive identification of the EI4 center as the 
neutral (CSiVC-VC)0 defect [103]. The Spin-Hamiltonian parameters of the center 
are given in Table 11.7.

Table 11.6   Spin-Hamiltonian parameters of the neutral divacancy in 4H-SiC. All the centers have 
the same isotropic g = 2.003. The polar angle θ of the principal Z axis with respect to the c axis is 
given in degrees. The principal values of the A tensor and the fine-structure parameters D and E 
are given in mT. Here D = (3/2)Dzz and E = ( Dxx-Dyy)/2. η2 is the fraction of the total spin density 
localized at one of the neighboring C atoms
Center Parameters X(⊥) Y(⊥) Z(||) θ η2(%)
VSiVC

0(hh) D 47.80 0°
P6b, C3v A(C1–3) 1.89 1.78 3.93 73° 20.1

A(Si2–4) ~0.1 ~0.1 ~0.1 0.06
Ση2(C1–3 + Si2–4) 60.5
D 46.62 0°

VSiVC
0(kk) A(C1–3) 1.68 1.61 3.71 73° 19.7

P6′b, C3v A(Si2–4) ~0.1 ~0.1 ~0.1 0.06
Ση2(C1–3 + Si2–4) 59.3
D 47.80 70.5°
E 9.62

VSiVC
0(hk) A(C1) Not observed

P7b, C1h A(C3,4)
D 43.63 71°
E 1.07

VSiVC
0(kh) A(C1–3) 1.86 1.86 3.93 2° 19.9

P7’b, C1h A(Si2–4) 1.71 1.61 3.89 70° 21.2
Ση2(C1–3) 62.3
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11.2.5  �Intrinsic Defects in High-Purity Semi-Insulating SiC

For minimizing the parasitic capacitance, which limits the performance of high-
frequency wide bandwidth devices at high frequencies, semi-insulating (SI) sub-
strates are often used. In such substrates, deep levels of either impurities or intrinsic 
defects are introduced at a concentration high enough to compensate all shallow 
dopants to pin the Fermi level near the middle of the bandgap. High resistivity can 
then be obtained, but at a price of the presence of deep levels in the material. These 

Fig. 11.11   Suggested defect model for the EI4 center in the 4H-SiC crystal structure. The grey 
lobes are the isosurfaces of the calculated spin density. The atoms most important for the detected 
hf structure are indicated by 1–4 which should read as Si1–4 atoms. The CSi atom binds to three 
other C atoms in the middle of the figure, having the Si3 and Si4 atoms as its second neighbors. The 
Si2–4 atoms have hyperfine splitting larger than 1 mT while the other dark ( blue) balls show those 
Si and C atoms that have hf splitting of about 0.5 mT. (Reproduced with permission from Carlsson 
et al. [103]. Copyright 2006 by the American Physical Society)

 

Fig. 11.10   EPR spectrum in 
HPSI 4H-SiC after irradia-
tion with 2 MeV electrons 
and subsequent annealing at 
~750 °C measured at 77 K in 
darkness for B||c, showing 
the EI4 signal appearing 
together with the VC

+ signal. 
Two large-splitting hf lines 
of EI4 due to the interaction 
with 29Si atoms are indicated
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deep levels may act as electron traps, leading to the drop of the drain current of the 
device. HPSI SiC substrates are desirable and have been developed since more than 
a decade [106–109]. In such materials, the concentrations of common impurities, 
such as the N donor and B acceptor, are reduced to typically less than mid 1015 cm−3 
which then can be compensated by deep levels of intrinsic defects introduced dur-
ing the growth.

 In the first generation of HPSI SiC materials grown by physical vapor transport 
(PVT) or high-temperature CVD (HTCVD), VC, VSi, VSiVC and CSiVC are common 
defects [21, 22, 100, 110, 111]. These defects were introduced during the growth but 
their concentrations were not well controlled, ranging from high ~6–7 × 1014 cm−3 to 
~5–6 × 1015 cm−3 [100]. Depending on the relative concentration of intrinsic defects, 
HPSI SiC substrates can be classified into different types having different activation 
energies Ea~0.8–0.9, ~1.1–1.3 and ~1.5–1.6 eV. In substrates with lowest activation 
energies, VSi and CSiVC are dominating, while in substrates with Ea~1.1–1.3 eV, VC 
is also present with a comparable concentration. In substrates with Ea~1.5–16 eV, 
the concentration of VC and VSiVC is in the mid 1015 cm−3 range, while the EPR 
signals of VSi

−  and C VSi C
−  are absent. High-temperature annealing studies (up to 

~1600 °C) [100] showed that in VSi- and CSiVC-rich substrates the activation ener-
gies reduces to Ea~0.6–0.7 eV and the resistivity also decreases from more than 
~109 to ~105 Ω cm, whereas substrates with Ea~1.5–16 eV show stable SI proper-
ties. Annealing behaviors of these defects are shown in Fig. 11.12.

The studies suggested VC and VSiVC as suitable defects for controlling the SI 
properties in SiC. With a single donor level EH7 at EC − (1.5–1.6) eV and the dou-
ble acceptor level at ~EC − (0.6–0.65) eV, VC can compensate both p-type and n-
type materials. Controlling the concentration of VC during growth is also easier 
compared to the divacancy. Therefore, VC appears as the most suitable defect for 
controlling the SI properties in SiC. We have noticed that after a decade of develop-
ment, current commercial HPSI 4H-SiC substrates are pure and show only the EPR 
signal of VC

+ . It seems that in current HPSI 4H-SiC material, the N shallow donor 
has lower concentrations than residual B acceptor and is compensated by B, which 

Table 11.7   Spin-Hamiltonian parameters of the (CSiVC-VC)0 complex (or EI4 center) in 4H-SiC. 
Parameters and units are defined as in Table 11.6. The center has an isotropic g value of 2.004
Parameters X(⊥) Y(⊥) Z(||) θ η2(%)
4H-SiC
D 36.77 54°
E 6.95
A(Si1) 6.73 6.20 9.20 5° 27
A(CSi) 1.50 1.50 4.49 71° 9
A(Si2) ~1.07 ~1.07 ~0.86–1.60
A(Si3) ~1.07 ~1.39 ~0.86–1.60
A(Si4) ~1.39 ~1.60 ~0.86–1.60
6H-SiC
D 35.06 54°
E 6.84
A(Si1) 6.41 6.41 8.87 1° 25
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is in turn compensated by the C vacancy, pinning the Fermi level at the (+ |0) level 
of VC.

11.3 � Radiation-Induced Defects in III-Nitrides

11.3.1  �Defects in Irradiated GaN

ODMR Studies  Magnetic resonance has been used to study defects in GaN dur-
ing the last 20 years. In the 1990s and 2000s, GaN was mainly available in thin 
films grown on foreign substrates such as sapphire and EPR studies were mainly 
related to impurities and dopants which can be doped at high concentrations. For 
radiation-induced defects in thin films, ODMR is more suitable. Several defects 
were observed by ODMR in GaN films irradiated with high-energy electrons at 
room temperature but their origin was not clear [112–114].

In an ODMR study of n-type GaN irradiated at 4.2 K, a defect labelled as L5 
with S = 1/2 was observed by monitoring the broad PL band at ~0.95 eV [115–117]. 
Figure 11.13 shows the L5 spectra measured at two different directions of the mag-
netic field, 90° (B⊥c) and 45° from the c axis. The L5 center has C3v symmetry 
and anisotropic g values: g|| = 2.000(1) and g⊥ = 2.000(3) [117]. A slightly anisotro-
pic hf structure due to the interaction between the electron spin and the nuclear 
spin of a single Ga nucleus having two I = 3/2 isotopes 69Ga (~60.1 %) and 71Ga 
(~39.9 %) with the ratio of the magnetic moment µ69/µ71 ~0.78703 was observed. 
The principal values of the A tensor for 69Ga were determined as A|| = 4.01(3) GHz 
(~143.2 mT) and A⊥ = 3.77(1) GHz (~134.6 mT) [117]. Isochronal annealing shows 

Fig. 11.12   Annealing behavior of intrinsic defects in different types of HPSI 4H-SiC substrates 
with different activation energies Ea: a ~ 0.8–0.9 eV, (b) ~ 1.1–1.3 eV and (c) ~ 1.5–1.6 eV. (Source: 
Reproduced with permission from Son et  al. [100]. Copyright 2006 by the American Physical 
Society)
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that the L5 defect becomes mobile at room temperature, while other ODMR signals, 
L1 and L2 [112, 113], previously seen after irradiation at room temperature appear. 
Based on its large hf splitting of a single Ga atom and low-temperature migration, 
the L5 center was identified as the Ga interstitial in the 2 + charge state, Gai

2 + [115]. 
In more heavily irradiated GaN samples, a positive ODMR signal, labelled L6, 
emerges at various stages throughout the low-temperature annealing [117, 118]. 
The L6 center has g values: g|| = 1.999(2), g⊥ = 1.999(4) and a similar hf interaction 
with a single Ga atom as L5 with slightly larger hf constants (for 69Ga): A|| = 4.05(4) 
GHz (~144.7 mT) and A⊥ = 3.85(2) GHz (~137.5 mT). Both L5 and L6 disappear 
upon prolonged annealing at room temperature and so does the 0.95 eV PL band. 
The L5 and L6 defects were assigned to Gai

2 + at two different interstitial sites in the 
hexagonal lattice. L6 is less stable than L5; it anneals faster at 295 K. It is not clear 
which defect is related to the tetrahedral (T) and octahedral (O) interstitial sites. 
Calculations by Boguslawski et al. [119] predicted the T site to be ~0.2 eV more 
stable than the O site. However, other calculations [120–122] suggested that the O 
site is the more stable for Gai in all charge states.

Irradiation of Mg-doped p-type GaN in situ at 4.2 K by 2.5 MeV electrons also 
creates the broad PL band at ~0.95 eV but ODMR signals related to this near in-
frared emission are much weaker [123]. In addition, after annealing at 180 K, an 
ODMR center with S = 1, labeled L8, was observed by monitoring the visible PL 
band at ~2.8 eV. The L8 has an isotropic g value of 2.007(4) and an axial fine-
structure tensor with the principal values Dzz = ± 8.35(14) GHz (~298.0 mT) and 
Dxx = Dyy = ∓4.18(7) GHz (~149.4 mT), where the z axis is ~54.7° off the c axis. 
This defect is stable at room temperature and can also be produced by irradiation 
at room temperature but at a greatly reduced rate. The L8 center was tentatively as-

71Ga

69Ga

71Ga
69Ga

0.4 0.6 0.8 1.0
Magnetic field (T)

45°

90°

EM

Fig. 11.13   ODMR signals observed in the PL band at ~0.95 eV in n-type GaN after 2.5 MeV 
electron irradiation in situ at 4.2 K to a fluence of ~5×1017 cm–2, showing the 69Ga and 71Ga hf 
structures of the L5 spectrum at B⊥c (90°) and at B 45° off the c axis. The signals of the L5 and 
the effective mass (EM) donor are negative, indicating spin-dependent recombination between the 
two which competes with the luminescence process. (Source: Reproduced with permission from 
Chow et al. [115]. Copyright 2000 by the American Physical Society)
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signed to a Frenkel excitonic state with the two S = 1/2 spins separated by a distance 
of ~1.84 Å which is roughly equal to a Ga-N bond (1.94 Å) along the direction of 
a basal bond [123]. The validity of this defect model for L8 should be checked by 
calculations to verify if a Frenkel pair with such a short distance between the com-
ponents can be stable at room temperature.

The L1 center [g|| = 2.008(1) and g⊥ = 2.004(1)] in irradiated n-type shows a partly 
resolved hf structure at some directions of the magnetic field. The hf structure was 
assigned to be due to the interaction between the electron spin and the nuclear spins 
of three nearest Ga neighbors [for 69Ga: A|| = A⊥ ~0.10(1) GHz (~3.6 mT)]. Based on 
this Ga hf structure, three defect models were suggested for L1 [117]: (i) Trapped N 
vacancy where one of the Ga neighbor is replaced by an impurity of group II such 
as Mg or Zn, (ii) Trapped Ga vacancy with one of the N neighbor is replaced by a 
group-V donor such as O, and (iii) The isolated Ga vacancy in the double negative 
charge state, VGa

2–. In the third model, the Ga hf structure would be due to the in-
teraction with three Ga atoms in the second neighbor shell. The electronic structure 
of L1 still remains unclear.

Interestingly, Hai et al. [124] observed an ODMR center, labeled Ga-1, in as-
grown GaN doped with Zn. The Ga-1 center is related to the blue PL band at 2.8 eV. 
It has S = 1/2 with axial symmetry [g|| = 2.008(2) and g⊥ = 2.001(2)] and shows a 
clear hf structure due to the interaction with a single Ga atom. Its hf parameters [for 
69Ga: A|| = 0.760(5) GHz (~27.1 mT), A⊥ ~0.560(5) GHz (~20 mT), and for 71Ga: 
A|| = 0.965(5) GHz (~34.5 mT), A⊥ ~0.713(5) GHz (~24.5 mT)] indicate that the de-
fect involves a single Ga atom. The axial symmetry, the hf interaction and the defect 
formation suggest a Ga-related complex nature of the Ga-1 center.

To our best knowledge, since the study by Johannesen et al. in 2004 [118], no 
ODMR investigation of radiation-induced defects in GaN has been reported. Thus, 
except for the L5 and L6 centers, which are related to isolated Gai

2 + , other ODMR 
centers have not been identified.

EPR Studies  The availability of bulk GaN since the last ten years makes it possible 
for EPR studies of radiation-induced defects in GaN. However, it appears that GaN 
irradiated by high-energy electrons with fluences up to ~1018 cm−3 gives rise to no 
EPR signals or just a weak signal of the shallow donor. It was predicted by theoreti-
cal calculations that in equilibrium both cation and anion vacancies in GaN will be 
in the charge states that are not EPR active. According to calculations [119–122, 
125–127] the neutral and negative charge states of the N vacancy, VN, lie in the 
conduction band and the defect will be in the positive charge state (S = 0), while 
the Ga vacancy, VGa, will capture three more electrons to become triply negatively 
charged VGa

3– with S = 0. The cation vacancy-donor pair is also predicted to be in the 
EPR inactive 2– charge state, VGaON

2–. Using illumination alone for activating other 
charge states of vacancy-related defects seems to be rather inefficient in n-type GaN 
irradiated to fluences up to ~1 × 1018 cm−2. However, increasing the electron fluence 
to ~4 × 1018 cm−2 or higher, several EPR spectra can be detected even in darkness 
[128, 129]. Figs. 11.14a-c show EPR spectra D1-D4 observed at 77 K in n-type 
GaN irradiated with 2 MeV electrons to a fluence of 1 × 1019 cm−2. If the starting 
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material is undoped GaN with the concentration of the residual O and Si shallow 
donors in the low 1016 to mid 1017 cm−3 range, a strong signal of the D2 spectrum 
with a resolved hf structure consisting of seven equidistant lines is always observed 
even in darkness (Fig. 11.14a). In some undoped samples, the D3 and D4 signals 
are also detected together with D2. In heavily Si-doped ([Si]~1 × 1018 cm−3) GaN, 
the D3 and D4 signals are strong while the D2 signal is very weak (Fig. 11.14b).

The D2 center has an effective electron spin S = 1/2. Its main line has the g values 
g|| = 2.001 and g⊥ = 1.999, but since the line width is broad (~2.5 mT), the symme-
try of the center is not evident from the experiment. The hf splitting is ~4.7 mT in 
the c direction and increases to ~5 mT for ~70° off the c axis. The D1 signal can 
be detected at room temperature. This broad signal has the g value of ~2.03. Its 
intensity is rather weak compared to other signals. In undoped GaN irradiated with 
a fluence of ~6 × 1018 cm−3, the isotropic D3 signal (g~2.0036) is dominating, but 
in heavier irradiated samples, it is not clear how much this signal contributes to the 
central line of the D2 spectrum. The D4 signal appears in some samples. Its g values 
(g|| = 1.9529 and g⊥ = 1.9505) are close to those of the shallow donors in GaN [130], 
but the D4 center is a different defect and can be detected at temperatures above 
77 K (EPR signal of the shallow donor disappears at temperatures above 40 K).

The annealing behavior of these centers is shown in Fig. 11.14c. The D2 and 
D4 signals decrease after annealing at 300 °C (by half for D2). The D4 signal is 
almost disappeared after annealing at ~400 °C. At this annealing temperature, the 
signal of the shallow donor is recovered. In darkness and at low temperatures, only 
the signal of the shallow donor could be detected, indicating that the Fermi level is 
pinned at the shallow donor level. The D2 signal can still be detected but its detec-

Fig. 11.14   Radiation-induced EPR spectra measured at 77 K for B||c a in undoped GaN with the 
concentration of shallow donors (O and Si) in the low 1016–mid 1017 cm–3 range, b in Si-doped 
([S]~1×1018 cm–3) GaN and c in undoped GaN before and after annealing at different temperatures. 
The electron energy is 2 MeV and the fluence is 1×1019 cm–2. (Reproduced with permission from 
Son et al. [128]. Copyright 2009 by the American Physical Society)
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tion required illumination. After annealing at 500 °C, only the signal of D3 could be 
observed. The annealing behavior of D2 is close to that of the VGaON pair studied by 
positron annihilation spectroscopy, i.e. reducing by half after annealing at ~600 K 
[131]. Based on the observed hf structure and the annealing behavior, the D2 center 
was assigned to the negative Ga vacancy-O pair, VGaON

– [128, 129]. The origins of 
the D1, D3 and D4 defects are still not clear.

In a more recent EPR and theoretical study of irradiated GaN, the D2 center 
was reassigned to the N-split interstitial in the neutral charge state, (N-N)N

0 [132]. 
Based on the hf calculations for different defect models, Von Bardeleben et al. [133] 
found that the hf structure of D2 at the c direction can be better described by the hf 
interaction with two N interstitials and four nearest Ga neighbors. The calculations 
predicted low symmetry C1 for the defect and its change in the hf interaction at low 
temperatures (below 50 K).

11.3.2  �Defects in Irradiated AlN

AlN has the bandgap of ~6.2 eV [133] and there is no light source suitable for over 
bandgap excitation in ODMR experiments. Nevertheless, ODMR studies of radi-
ation-induced defects in AlN using below-bandgap excitation have been reported 
[134]. In AlN single crystals grown in the 1960s and 1970s containing very high 
concentrations of different impurities, several ODMR centers were detected. It was 
not clear if these defects are related to impurities or native defects. However, one 
ODMR center, D5, observed only after electron irradiation was believed to be re-
lated to a native defect. The broad signal with the linewidth ranging from ~20 to 
30 mT at different directions of the magnetic field was assumed to be an unresolved 
hf structure of a single Al atom with the nuclear spin I = 5/2 and 100 % natural 
abundance [134]. Although the involvement of other impurities with high nuclear 
spins and large natural abundance present in the samples could not be excluded, it is 
highly possible that the defect is related to a native defect. (It is known that common 
transition metal impurities in GaN, such as Mn and V, have high electron spin and 
well-resolved hf structures.)

In an EPR and ENDOR study of as-grown AlN, Evans and co-workers [135] 
observed an EPR center with S = 1/2 and axial symmetry (g|| = 2.002 and g⊥ = 2.006). 
ENDOR studies show that the center has a strong hf interaction with an Al atom 
along the c axis (A|| = 111.30 MHz ~3.97 mT, A⊥ = 54.19 MHz ~1.93 mT) and much 
weaker hf interactions with three other Al neighbors (principal values are in the 
range of 8–20 MHz) [135]. The center was assigned to either the neutral N vacancy, 
VN

0, or the neutral ON shallow donor. In a later EPR and ENDOR study of as-grown 
AlN, Soltamov and co-workers [136] observed also Al hf splittings in the range of 
~4–9 MHz for this center and attributed it to VN

0. Using thermal luminescence, they 
estimated the energy level of the VN

0 donor to be at ~0.5 eV below the conduction 
band minimum.
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The above defect is rather common in as-grown AlN bulk material. Figure 11.15 
shows the EPR spectrum of this center measured at 77 K for B⊥c in bulk AlN with 
high resistivity. Our recent studies showed that after electron irradiation, this EPR 
signal disappeared. Figure  11.16 shows EPR spectra in AlN after irradiation by 
2 MeV electrons at room temperature to a fluence of 1 × 1019 cm−2 for B||c at dif-
ferent temperatures. At 10 K, the spectrum consists of only a broad and isotropic 
line with the g value of ~2.009 (Fig.  11.16a) [137]. This signal is already seen 
before irradiation. At elevated temperatures, another spectrum with S = 1/2 emerg-
es. This spectrum, labeled EI-1, shows a hf structure consisting of 21 equidistant 
lines (Fig. 11.16b). The stronger central line is due to the overlap with the broad 
signal shown in Fig. 11.16a. The hf structure can be described by the interaction 
between the electron spin with nuclear spins of four equivalent 27Al atoms in the 
nearest neighbor. The principal values of the hf tensor for EI-1 were estimated as 
Axx ~Ayy~6.0 mT and Azz~7.2 mT with the angle between the principal z axis and the 
c axis of ~40–45°. The total spin density on four Al neighbors is found to be ~72 % 
with ~18 % and ~54 % on the s and p orbitals, respectively.

Calculations of the N vacancy using a 432-atom hexagonal AlN supercell showed 
that VN introduces levels in the fundamental bandgap [137]. In the unrelaxed case 
under C3v point group, VN has an s-like a1 state and the second a1 and e levels which 
are p-like contribution from the Al dangling bonds split in the hexagonal crystal 
field. In the neutral charge state, the first a1 level is close to the valence band and 
fully occupied, while the second a1 and e levels are close to the conduction band 
edge with a1 singly occupied. It is found that in the case if the C3v point group is 
preserved during geometry optimization, the Al neighbor along the c axis is found 
to move farther from the vacancy site and the spin density will mainly be localized 
on the dangling bond of this single Al atom. In this C3v configuration, the second a1 
level is found to be at ~0.7 eV from the conduction band minimum. In the case if 
two Al neighbors in the basal plane move closer to each other and the symmetry is 
lowered to C1h then the spin density is found to be more equally distributed among 
four nearest Al neighbors. The singly occupied a´ level is ~0.14 eV lower than the 
corresponding a1 level in C3v configuration, suggesting that the C1h is more stable. 

Fig. 11.15   EPR spectrum in 
as-grown AlN measured in 
darkness at 77 K for B⊥c. 
The spectrum was previously 
assigned to either VN

0 or the 
ON donor [135, 136]
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The hf calculations for the C1h configuration showed that the hf interactions with 
two pairs of Al neighbors are similar with the principal values Axx ~Ayy ~ 6.0 and 
~6.7 mT and Azz ~8.0 and 8.2 mT [137]. Based on the agreement between EPR and 
calculations in determination of the hf parameters, EI-1 was assigned to the C1h 
configuration of the neutral N vacancy.
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Abstract  Recent progress in understanding the structural and mechanistic aspects 
of radiolysis in room temperature ionic liquids (ILs) using electron paramagnetic 
resonance (EPR) spectroscopy is reviewed, with particular emphasis on ILs serving 
as replacements for molecular diluents used in nuclear fuel cycle separations.

12.1 � Introduction

Room temperature ionic liquids (IL) are salts that remain molten under ambi-
ent conditions [1–4]. To avoid crystallization, these compounds consist of oddly 
shaped, conformationally active organic and/or inorganic ions, often having flex-
ible arms that pack poorly, thereby depressing the melting points to such an extent 
that crystallization occurs either at low temperature or not at all. Typical examples 
of organic and inorganic ions that are used to compose room-temperature ILs are 
shown in Fig. 12.1. Ionic liquids are electrically conductive, have low volatility and 
high viscosity, and exist in a netherworld between two classes of familiar materials: 
molecular solvents and ionic salts. Such liquids can be hydrophilic or hydrophobic, 
chemically inert or reactive, solubilizing molecules and ions or strongly repelling 
them. It is as difficult to find general trends between these liquids as between or-
ganic solvents, except that all of these ILs contain inherently polar domains.

What is remarkable about these ILs is their versatility. While there are less than 
500 molecular liquids—out of several millions of the known synthetic chemicals 
(not counting their mixtures and oligomers)—the estimated number of unique 
compositions of pure room-temperature ILs exceeds 1010–12 [5]. Due to this sheer 
variety, one can be reasonably certain that whatever combination of physical or 
chemical properties is being sought, there is a pure IL matching these properties. In 
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the imaginary “chemical universe” of all possible chemical compounds, the typical 
liquid would be an ionic liquid, whereas fluids that surround us in everyday life 
would occupy an infinitely small space.

We do not live in this “chemical universe.” The chemical evolution of our own 
Universe was more likely to yield simple fluids, such as hydrocarbon oceans on 
Titan and water oceans on Earth and Europa. Before the invention of distillation and 
organic synthesis, the human experience of room temperature liquids was limited 
to aqueous solutions and a few mineral oils. If intermolecular interactions are too 
strong, a solid is formed instead of a liquid; and if it is too weak, evaporation occurs; 
the energy scale of such interactions (25 meV) is set so low by the conditions at the 
surface of our planet that fluidity is a rare property indeed. Our intuition instructs us 
that “water, water is everywhere.” That is not quite true from the cosmic perspec-
tive. Water mainly exists as amorphous ice and low-pressure vapor; liquid water 
and hexagonal ice are exceedingly uncommon. ILs are even more wondrous. While 
there are no physical laws prohibiting Mother Nature from making such liquids in 
the course of geochemical evolution, so far she has seemingly failed to produce 
even one member of this most diverse class of fluids. This task has been delegated 
to human chemists.

Room temperature ILs are entirely artificial. The discovery of the first class-
es of ILs in the 1990s opened the door from our own Universe to this “chemical 
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Fig. 12.1   Examples of ions that are used to compose ILs. Cations: tetraalkylammonium, 
1-methyl-1-alkylpyrrolidinium, betainium, choline, 1-alkyl-3-methylidazolium, 1-alkyl-
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universe,” and the limits of what these liquids can be are circumscribed only by our 
imagination. If one wants to understand the general properties of liquids, ILs make 
the best choice for study, because probability dictates that most pure liquids are ILs. 
There is currently a massive, interdisciplinary effort to understand all aspects of 
liquid behavior in these ionic compounds, and we refer the reader to a few seminal 
reviews for a general introduction [1–3, 6–12]. The scope of this review is modest: 
we seek only to understand a particular aspect of these properties, viz. radiation 
stability of ionic liquids. This motivation is goal oriented. ILs are considered as 
replacements for molecular diluents in a wide variety of industrial applications: 
electrolytes in electric storage devices and photoelectrochemical cells, solvents for 
organic synthesis and drug delivery, lubricants and hypergolic propellants, carbon 
and sulfur dioxide sequestration, and many other uses.

Among these new emerging applications is using of ILs as solvents for liquid-
liquid extraction and ion exchange, in particular, as diluents for separations in-
volved in “wet” processing of spent nuclear fuel. Uranium that burns in nuclear 
reactors is converted by < 5 % before the fuel needs to be replaced, as accumula-
tion of neutron “poisons” (radioisotopes that have high cross section for thermal 
neutron capture) inhibit the chain reaction. The current fuel cycle is once-through: 
there is no economic incentive for reusing and reprocessing spent nuclear fuel, as 
mineable uranium ore is still abundant in the crust, and more uranyl carbonate is 
contained (albeit in a very dilute form) in sea water. In the past, this spent fuel has 
been processed only for obtaining plutonium. Given this Cold War history, repro-
cessing is viewed with caution, in equal parts due to nonproliferation concerns and 
the inherent safety hazards. Nevertheless, such reprocessing will become necessary 
in the future, as the room for long-term storage of high-level nuclear waste in the 
geological repositories is limited. Furthermore, as the world runs out of fossil fuels 
while facing the threat of climate change, using but a small fraction of the energy 
available in this precious natural resource looks increasingly wasteful and irrespon-
sible. The advanced nuclear technology of the future will depend on industrial scale 
reprocessing of spent fuel on a global scale. This consideration provides the motiva-
tion for our studies.

The current scenarios for a nuclear fuel cycle overhaul posit that the (relatively) 
short lived isotopes (such as 90Sr and 137Cs) will be stored in deep geological reposi-
tories, whereas longer lived isotopes will be transmuted to short lived isotopes in 
specially designed reactors. This approach puts great demands on chemical separa-
tions, as the streams destined for reuse need to be free of neutron “poisons” inter-
fering with transmutation. Among these problematic isotopes are minor actinides 
(such as Am and Cm) that have similar chemical properties to lanthanides (U fission 
products that are also neutron “poisons”). Over the period of > 105 years, the re-
sidual radioactivity of spent nuclear fuel is dominated by radioactive decay of these 
minor actinides; only on the geological time scale is this radioactivity taken over by 
α decay of Pu. Other elements of concern include Kr, Tc, Ru and platinoid metals. 
Closing of the nuclear cycle will require technologies that separate elements into 
those destined for reuse and/or those destined for containment in metallic, ceramic, 
or vitreous waste forms. As each one of these waste forms is compatible with some 
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elements but not the others, these waste streams need to be subdivided. This is a 
challenging, complicated, and hazardous task, and the critics of the nuclear option 
do not exaggerate their claims as such, but without this recycling long-term use of 
nuclear energy and safeguarding of nuclear waste will not become sustainable. We 
may not have the luxury of better options.

ILs have obvious advantages as diluents in nuclear separations (specifically, liq-
uid-liquid extraction of f-block ions) as they exhibit low volatility and combustibil-
ity (some of these ILs are, actually, fire retardants). By nature, ILs strongly solvate 
metal ions and they are natural ion exchangers and electrolytes, which offer new 
ways of waste processing. The extractants and ionophores can be integrated into 
the constituent IL ions; such ILs are called task-specific ILs (TSIL) or functional 
ILs [13, 14]. This approach eliminates concerns with interphase transfer and third 
phase formation during the separations (that provide criticality hazards). Electric 
conduction potentially allows these ILs to serve as one-pot extraction solvents and 
electrolytes for metal deposition [15, 16]. Some functionalized ILs can dissolve 
metal oxides, simplifying waste processing [17–19]. Their high thermal stability 
(300–400 °C) permits increasing the processing temperature, accelerating separa-
tions, and there are ILs that are immiscible with aqueous solutions, organic solvents 
[20, 21], and supercritical CO2 [22], suggesting novel methods for IL based phase 
separations. However, all of these suggested applications depend on radiation sta-
bility of the IL diluents, as the solvent is continuously exposed to ionizing radiation 
emitted by decaying radionuclides. In the current processes, the solvent is exposed 
to 50 Mrad (100 rad = 1 J/kg) of ionizing radiation over the life cycle [23]; ideally, 
this tolerable lifetime dose should be higher. Even in well-established separations 
schemes, gradual accumulation of radiation damage causes much concern. For ex-
ample, tri( n-butyl)phosphate (Sect. 12.5) serves as an extracting agent and solvent 
modifier in many of separations processes; this compound readily undergoes radio-
lytically induced dealkylation with the release of di( n-butyl)phosphoric acid that 
forms complexes with trivalent metal ions in the aqueous phase. This interference 
results in contamination of the organic phase with undesirable fission products. 
Consequently, the solvent needs a continuous carbonate wash for removal of these 
interfering products, which greatly complicates operations and increases the treat-
ment plant footprint.

The dream of separations chemists is that within the haystack of all possible 
ILs in the “chemical universe,” there is a needle—a class of radiation-resistant ILs 
that are also suitable for high performance nuclear separations. This task requires 
understanding of the mechanisms for radiation-induced reactions in various classes 
of ILs. Electron Paramagnetic Resonance (EPR) spectroscopy proved a very useful 
tool for extricating these reaction mechanisms and assessing the extent of radiation 
damage.

Since the ensuing radicals are reactive, low-temperature matrix isolation is 
required for structural studies and identification, so the results discussed below 
pertain to amorphous solids (frozen ILs) rather than ionic liquids. The same reac-
tions, however, also occur in these liquids at higher temperature, so no generality 
is lost. Before embarking on a survey of radicals and radical reactions studied by 
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EPR, a preliminary introduction to the peculiar radiation chemistry of ILs is due 
(Sect. 12.2), as this chemistry is not fully analogous to radiolysis in molecular sys-
tems, which is discussed in other chapters of this book.

Historically, these peculiarities were first noticed in the 1950s by Melvin Calvin 
and his co-workers at the University of California at Berkeley [24]. Calvin stud-
ied CO2 fixation and examined metabolites in plants using radioactive 14C labeling 
(work for which he later received the Nobel prize). Most of the isolated metabolites 
were stable, but one of them—the α-polymorph of choline chloride (Fig. 12.2) de-
composed almost as soon as it crystallized from an aqueous solution, with G values 
of decomposition approaching 5 × 104 species per 100 eV (vs. the typical 1–5 spe-
cies per 100 eV for other organic compounds). Calvin challenged his colleagues 
to explain these observations. This task took 20 years [24–28], and it was partially 
completed by Martyn Symons, the EPR wizard [28]. He suggested that radiolytic 
oxidation of choline yields the unstable Me3N

+CH2C
•HOH radical that fragments to 

Me3N
+• and the enol of acetaldehyde (Fig. 12.2).

The Me3N
+• radical cation abstracts hydrogen from the parent cation, yield-

ing protonated trimethylamine (Me3NH+) and another Me3N
+CH2C

•HOH radical. 
This chain reaction propagates rapidly through the room-temperature crystal, caus-
ing destruction of the material with efficiency that still holds a record in radiation 
chemistry. This example illustrates why extreme caution is required in replacement 
of organic diluents with ILs, as radiation-induced fragmentation of the constituent 
ions can yield reactive radicals capable of sustaining chain reactions and causing 
rapid deterioration of the solvent and the formation of byproducts that interfere with 
metal ion separations.
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Fig. 12.2   Radiation-induced decomposition of choline cations in room-temperature crystalline 
choline chloride, according to ref. [28]. Reduction of choline causes deamination, whereas oxida-
tion yields an unstable radical that initiates a chain reaction decomposition of the material
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12.2 � An Overview of Radiation Chemistry of ILs

Ionic liquids can be represented as C+A−, where C+ is a cation and A− is an anion. 
Both species typically involve heteroatoms (X = S, N, P) that provide the locus for 
the electric charge. The C-X bonds are often weak compared to other bonds, and 
the fragmentation of these bonds can occur in radiolytically-generated electronic 
excited states. In addition to this excitation, the ions also undergo radiation-induced 
redox reactions (Fig. 12.3) that are analogous to ionization of solvent molecules in 
common organic liquids [29–43],

�
(12.1)

� (12.2)

that is complemented by associative or dissociative electron attachment (DEA)

�
(12.3)

� (12.4)

In reactions (12.1–12.4), following the general convention of radiation chemistry, 
we visualize these redox reactions as the release of an electron or a hole (electron 
deficiency), but these reactions can also be thought of as radiation-induced charge 
separation, although the release of presolvated and solvated electrons has been ob-
served in some ILs [10–12, 44–50]. Radical diions undergo prompt fragmentation 
and/or (de)protonation,

+ 2+• •C C + e−→

• •A A + e− −→

• + •e + C C− →

• 2 •e + A A− − −→

Fig. 12.3   Summary  
of the major redox reac-
tions in radiolysis  
of ionic liquids (C+A−)
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� (12.5)

� (12.6)

Reaction (12.5) accounts for radiation-induced acidification of ILs, which is yet an-
other practical concern. As hydrophobic IL diluents are often in contact with strong 
inorganic acids in aqueous solutions, the constituent anions are chosen among the 
bases of strong acids, in order to avoid protonation of these anions. The latter would 
cause re-constitution of the IL with the anions of inorganic acids (which is generally 
undesirable). Strong acids generated via reaction (12.5) catalyze various detrimen-
tal organic reactions involving both the IL diluent and the extracting agents.

However, the main problem with the ILs is the occurrence of reaction (12.2). 
Indeed, the majority of organic anions can be represented as RB−, where R is an 
organic moiety and B− is a heteroatom containing negatively charged group (such 
as − CO2

−, − SO3
−, − OSO3

−, etc.) Their oxidized, neutral forms undergo irreversible 
expulsion of such groups (“oxidative fragmentation”) [35], that is

� (12.7)

The resulting residual radicals R• can be readily observed in EPR spectra of irradi-
ated ILs. Such reactions (e.g., Kolbe reaction for carboxylates) are well-known in 
organic chemistry, and their occurrence excludes many of popular IL designs from 
the pool of suitable candidates for radiation-resistant IL diluents. Our realization of 
ubiquity of this oxidative fragmentation (that transpired from EPR observations of 
irradiated ILs) [35] is perhaps the single most important general insight concerning 
radiolysis of ILs.

Unfortunately, the trouble does not stop there. IL diluents that are used in liquid-
liquid extraction from aqueous feeds must be hydrophobic in order to provide im-
miscibility with the aqueous phase and suppress ion exchange with inorganic ions 
in this aqueous phase (when that is desirable). High chemical resistance is also 
desired, and fluorination of organic ions is common, as it helps to achieve these 
properties. Such fluorinated anions (X–U−, where X = F) are particularly problem-
atic due to the occurrence of DEA and fragmentation of excited states involving 
weak C–F bonds [29, 35, 43]:

�
(12.8)

Two common anions that undergo this dehalogenation are triflate TfO− (Tf = CF3SO2) 
and bistriflimide, NTf2

− (Fig.  12.1) The latter is extremely popular with the IL 
community due to its high hydrophobicity, the superacidity of HNTf2, outstand-
ing chemical stability, and the ease of obtaining room-temperature ILs with a large 
variety of organic cations due to poor packing of these anions. Not only does the 
bistriflimide yield fluoride (that eventually combines with radiolytically-generated 

2+• +• +C +A C( H) + H A− δ δ−→ −

2 • •A H A HA A− δ+ δ− − −+ → +

• •RB R +B→

• •X-U +e X + U− − − −→
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protons to yield corrosive and reactive HF) and the residual •CF2SO2NTf− radical; 
the corresponding excited state also dissociates to yield •CF3 radicals:

� (12.9)

The latter radical anion readily protonates to •SO2NHTf. Both the trifluoromethyl 
and this protonated •SO2NHTf radical can be observed in EPR spectra of irradiated 
bistriflimide compounds [29, 35]. Reaction (12.8) is not limited to fluorine; it also 
occurs with other halide and pseudohalide groups, e.g.

� (12.10)

with the resulting radical anion yielding an EPR spectrum (shown in Fig. 12.4) with 
characteristic 11B and 14N coupling [35]. In addition, the ionized tetracyanoborate 
anion (Fig. 12.1) dissociates to cyanogen (C2N2) and the •B(CN)2 radical, whose 
M(11B) = ± 3/2 lines can be seen in the magnified wings (see Fig. 12.4).

This radiation-induced dehalogenation is especially vexing from a synthetic 
standpoint. The superacidity of Hδ+Aδ− is typically achieved through modifying the 
organic anion with electronegative groups (like triflate) that involve halide or pseudo-
halide atoms; that is, chemical resistance considerations favor those anions that have 
the least radiation resistance. These considerations suggest that radiation-resistant 
hydrophobic ILs need to be composed of rather uncommon anions that avoid such 
detrimental reactions. In Sect. 12.3 we present examples of such anions.

• • •
2 3 2NTf CF + SO NTf− −→

• •
4 3B(CN) +e CN +(NC) B− − − −→
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Fig. 12.4   X band EPR spectra (solid lines) obtained from irradiated tetracyanoborate ILs (3 MeV 
electron, 77 K irradiation, observed at 50 K). The cations are (i) 1-octyl-1-methylpiperidinium, 
(ii) 1-octylpyridinium, (iii) 1-octyl-1-methylmorpholinium, (iv) trihexyltetradecyl phosphonium 
(130 K spectrum is also shown), and (v) 1-ethyl-3-methylimidazolium [35]. The vertical lines indi-
cate the resonance lines of the trapped hole center ((NC)2B

• radical) and trapped electron center 
((NC)3B

−• radical anion), as indicated in the plot. The resonance lines of the latter radical overlap 
with the resonance lines of the C• and C(-H)+• radicals. The magnetic field is indicated in Gauss 
(1 G = 10−4 T)
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Inorganic ionic crystals, such as alkali halides, Alk+X− (where Alk+ is the alkali 
cation and X− is a halide anion), are as natural reference systems for ILs composed 
of organic ions as there are organic solvents. Irradiation of Alk+X− solids yields F-
centers (electrons that are trapped in anion vacancies) and VK centers (trapped X2

−• 
radicals) that are formed when oxidized interstitial X− ions (halogen atoms) form 
two-center three-electron σ2σ1* bonds with the parent X− anion in the lattice. In the 
X2

−• radical anion, two paired electrons occupy the bonding σg orbital, while the 
unpaired electron occupies an antibonding σu* orbital. While the X–X bond is weak 
(< 0.5 eV), the energy gain through sharing of the unpaired electron between two 
centers outweighs the repulsion between the cores. In the F-centers, electrostatic 
interactions of the s-like electron filling the vacancy with the positively charged 
Alk+ cations localize and stabilize this electron, which to a first approximation can 
be viewed as a particle in the box [51]. Can such species form in ILs?

Pulse radiolysis studies of Wishart and co-workers [10–12] and the subsequent 
laser photolysis studies [50, 52, 53] demonstrated the occurrence of “solvated elec-
trons” in ILs consisting of onium ions (cyclic or acyclic tetrasubstituted ammonium 
cations shown in Fig. 12.1) that lack electron-accepting groups. The light absorp-
tion properties of such trapped electrons are similar to those in hydrocarbons and 
weakly polar solvents; it is likely that structurally these species are analogous to 
previously known solvated electrons and F-centers, though the electrostatic interac-
tions are weakened by screening of the positive charge in the cations by their arms. 
Very recently [44], such trapped electrons were observed in frozen ILs using EPR, 
and that pioneering study also established the occurrence of photobleaching due to 
the promotion of the electrons from the shallow traps to a mobile state. By pulse 
radiolysis, the lifetime of the solvated and pre-solvated electrons is limited by their 
secondary reactions that may involve proton transfer, deamination, and reactions 
with protic products and impurities, such as acids generated via reaction (12.5).

� (12.11)

The latter reactions become very prominent when protic constituent anions (like 
HOSO3

−) are present in the solution [34]. Reactions of radiolytically generated hy-
drogen atoms typically involve H• atom abstraction from the aliphatic arms of cat-
ions and addition to the π-rings of aromatic cations.

Turning to the VK center analogs, both the “Br• atoms” (in which the unpaired 
electron is coupled to the single 79Br/81Br nucleus) and Br2

−• radicals can be ob-
served (Fig.  12.5) in the EPR spectra of irradiated bromide-doped ILs [33, 38]. 
As the sample temperature increases, these “Br• atoms” become mobile and react 
with Br− anions in the matrix, converting to Br2

−• radical anions. Closer examina-
tion of the EPR spectra of these “Br• atoms” reveals superhyperfine structure from 
19F nuclei in the ILs composed of TfO− and NTf2

− anions and 14N nuclei in the ILs 
composed of N(CN)2

− anions. These observations indicate that the tentative “Br• 
atoms” are, in fact, BrA−• radicals, in which the bromine forms σ2σ1* bonds with 
the heteroatoms of IL anions:

+ • •H A + e H + Aδ δ− − −→
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� (12.12)

� (12.13)

The hyperfine coupling constants (hfcc’s) for these BrA−• species agree with density 
functional theory (DFT) estimates, thereby corroborating the Br-heteroatom bond 
formation [38]. Such BrA−• species can also be observed through electron trapping 
reactions of BrA molecules (such as N-bromosuccinimide):

�
(12.14)

The formation of Cl2
−• radicals was observed in some chloride ILs (such as 1-ben-

zylpyridinium chloride and 1-benzyl-3-methylimidazolium chloride) [39, 40]; how-
ever, in most of these ILs, the released Cl• atom promptly abstracts hydrogen from 
the arms of the cation in preference to ClA−• and/or Cl2

−• formation [35, 39, 40]. 
Photolytic generation of Br• atoms via two-photon excitation also results in a short-
lived species that promptly abstracts hydrogen from the cation; reactions (12.12) 
and (12.13) were not observed [38].

The formation of dihalide radical anions in ILs indicates that the same tendency 
for delocalization of the unpaired electron that is observed in inorganic solids also 
operates in neat ionic liquids: there is sufficient driving force for the neutral radi-
cals generated through reactions (12.2) and (12.3) to bind to the like ions and yield 
dimer radical ions:

• •Br + A BrA− −→

2BrA + Br Br + A−• −• −→

• •e + BrA BrA− −→

4000G3500300025002000

5 mol%

1 mol%

x10

+ 3/2

-1/2

M(Br), A||

Fig. 12.5   X band EPR spectrum of irradiated frozen IL 1-ethyl-3-methylimidazolium dicyana-
mide (Fig. 12.1) doped with 1 mol% and 5 mol% 1-ethyl-3-methylimidazolium bromide observed 
at 50 K (3 MeV electron, 77 K irradiation) compared to the EPR spectrum of irradiated crystal-
line 1-ethyl-3-methylimidazolium bromide (bottom trace). The open circles indicate the resonance 
lines of the Br2

−• radical, the vertical lines indicate the resonance lines of the BrN(CN)2
−• radical 

anion with resolved hyperfine structure in the M(Br) = + 3/2 resonance from the unique 14N nucleus 
[38]. Resonance lines from trapped H• atoms and organic radicals are removed from the plot
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� (12.15)

� (12.16)

Reaction (12.12) in bromide ILs is a specific example of reaction (12.16). One 
might have expected that “ionization” of IL ions would produce pairs of neutral 
radicals in the same fashion that ionization of molecular solvents generates pairs of 
radical ions. However, the energetic cost for the formation of neutral radical pairs 
in a material that consists of ions can be so prohibitively high that the system “tries” 
to restore the initial ion pair through spreading of the excess charge and spin density 
over one (or several) constituent ions.

From the standpoint of the EPR spectroscopy, the unpaired electron delocaliza-
tion in dimer radical ions generated via reactions (12.15) and (12.16) reveals itself 
through increasing of the number of hyperfine couplings to magnetic nuclei in the 
ions (e.g., 14N and 1,2H) and reducing the magnitude of the corresponding hfcc’s. 
Species that are structurally and electronically analogous to the C2

+• radical cations 
in the ILs are known in molecular systems as M2

+• dimer radical cations obtained 
through the reactions of M+• + M, where M is a (neutral) solvent molecule [54–61]. 
In this M2

+• species, two molecules share the hole. In the C2
+• radical cation, two 

positive ions share the electron.
The formation of arene Mn

+• radical cations (n = 2–4) is an example of charge 
delocalization in molecular systems, and the resulting species have been studied us-
ing magnetic resonance [56, 57, 59] and absorption spectroscopy [59–62], and there 
have been several recent theoretical advances in better understanding of their struc-
ture and energetics [60, 61]. The suggested formation of polarons in the (photo)ion-
ization of DNA (that involves stacked aromatic nucleobases) is another example of 
this tendency [63–65]. Even in simple ionic solids, such as alkali glasses, the excess 
electrons are present as Alkn

(n−1)+• clusters (the so-called alkali-associated trapped-
electron centers) [66] analogous to the F-centers in ionic crystals. Formation of 
dimer and multimer radical anions in supercritical CO2, CS2, acetonitrile, hexafluo-
robenzene, and compressed benzene are familiar examples for negatively charged 
centers of this kind [51]. In the same vein, the formation of solvated electrons in 
molecular liquids with no electron affinity (such as ammonia, amines, water, ace-
tonitrile, and alcohols) can be considered as the extreme case of this tendency that 
causes sharing of the excess (cavity) electron by antibonding orbitals of several 
solvent molecules. Reactions (12.15) and (12.16) exemplify this general trend in a 
novel way, but the trend itself is familiar.

Our EPR studies indicate that the occurrence of reaction (12.15) has a consid-
erable effect on secondary radical chemistry, as only monomer radicals C• can be 
subsequently protonated by radiolytically-generated acids via reaction (12.17) [33, 
39, 40]

� (12.17)

+ +
2C + C C• •→

2A + A A• − −•→

• + +•C + H A CH + Aδ δ− −→
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where the CH+• can be viewed either as a protonated form of C• or an H atom adduct 
of the parent cation (Sect. 12.4). No protonation was observed for C2

+• [30, 33].
While the IL anions are more problematic from the standpoint of radiation stabil-

ity, the cations are also prone to fragmentation (Sect. 12.1). Many organic cations 
can be represented as RB+, where B is the base (amine, pyridine, imidazole, etc.) and 
R- is the arm attached to the heteroatom of this base (typically, nitrogen, sulfur, or 
phosphorus atom). Examples of such cations include tetraalkyl onium (ammonium, 
phosphonium), 1-methyl-3-alkylimidazolium (the most popular cation for formu-
lation of the room-temperature ILs), 1-alkylpyridinium, 1,1-dialkylpyrrolidinium, 
and many other such cations (Fig. 12.1). In addition to the C-H dissociation and 
deprotonation from the side arms (reaction (12.5)), three other reactions can occur 
in which the entire side arm is released [37, 39, 40, 42]:

�
(12.18)

� (12.19)

� (12.20)

Reactions (12.18) and (12.19) involve the excited states of the parent cation and 
yield spin-silent products, whereas reaction (12.20) is the DEA reaction that yields 
terminal radicals derived from the outgoing arms. Our attempt to establish the oc-
currence of reaction (12.19) for cations with aliphatic arms (through exclusive for-
mation of terminal alky radicals) yielded a negative result. It seems that the DEA 
reaction is always a minor reaction for such cations, whereas reaction (12.19) is 
prominent, and it can be observed using mass spectrometry and product analyses 
[37, 39–42]. Reaction (12.18) becomes prevalent when the outgoing carbocation is 
stabilized, as was observed for benzyl derivatives [39, 40]. As the same stabilization 
occurs in the outgoing radical R•, the same cations are prone to reductive fragmenta-
tion via reaction (12.20). Such DEA reactions are known from studies of the radia-
tion chemistry of aqueous surfactants [67]. Thus, observation of radical R• by EPR 
is a useful diagnostic for the suitability of a given organic cation to withstand reduc-
tive fragmentation. Note that reactions (12.19) and (12.20) are irreversible, whereas 
the reverse of reaction (12.18) is the quarternization of the base through which the 
organic cations are usually synthesized. Steering the chemical pathway from reac-
tion (12.19) to reaction (12.18) would increase the overall radiation stability (by 
introducing reversible reactions) had not it promoted detrimental reaction (12.20).

In fact, there is a deep connection between the ILs and chemically-amplified 
photoacid generating resists, which are also ionic compounds involving the bases 
of superacids (such as SbF6

−, AsF6
−, BF4

− and PF6
−) [68–72]. The typical light-

absorbing cation in such photoresists is dialkylarylsulfonium, ArS+R2, whose pho-
toexcitation causes homo- or hetero- lytic dissociation of the S–C bond:

+* +RB R + B→

+* +RB R(-H) + BH→

+ • •RB e R + B−+ →
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� (12.21)

Photogenerated Ar+ and •+SR2 subsequently react with the proton-donating polymer 
matrix releasing Hδ+Aδ−. Similar reactions occur in ILs (reaction (12.5) through 
reactions of R+carbocations (generated in reaction (12.18)). Thus, what makes an 
organic cation unsuitable for radiation-resistant ILs automatically makes it a can-
didate for acting as a photoacid generator in extreme ultraviolet photolithography 
(that is used in the manufacture of electronic microcircuits), and vice versa.

Among the approaches developed for the improvement of photoresists is deliber-
ate introduction of deprotonation sites into the cation structure, e.g. by hydroxyl-
ation of the aryl groups

� (12.22)

Photoexcitation of HOArS+R2 yields zwitterion and proton instead of inducing C–S 
bond dissociation. Similar principles can be used to improve the radiation stability 
of cations in ILs [42]. (Sect. 12.4)

Finally, as IL diluents remain in contact with other phase(s) during the separa-
tions, radiation stability of neat IL is only one aspect of the problem. The typical 
aqueous raffinate is acidic (to inhibit hydrolysis of polyvalent metal ions), usually 
containing 0.01–5 M nitric acid [34]. Even nominally hydrophobic ILs extract a 
significant amount of nitric acid from this aqueous raffinate. The NO3

− and undis-
sociated HNO3 are efficient quenchers of electronic excited states and rank among 
the strongest electron acceptors. EPR studies of equilibrated IL solutions indicate 
that the electrons are accepted in the matrix yielding short-lived NO3

2−• radicals 
that either decompose to stable NO2

• radicals or attach to aromatic cations forming 
nitrosubstituted radicals,

� (12.23)

No EPR evidence was obtained for radiolytic oxidation of NO3
− to NO3

• radical 
(this reaction commonly occurs in aqueous solutions), as the oxidation of the organ-
ic cation is energetically favored. Direct excitation of NO3

− in IL proceeds mainly 
through the N–O bond dissociation with the formation of NO2

• and O−• radicals, 
and the latter radical promptly adds to the aromatic rings of the cations yielding the 
corresponding C(− OH)• radical. As the temperature increases, the NO2

• radicals 
become mobile and react with the C+ cations to yield nitroso adducts

� (12.24)

The same adducts are formed through the protonation of the C(− NO2)
• radicals gen-

erated in reaction (12.23). All in all, the extracted nitric acid present in the IL diluent 
has a surprisingly mild effect on the radiation stability of the ILs, and in the rest of 
the review we focus on neat ILs and solutions of extracting agents in these ILs.

+ + • •+
2 2 2ArS R + h Ar + SR and Ar + SRv →

+ + +
2 2HOArS R A + h OArS R + H Av d d− − −→

+
3 2

2NO + C OH + C -N( )O• •− −→

+ • • +
2C + NO C(-N(O )OH)→
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12.3 � Anions

As observed in Sect. 12.2, radiation stability of IL anions is the main concern in 
mitigation of radiation damage, and most ILs exhibit an unacceptably high degree 
of anion fragmentation. This poor stability also translates to a high yield of cation 
modification due to decoration of the cations with small reactive fragments of the 
anions [39, 40, 73–75]. We found only a few exceptions to this general rule, and in 
this section we examine such “exceptional” systems.

The first example of a radiation resistant anion, dicyanamide (N(CN)2
−, see 

Fig. 12.1), was inadvertently found in ref. [30]. Following our general scheme dis-
cussed in Sect. 12.2, oxidation of this anion via reaction (12.2) should have yielded 
the imidyl radical, •N(CN)2. EPR observations of imidyl radical •NTf2 in irradiated 
ionic crystals and frozen ILs composed of the bistriflimide anion (Fig. 12.1) were 
among our first results in the studies of ILs [29]. At room temperature, the imidyl 
radicals are known to be reactive, oxidizing radicals, abstracting hydrogen from 
organic compounds, including the aliphatic arms of the cations (Fig. 12.3),

� (12.25)

In the EPR spectra of irradiated dicyanamide solids, the imidyl radical was not 
observed. Instead, a different radical with a more complicated hyperfine coupling 
pattern was observed that was indicative of spin sharing between two N(CN)2

− an-
ions, suggesting the occurrence of reaction (12.16). The latter is a stabilized C2 
symmetrical dimer radical anion with an elongated N–N σ2σ1* bond (that can also 
be viewed as a radical anion of tetracyanohydrazine) [30].

A similar reaction was later observed in the radiolysis of tricyanomethanide 
compounds (Fig. 12.1). No •C(CN)3 radical was observed despite the fact that it is 
a stable planar radical with an easily recognized spectroscopic signature [43]. In-
stead, the EPR spectrum shown in Fig. 12.6 was observed that corresponds to a D3d 
symmetrical C2(CN)6

−• dimer radical anion with the elongated C–C σ2σ1* bond. Un-
like dicyanamide, the reduced tricyanomethanide anion is unstable, as it undergoes 

• + +• +A + C C( H) + H Aδ δ−→ −
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Fig. 12.6   Solid lines: 
X- band EPR spectrum 
of irradiated potassium 
tricyanomethanide observed 
at 50 K (irradiated at 300 K). 
Dashed lines: simulated EPR 
spectrum for C2(CN)6

−• dimer 
radical anion shown in the 
inset. The hyperfine structure 
results from six magnetically 
equivalent 14N nuclei with 
isotropic constant of 1.8 G 
[43]
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DEA reaction (12.8) causing the loss of cyanide (we remind that cyanide is a pseu-
dohalide), but these two examples suggested to us that the problems identified in 
Sect. 12.2 can be addressed using anions that are (i) inherently incapable of reaction 
(12.7) and (ii) yield neutral radicals which can be stabilized via reaction (12.16).

A particular approach to synthesizing such anions is to retain the imide structure 
without introduction of the halide and pseudohalide groups, by replacing them with 
1,2-benzene group (Fig. 12.1). The resulting anions have weaker conjugate acids 
than the bistriflimide and dicyanamide anions, but these acids are still sufficiently 
strong for many applications. For example, the saccharinate and 1,2-benzenedisul-
fonimide anions (Fig. 12.1) have pKa’s of 1.48 and − 4.1 in the aqueous solution, 
respectively. Our EPR experiments indicate that radiolysis of these anions yields 
imidyl (A•) radicals via reaction (12.2) and HA−• radicals through reactions (12.4) 
and (12.6), respectively, i.e., these anions are efficient electron and hole traps. The 
HA−• radicals occur in two varieties: H• atom adducts at the phenyl ring and N-atom 
protonated dianions. Due to steric hindrance, no A2

−• radical anions are formed, 
which is also the case for NTf2

−, but not for N(CN)2
− and N(SO2F)2

−. Thermal acti-
vation facilitates reactions (12.25) and (12.26)

� (12.26)

The latter reaction closes the redox cycle in Fig. 12.3, making it possible to achieve 
near-perfect chemical reversibility. No concomitant ring-opening and ring-con-
traction reactions were observed for these aromatic imide anions, whereas another 
cyclical imide, acesulfamate, underwent several such transformations [36]. Even 
prolonged radiolysis of these aromatic imide anions causes little (less than 0.01 
per 100 eV) fragmentation, mainly through SO2 elimination in their excited state; 
the residual path for their degradation during long-term radiolysis becomes gradual 
C–C bond formation between their aromatic moieties [36, 43].

More recently [43], we found another class of radiation resistant anions, which 
are polynitrile anions with the general formula of CxNy

− (Fig. 12.7). The dicyana-
mide and tricyanomethanide anions are part of this family, in which high acidity 
of the conjugate acids is achieved by strategic placement of multiple C ≡ N groups 
[76]. Some of these anions are organic analogs of inorganic anions, such as NO2

− 
(for TCAP−) and CO3

2− (for TCPD2−), as the C(CN)2 group is isoelectronic with 
the oxygen. It is easy to see that oxidation of these anions yields stable N- or C- 
centered radicals, so the only problematic redox reaction is reduction of the anion 
followed by the elimination of the cyanide (reaction (12.8)) that competes with 
reactions (12.4) and (12.6) that yield hydrogen atom adduct instead (Fig. 12.8).

Representing the parent anion as UCN− four radical species can form via one-
electron reduction, depending which tendency (protonation or cyanide loss) pre-
vails: UCN2−•, U−•, HUCN−•, and HU•.

EPR spectroscopy was indispensable in permitting us to establish the prevalent 
fragmentation pathway for a given anion (Fig.  12.8). For example, for tricyano-
methanide, the loss of cyanide prevails, and the main product of radiolytic reduc-
tion is HU•. For the TCAP− and HCAP− anions (Figs.  12.7 and 12.8), only the 

• +• +HA + C( H) C A− −− →
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HUCN−• radical is observed, suggesting that protonation of the radical dianion 
occurs faster than cyanide elimination. For the PCP− anion (Figs. 12.7 and 12.8), 
UCN2−•, HUCN−•, and HU• were observed, suggesting competing pathways due to 
the increasing stability of the radical anion. For the PCCP− anion (Fig. 12.7), no 
protonated or fragment radicals were observed, suggesting that the radical dianion 

UCN-

UCN2-

+ e-

HUCN-
+ H+

- CN-

U- HU

- CN-

-
N

H
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NC
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NC CN

NC

NC
CN

CN
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Fig. 12.8   On the left: the general scheme for secondary reactions of reduced polynitrile anions 
(UCN). On the right: examples of HUCN-• radical anions for TCAP- and HU• radicals for PCP- 
observed by EPR of irradiated ILs composed of these two anions (see Fig. 12.7) [43]
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Fig. 12.7   Polynitrile mono- and di- anions: tetracyano-2-azapropenide (TCAP−), 1,1,2,3,3-pen-
tacyanopropenide (PCP−), 1,1,2,4,5,5-hexacyano-3-azapentadienide (HCAP−), 1,2,3,4,5-penta-
cyanocyclopentadienide (PCCP−), 1,2,3-tris(dicyanomethylene)cyclopropanediide (TDCP2−), and 
2-dicyanomethylene-1,1,3,3-tetracyanopropanediide (TCPD2−)
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is stable. No evidence for one-electron reduction was observed for dicyanamide 
and TDCP2− (Fig. 12.7). As the rate of protonation increases with temperature, even 
IL anions that eliminate cyanide at low temperature can become stable, as they are 
protonated more rapidly than this elimination occurs, which accounts for the stabil-
ity of the PCCP− based ILs in room temperature radiolysis and as also suggested by 
mass spectrometry and nuclear magnetic resonance measurements [43].

As seen from these examples, radiation stability of anions is largely determined 
by the facility of redox reactions involving these anions. Such redox reactions occur 
not only in radiolysis but also in electrochemistry, and these two fields are closely 
connected, as the same organic and inorganic anions occur in battery electrolytes, 
including the IL electrolytes in the next generation Li-metal, Li-air, and Li-ion bat-
teries [6].

In carbonate based electrolytes, lithium cations in Li-ion batteries are typically 
introduced as LiPF6. It has been found empirically that certain additives, such as 
lithium bis(oxalato)borate (BOB−, B[ox]2

−) and difluorooxalatoborate (DFOB−, 
F2B[ox]−) significantly improve battery performance. The electrochemical and ra-
diolytic oxidation of these anions releases CO2 molecules yielding carbonyl radicals 
(X2 = ox, F2) [29, 77]:

� (12.27)

(See Fig. 12.9) The same reaction occurs in ILs consisting of the BOB− and DFOB− 
anions [77]. The resulting radical does not easily add to carbonate solvents and 
decays by dimerization. In the (F2BOCO)2 dimer, the F2B- group serves as a strong 
Lewis acid, so it readily forms B–O bonds with the carbonyl oxygens in the solvent 
and bridging oxygens at the transition metal lithium oxide surfaces (that serve as 
positive electrodes in the Li-ion batteries). As the oxidation of these dimers (as op-
posed to the parent anions) is energetically prohibitive, they form a protective layer 
retarding further oxidation of the carbonate electrolyte thereby improving battery 
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Fig. 12.9   Redox reactions of BOB− (X2 = oxalate) and DFOB− (X = F) anions [29, 77]
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performance. The reduction of these anions yields a B-centered radical that is analo-
gous to the so-called boron electron centers discovered using EPR spectroscopy by 
Griscom [78, 79] in irradiated alkali borate glasses. These centers can be thought 
of as [ox]B• σ-radicals so strongly interacting with the oxygens in the neighboring 
matrix that the boron becomes pyramidal (Fig. 12.9), and the unpaired electron ac-
quires significant B 2p character [80]. Such radicals are very reactive, readily add-
ing to the electrolyte molecules (such as the ethylene carbonate shown in Fig. 12.9), 
in this way initiating radical polymerization at the graphite electrode (Fig. 12.9) and 
eventually catalyzing the formation of the protective solid electrolyte interphase. 
EPR identification of the B-centered and carbonyl radicals has excluded many other 
scenarios for the chemical mode of the protective action of these increasingly com-
mon electrolyte additives [77].

As the carbonate electrolytes are oxidized during operation of Li-ion batteries 
at the high voltages that are desired for automotive applications (and also totally 
unsuitable for Li-air batteries), there is much effort to replace these electrolytes 
with less oxidizable solvents, including aliphatic ILs [6]. As the latter typically have 
prohibitively high viscosity, only the most fluid of these ILs are considered. Many 
of the currently examined compositions are based on bis(fluorosulfonyl)imide 
(N(SO2F)2

−) that is closely related to bistriflimide. Unfortunately, the more com-
mon IL anions cannot be used in the IL electrolytes, as they form soluble com-
plexes with Al(III) ions generated during oxidation of aluminum collector on which 
the positive oxide electrode is dispersed; N(SO2F)2

− and PF6
− are unique in this 

respect, whereas NTf2
− is particularly problematic [81–86]. For bistriflimide, the 

culprit is the elimination of F− via reaction (12.8). No such reaction was observed 
for bis(fluorosulfonyl)imide [82]. Oxidation of this NX2

− anion (X = SO2F) yields 
imidyl •NX2 radicals and (X2N..NX2)

−• radical anions, whereas the oxidation of 
NTf2

− yields only imidyl radicals, as the trifluoromethyl groups introduce repul-
sion between the two subunits. The N–N σ2σ1* bond formation decreases reactivity 
of oxidized anions, causing reduced deterioration of electrochemical performance 
during battery cycling.

12.4 � Cations

We turn to organic cations, whose chemistry is even richer than that of the anions. 
As oxidation of A− to A• is “natural” for anions, so the reduction of C+ to C• is 
“natural” for many of cations, as both of these reactions turn charged species into 
neutral radicals. However, the latter mode is not the only option for stabilization of 
the excess charge in the IL medium.

Two classes of organic cations that are most commonly used for IL synthesis are 
onium cations (cyclic and acyclic quaternary ammonium and phosphonium cations) 
and 1-alkyl derivatives of imidazolium. These onium cations represent a broader class 
of aliphatic cations, while the imidazolium cations represent a broader class of aro-
matic cations with electron-accepting π-systems. In the aliphatic onium salts, electron 
trapping occurs through the formation of metastable trapped electrons (F-centers) or 
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reactions with electron-accepting anions (reaction (12.2)), whereas hole trapping by 
the cation (reaction (12.1)) causes prompt deprotonation or charge transfer to a nearby 
anion, reaction (12.5). The deprotonation reaction (12.5) preferentially involves ter-
minal and penultimate hydrogens in the extended long aliphatic arms [29]. In this ten-
dency, ILs are similar to normal paraffins that also exhibit such a preference (see, for 
example, [87]). For branched derivatives, complete loss of aliphatic arms is also ob-
served via reaction (12.20) due to the greater stabilization of the outgoing radical [33].

The formation of C(− H)• radicals in the long aliphatic arms of the cations is com-
mon to both aliphatic and aromatic cations, whereas only the latter accept electrons. 
In most of imidazolium ILs, the electron is accepted by the monomer cation (reac-
tion (12.3)), yielding the corresponding 2-imidazolyl radical. The same reaction is 
observed in two other 5-carbon aromatic cations: the derivatives of 1,2,4-triazole 
and 5-methylthiazole (Figs. 12.1 and 12.10). In these carbon-2 centered radicals, the 
carbon is pyramidal, with the nonplanarity increasing from thiazole to 1,2,4-triazole 
to imidazole, which is in agreement with DFT calculations [39]. In this sequence, 
the C 2p character of the singly occupied orbital decreases, and the σ-character in-
creases, resulting in the systematic increase in the hyperfine coupling constant for 
1H(2). In ref. [30] and elsewhere [33, 39], we demonstrated that in some of imidazo-
lium ILs, reaction (12.15) takes place with the formation of C(2)–C(2) two-center 
three-electron σ2σ1* bonds (Fig. 12.10).

In this C2 symmetrical species, the unpaired electron density is equally shared by 
two subunits. Such species can be generated using other means [88, 89] and pres-
ently there is consensus that electron trapping in such ILs can occur either through 
the formation of the monomer radical or dimer radical cation.

It is worth observing that reaction (12.15) is reversible. Given the relatively 
weak C(2)–C(2) bond energy of 0.4–0.8  eV in the gas phase (depending on the 

C+ C

CH+ C(-H)+
C2

+

12
3

4 5

Fig. 12.10   Structural formulas for radicals and radical cations derived from 5-carbon aromatic 
cations (C+). All of these radicals can be observed using EPR spectroscopy of irradiated frozen 
ILs [39]
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derivatization of the cation), the overall enthalpy of the forward reaction depends on 
the solvation energy, as the dimer radical cation is larger than the parent cation, so 
the corresponding Born energy is lower. The dimer cation is observed only in irra-
diated ILs consisting of bulky anions, whereas ILs consisting of small anions yield 
the monomer radical. Based on the similarity with other ionic solids, it is likely that 
the excess electron is trapped at the site of anion vacancy, and the formation of the 
dimer radical cation is facilitated by fortuitous orientation of cations at such sites.

More recently, we demonstrated that similar chemistry occurs for other 5-car-
bon aromatic cations, in particular, for thiazolium cations [39], with the forma-
tion of a radical cation species that is intermediate between the C–C σ2σ1* bound 
radical cation observed for imidazolium [30] and the stacked π-sandwich dimer 
radical cation that is observed for 6-carbon aromatic cations, such as 1-alkyl and 
1-benzylpyridinium cations [40]. Observation of this dimer radical cation in radi-
olysis of pyridinium ILs was surprising, as the corresponding pyridinyl radicals are 
well-known intermediates that have been thoroughly studied in polar solvents using 
EPR spectroscopy and spectroelectrochemistry. However, no pyridinyl radical was 
observed in radiolysis of pyridinium salts, which can be demonstrated using H/D 
isotope substitution in the pyridine moiety and the side arms. The latter experiments 
suggest charge delocalization involving at least two cations, with the unpaired elec-
tron density shared by their pyridine moieties (Fig. 12.11, panel (a)).
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Fig. 12.11   To the left: DFT optimized structures for a (BzPy)2
−• and b (BzPy)2

3+• (A−)2 radical 
ions (trapped electron and trapped hole centers). The balls represent the counter anion. In structure 
(a) the excess electron is shared by the two face-to-face pyridinium moieties, and in structure (b), 
the electron deficiency is shared by the two phenyl rings. To the right: Solid bold lines in panel c 
are the experimental X-band EPR spectra of irradiated 1-benzylpyridinium bistriflimide (3 MeV 
electrons, 77 K) observed at 50 K for two isotopomers having protonated benzyl arm and either 
perdeutero or perprotio pyridinium head groups, as indicated in the plot. Traces (i) and (ii) are 
simulated EPR spectra for radicals (a) and (b) using the magnetic parameters obtained in our DFT 
calculations [40]
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This collective mode of electron localization is unprecedented in other IL sys-
tems, whereas even more extensive charge sharing was suggested in theoretical 
studies, where the resulting excess electron species can be viewed either as an ex-
treme case of a cavity electron (with large transfer of electron density into the an-
tibonding π-orbitals of several cations) or a solvent-supported multimer radical ion 
[48, 90–93]. The same uncertainty exists for many of the excess electron and hole 
centers in molecular fluids [51], and understanding of the structural aspects of such 
species remains an open problem.

1-Benzylpyridinium (BzPy+) presents the only known example of the cation that 
supports collective modes for localization of positive and negative charge. In pulse 
radiolysis of ILs consisting of this cation, there is a strong absorption band in the 
near infrared that corresponds to the so-called charge resonance (CR) observed in 
pulse radiolysis of aromatic hydrocarbons in molecular liquids. The highest oc-
cupied wavefunctions φ1 and φ2 of the two units in a π-sandwich dimer of two pla-
nar aromatic molecules combine into a symmetrical (φ1 + φ2) and antisymmetrical 
(φ1– φ2) wavefunctions that form the highest occupied bonding and the lowest un-
occupied antibonding molecular orbitals with an allowed optical transition between 
them; this electronic transition is responsible for the CR band.

For trapped electron centers, this CR optical transition is weak (although still 
observable), but for trapped hole centers (Fig. 12.11, panel (b)), it is quite strong. 
In the EPR spectra of irradiated BzPy+ compounds (e.g., Fig. 12.11, panel (c)) there 
is a narrow line component (that overlaps with the resonance line of (BzPy)2

+•) 
that changes upon H/D substitution in such a way that it can only be from a radical 
species in which the unpaired electron is shared by the benzyl moieties, and the 
spectral envelope of this species is consistent with the one predicted by DFT calcu-
lations for (BzPy)2

3+• radical trications, in which two phenyl groups face each other 
in a stacked π-sandwich (Fig. 12.11, panel (b)) [40]. The formation of this species 
seems counter-intuitive due to the expected strong electrostatic repulsion, but this 
repulsion is much reduced due to the interaction with several anions. We conclude 
that the PyBz+ cations form face-to-face dimer ions whether they trap electrons or 
holes. The resulting trapped hole centers do not deprotonate, which accounts for the 
remarkable radiation stability of this cation demonstrated through product analysis 
[40].

Given the connection with the photoacid generators emphasized in Sect. (12.2) 
(reaction (12.21)), one can ask whether the design principles developed for the latter 
can be used for improving radiation stability of ILs. To this end, we designed “an-
tioxidant” cations whose fragmentation and/or radiolytically induced deprotonation 
yield stable, unreactive radicals [42]. In these cations, we deliberately introduced 
deprotonation sites: the 4-hydroxy-3,5-dialkylbenzyl and diphenylmethyl groups 
attached to imidazolium, pyridinium, and sulfonium cations (Fig. 12.12). The for-
mation of the corresponding aryloxyl and trityl radicals was observed in the EPR 
spectra of irradiated ionic compounds. Overall, this strategy for reduction of cation 
fragmentation results in improved radiation stability, at least in some cases [42].

The perils of integrating task-specific functional groups into structural cations in 
TSILs (which is one of the recent trends in separations sciences) has already been 
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discussed in the Introduction through the example of choline (Chol+) in crystalline 
choline chloride that is believed to undergo deamination (Me3N + •CH2CH2OH) in 
its reduced state and N-C bond scission in the deprotonated state after hydrogen 
atom loss at β-carbon (Fig. 12.2). Previous research indicates that the decompo-
sition is much lower in solutions of Chol Cl in aqueous and polar solvents [26]; 
suggesting that mobile Cl• atoms released in oxidation of choline chloride play im-
portant role in the initiation of the chain reaction [28]. (Such reactive atoms are not 
formed in solution).

Low temperature radiolysis of Chol Cl and Chol NTf2 yields the radical that 
was previously attributed to •CH2CH2OH (a product of cation reduction), providing 
that the latter assumes a frozen conformation in which the dihedral angle HαCCO 
is fixed at 90° [28]. However, our scrutiny indicates that in both cases the radical 
observed is, actually, Me3N

+CH2C
•HOH radical action, which is a product of cation 

oxidation, which is contrary to the reaction scheme shown in Fig. 12.2. There seems 
to be no reductive deamination in this system, as is also the case in all other onium 
compounds that we studied by EPR. Furthermore, no N–C bond scission in the 
oxidation of Chol+ was observed in Chol NTf2, suggesting that radiolytic oxidation 
occurs mainly in NTf2

− anions (reaction (12.2)), and the resulting imidyl radicals 
are relatively unreactive towards the parent cation, abstracting only α-hydrogen, 
whereas the more reactive Cl• atoms also abstract β-hydrogen, starting the chain 
reaction (Fig. 12.2).

Different results were observed for a closely related betainium (Me3N
+CH2CO2H) 

cation (Fig. 12.1), where radiolytic oxidation to Me3N
+C•HCO2H radical (via de-

protonation and/or H• atom abstraction) and Me3N
+CH2

• radical (via CO2 elimina-
tion) is equally facile, and the latter radical readily abstracts hydrogen from the 
parent cation.

It is seen from these two examples that functionalization can considerably weak-
en bonds in the cation and facilitate multiple fragmentation pathways, which casts 
doubt on the appropriateness of the strategy of incorporating metal-ion binding 
groups into the structural ions.
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Fig. 12.12   “Antioxidant” cations with designated deprotonation sites (R = tert-butyl). The corre-
sponding stable aryloxy and trityl radicals are observed in EPR spectra of irradiated ILs consisting 
of such cations [42]
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12.5 � Solutes: Extraction Agents and Ionophores

Radiation stability of neat ILs is important, but in the target application, these ILs 
are used as diluents for extraction agents and ionophores. Radiation stability of 
these solutes takes precedence over the radiation stability of the diluent itself. Such 
solutes typically have several heteroatoms and, therefore, possess weaker bonds 
than IL ions. One particular concern with radiolysis of extraction solvents is that the 
radiation damage can be channeled from the solvent to the solute, either by elec-
tronic energy transfer or charge transfer. While being detrimental, fragmentation 
of the structural ions in the IL does not necessarily translate into the loss of func-
tionality, provided that the fragments and radiolytic products do not interfere with 
metal ion separations. In fact, it is preferable that the radiation damage is limited to 
the solvent, i.e. the direction of the flow of excitation and charge is reversed. This 
situation is referred to as the radioprotection property of the diluent. This radiopro-
tection can be understood more broadly, as any mitigating effect on the damage to 
the component of interest. We emphasize that some effects of ionizing radiation 
are inherently irreversible due to deposition of vast amounts of energy (2–10 eV) 
per ionization event, which is sufficient to cause multiple bond breakages. This 
deterioration cannot be retarded, but it is possible to strive for greater reversibility 
of reactions or use less important components of the system as sacrificial agents to 
protect the other, more important components.

In this respect, ILs have an edge over many molecular solvents: as some of the 
constituent ions serve as deep traps for electrons and holes thereby preventing or 
inhibiting charge transfer to the solute.

A telling category of reactions that demonstrate this protective action includes 
the DEA reactions of organophosphates, such as tri( n-butylphosphate), TBP (brief-
ly mentioned in the Introduction). This ligand readily forms metal ion complexes 
with f-ions (including uranyl, UO2

2+and Pu4+) through the P = O group; it is also 
used to increase the polarity of hydrocarbon solvents (such as n-dodecane) serving 
as a phase transfer catalyst (see below). In a hydrocarbon solution, the organophos-
phates can react with the excess electrons either by forming phosphoranyl radi-
cals (reaction (12.28)) or via DEA yielding phosphoryl or alkyl radicals (reactions 
(12.29) and (12.30), respectively)

�
(12.28)

� (12.29)

� (12.30)

Reaction (12.30) is the main reaction of concern, as the dealkylation product (the di-
alkylphosphate) strongly binds to trivalent ions of lanthanides and minor actinides, 
and these ions become co-extracted into the organic phase. Analogous reactions 

• •
3 3e + OP(OR) OP + (OR)− −→

• •
3 3e + OP(OR) RO + OP (OR)− −→

• •
3 2 2e + OP(OR) R + O P(OR)− −→
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occur with mono- and di- phosphates. In the radiolysis of (MeO)2PO2Na, all three 
types of radicals are observed [34]. When the corresponding acid ((MeO)2PO2H) 
is irradiated, the yield of dealkylation is greatly decreased as the electron reacts 
mainly through reaction (12.31)

� (12.31)

The same reaction occurs in solutions of (MeO)2PO2H in imidazolium ILs, where 
the released H• atoms promptly add to the cation ring; reactions (12.28–29) are sup-
pressed. It appears that electron scavenging by imidazolium rings and protons in the 
dialkylphosphoric acid out-competes the detrimental DEA reactions. Direct excita-
tion of the phosphate derivatives also causes the dealkylation via reaction

� (12.32)

which yields hydroxylated C-centered radicals following the internal H• atom trans-
fer. The very low yield of all these radicals suggests that imidazolium cations not 
only scavenge the excess electrons but also serve as quenchers of electronic excita-
tions causing the P–O bond scission in reaction (12.32). Using EPR, we quantified 
the efficiency of electron scavenging in reactions (12.31) and (12.32) by measuring 
the relative yield of CH+• radicals (H atom adducts of imidazolium ions) to the yield 
of C-centered radicals that are derived from the aliphatic arms of the IL cations and 
the aliphatic arms in bis(ethylhexyl)phosphoric acid, which is an important and 
widely used extracting agent for trivalent f-ions. It follows that at 10 mol% load-
ing, the solute traps 50 % of the electrons via reaction (12.31), i.e. the imidazolium 
cations can compete even with the relatively strong phosphororganic acid. For TBP 
solutions in these imidazolium ILs, there is almost no dealkylation occurring even 
when the mole fraction of the TBP is 40 mol%. These systems exemplify the phi-
losophy of radioprotection stipulated above.

An interesting question is, how can the dealkylation of TBP occur in an organic 
diluent contacting 2–10 M HNO3, as up to 1 M of this nitric acid is extracted into the 
organic phase? Nitric acid and nitrate are extremely efficient electron scavengers 
and excited state quenchers (Sect. 12.2), so it appears that dealkylation should not 
occur in such solutions at all.

The solution of this puzzle lies in recent studies [94–96] indicating that water 
and HNO3 are extracted into the TBP modified organic phase as nanoscale aggre-
gates (reverse micelles), containing 2–4 molecules that form strong H bonds to 
each other and the P = O groups of the TBP (Fig. 12.13). Only a fraction of TBP 
molecules are bound to HNO3 in this fashion, whereas the rest are dispersed in the 
solvent (aliphatic hydrocarbon) bulk. The TBP molecules that are involved in these 
nanoaggregates avoid fragmentation, whereas those dispersed in the solvent bulk 
accept charge or energy from the solvent and dissociate before reacting with spatial-
ly segregated HNO3 molecules contained in the reverse micelles: radiation damage 
occurs because the modified organic phase is microheterogeneous. Such molecu-
lar diluents are quite unlike the ILs, because these IL solvents fully disperse polar 

• •
2 2 2 2e + HO P(OR) H + O P(OR)− −→

** • •
3 2 3OP(OR) RO + O P (OR)→
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solutes throughout their polar domains, which permeate the fluid on the nanoscale. 
This permits effective diversion of reactivity towards HNO3 and away from TBP, 
affording “radioprotection” of such extractants. That is, the radioprotective proper-
ties of the ILs are not limited exclusively to their own chemistry, but also occur 
through the non-trivial effects of solvent morphology.

While the organophosphates illustrate the possibility of radioprotection in IL di-
luents, similar studies for other classes of extracting agents and ionophores revealed 
difficulty in reversing the damage that results from the oxidation (as opposed to the 
reduction) of the solutes. The problem is that even when the oxidation occurs in the 
IL component of the solution, the resulting oxidizing radicals are still sufficiently 
reactive to migrate and oxidize the solute. We have not observed the situation when 
the oxidation is efficiently channeled to the solute (as these oxidizing species also 
react with the organic cations, so there is competition disfavoring the solute), but no 
such system behaves quite like the organophosphate solutions, in which the reduc-
tive dealkylation can be almost fully suppressed. It is yet to be seen whether this 
kind of damage can be mitigated by the use of sacrificial “antioxidant” constituent 
ions introduced at the end of Sect. 12.5. Even if that is possible, this mitigation ac-
tion would last only as long as the antioxidant survives.

Even in molecular solvents, the mechanisms for degradation of the solutes of this 
type are poorly understood, although empirically it is known that radiolytic dam-
age is impeded in aromatic solvents, most likely due to the formation of the solvent 
dimer radical cations that have lower oxidation capacity than the radical cations 
(trapped holes) in other types of the solvents. So far we have explored three classes 
of such solutes: (i) crown ethers and their model compounds [97], (ii) monoamides 
[98], and (iii) diglycolamides [99]. In all of these cases, the damage to the solute in 
the IL solutions scales sublinearly with the concentration of the solute.
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Crown ethers (CE) are macrocyclic ionophores used for alkali and alkaline earth 
metal extractions, including radioactive isotopes of cesium and strontium that con-
tribute significantly to thermal generation in nuclear waste forms. Radiation dam-
age in the CE macrocycles is triggered through oxidation of the bridging methylene 
groups, causing the C–O bond scission and the formation of several classes of radi-
cals through rearrangements of the resulting species through CO elimination and 
1,2-shifts. Replacement of bridging oxygens with > S and >NH bridges improves 
the radiation stability, as does the use of 1,2-dioxoaryl bridges, but too often such 
modifications are useless due to the adverse effect on metal ion binding specificity. 
The effect of the 1,2-dioxoaryl substitution can be traced to the formation of stable 
aryloxy radicals and phenolic products that inhibit radical reactions.

A particularly interesting reaction occurring in CE solutions is the formation 
of H• atoms through reduction of protons and hydronium ions associated with the 
macrocycle [97]. In the presence of the CE, radiolytically generated Hδ+Aδ− acids 
form (CE•Hδ+)Aδ− complexes. One-electron reduction of such complexes releases 
the H• atoms at the solute site, causing the formation of H loss radicals through 
rapid hydrogen abstraction. This initiates secondary transformation of such radicals 
causing ring-opening and the loss of function. As (CE•Hδ+)Aδ− complexes are deep 
electron traps, this reaction occurs even in aromatic ILs; therefore efficient electron 
scavengers are required to prevent this reaction. Thus, even in the ILs there are situ-
ations where the chemical damage is efficiently channeled towards the solute, and 
mitigation is required to prevent performance deterioration.

Diglycolamides serve as neutral extracting agents for f-ions [99] and find increas-
ing use in nuclear separations due to the relative ease of their disposal by combus-
tion and also due to their increased radiation stability [9, 100]. N, N,N′,N′-Tetraalkyl 
diglycolamides ((R2NCOCH2)2O), such as TODGA (tetra( n-octyl) susbstitution), 
and the closely related dimalonamides are particularly popular. The correspond-
ing monoamides are used as solvent modifiers to improve metal ion solubility in 
organic solvents.

Diglycolamides are polyfunctional molecules, and product analyses indicate 
the existence of multiple fragmentation pathways during radiolysis [23]. The 
most damaging of these is deamination (that yields dialkylamines, which cause 
retention of molybdate in the organic phase) and the formation of the comple-
mentary 2-(2-(dioctylamino)2-oxoethyoxy)acetate that competitively binds metal 
ions at high pH. Irradiation causes H• atom loss from the methylene groups of the 
glycolate groups, which remains high even when the aliphatic arms increase in 
length, suggesting the involvement of a dissociative excited state as opposed to 
deprotonation of the radical cation [99]. There is also significant yield of carbonyl 
(O•CCH2OCH2CONR2) radicals due to deamination, while the yields of H• loss rad-
icals in the aliphatic arms and dialkylamidogen (R2N

•) radicals are low, and these 
radicals are observed only at high mole fraction of the solute. The large disparity in 
the yields of the carbonyl and R2N

• radicals excludes their simultaneous generation 
via C–N bond dissociation, suggesting that these radicals are formed through the 
dissociation of the electronically excited radical cation. As these reactions are very 
rapid, little can be done to mitigate this kind of damage whether in molecular or 
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ionic liquids. As any medium, the ILs have limitations in their ability to protect the 
solute from radiation-induced fragmentation that involves highly exothermic reac-
tions occurring on a short time scale.

12.6 � Conclusion

In order to avoid crystallization, ILs are composed of structurally complex ions, and 
studying their radiation chemistry is challenging. Most of the traditional tools of the 
trade do not provide direct structural information; many of these methods have been 
developed for dilute (mainly, aqueous or hydrocarbon) solutions of (e.g., optically 
absorbing) intermediates in non-interfering solvent. In this regard, EPR methods 
proved to be very useful, as they allowed us to obtain direct structural insight even 
in systems where multiple radicals coexisted in the reaction mixture after radiolysis. 
This advantage comes along with the disadvantage of using low-temperature matrix 
isolation, which complicates studies of chemical reactions and largely ignores the 
dynamic aspects of this radical chemistry. It is likely that time-resolved EPR meth-
ods can provide a means to extend the range of the observations and make studies 
of their dynamics possible.

Several cross cutting themes appeared time and again in this review. The most 
important of these is a description of the sheer variety of radiation-induced redox 
reactions in ILs, with ILs themselves comprising the largest class of room-temper-
ature liquids.

At the inception of our studies on the radiation chemistry of ILs, it was expected 
that molecular liquids and ionic solids would provide useful reference points for 
understanding ILs. Instead, this chemistry proved to be unique in more than one 
respect and, furthermore, it re-emphasized many of the familiar problems already 
encountered in the studies of molecular liquids. The chief problem is the mode of 
excess charge localization in condensed matter systems. Molecular liquids exhibit 
multiple modes for this localization; ionic liquids exhibit all of these modes and 
then some more. It was expected that ion neutralization (electron attachment to 
cations and electron detachment from anions) would be the prevalent process in the 
ILs, informing the subsequent chemistry. While this is the case in some IL systems, 
in many of them the excess charge is localized through collective modes. Dimer 
radical ions are formed [30, 33, 39, 40], and even more extended modes of charge 
delocalization can be expected, in agreement with recent theoretical predictions 
[90–92]. As the extent of delocalization positively correlates with radiation resis-
tance, the way to achieve the latter is through better understanding of the former.

Another cross cutting theme is the connection between ion functionalization and 
radiation stability. This connection is quite convoluted. It appears that radiation 
damage of the ILs chiefly originates through fragmentation of anions and the subse-
quent reactions of their fragments with the cations, although there is non-negligible 
cation fragmentation, too. As the radiolytic products can interfere with radionuclide 
separations, off-the-shelf IL diluents are generally inappropriate for applications 
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in nuclear waste processing, i.e., the IL diluents need to be engineered for this de-
manding application. New degrees of complexity are added when (i) radiolytically-
induced deterioration of extracting agents and (ii) chemical modifications due to the 
contact with other phases are taken into account.

These multiple considerations caused branching of our research into several 
thrusts, and this review followed the most important directions, such as (i) the dis-
covery of radiation-hard anions (that do not undergo oxidative fragmentation), (ii) 
understanding of factors controlling the cation stability and mitigation of these fac-
tors, and (iii) our scrutiny of the charge and energy flow between the IL solvent and 
the extracting agent solutes. EPR spectroscopy was important in all of these tasks, 
as it provided a convenient means for screening many classes of ILs and allowing 
us to identify the general trends concerning the potential of a given class of the ILs 
to serve for a given application. EPR spectroscopy also provided direct mechanistic 
insight that guided our synthetic effort in addressing these challenges.

Our studies indicate that radiation resistant ILs are indeed possible, but such 
systems tend to be under-explored compared to the systems that are currently pur-
sued by the majority of IL chemists. We identified rational principles for selection 
of such systems and illustrated how EPR can be used to assess the potential of 
these designs for mitigation and reversal of radiation damage. We also formulated 
principles for redirecting the damage from the solute to the IL solvent, which is yet 
another important concern, as the protection of the extracting agents and the iono-
phores is more important than the protection of the diluent.

Still, we only scratched the surface. The “chemical universe” of the ionic liquid 
is very vast indeed, and the exploration of the ILs has only begun. It is unrealistic 
to expect that we can catch up at this point with studies of molecular solvents, 
given their multi-millennial head start. Even for these molecular solvents under-
standing of their radiation chemistry decreases precipitously as one moves away 
from water and a handful of organic solvents. This lack of fundamental knowledge, 
in turn, slows down the IL research. For example, the mode of electron localization 
in amide [98] and carbonate [101–103] solvents remains poorly known. It proved 
difficult to progress to a new level of complexity while there remains so much un-
certainty regarding these much simpler systems. This backlog of unsolved radiation 
chemistry problems is haunting us today, whereas technological applications cannot 
wait until a better understanding is reached. Inadequacies of our current understand-
ing of the ILs reflect our general ignorance of molecular liquids, and vice versa, and 
any significant advance in either area would foster an advance in the other area.

As a final note, in at least one respect there is no great difference between ILs 
and molecular liquids from the standpoint of radiation chemistry. Both of these fluid 
states remain poorly understood.
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Abstract  A comprehensive guide to the calibration, use, and maintenance of the 
alanine-EPR metrology system for high-dose radiation dosimetry is presented. Ala-
nine dosimetry is the system of choice for calibration services for all major primary 
and secondary calibration laboratories worldwide. Over the past 50 years alanine 
dosimetry has been transformed from an art to a state-of-the-art technology that 
serves the metrology specialist as well as the industrial technician. This guide out-
lines the critical elements that must be addressed to operate an EPR measurement 
service at the highest levels of accuracy and precision. The nuances of EPR, the 
harsh environment of high-dose high energy radiation processing, and the complex-
ities of free radical chemistry combine to present many challenges. The success of 
alanine-EPR metrology has led many to search for new EPR dosimeters, it is hoped 
that the information presented here may serve as a template for the development of 
new systems that will improve or expand current metrology services.

13.1 � Introduction

High-dose dosimetry services support a broad range of applications and industries 
including the treatment of blood products, food preservation, medical device ster-
ilization, and aerospace device testing [1]. The measurement of alanine-derived 
radicals by Electron Paramagnetic Resonance (EPR) for the purpose of quantifying 
the absorption of energy from ionizing radiation revolutionized modern high-dose 
dosimetry. In the early years, the use of EPR in the dosimetry laboratory was slow 
to integrate because a magnetic resonance spectrometer was not common to do-
simetry. Before the introduction of alanine dosimetry, the analytical technique of 
choice was based on optical measurements [2]. Optical techniques have the benefit 
of being a visual indicator that is readily adaptable to variations in detector designs, 
all at a relatively low cost. However, the overall superiority of the alanine dosimetry 
system outweighed the technological and financial barriers to implementation. The 

489© Springer International Publishing 2014
A. Lund, M. Shiotani (eds.), Applications of EPR in Radiation Research,  
DOI 10.1007/978-3-319-09216-4_13



490 M. F. Desrosiers

early foundation of the modern system was built with government investment 
through several National Metrology Institutes (NMIs), primarily those of Italy [3], 
Germany [4], United Kingdom [5], and the United States [6], with significant con-
tributions from Denmark [7], France [8] and Japan [9]. Through technology trans-
fer, the alanine dosimetry system is now an important tool for the private sector that 
has improved production efficiency and quality.

A significant early driver towards adapting the alanine dosimeter over dye-based 
optical dosimeters was the complex sensitivities of optical systems to the harsh 
environmental factors present in an irradiator facility. Aside from the optical dosim-
eter’s sensitivity to common influences (e.g., irradiation temperature), its sensitivity 
to ambient light and relative humidity made handling practices a critical factor in 
measurement accuracy and precision [2]. In contrast, the robust alanine dosimeter 
required no extraordinary handling and is well-suited to the rugged and varied envi-
ronment of industrial irradiation processing. Also contributing to its wide-reaching 
appeal was that its response spanned several decades of dose, allowing very diverse 
applications to share a common interest in its successful implementation. As the 
system advanced and commercial ventures provided a stable measurement plat-
form, it became evident that the alanine system would also offer lower measure-
ment uncertainties relative to the conventional dosimeters in use. A lower system 
uncertainty offers the end-user increased throughput, efficiency, and profitability.

Alanine dosimetry is the system of choice for NMIs worldwide. International 
comparisons of NMI standards are conducted every 10 years through the Bureau 
International des Poids et Mesures (BIPM) to ensure their mutual equivalence [10]. 
Measurement traceability to national standards is essential to national and inter-
national commerce. Alanine dosimetry provides this traceability, the measurement 
link between commercial products and national standards, with a high degree of 
confidence in large part due to its aforementioned qualities and the nature of mag-
netic resonance as an analytical technique. As such, alanine dosimetry plays an 
enormous role in facilitating trade of consumer products, ensuring the safety of 
food, medical devices and the national blood supply, as well as the performance of 
satellite components that are the life blood of countless technologies that support 
the daily functions of people from remote mountain villages to Wall Street.

This chapter intends to capture the requirements of establishing a high-dose do-
simetry service with a focus on the unique aspects of magnetic resonance techniques. 
Included with the elements of the system calibration is an emphasis on system main-
tenance and best practices that contribute to its quality. Recognizing that the quest for 
new EPR dosimetry systems based on non-alanine detectors is ongoing, this over-
view serves as a resource and guide for their characterization and implementation.

13.1.1  �History

Early EPR studies of irradiated biomaterials led to the serendipitous discovery of a 
long-lived radical in gamma-irradiated crystalline alanine [11]. Subsequent studies 
elucidated much of the alanine solid state radiation chemistry [12]. This longevity 
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encouraged the development of a new class of radiation detector. Though early ef-
forts were promising, the hindrance to implementing this technology was the size 
of the EPR spectrometer and the special skills needed to operate it with high preci-
sion [13]. The advent of the computer age and the subsequent modernization of the 
EPR spectrometer encouraged a succession of researchers to lay the foundation for 
modern EPR dosimetry. Rapid advancements in dosimeter formulation, mass pro-
duction, measurement configuration, and attribute characterization laid the founda-
tion for the modern dosimetry system [14]. This seminal work advanced alanine 
dosimetry into the metrology laboratory by standardizing the dosimeter formula-
tion, its measurement geometry and radiation response, its environmental influence 
quantities, and EPR spectrometer stability [14]. With the groundwork laid, demand 
for mass quantities of detectors and dedicated EPR spectrometers, once available, 
would fuel the interest of the dosimetry community. In turn, the availability of uni-
form batches of dosimeters led to a series of works aimed at providing the guide-
lines for their use in industrial irradiation processing [15–17].

13.1.2  �Dosimeter

There are several isomeric forms of alanine: L-alanine; D- alanine; DL- alanine; and 
β-alanine. Modern commercial dosimeters use L-alanine exclusively as the favor-
able attributes of L-alanine were recognized early [14].

A key element of the alanine dosimeter formulation is the selection of crystal 
size [18]. Control of the crystal size is critical to the accuracy and precision of the 
system. The alanine is ground and sieved, and a narrow range of crystal size is 
used for the dosimeter [19]. The selection range is a balance between a size small 
enough to minimize the anisotropy effect on the measurement but not adversely 
affect the bulk flow characteristics necessary to manufacture it in mass quantities 
with a high degree of uniformity. To fabricate a dosimeter of a specific shape the 
alanine crystals are blended with an EPR-silent polymer binder and pressed into 
shape [14]. Presently, the most common shape is a pellet that is a cylinder approxi-
mately 5 mm in diameter and 3 mm in height. Thin film alanine dosimeters have 
also been mass produced [20]. The film dosimeters are well suited to the industrial 
applications. The dosimeter is an alanine-binder layer (4.5 cm long) deposited on a 
14.5 cm polymer support that serves as a handle. A barcode is located on the handle 
of each dosimeter that identifies the dosimeter and its associated lot. To match the 
barcode tracking feature of films, alanine dosimeter pellets have been blister packed 
with a barcode.

13.1.3  �The Spectrum

The alanine dosimeter measurement response is derived from an EPR spectrum that 
is a sum of two or more spectra from alanine-derived paramagnetic species. The 



492 M. F. Desrosiers

long-lived radical that contributes the majority of the measured response is formed 
by deamination of the primary radical anion [12]. The formation of a secondary 
radical is initiated by a hydrogen abstraction reaction of the deamination species 
with a neighboring neutral alanine molecule [21]. Mechanisms for the formation 
of secondary and tertiary radicals have been studied extensively [21]. Though the 
secondary radicals have not been physically isolated, they have been detected after 
thermal annealing [21], photobleaching [22], and spin trapping techniques [23]. 
The relative abundance of the alanine-derived radicals with increasing absorbed 
dose is presumed constant (within the stated uncertainty) [21]. The high uncertainty 
associated with the assessment of the radical’s relative abundance is impractical 
for dosimetry. The EPR spectral features of all alanine-derived radicals combine to 
yield an observed spectrum from which the central, most prominent feature is used 
as a measure of the radiation-induced radical yield.

13.2 � System Operation and Use

Dosimeters are used for several aspects of radiation processing [24]. In the initial 
phase of radiation source installation, they are used to calibrate the radiation field. Be-
fore products are processed, dosimetry is used to map the dose distribution for specific 
product geometries. During product processing, routine monitoring is conducted by 
dosimetry for quality assurance. For most products, these measurements must be dem-
onstrated to be equivalent to national standards through metrological traceability, a 
documented unbroken chain of calibrations accompanied by a statement of uncertain-
ty. For large industrial radiation sources, traceability to national standards is achieved 
(at least in part) by transfer dosimetry. Transfer dosimetry is a system that is suffi-
ciently robust to be mailed from the national laboratory and returned for certification.

There are several dosimeter classes [1, 24]. A primary standard dosimeter is of the 
highest metrological quality and its value is accepted without reference to other stan-
dards. Examples include calorimeters and ionization chambers. A reference standard 
dosimeter is used to calibrate other dosimetry systems and is of high metrological 
quality with well characterized parameters. Alanine is the reference class dosimeter 
of choice by all major NMI’s. Transfer dosimeters, mentioned above, comprise a do-
simeter class that possesses qualities enabling it to withstand the variable conditions 
of postal transit both in the irradiated and unirradiated state. Alanine is currently the 
best transfer dosimeter for reasons that will be made evident later in this chapter. 
The final dosimeter class is routine dosimeters; these are used in large numbers for 
in-plant dose measurements and process control. Its selection for routine use is a bal-
ance of system cost, desired system uncertainty, and the practicalities of its operation 
within a specific industrial environment. Some processes may find an inexpensive 
radiochromic dosimetry system with high uncertainty perfectly acceptable to their 
product line and protocols, whereas others may benefit from a premium system such 
as alanine because its low uncertainty and robust qualities reduce long-term costs by 
increasing product throughput and decreasing calibration frequency.
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Despite alanine’s excellent qualifications for the majority of dosimeter classes, 
it does not qualify as a primary standard dosimeter. A path to its use as a primary 
standard could be envisioned. The radiation response of alanine is proportional to 
the number of unpaired spins [25] and this can be quantified by double integration 
of the EPR spectrum [14]. This double integral must be related to an EPR standard 
of known concentration that is determined by other methods. Herein lies the issue: 
the multitude of steps required, each with their associated uncertainty, for the route 
to an absolute measure of spins presents an unacceptable or at least unattractive 
resultant combined uncertainty [14]. Whereas if one forgoes the use of absolute 
spin concentration and instead relates the spectral radiation response, measured as 
the height of the central resonance, to a calibrated gamma source of relatively low 
uncertainty, significant gains are recognized in measurement processing time and 
uncertainty. The calibration of alanine dosimeters in a highly-reproducible irradia-
tion geometry is a critical step in achieving exceptional measurement uncertainty.

Another improvement in system uncertainty can be gained from normalization 
of the measurement response to dosimeter mass. A 3 by 5 mm alanine pellet cen-
tered in the EPR resonator is of sufficient size that small changes in its mass can be 
correlated linearly with the measured response. As such, a small but significant un-
certainty gain can be had from either presorting the dosimeters by mass into sublots 
or normalizing the response to individual pellet mass. An alanine film dosimeter 
response cannot be normalized to mass (vide infra). The EPR spectral response is 
proportional to the number of spins over much of this length; however, a significant 
portion of this response is from non-linear regions of the resonator [14]. Any non-
uniformity in the detector formulation or the dose distribution would yield a mass 
normalization of an alanine film imprecise if not inconsistent.

13.2.1  �EPR Measurement

The sensitivity of the EPR measurement to sample position and/or sample holder 
positioning is a critical factor in the system optimization. Immobilization of the 
holder is the key to achieving the lowest measurement uncertainty. A holder that is 
highly concentric and free of structural flaws is desirable. The holder should enable 
the alanine pellet placement to be highly reproducible; ideally, that position should 
be a mapped region of the resonator that has maximum sensitivity and minimal 
position dependence. A mechanism to load and unload the pellet from the sample 
holder without any movement of the holder is a requirement. For alanine films that 
span the vertical length of the resonator, it is only necessary that their resting posi-
tion is fixed and the holder immobilized.

Once the EPR measurement geometry is set, the next largest contributor to the 
measurement uncertainty is the signal anisotropy [26, 27]. As mentioned previously, 
alanine crystal size selection greatly reduces this effect. The uncertainty due to an-
isotropy in modern commercial dosimeters is effectively indistinguishable from the 
dosimeter-to-dosimeter variation at a fixed dose. It is possible to get a measurement 
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improvement by averaging the response of a dosimeter measured at different an-
gles; however, the dosimeter rotation would have to be made in a manner that only 
the pellet would rotate and not the sample holder. If a holder with minor, seemingly 
imperceptible flaws were rotated in the resonator’s microwave field the uncertainty 
of the measurement would increase. Most commonly, the uncertainty arising from 
response anisotropy is included in the dosimeter interspecimen response variation.

As discussed previously, the best measurement uncertainty is achieved by measuring 
the peak-to-peak (P2P) height of the central resonance of the spectrum. This approach 
greatly simplifies the measurement process; for example, baseline corrections are not 
required. Eliminating a baseline measurement reduces the spectrum scan time. The scan 
time can be shortened by reducing the magnetic field sweep width to only that of the 
central resonance line; a near factor of ten reduction in time over a full spectrum sweep.

The P2P measurement is subject to the EPR spectrometer stability that includes 
influence on the signal output from electronic components, sensitivity drift over 
long measurement session periods, as well as influences on sensitivity derived from 
subtle differences between dosimeters. The use of an EPR intensity reference mate-
rial placed adjacent to the dosimeter in the resonator can significantly reduce these 
effects [17, 28]. At NIST a synthetic ruby crystal is used as an in situ EPR intensity 
reference [17]. The EPR reference measured in tandem with the alanine dosimeter 
yields a measure of the dosimeter radiation response and the in situ spectrometer 
sensitivity. The ruby reference measurement captures response variations from the 
spectrometer as well as sample-derived influences. For example, two pellets irradi-
ated to the same dose should give an equivalent response, however, if the moisture 
content of these pellets differ significantly, the resonator sensitivity (Q-factor) is 
reduced, resulting in a lower dosimeter response. If not for the reference material, 
system sensitivity changes attributable to an individual pellet would go uncorrected. 
Routine use of the alanine and reference signal ratio to represent the system re-
sponse will correct for these influences on each dosimeter measurement over the 
course of a measurement session. For example, a depression in the alanine signal 
output due to a dosimeter of higher moisture content would be mirrored by the 
reference material signal since it is recorded in the same measurement environment 
as the dosimeter. The dosimeter/reference tandem measurement can be achieved by 
either a rapid succession of spectral scans at their respective resonance conditions 
or by a single inclusive field sweep of both signals. The optimum number of sweeps 
is determined by the measurement geometry and the positioning of the reference 
material resonance in the magnetic field sweep. The use of an internal reference 
material permits one to monitor the spectrometer stability and other effects in real 
time, thereby increasing the confidence and measurement quality [17].

13.2.2  �System Calibration

The calibration procedure includes irradiating the dosimeters, EPR measurement of 
the dosimeters, and determining a mathematical best fit to the dosimeter dose re-
sponse. The irradiation protocol for the dosimetry aspects is described in documents 
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from international standards organizations [29]. These expert consensus documents 
provide the current guidelines and best practices.

For alanine dosimetry, the calibration event includes more than the dosimeter. 
The calibration includes the EPR spectrometer in addition to the specific manufac-
tured batch of dosimeters. The dosimeters and their performance in a specific EPR 
measurement geometry constitutes the system, and once established any alteration 
of that system would require a check to verify the system is operating within the 
calibration guidelines. Modifications to the spectrometer are an obvious red flag 
for a system check, but consider that seemingly minor changes like the move-
ment/rotation of the sample holder, however slight, could influence the system 
performance.

Modern commercial dosimeters are of high quality, and the expectation of in-
terspecimen uniformity is high. However, to use the system for calibration services 
there are a number of tests that should be performed on the batch before apply-
ing the system to industrial applications. The primary lot acceptance criteria are 
dosimeter response, post-irradiation time dependence, and a determination of the 
temperature coefficient. A sampling of the dosimeters across the batch should also 
be undertaken. Another test would be for dose fractionation. Interruptions to the ir-
radiation process are not uncommon and the possibility that the total dose had been 
supplied in one or more fractions is a possibility; moreover, it is an event that may 
not be conveyed to the calibration lab. Lastly, if the potential exists to irradiate the 
dosimeter unpackaged in an industrial environment, the effects of relative humidity 
should also be examined.

For calibration services to industrial applications the minimum dose of the cali-
bration range is 20 Gy. The alanine dose response from 20 Gy to at least 1000 Gy 
is strictly linear. Deviation from linearity begins at about 3 to 4 Gy and above that 
the response becomes sublinear and continues to saturate through 100 kGy. The 
response does not fully saturate until several hundred kGy, however, the increase in 
the uncertainty of the interpolated dose in this region restricts the practical working 
range to less than 200 kGy. Because the working range of alanine is broad, 20 Gy 
to 200 kGy, it is practical to segment the calibration into four or five calibration 
ranges. Doing so allows the establishment of range-specific EPR spectrometer set-
tings that contribute to optimization of the uncertainty, as well as practical factors 
including system maintenance.

13.3 � Influence Quantities

The primary factor responsible for the dosimeter response is absorbed dose. Sev-
eral other factors influence the dosimeter response to a lesser extent though they 
significantly affect the measurement uncertainty. These factors are called influence 
quantities. Influence quantities can be grouped into three categories: pre-irradiation, 
irradiation, and post-irradiation.
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13.3.1  �Pre-irradiation Influences

Storage  There is an expectation of stability since the alanine is in the crystalline 
form, however, the dosimeter is comprised of alanine with polymeric materials and 
as such should be monitored. There are no reports that indicate an influence of time 
since manufacture on alanine dosimeters.

Temperature  The pre-irradiation storage temperature has no influence on alanine 
dosimeters. Dosimeter suppliers/manufacturers should provide a recommended 
range; exposure to extreme temperatures should be avoided or minimized to the 
extent possible.

Relative Humidity  The relative humidity during pre-irradiation storage may influ-
ence the EPR signal response of irradiated alanine dosimeters [5, 15, 20]. However, 
there are several ways to compensate for or minimize any potential effect. The best 
option is to use in situ EPR reference materials. As such, short-term effects due 
to dosimeter equalization with the relative humidity of the environment that can 
potentially influence the uncertainty are minimized significantly. Large differences 
between storage and measurement relative humidity may require up to an hour of 
equilibration time before measurement [15]. Despite these measures, it is prudent 
to minimize its potential influence to the extent possible by conditioning the dosim-
eters at a relative humidity that approximates the relative humidity of the measure-
ment laboratory environment. In the absence of an in situ EPR reference material to 
compensate for relative humidity effects, the potential influence of relative humid-
ity as it relates to pre-irradiation storage, alanine system calibration, and dosimeter 
response should be investigated. Moderate to low relative humidity storage/mea-
surement conditions are recommended.

Light  Ambient light has no known influence on alanine dosimeters during storage.

Packaging  Dosimeter packaging may be required for certain industrial applica-
tions. The packaging for calibration purposes should be a material suitable for 
achieving electronic equilibrium of a thickness appropriate for the ionizing energy. 
Moisture barrier packaging should be used for irradiations in a water phantom or 
environments with high moisture content [20]. The packaging should be inspected 
to ensure it achieves the desired result.

Mass  The influence of mass on the alanine pellet dosimeter response is linear for 
dosimeters that are sufficiently small, fixed in the center of the EPR resonator, and 
whose mass range is relatively narrow and well defined. The accuracy and precision 
of the dosimetry system are directly influenced by mass. The system uncertainty 
can be reduced by normalizing the measured response to the dosimeter mass. If 
measurement throughput is a higher priority than achieving a lower uncertainty 
through dosimeter mass normalization, the option to weigh each dosimeter can be 
replaced by a method that instead presorts the dosimeter batch into mass-specific 
sub-lots prior to calibration/irradiation. The mean mass of the sublot and the cali-
bration curve dosimeters should be equivalent. As currently formulated, commer-
cial alanine film dosimeters cannot be normalized to mass (vide infra).
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13.3.2 � Irradiation Influences

Temperature  The effect of irradiation temperature on the alanine dosimeter 
response is relatively small (approximately one-tenth percent per degree) [30]. 
However, due to the extreme environment of irradiation processing it often repre-
sents a significant contribution to measurement corrections. Irradiation tempera-
tures can vary on the order of tens of degrees C over the course of a processing cycle 
that moves product and their dosimeters about the gamma radiation source. During 
this cycle products experience large gradients in dose rate that in turn give rise to 
complex temperature profiles. Fortunately, complete knowledge of these complexi-
ties is not required for accurate dosimetry. An estimate of the average irradiation 
temperature is sufficient for gamma-ray processing measurements. The peak irra-
diation temperature is more accurate for electron beam processing dosimetry; the 
temperature rise for electron beam irradiations is effectively instantaneous.

The relationship between the dosimeter’s radiation response to the absorbed 
dose and its temperature during irradiation is the irradiation temperature coeffi-
cient. This temperature coefficient is typically expressed in percentage change per 
absolute temperature (K). The temperature coefficient, Rt (K

−1) is described by the 
relationship, (Δs/s)/ΔT, where s is the dosimeter response (in arbitrary units) and T 
is the irradiation temperature (in K). The temperature effect on dosimeter response 
is linear from −10 to + 70 °C [30]. This temperature range represents the vast major-
ity of irradiation processing applications from low temperature treatment of foods 
to high-energy electron-beam polymer crosslinking applications. For irradiation 
temperatures above + 70 °C the dosimeter response is unpredictable and use of the 
alanine system is not advised. The alanine system response is sublinear in the range 
from −10 to −77 °C [31]. A relationship between relative response and temperature 
in this range was determined for accurately adjusting the low-temperature dosim-
eter response to the calibration temperature [31]. The dosimeter response with tem-
perature below −77 °C is complex and less defined; use of the alanine system below 
−77 °C is not routine or straightforward [32].

Typical values for the L-alanine temperature coefficient in the linear range (−10 
to + 70 °C) register between 0.12 and 0.14 %/K [30]. The temperature coefficient is 
slightly dependent on absorbed dose but this effect is very small over a broad range 
(1 to 70 kGy) and nonlinear (effectively equivalent at high and low doses with an 
asymmetric depression in the coefficient for doses in between) [16, 30]. Since the 
differences are small, in practice a single value is generally assigned to a dosimeter 
lot for use at all dose levels. Comparisons of L-alanine dosimeters of different for-
mulations from different manufacturers reveal very small variation (hundredths of 
a percent) in the temperature coefficient at a specific dose [16, 30]. The depression 
in the temperature coefficient trend over the dose range from 1 kGy up to 100 kGy 
has been measured for several alanine systems and is apparently independent of the 
dosimeter formulation, and likely intrinsic to alanine [16, 30].

Alanine dosimeters manufactured with DL-alanine have a temperature coefficient 
that is 50 % greater than that of L-alanine [33]. Alanine dosimeters manufactured 
with DL-alanine would not be the optimum choice for use in applications with large 
temperature variations.
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Absorbed Dose Rate  Since the initial characterization of the alanine dosimetry 
system in the early 1980s and for decades thereafter, alanine dosimetry was con-
sidered dose rate independent [14]. More recently, check-standard measurement 
deviations revealed an obscure rate effect for the alanine dosimetry system [34, 
35]. This rate-effect study characterized a complex relation between the radiation 
chemistry of crystalline alanine and the applied dose rate that was also dependent on 
the absorbed dose. That the rate effect only becomes significant above 5 kGy likely 
contributed to its discovery being recent despite decades of research in alanine 
dosimetry. It was learned that the effect is intrinsic to alanine and is not dependent 
on the chemical form or manufacturing formulation of the alanine dosimeter [34]. 
The study postulated that the production of one (or more) of the radiation-induced 
alanine radicals is dependent on the dose rate [34].

Since the dose rate effect is restricted to very low rates, it would not apply to 
industrial radiation processing conditions. The effect of absorbed dose rate has been 
characterized for alanine dosimeters irradiated to high doses at low dose rates. The 
dose-rate effect is absorbed-dose dependent but shows no effect below 5 kGy. Ala-
nine dosimeters irradiated with gamma-rays to absorbed doses > 5 kGy at low dose 
rates (< 2 Gy/s) exhibit a progressive decrease in response relative to that found 
at dose rates greater than 2 Gy/s [34]. The combined effect of dose and dose rate 
may reach several percent. In a follow-up study the effect is irradiation temperature 
dependent; though relatively constant above 0 °C, no rate effect was measured at 
−10 and −40°C [35]. This effect is relatively inconsequential to the typical end user, 
however, it has manifested itself in international dosimetry comparisons at the NMI 
level [10, 36]. There is no detectable dose rate effect at very high dose rates [37].

Dose Fractionation  There is no known influence of dose fractionation; how-
ever, in some instances the fractionation of dose to alanine dosimeters may not be 
straightforward. Influence quantities that contribute to the dosimeter response may 
not be equivalent for the fractionated and non-fractionated irradiations. For exam-
ple, the fractionation of dose changes the irradiation temperature profile relative to 
that experienced by a dosimeter irradiated to a single dose (equal to the sum of the 
fractionated doses). An accurate comparison of fractionated and non-fractionated 
doses is dependent on an accurate knowledge of the irradiation temperature for the 
irradiations.

Relative Humidity  There are no data that indicate the relative humidity during 
irradiation influences the EPR response of alanine dosimeters. A study of irradiated 
alanine film dosimeters pre-equilibrated over a range of relative humidity demon-
strated measurement equivalence [20]. As discussed previously, the primary con-
cern regarding relative humidity is a change in the relative humidity; as such, the 
control of relative humidity is more important that the specific relative humidity 
level. For irradiation conditions that have the potential to directly expose dosimeters 
to water, precautions should be taken to seal the dosimeters in a material impervious 
to water [29].

Exposure to Light  There is no known influence of ambient light on alanine dosim-
eters during irradiation.
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Radiation Energy  For most radiation processing applications there is no known 
influence of radiation energy for photons and electrons. Differences have been 
reported between the absorbed dose to water response of alanine dosimeters irra-
diated by photons and electrons over a range of energies in clinical applications 
[38–40]. For low-energy electron-beam processing the response to 100 keV elec-
trons was found to be equivalent to the response to high-energy electrons [41, 42].

13.3.3  �Post-irradiation Conditions

Conditioning Treatment  Post-irradiation treatment of the alanine dosimeter prior 
to measurement is not applicable.

Time  Measurement of the alanine dosimeter post-irradiation is not time critical 
[43]. Given this luxury, end users may adapt protocols that best suit their workflow 
needs. Good practice dictates that the time interval between irradiation and dosim-
eter reading be standardized and be consistent with the manufacturer’s recommen-
dations. A recent temporal study of commercial alanine dosimeters determined that 
irradiated alanine dosimeters may be stored in a protected environment without the 
need for extraordinary environmental controls if the EPR spectrometer employs an 
internal reference material [44]. Irradiated alanine pellet dosimeters are expected 
to be stable for up to 3 months under controlled ambient conditions. However, for 
alanine film dosimeters the possibility exists for individual dosimeters to exhibit 
unusual sensitivity to environmental influences and the use of multiple film dosim-
eters at each dose level accompanied by consistent monitoring are recommended 
for accurate dosimetry past 1 day post irradiation [44].

The stability of the alanine-derived radical has strongly suggested that it is possi-
ble to archive alanine dosimeter for post-irradiation measurements months or years 
after irradiation. A recent study measured the time dependence of a commercial 
dosimeter at several dose levels for up to 7 years [44]. This long-term study found 
that the multi-year decay profile was complex and non-uniform. The decay profiles 
were marked by periods of stability with decay steps over specific time periods. 
The multi-featured temporal response may be related to the multi-radical nature of 
irradiated crystalline alanine.

Temperature  There is no known influence of storage temperature on alanine 
dosimeters. However, temperature extremes should be avoided to the extent pos-
sible and manufacturer’s recommendations should be used as guidance.

Storage Relative Humidity  The humidity during post-irradiation storage can 
influence the EPR response of alanine dosimeters. Before measurement, sufficient 
time should be allowed for dosimeters to equilibrate with the conditions of the sys-
tem calibration. An EPR spectrometer that employs an internal reference material is 
advised to assure the most accurate measurement.

Exposure to Light  A recent study that demonstrated an insensitivity of alanine 
dosimeters to ambient light [44] is consistent with earlier findings [14].
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13.4 � System Maintenance

13.4.1 � Source Calibration and Traceability

For most irradiated products involved in national and international commerce the 
measurements that control the process have metrological traceability. Metrological 
traceability requires the establishment of an unbroken chain of calibrations con-
necting the end-user measurement to specified standards. An unbroken chain of 
calibrations requires a complete, explicitly described, and documented series of 
measurements that successively link the value and uncertainty of the result of a 
measurement with the values and uncertainties of the standard to which traceabil-
ity is claimed. For irradiation processing facilities that lack an in-house radiation 
source suitable for calibrations, alanine dosimeters for a specific lot can be sent to 
a recognized standards laboratory for irradiation to a range of absorbed doses suf-
ficient to produce a calibration curve on the end-user measurement system. An end-
user dosimetry facility with a suitable radiation source can calibrate the dose rate for 
a defined irradiation geometry through transfer reference standards from a national 
laboratory or accredited service. Alanine dosimeters irradiated in this calibrated ge-
ometry can be used to construct a calibration curve. An established protocol that 
sets a frequency for ongoing system calibration checks against national standards 
is advised.

Checks against national standards at the highest level of metrology occur in 
the form of measurement comparisons. When possible, dosimetry comparisons 
are performed between NIST and the National Physical Laboratory of the United 
Kingdom. Dosimeters from each facility are exchanged, measured, and the results 
compared. Large-scale multi-NMI international comparisons are organized by the 
BIPM every 10 years and the results are published. The dosimetry system of choice 
for these high-level comparisons is alanine dosimetry [10, 36].

13.4.2  �Internal System Checks

Internal dose-rate comparisons are useful for assuring quality in a multi-source 
facility. For example, at NIST, approximately annually, alanine dosimeter measure-
ment comparisons are conducted between several gamma-ray sources that are used 
for service work. Ratios of source dose-rates are determined and ongoing control 
charts are maintained [34].

As stated previously, measurement reproducibility for the alanine dosimetry 
system is best achieved by maintaining a fixed EPR measurement geometry. A cali-
bration may be used for more than 1 year as long as the EPR measurement configu-
ration and dosimeter lot remain unchanged. The validity of the dosimetry system 
calibration is assessed through the use of check standards [34]. The check standards 
are alanine dosimeters that have been irradiated in a calibrated source geometry to 
absorbed doses representative of the calibration curve range. These check standards 
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are routinely measured within 48 h after irradiation, as well as prior to a dosimetry 
measurement session, and as needed either during a session or for system checks 
between session dates. The decision to proceed with a calibration measurement ses-
sion is based on the response of the check standard. The measurement tolerances 
that require action are set based on the system uncertainty; at NIST this is 1 % at one 
sigma. Check standard measurements that fall outside set limits must be resolved 
through re-measurement or the creation of replacement check standards. Continued 
check standard failure would require a complete recalibration of the system and 
possibly a reconfiguration of the sample geometry and/or EPR parameters. Data 
from these check standards may be compiled into a control chart for long-term 
tracking and comparison.

13.4.3  �Uncertainty

A measurement result is complete when accompanied by a quantitative statement of 
uncertainty. The uncertainty characterizes the dispersion of values attributed to the 
measurand that is, in this case, absorbed dose. Rules for the expression of uncertain-
ties have been established [45].

The purpose of this section is to explain the derivation of the various compo-
nents of uncertainty for absorbed-dose measurements. The intent is to recognize 
all possible sources of uncertainty such that they may be considered in assembling 
an uncertainty budget. Some entries may not be applicable to a specific alanine 
system in use, or may be determined to be negligible. One approach to expressing 
the system uncertainty is to address all uncertainties that can be reasonably attrib-
uted to the system even if a component is estimated to be negligible. This approach 
acknowledges that the component was considered and does not risk the question of 
omission. A comprehensive list of the uncertainty components associated with the 
measurement of absorbed dose for alanine-EPR dosimetry is given below.

Dose Rate  Uncertainty in the dose rate used to calibrate the alanine. For NIST 
this includes several sub-components that include the primary standard, that is the 
realization of the Gy with a water calorimeter, as well as several source dose-rate 
ratio comparisons that transfer the dose rate from the water calorimeter to the NIST 
calibration sources, and any associated irradiation geometry correction factors.

Field Uniformity  Radiation field uniformity within a dosimeter volume.

Timer  Uncertainty of timer readout relative to shortest irradiation time interval 
(defined by the user).

Decay Correction  Source half-life correction factor uncertainty.

Repeatability  Standard deviation of replicate pellet measurements.

Mass  Uncertainty of microbalance relative to pellet mass.

Internal EPR Reference Correction  For systems with a significant time between 
the recording of the alanine pellet measurement and the reference measurement an 
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uncertainty can be assigned to account for an EPR spectrometer sensitivity change 
during this interval.

System Drift  Uncertainty arising from temporal EPR spectrometer sensitivity 
changes.

Temperature Correction  Uncertainty associated with the response correction for 
the difference in the irradiation temperature relative to the calibration temperature.

Calibration Curve  Uncertainty from alanine dosimeter calibration curve.

Miscellaneous  Additional uncertainties are applied to irradiations in electron 
beams and 137Cs, or for absorbed dose to silicon conversions.

Table 13.1 is an example of a NIST uncertainty budget.

13.5 � Summary and Prospective

13.5.1  �Key System Elements

Control of the measurement process and characterization of the potential influences 
are the keys to optimizing an EPR metrology system. Consistency of the process 

Table 13.1   An example of the sources of uncertainty and their magnitude for the NIST alanine 
dosimetry service
Uncertainty source Type A (%) Type B (%)
Irradiation dose rate
Realization of the Gy by water 
calorimetry

0.16 0.51

Calibration source rate 0.20
Irradiation geometry 0.11
Field uniformity 0.01
Source timer 0.20
60Co decay correction 0.02
Alanine response measurement
Repeatability 0.30
Mass determination 0.20
EPR reference correction 0.05
System drift 0.10
Dose measurement
Temperature correction 0.10
Calibration curve 0.50 0.10
Square root of sum of squares 0.68 0.58
Combined in quadrature 0.89
Coverage factor 2.0
Expanded uncertainty at 95 % 
confidence

1.8
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and materials leads to good repeatability and reproducibility. Influences from envi-
ronmental and irradiation process sources are less controllable and for these a char-
acterization of the influences reduces the uncertainty. Control can be summarized 
into four critical elements:

EPR Measurement Geometry  Best measurements are achieved with a sample 
holder that is immobile in the EPR resonator. There should be no translational 
movement of the holder in any direction, and the holder should not be allowed 
to rotate. The holder should have a fixed means of positioning the dosimeter that 
remains unchanged over the course of a measurement session as well as from day-
to-day. A mechanism to insert and extract the dosimeter that does not perturb in 
any manner the position of the holder within the resonator or the positioning of the 
dosimeter within the holder is critical. A gravity feed with either vacuum or forced 
air expelling of the dosimeter is common.

Dosimeter Quality  The manufacturing quality of the dosimeter is critical to large-
scale commercial use. The consistency of the composition and control of the dosim-
eter dimensions are keys to the repeatability and reproducibility of the system. 
Dosimeters of the same dimensions present an unchanged EPR measurement geom-
etry from dosimeter to dosimeter despite the fact that they are different artifacts. 
The homogeneity of detector material (e.g., alanine crystals) for a 3 by 5 mm pel-
let dosimeter placed in the absolute center of the EPR resonator is not significant. 
This dosimeter volume is small relative to the uniform region of the resonator [14]. 
However, a dosimeter cylinder or film that is longer than 10 mm is not uniformly 
measured over the length of the EPR resonator. As such, the homogeneity of the 
detector material is important to measurement quality. Another consideration is the 
dose distribution; if the dose over the length of the dosimeter is not uniform, the 
dosimeter position in the resonator could affect the measurement accuracy.

EPR Reference Standard  As detailed previously, a number factors that contribute 
to measurement uncertainty can be mitigated by using the relative response of the 
alanine to an in situ stable paramagnetic reference material. The largest effect is due 
to changes in relative humidity and accordingly the greatest need for employing a 
reference material is for dosimeters that are hygroscopic.

Measurement Influences  Influence quantities from the irradiation process and 
environmental sources must be carefully characterized through well-designed 
experiments. System users should be vigilant to monitor the system’s performance 
even after implementation. Subtle effects or performance observations should be 
documented. An excellent example of the importance of system control and docu-
mentation is the discovery of the dose rate effect in alanine [34]. For approximately 
two decades the alanine system was considered dose rate independent. A check 
standard program at NIST captured the effect during routine system monitoring. 
This obscure effect was important in explaining NMI comparison data in the most 
recent international comparison [36].
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13.5.2 � The Future

The success of alanine spurred a search for new systems based on other materials. 
Much of this search was to find a system that could extend the application of EPR 
dosimetry into lower dose applications such as medical physics. Alanine dosimetry 
measurements in this range have been demonstrated but its use is non-routine. One 
focus was to search for new materials that, when irradiated, produced a single EPR 
resonance. The hyperfine structure of the alanine-derived radical splits the intensity 
into several resonances of reduced intensity. Presumably a system where the EPR 
response is concentrated rather than split would extend the range of use [46]. Ex-
amples of other systems include but are not limited to: ascorbic acid [47], dithion-
ates [46, 48], formic acid [46], lithium lactate [49], methylalanine [46], quartz [50], 
sucrose [51, 52], tartrate [46].

The extension of alanine to low-dose medical therapy applications is needed to 
address the difficult problems of small-field dosimetry in radiation therapy. Do-
simeter size and the reduced sensitivity that accompanies a lower mass dosimeter 
are issues along with establishing traceability to national standards based on large 
reference fields. One promising path to small-field dosimetry is through the use 
of alanine/EPR dosimetry. A smaller alanine pellet, 3 x 3 mm or less, would need 
to be mass produced to address the issues of small field dosimetry as well as new 
measurement protocols and techniques to meet the challenges of low-dose measure-
ments in a reduced mass dosimeter.

There are opportunities for change in the design of the conventional alanine do-
simeter. The use of alanine films is driven by their handling convenience and com-
pany information system integration via a printed bar code on the handle. Alanine 
pellets perform better than films in terms of sensitivity and uncertainty but are less 
convenient to handle and cannot be barcoded directly. While it is possible to bar-
code pellets on packaging of individual pellets, the identification issue remains once 
the dosimeter is removed from the package. Recently, a hybrid of these two designs 
was conceived: a blister-packed alanine pellet at the end of a long barcoded handle. 
This concept combines the best attributes of each dosimeter.

Regarding the delivery of services, the concept of building an Internet-based 
service based on alanine dosimetry was born from information technology (IT) 
advances that enabled remote control of instrumentation [53]. That freedom ques-
tioned the need to have the controlling computer in the same location as the mea-
surement instrument. A first-generation system was devised based on the concept 
of NIST control over customer instrumentation for instantaneous certification [53]. 
However, soon thereafter a second generation service evolved from the realization 
that the system control was software-based and thus not bound to any physical de-
vice [54]. The system would require extensive testing and independent verification 
to provide traceability to national standards. Continuing advances in information 
technology offer exciting possibilities for metrology and the delivery of services, be 
it alanine or a new system based on a yet-to-be-discovered EPR dosimeter.
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Abstract  This chapter presents a literature review on the use of EPR dosimetry 
in clinical applications. Due to the rather low sensitivity of the method, applica-
tions are predominantly within radiotherapy. In this field, accuracy requirements 
are high, requiring emphasis on careful dose measurements in clinically relevant 
settings. EPR dosimetry has been used to measure output from linear accelerators 
and other radiotherapy sources, proving to be a reliable method for these purposes. 
Furthermore, EPR dosimetry in anthropomorphic phantoms is feasible, but has not 
been demonstrated to a great extent. This is also evident for patient ( in vivo) dosim-
etry. Interesting applications of proton/ion beam dosimetry are presented. Most 
clinical applications of EPR dosimetry have employed polycrystalline alanine as 
detector material, but the use of other materials is also discussed. It is concluded 
that EPR dosimetry is a vital research field and very useful for some applications, 
but that the method is not in widespread clinical use.

14.1 � Introduction

Dosimetry is the science of measuring and estimating absorbed dose in matter from 
ionizing radiation. Dosimetry using electron paramagnetic resonance (EPR), EPR 
dosimetry, utilizes that the number of radiation-induced free radicals is proportional 
to the absorbed dose in a given material [1, 2]. As free radicals most often are short 
lived, also in the solid phase, a key issue in EPR dosimetry is to identify materi-
als where substantial amounts of free radicals are stabilized following irradiation. 
Such solid materials utilized for dosimetry are commonly denoted EPR dosimeters. 
Furthermore, the EPR acquisition procedure and the resulting EPR spectrum (i.e. 
the dosimeter signal) should be as simple as possible, facilitating fast and easy 
dosimeter readout. In this chapter, a short introduction to EPR dosimetry will be 
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given before we embark on clinical applications. Of relevance here are dose esti-
mates in diagnostic X-ray examinations and in radiotherapy. However, as very few 
applications of EPR dosimetry in diagnostic radiology have been identified, this 
chapter will mostly focus on EPR dosimetry in radiotherapy. Also, biodosimetric 
applications such as EPR dosimetry of tooth enamel [3] will not be covered. It is 
referred to Chap. 13 for a more detailed description of the principles of EPR metrol-
ogy.

Radiotherapy is the utilization of ionizing radiation in the treatment of cancer, 
where the ultimate aim is to eradicate all cancer cells while inflicting as little dam-
age as possible on the healthy normal tissue. There is a quite narrow dose region 
where the clinical effect in both the tumor and normal tissue becomes pronounced 
[4]. It has been argued that the accuracy in the dose delivery to the patient should be  
better than 3–4 % [5–7]. This estimate includes all factors leading to inaccuracies in 
the patient dose, such as radiotherapy beam characteristics, patient data, treatment 
planning dose calculations and last but not least, absorbed dose determination. In 
radiotherapy, we have seen a rapid progress in new principles of dose delivery such 
as intensity modulated radiotherapy (IMRT) and volumetric modulated arc therapy 
(VMAT) [8–10]. Furthermore, older techniques such as stereotactic radiotherapy 
[11] and proton/particle therapy [12] are continuously being refined. For these new 
and refined techniques, new dosimetric issues may arise. Prior to clinical imple-
mentation, it is thus pivotal to investigate the dose distributions that are delivered 
by these delivery techniques.

Different types of Ionizing radiation deposits energy in distinctly different pat-
terns (Fig. 14.1). A perfect dosimetry system should be able to measure and repro-
duce these features with a high degree of accuracy. High-energy X-rays produced 
from linear accelerators used for radiotherapy show a high penetration capacity, but 
the X-ray attenuation is not ideal for shaping the dose distribution inside a patient. 
Clinical electron beams are good for superficial lesions, due to their short range. 
However, for high electron energies (> 20 MeV), the penetration characteristics be-
comes less favorable due to increased energy straggling and multiple scattering. 
Protons and other heavy ions, on the other hand, have well-defined range in tis-

Fig. 14.1   Percentage depth 
dose curves for different 
types of radiation used in 
radiation therapy. Examples 
given are 15 MV X-rays 
( pink), 16 MeV electrons 
( red), 165 MeV protons 
( black) and 310 MeV/u 
carbon ions ( blue)
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sue. This means that if an appropriate kinetic energy is selected, the ions travel 
more or less to the same depth in the patient. Just before the ions stop, they have 
greatly elevated energy deposition called the ‘Bragg peak’. This is highly advanta-
geous in radiotherapy, as the ions produced from a cyclotron or synchrotron can 
be programmed to certain energies to cover a particular depth range in the patient. 
However, as the ionization density is much greater in the Bragg peak, this causes a 
higher biological effect per absorbed dose in tissue. Also, this may cause unwarrant-
ed effects in detector materials used in dosimetry, to be discussed later (Sect. 14.6).

The use of EPR for dosimetry was suggested as early as 1962 by Bradshaw et al. 
[13]. They suggested using polycrystalline samples of the amino acid L-α-alanine (ala-
nine hereafter) as detector material ( dosimeter) due to its “high sensitivity to radiation 
damage (1), stability (2), and similarity to biological systems in absorbing radiation 
(3)”. (1) refers to that large amounts of free radicals are stabilized in alanine after ir-
radiation. (2) refers to that the radical population formed at room temperature is stable 
in time, making the dosimeter signal virtually independent of the time of irradiation. 
(3) refers to that the atomic composition of alanine is similar to that of human tissue. 
Although it is commonly stated that alanine is tissue- or water equivalent, this is in fact 
not the case for some radiation beams. This is to be discussed in Sect. 14.2. Further-
more, the paper by Bradshaw and co-workers addressed issues that since have become 
major research topics. First, it was noted that polycrystalline alanine can be molded into 
different shapes and sizes, and also wrapped in various materials. For instance, a 50 mg 
pellet could easily be fit into the EPR cavity and gave a detectable signal after some 
Gy’s of irradiation. It was also noted that the lower dose detection limit was roughly 
0.5 Gy. It was found that the number of free radicals was linearly related to the absorbed 
dose from 60Co γ rays, 260 kV X-rays, 90Sr electrons, and 14 MeV protons. These radia-
tion qualities are all of relevance for clinical applications. 

Since the paper by Bradshaw et al. [13], we have seen progress, refinements and 
new applications of EPR dosimetry. Other dosimeter materials than alanine have 
been proposed [14–17], and new methods for EPR dose estimation have greatly 
reduced the uncertainty associated with the method at clinical dose levels [18, 19]. 
For the applications to be discussed in the following sections, the results from EPR 
dosimetry have most often been compared to reference measurements or calcula-
tions. Typically, ionometry (dosimetry by ionization chambers), treatment planning 
dose calculations or Monte Carlo simulations have been included for comparison. 
As will become evident in the following sections, EPR dosimetry is a method that 
most often show a high show high correspondence with these methods. In some 
cases, EPR dosimetry may even be the method of choice.

14.2 � Quality Dependence

In clinical dosimetry it is normally chosen to calibrate dosimeters at a selected (‘ref-
erence’) radiation quality, as calibration at all the different radiation qualities at a 
clinical department is too time consuming. Furthermore, water is the recommended 
medium for specifying clinical doses. In order to apply dosimeters previously cali-
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brated at the reference radiation quality Q0 at a different radiation quality Q, a cor-
rection factor is necessary when deriving the dose estimate from the measurement. 
This correction factor takes the impact of radiation quality on dosimeter signal into 
account. The subsequent section follows our review on the topic [20]. Consider the 
dosimeter reading r, resulting from a dose to water Dw given with a specific radiation 
quality Q. The reading per dose is thus ( r/Dw)Q. Relative to a reference beam quality, 
the quality dependence may be defined as ( ) ( )

0 0
, / / /Q Q w wQ Q

F r D r D= [20, 21]. In 
EPR dosimetry, in a dose range where the dosimeter is linear with dose, F may devi-
ate from unity due to two distinctly different causes: (1) that the dosimeter signal (per 
absorbed dose in the dosimeter) is sensitive to changes in radiation quality and (2) 
that the dosimeter absorbs radiation differently from water. The quality factor may be 
separated into two components, G and H. The factor H simply reflects that the dosim-
eter material (e.g. alanine) absorbs radiation with a different probability compared to 
water. Typically, H may be predicted from analytical approaches such as Bragg-Gray 
cavity theory or from numerical methods such as Monte Carlo simulations of radia-
tion transport [22, 23]. If the atomic composition of the dosimeter material is close to 
that of water (effective atomic number Zw of about 7.7), H should be close to unity for 
all types of radiation. Large deviations from unity only occurs if low to intermediate 
energy X-rays are used and the atomic number is significantly lower or higher than 
Zw. In radiotherapy, employing high-energy X-rays or electrons, H should typically 
not vary with more than ± 5 %, as long as solid state dosimeter materials are being 
used. On the other hand, the factor G reflects differences in the yield of the radiation-
induced signal in the dosimeter, and is often referred to as the relative effectiveness. 
Variations in relative effectiveness may occur if e.g. the ionization density differs 
between the radiation quality in question and the reference quality. The linear energy 
transfer is typically used as a measure of ionization density, giving the energy loss 
per unit path length of the ionizing particles. Low-LET radiation such as photons 
or electrons roughly have a LET of 0.3 keV/µm. To put this in perspective, as one 
ionization in organic materials typically requires 30 eV of radiant energy, an LET 
of 0.3 keV/µm will result in on average 10 ionizations per µm. For intermediate to 
high-LET radiation such as carbon ions the LET may vary from 10 to 300 keV/µm. If 
the LET is high, the likelihood of radical destruction and pristine ionization product 
recombination inside the particle tracks becomes higher. In EPR dosimetry, neutral 
(non-paramagnetic) products do not result in a dosimeter signal. Thus, the factor G 
is expected to be lower than unity if the LET of the radiation quality in question is 
higher than the LET of the reference beam. Furthermore, as has been noted [24] the 
G-value is not a simple function of LET, but rather reflects both the particle type and 
LET. Thus, if a dosimeter series is calibrated with 60Co γ rays (low LET) and then 
used for dosimetry of particle beam, a correction factor specific for the particle type 
and LET must be applied.

The quality dependence of alanine following electron and photon irradiation has 
been presented in numerous reports [20, 21, 25–31]. Only recent papers with up-to-
date terminology and clearly stated dosimetry protocols used should be conferred 
for quality factors. In our review on clinical photon and electron irradiation [20], 
we concluded that the factors G and H are very close to unity for alanine at high 
energy photon and electron irradiation with 60Co as reference quality. However, for 
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low- to intermediate energy X-rays, H varied between 0.72 and 0.94, and G between 
0.92 and 0.97 [21]. It was rather surprising that the relative effectiveness G deviated 
from unity, as low- to intermediate energy X-rays also are classified as ‘low-LET’. 
Yet, low-energy X-rays release secondary electrons with a higher LET compared to 
those released from high-energy X-rays, which could explain this deviation. How-
ever, the experimental uncertainty in our study [21] prohibited us from making firm 
conclusions, although our findings corresponded well with results from an indepen-
dent experimental study [30] and from mathematical modelling [32].

With respect to quality dependence, alanine has also been subjected to irradiation 
with protons and heavier charged particles (see [33] for a review). These studies 
were mostly performed between the 1970s and 1990s, where the key interest was to 
investigate, understand and model the physical-chemical response pattern follow-
ing ion irradiation. As opposed to photon and electron irradiation, G factors as low 
as 10 % was reported, meaning that 90 % of the radiant energy causing radicals at 
low LET resulted in neutral (non-radical) products at high LET for a given particle 
type. Several analytical models were developed to estimate the relative effective-
ness theoretically [32–34], and the models typically employed a ‘saturation dose’ 
estimated from γ irradiation of alanine. Furthermore, the dose distribution around 
the ionizing particle track was modelled. Still, the experimental uncertainties and 
lack of uniformity in reporting in the early studies prevented the use of the theoreti-
cal G in estimating the quality factor. Thus, accurate alanine dosimetry for high-
LET beams could generally not be accomplished. However, this modelling work 
has been revitalized in the last years, and very high correspondence has been found 
between experimental and theoretical G’s for carbon ions and antiprotons [35, 36]. 
This has opened for new applications of alanine/EPR dosimetry in ion beam thera-
py, as will be discussed in Sect. 14.6.

The quality dependence of other types of EPR dosimeters has also been inves-
tigated. The most well-characterized dosimeter is lithium formate monohydrate, 
which we have described for photon, electron, proton and nitrogen irradiation [20, 
21, 37–41]. It has been shown that the quality factor of lithium formate is similar to 
alanine for high-energy X-rays and electrons [20]. However, the quality dependence 
is significantly closer to unity compared to alanine at low- to intermediate energy X-
rays [21], mainly due to that the effective atomic water of lithium formate is closer 
to that of water. For protons and nitrogen ions [41], compared with literature data, it 
seems that lithium formate behaves similarly to alanine, maybe with a slightly high-
er LET dependence due to that the saturation dose is lower for lithium formate [42].

14.3 � Dosimetry of Therapy Devices Under Standardized 
Conditions

In radiotherapy, measurements of absolute dose output and beam profiles from clin-
ical linear accelerators are essential, both with respect to acceptance testing, quality 
assurance and for providing input to treatment planning systems. The beam output 
and profile depends typically on, among others, the energy spectrum of the photons 
or electrons generated by the linear accelerator and the collimation of beam. Small, 
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energy-independent dosimeters are ideal for measurements of such dosimetric fea-
tures. In this section, we review the applications of EPR dosimetry of therapy de-
vices under standardized conditions, including brachytherapy systems.

Tomotherapy is a tomographic treatment unit utilizing a rotating linear accel-
erator, delivering a 6  MV fan-beam as the patient couch is moving through the 
tomograph. Also, the unit has a binary collimation system basically providing tem-
poral slits for the fan beam as it rotates around the patient. Thus, highly complex, 
intensity-modulated radiotherapy beams may be delivered to the patient. Still, the 
clinical implementation of this technique requires extensive quality assurance and 
dosimetry tests, since such radiation delivery systems challenge current dosimetry 
systems and procedures. The special design of the Tomotherapy unit restricts the 
use of dosimetry codes of practice usually employed for clinical linear accelerators. 
For instance, a field size of 10 × 10 cm2 is recommended for photon dose deter-
mination under reference conditions in the TRS398 code of practice [45], which 
cannot be achieved by the Tomotherapy system. Perichon et al. [43] used alanine/
EPR dosimetry to measure the absorbed dose rate in static irradiation mode and to 
evaluate the dose calculation accuracy of the Tomotherapy planning system. The 
EPR dosimetry was traceable to a primary standards laboratory employing 60Co γ 
rays. A cylindrical PMMA phantom dedicated to Tomotherapy dosimetry was em-
ployed, where alanine dosimeters could be located centrally. A rather complicated 
methodology was undertaken, where, among others, Monte Carlo simulations were 
used to calculate conversion factors between different irradiation conditions. A 1σ 
uncertainty level of 1.5 % was obtained (dose level not explicitly given), and a good 
agreement between the nominal and measured dose rate was found (within 2 %). 
For the testing the performance of the Tomotherapy dose calculation engine, the 
cylindrical phantom was CT-scanned at imported into the planning system. A hy-
pothetical planning target volume and organ at risk was set up, and the treatment 
was optimized. For this situation, a 4 % difference was found between expected and 
measured doses, attributed to errors in the CT Hounsfield numbers employed by 
the dose calculation engine to assign tissue densities. Alanine/EPR dosimetry has 
also been used as a reference dosimetry system for Tomotherapy in a multicenter 
setting [44]. In this work, a more straightforward methodology was used, following 
published recommendations for Tomotherapy quality assurance [46]. The reported 
uncertainty in the alanine/EPR dose assessment was as low as 0.9 % at a dose of 
about 6 Gy. A common set-up for phantom irradiation, including ion chamber mea-
surements, was used at all four participating centers. Measurements were done both 
in a quadratic water tank (fixed beam delivery) and a cylindrical PMMA phantom 
(rotational beam delivery). The correspondence between ionometry and alanine/
EPR dosimetry was typically within 1 % for different non-modulated beam deliv-
eries. In conclusion, alanine/EPR dosimetry was shown to be a good concept for 
reference dosimetry of Tomotherapy units.

The Cyberknife is another radiotherapy system capable of delivering highly 
complex dose distributions. In this case, a robotic arm carrying a linear accelerator 
can deliver a narrow 6 MV beam to the patient from a multitude of directions. As 
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for Tomotherapy, implementation of conventional dosimetry codes of practice is 
difficult for this delivery system. Alanine/EPR dosimetry was used for dose calibra-
tion and verification of the Cyberknife system in the study by Garcia et al. [47]. 
The authors used the same dosimetric methodology as described above for Tomo-
therapy [44], irradiating alanine dosimeters in water phantom at a primary standards 
laboratory. The 1σ uncertainty in the dose estimate was about 1.6 %. A cylindrical 
PMMA phantom and an anthropomorphic head phantom was also used. A 6  cm 
diameter field size was first employed at the Tomotherapy unit. Here, the maximum 
deviation between expected and measured dose was about 2.5 % for both the water 
and PMMA phantoms. Then, the head phantom, containing alanine dosimeters, was 
treated using different collimators. Unfortunately, little information was provided 
regarded these experiments. In any case, a maximum deviation between expected 
and measured dose was in this case 3.6 %, and a trend of higher deviation with 
smaller collimators was observed. This could point to inaccuracies in the radiation 
transport modelling of the treatment planning system.

Cronholm et al. [48] studied, among others, the perturbation effect of alanine 
dosimeters in a water phantom using Monte Carlo simulations of 6 MV photons. 
Although they did not explicitly calculate perturbation factors as such, it was found 
that alanine did not perturb the radiation field to a high degree. Here, for large 
dosimeters (5 mm diameter and 2.5 mm thickness; typical clinical dosimeter), an 
overall change in the perturbation effect by about 5 % was observed from relatively 
large (40 mm Ø) to small (2 mm Ø) field sizes. The effect was less pronounced for 
miniature dosimeters (1 mm diameter, 2.5 mm thickness), as could be expected. 
Small alanine dosimeters (‘miniALA’; 80 % alanine, 20 % paraffin) of 1 mm di-
ameter and 3 mm thickness were indeed used by Baffa et al. for measurements in 
radiotherapy [49, 50]. K-band EPR was employed, as this frequency band gives a 
higher sensitivity. In their initial study [50], it was found that doses down to about 
1  Gy could be detected with these small dosimeters, although explicit reporting 
of uncertainties at this dose level was lacking. In a more elaborate follow-up [49] 
the small alanine dosimeters were used to measure radiotherapy output factors and 
beam profiles. A reproducibility of 3 % at 20 Gy was reported, with a total dose un-
certainty of 5–6 %. Thus, the uncertainty was substantially higher than the studies 
using conventionally sized dosimeters discussed in this chapter. The EPR measure-
ments were compared with ionometry, TLD and film dosimetry. The output factor 
may be defined as the dose at a nominal point in a phantom for a given field size 
relative to the dose in the same point for a reference field size (10 × 10 cm2 squared 
field). The factor was measured for squared field sizes ranging from 0.5 × 0.5 to 
5 × 5 cm2, and a good agreement (within 7 %) was found between the minidosim-
eters, TLD and film dosimetry. Strangely, it was for the largest field sizes that the 
greatest discrepancies were found. For the beam profile measurements, the minido-
simeters gave penumbral widths crudely comparable to those resulting from TLD 
and film dosimetry. However, larger data scatter was found for the minidosimeters 
in the flat dose region, most likely pointing to the relative high uncertainty associ-
ated with these dosimeters. The group also developed miniature EPR dosimeters of 
methylalanine for small field dosimetry with similar applications as for ‘miniALA’ 
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dosimeters [51], but this dosimetry system appears to have been abandoned due to 
the lack of other published applications. In conclusion, although the minidosimeters 
are attractive for measurements in radiotherapy, the inherent uncertainties associ-
ated with the methodology limits the range of applications.

In brachytherapy, radioactive sources are brought as close as possible to the tu-
mor either by inserting applicators into body cavities such as the trachea or vagina/
cervical canal, or using needles. As the dose drops with the square of the distance 
from the source, accurate positioning of dosimeters is important. Furthermore, the 
radiation emitted from these sources does not have the same radiation quality as high 
energy radiotherapy photon beams, so different quality correction factors are neces-
sary. EPR dosimetry has been widely studied for applications in brachytherapy. In 
a well-planned and carefully conducted study, De Angelis et al. [52] used alanine/
EPR dosimetry for measuring the absorbed dose rate in water from a 137Cs brachy-
therapy source. A cross-shaped PMMA holder was developed, intended for irradiat-
ing alanine dosimeters in water. Sealed dosimeters were positioned along four arms 
of the holder, with the 137Cs source applicator located centrally in the holder. The 
source was positioned so that the perpendicular bisector axis of the source inter-
sected the center of the dosimeters. Doses of about 10–20 Gy were given dosimeters 
located 1–7 cm from the source. The coefficient of variation of the mean readout 
(four dosimeters at each distance from the source) was 2.4 %, reflecting both the do-
simeter batch homogeneity/reproducibility and the irradiation reproducibility. Inter-
estingly, dose-to-water correction factors for alanine at varying distances from the 
source, based on Monte Carlo calculated photon spectra [53], were employed. The 
resulting estimated dose rate in water could be determined with a 1σ accuracy of 
3 %. Moreover, the so-called radial dose function along the transverse axis, a quan-
tity of primary interest in brachytherapy, could be determined at 3.4 % accuracy. 
This study demonstrated the usability of alanine/EPR dosimetry for determining 
doses from brachytherapy. Additional studies on brachytherapy applications have 
since then been undertaken by other groups. Calcina et al. [54] used alanine/EPR 
dosimetry to determine doses from high dose rate brachytherapy with 192Ir. First, as 
the 192Ir source is moved stepwise to discrete dwell positions for irradiation, there is 
a significant dose contribution as the source moves from one position to the other. 
This is called the “transit dose”, and depends among others on the speed of the wire 
moving the source through the catheter-needle. The transit dose was determined by 
a rather simple experimental setup, and it was found that this contributed to roughly 
5 % of the total dose 5 mm from the needle. Furthermore, the radial dose function 
(see also De Angelis et al. [52]) was determined. The results were found to be in line 
with earlier studies using TLD and Monte Carlo simulations.

Antonovic et al. [55] did EPR dosimetry with lithium formate as detector materi-
al to measure doses from 192Ir sources. Custom-made cylindrical dosimeters (diam-
eter of 4.5 mm, thickness 4.8 mm, density 1.26 g/cm3) were produced for the study. 
A PMMA phantom, with a centrally drilled hole for the source (from two different 
brachytherapy models), was used. The phantom had an insert for dosimeters, posi-
tioned at 1, 3, and 5 cm from the source. The EPR dosimetry was compared with 
treatment planning calculations, with delivered doses ranging from 2.5 to 25 Gy. 
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The agreement was excellent, with deviations ranging from 1.4 to 2.9 % only. The 
authors displayed a high degree of proficiency in dosimetric theory in this paper, de-
riving the necessary correction factors in order to estimate absorbed doses to water 
from the EPR dosimetry. For instance, the volume averaging effect of the dosim-
eters was assessed and an elaborate uncertainty budget was presented. The authors 
continued their work on lithium formate EPR dosimetry in the study by Adolfsson 
et al. [37]. Here, the main aim was to present a methodology to derive energy cor-
rection factors of relevance for brachytherapy. A combination of theoretical and 
experimental work was undertaken, again being highly proficient, and it was shown 
that the energy response at energies below about 100 keV varied by no more than 
5–6 %. Although this was statistically significant, the work still shows that lithium 
formate may be preferable over alanine for low-energy photon dosimetry.

An alanine/agarose gel system and alanine films were used by Olsson et al. to 
measure the dose around an 192Ir source in a vaginal cylinder applicator [56]. The 
alanine/agarose system was developed based on previous studies [57, 58]. Briefly, 
an agarose gel supersaturated with polycrystalline alanine was placed in a cylindri-
cal phantom of 11 cm diameter and 10 cm height. The vaginal cylinder applicator, 
with diameter of 30 mm, was placed in the center of the phantom. Alanine films 
in dedicated cassettes could also be placed in the gel. A treatment planning system 
was used to optimize the phantom dose distribution, giving a constant dose in the 
axial direction at a given radial distance from the source train. After irradiation, 
the gel was cut in slices (1 or 2 mm thick) and pressed into pellets (2.5 mm thick-
ness, 4.5 mm diameter) to remove water and to have a reproducible shape in the 
EPR cavity. The combined uncertainty of the alanine/agarose was up 4.5 %, where 
uncertainty increased with distance from the source. The uncertainty in the film 
readings was similar. The alanine/EPR measurements were compared with Monte 
Carlo simulations, and an agreement typically within 5 % was found for both the gel 
phantom and film system. However, larger discrepancies were found closest to the 
applicator wall, which could not be explained. Although this study was interesting 
and relevant, the alanine/agarose gel system seems rather complicated and cumber-
some to handle, and no applications with this system have since been published.

Kolbun et  al. [59] used electron paramagnetic resonance imaging (EPRI) and 
small cylindrical phantoms of lithium formate monohydrate and ammonium for-
mate to determine the radial dose distribution around 192Ir wires. The phantoms 
were made by pressing polycrystalline powder into pellets with diameter of 22 mm 
and a height of 10 mm. A 192Ir wire was placed centrally in the pellet through a 
0.4 mm centrally drilled hole (Fig. 14.2). After 2 weeks of irradiation, the wire was 
removed and the radial dose distribution was mapped with EPRI (Fig. 14.2). Due 
to that the EPR resonance line of ammonium formate is much narrower than that of 
lithium formate, the spatial resolution was twice as high for EPRI using ammonium 
formate. This was demonstrated by exposing a cubic phantom by a homogeneous 
X-ray beam, resulting in a much broader EPRI edge spread function for phantoms 
made by lithium formate. Ammonium formate was thus chosen for the subsequent 
measurement series on 192Ir wires. The results were compared with Gafchromic 
EBT film dosimetry and Monte Carlo simulations. Using a Gaussian filter in the 
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EPR image reconstruction procedure gave a good correspondence (within 1 %) be-
tween EPRI and the other methods close (typically 1–2 mm) to the 192Ir wires. Fur-
ther away from the source, greater differences were found. However, the discrepan-
cies were much greater if a Fermi-Dirac filter was used, showing that EPRI is highly 
sensitive to the image reconstruction settings. Still, from an experimental point of 
view, this is one of the most interesting applications of EPR dosimetry to date.

14.4 � Dosimetry in Anthropomorphic Phantoms

In Sect. 14.3, we discussed dose measurements under standardized conditions in ho-
mogeneous phantoms, usually made of water. However, for clinically more realistic 
dosimetry (apart from in vivo dosimetry; Sect. 14.4), anthropomorphic phantoms 
are preferred. There are some anthropomorphic models commercially available that 
allow for the study of three-dimensional dose distributions. In radiotherapy, the dose 
calculations algorithms employed in treatment planning studies all work well un-
der standardized conditions [60]. As such standardized measurements are used to 
benchmark e.g. the source size and photon energy spectrum in the dose calculation 
algorithm a high agreement between measurements and treatment planning calcula-
tions is expected. For inhomogeneous media, which both changes the path-length 
and the scattering of the radiation field, larger discrepancies may be expected de-
pending on the level of approximation in the dose calculation algorithms [60].

Fig. 14.2   Electron paramagnetic resonance imaging of the radial dose distribution around 192Ir 
wires used for brachytherapy. The EPR dosimeter phantom, with a centrally placed wire, is shown 
(a) together the resulting measured dose distribution (b). (The figure is adapted from [59] by per-
mission of American Association of Physicists in Medicine (2014))
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We constructed an inhomogeneous cylindrical phantom for studying the effect 
of low-density tissues on measured and calculated dose distributions of therapeutic 
photon beams [61]. PMMA, Poly(methyl methacrylate), was used to mimic soft 
tissue while Styrofoam, extruded polystyrene foam, acted as ‘light’ lung tissue. The 
phantom was CT-scanned and dose calculations were performed using a commer-
cial treatment planning system. Also, the phantom was reconstructed in the EGSnrc 
simulation package, allowing for Monte Carlo simulations of the radiation transport 
throughout the phantom. Alanine film dosimeters (134 µm thick) were used to as-
sess the depth dose characteristics in the cylindrical phantom. Incidentally, there 
were few studies in the literature on the use of alanine films. Thus, as a first step, we 
performed a detailed dose-response evaluation of these dosimeters. It was shown 
that the film dosimeters gave a linear response for doses above 5 Gy, with a preci-
sion of better than 2 % in this dose range. Regarding the phantom measurements, 
the presence of Styrofoam radically altered the measured depth dose characteristics. 
This was also confirmed by the Monte Carlo calculations and, with slightly less 
agreement, by one of the dose calculation algorithms (‘collapsed cone’) provided 
by the treatment planning system. However, the other dose calculation algorithm 
(‘pencil beam’) failed to reproduce the measured dose distributions in the low-
density region, which is due to the oversimplifications done by this algorithm with 
respect to lateral electron transport. In conclusion, the alanine films were quite sen-
sitive and the EPR measurements corresponded well with Monte Carlo simulations.

A study similar to the one discussed above was done by Ramirez et  al. [62]. 
They used a cylindrical phantom, but employed bone-equivalent material as the per-
turbing heterogeneity. Furthermore, the group used in-house developed mini-ALA 
dosimeters of 3 mm height and 1 mm diameter, which consisted of 95 % alanine 
and 5 % PVA (polyvinyl acetate) (see also Sect. 14.3). The dosimeter readout was 
done with K-band EPR spectroscopy, giving a higher sensitivity than the conven-
tional X-band methods. Still, the precision in the dosimeter reading was rather low; 
roughly 6 % as evaluated by the error bars presented in that study. The dosimetric 
effects caused by the bone insert were quite small, as shown by both Monte Carlo 
simulations and miniALA measurements. Still, a good correspondence was found 
between simulations and measurements. However, the lack of precision in the mini-
ALA dosimeter reading is of concern and warrants further improvements of this 
dosimetry system.

Stereotactic intracranial radiosurgery is the treatment of small lesions in the 
head. This requires a highly focal tumor dose with little dose to surrounding tissues. 
The treatment can for instance be delivered as an arc rotation technique, where the 
linear accelerator is rotated around the patient during irradiation. Small collimators 
are usually used, resulting in very narrow photon beams. In this case, it is vital to 
correctly model photon and electron scatter inside the patient. We investigated the 
dose distribution in the head of an anthropomorphic phantom using lithium formate 
EPR dosimetry (Fig.  14.3) [63]. Using a grid of small custom-made dosimeters 
(diameter 3 mm, thickness 2 mm) in a single measurement plane, a good corre-
spondence was found between measurements and treatment planning calculations: 
the mean measured and calculated dose in the central region was 17.0 and 17.3 Gy, 
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respectively. Furthermore, the geometric accuracy in the dose delivery was around 
or better than 1.0 mm. Although some small discrepancies were found outside the 
target volume, the study both showed that lithium formate is useful for dosimetry 
of stereotactic radiosurgery and that the planning and treatment procedures are safe 
and accurate for the relevant patients.

Total body irradiation is the application of radiation to primarily suppress the 
entire immune system in leukemia patients prior to bone marrow transplantation. 
The lungs are organs at risk that should be partially shielded during treatment. As 
the technique is non-standardized and varies from center to center, it is important to 
verify doses delivered to different parts of the patient. Schaeken et al. [64] placed 
alanine dosimeters inside a commercially available anthropomorphic ‘Aldersson’ 

Fig. 14.3   CT-scan of an anthropomorphic head phantom holding an insert for lithium formate 
dosimeters ( top). The expected isodose levels from stereotactic radiotherapy are indicated. Mea-
sured and calculated dose distributions in the dosimeter grid ( bottom). (The figure is adapted from 
[63] by permission of IOP Publishing Ltd. (2010))
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phantom, and carried out an irradiation procedure according to the local guide-
lines. Following procedures outlined by Anton [19], the uncertainty in the estimated 
alanine doses was very low; 0.6 %. The dose to the soft tissue and the lung was 
measured to be 2 and 3 %, respectively, lower than that predicted by the treatment 
planning system. Although the difference between measurement and planning cal-
culations was statistically significant, the treatment planning calculation accuracy 
may still be considered clinically acceptable.

Alanine has been used for measuring the dose distribution following electron arc 
treatment [65]. In such a treatment, the linear accelerator is revolving over a certain 
arc length while continuously irradiating the patient. The chest wall of breast cancer 
patients is a difficult region to treat with homogeneous doses, and this technique can 
be used to overcome this problem. Still, accurate electron transport calculation for 
arc treatments could not be achieved, at least with older planning algorithms, which 
limited the clinical use of this method. Alanine pellets (4.9 mm diameter, 2 mm 
thickness, 5 % polyethylene) were used together with a cylindrical ionization cham-
ber. First, the electron energy dependence of the dosimeters was evaluated in a cu-
bic phantom. 10, 20 and 30 Gy doses were employed for each electron energy. For 
this type of dosimeters (containing polyethylene), absolutely no energy dependence 
could be seen. Then, the arc delivery of electrons (covering an angular segment of 
100°) was investigated at various measurement points in a cylindrical PMMA phan-
tom. It was found that the ionometry underestimated the dose relative to alanine, al-
though the underestimation was not properly quantified. It was speculated whether 
this was due to a higher fluence of low energy electrons for arc delivery compared 
to irradiation at reference conditions. This is in fact in line with that the chamber 
response (relative to water) decreases with decreasing electron energy due to that 
the density effect becomes less significant. So for these measurements, the alanine 
dosimeters were better suited due to the insignificant energy dependence. Finally, 
alanine dosimeters were inserted into an anthropomorphic chest wall phantom and 
irradiated by the arc therapy. Major differences could be seen between some of the 
measurements and doses estimated from a dose calculation formula. The causes of 
these differences were not adequately discussed.

As noted in Sect. 14.3, intracavitary and interstitial brachytherapy employs radio-
active sources which are brought as close as possible to the target region of the pa-
tient. Thus, the dose fall-off in the patient is very high and it is quite challenging to 
accurately position dosimeters relative to the brachytherapy applicators. In the very 
thorough work by Anton and coworkers [66], alanine was used to estimate urethral 
doses following interstitial brachytherapy with 192Ir. Interestingly, a new dosimeter 
system using alanine powder contained inside PVC rods was developed. The rods with 
alanine, ‘alanine strands’, were planned to be positioned inside the urethra via Fol-
ey tubes. After irradiation, the alanine powder could be pressed to pellets of 1.5 mm 
height. In the first experiments, the alanine strands were placed in a water-equivalent 
phantom and irradiated either with 60Co γ rays or by the 192Ir source. The authors saw 
a noteworthy significant signal fading over 5 days in the home-made samples based 
on alanine powder. After establishing the corrections necessary to estimate the dose 
from the EPR signal after irradiation, the dose to the urethra inside a prostate phantom 
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(holding an interstitial needle for the 192Ir source) was determined and compared to 
that from a treatment planning system. The range of deviations between measurements 
and treatment planning calculations was 4.4 to 1.0 % (median 1.4 %), which is 
very good considering the challenges in establishing a new dosimetry system and the 
complex measurement setup in the prostate phantom. However, it does not seem that 
the dosimetry system developed in this work has been applied for in vivo dosimetry 
(see Sect. 14.5).

In intensity modulated radiotherapy, the multi-leaf collimator of the linear ac-
celerator changes configuration during irradiation [8, 9, 67]. The changes can be 
continuous or stepwise. For the latter, ‘step-and-shoot’, the radiation is delivered to 
the patient in beam segments. Adding the segments in space effectively results in an 
intensity modulated beam. Together with inverse planning, which is an optimization 
procedure, complex radiation deliveries can be created which better conform to the 
radiotherapy target volume. However, this complexity makes IMRT more prone to 
dosimetric errors, which are both due to technical aspects of the linear accelerator 
and to limitations in the treatment planning physics models describing small radia-
tion fields (see Sect. 14.3). Gustafsson et al. used lithium formate EPR dosimetry to 
measure IMRT dose distributions in a cylindrical phantom [38]. The IMRT beams 
were generated by inverse treatment planning of a patient with cancer in the head 
and neck region. Doses from the IMRT beams in the cylindrical phantom were cal-
culated by a commercial treatment planning system. The home-made lithium for-
mate dosimeters could be placed in the phantom for irradiation. The performance of 
the dosimetry system was first investigated. It was found that the 95 % confidence 
in the dose estimate was about 2.5 % for doses over 3 Gy. A measurement time of 
15 min per dosimeter was employed, which is rather long. Comparing measure-
ments with ionization chamber and EPR dosimetry, agreement within 4.3 and 
3.2 % was found. Comparison with the doses calculated by the treatment planning 
system was not reported. In conclusion, a good agreement between ionometry and 
lithium formate dosimetry was found, making lithium formate a promising method 
for IMRT dosimetry.

14.5 � In vivo Dosimetry

In radiotherapy, the dose to the patient must be delivered with as high accuracy as 
possible, ensuring a high probability of tumor cure and minimizing the risk of nor-
mal tissue toxicity. In vivo is Latin for “in the living”, and in vivo dosimetry refers 
to procedures involving dose measurements with the patient in treatment position at 
the therapy unit. The ultimate goal is to estimate doses that are actually delivered to 
the patient at a given treatment.

There are many potential sources of error that can lead to reduced radiotherapy 
efficacy. Among these are the absolute dose determination and the dose calculation 
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algorithm [60]. In addition, there are uncertainties associated with the treatment 
delivery. First, the treatment unit itself is a potential source of error: the beam inten-
sity and collimator system may both show random and systematic deviations from 
the intended treatment delivery [68]. Second, the positioning of the patient may 
vary and the patient can experience anatomical changes over the fractionated treat-
ment course. Regarding the latter, both loss of body weight and radiation induced 
alterations in the high-dose region of the patient are of relevance [69]. It has been 
argued that in vivo dosimetry may enable the detection of treatment-related errors 
that cannot be identified by other quality assurance procedures [70]. Thus, there 
is a need for accurate dosimetric procedures providing estimates of doses actually 
delivered to the patient, and EPR dosimetry is a relevant method. As there are rather 
few relevant studies reported, each study is presented in detail below.

One of the first reports on in vivo EPR dosimetry, with alanine as dosimeter 
material, was the feasibility study by Kuntz et  al. [71]. Home-made dosimeters, 
5 mm diameter and 3 mm height, showed a precision of 2 % after a dose of 20 Gy. 
Surprisingly, a non-linear dose response was found. Their alanine/EPR system was 
used for beam characterization in addition to the in vivo applications. Regarding 
the latter, doses were first measured at high dose rate brachytherapy (192Ir source) 
of the vagina. Slightly lower doses than expected (16 %) were found 5 mm from 
the brachytherapy applicator, but these discrepancies were still not of great con-
cern, considering the potential sources of errors in brachytherapy. Finally, doses to 
a patient receiving intra-operative radiotherapy (X-ray based, photon energy not 
reported) were estimated. Very few details concerning the treatment were given, but 
dosimeters in a vacuum-packed polyethylene sachet were placed on the open opera-
tion wound and given a prescribed dose of 14.8 Gy. The mean measured EPR dose 
was 14.0 Gy. The reason for this discrepancy was not discussed, but as the authors 
did not report on the use of bolus material to ensure appropriate buildup of second-
ary radiation, this could be a possible explanation.

Schaeken and Scalliet reported on the experience with alanine/EPR dosimetry in 
radiotherapy [72]. Different types of alanine dosimeters were purchased from three 
different vendors. The background signal and the radiation sensitivity of the differ-
ent dosimeter types were shown to vary considerably, pointing to differences in the 
dosimeter composition and production. Still, the intra-batch dosimeter homogeneity 
was rather good (around 1 % at 10 Gy). One of the dosimeter types was used to es-
timate the dose for two cervical cancer patients treated with brachytherapy. Patient 
1 was treated with high dose rate using a stepped 192Ir source, while patient 2 was 
treated with low dose rate (LDR) using 192Ir wires. Alanine dosimeters, sealed in 
plastic sachets, were positioned in the vaginal mould applicator. However, although 
the dosimeters were provisionally sealed, some were still damaged from vaginal 
secretion, in particular at the longer-lasting LDR treatment. The effect of tempera-
ture in the human body (37 °C) during irradiation was corrected for. Differences 
between calculated and measured doses ranged from—14 to 8 % (HDR) and—4 to 
13 % (LDR), and only one dose measurement deviated significantly from the dose 
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calculation. Difficulty in positioning of the dosimeter in a high dose gradient was 
suggested being the cause of the discrepancy. Schultka et al. [73] also used alanine/
EPR dosimetry to determine vaginal doses in 13 patients from LDR brachytherapy 
with 137Cs or 192Ir sources of gynecological cancer. The dosimeters were cellulose 
capsules (diameter 5 mm, length 15 mm) filled with 0.5 g of polycrystalline alanine 
sealed in waterproof Parafilm pockets. The capsules were enclosed in a cupronickel 
frame in order to be visualized in the X-ray radiographs used for treatment plan-
ning. The measurements were compared with treatment planning calculations. The 
authors addressed the problem of determining the effective point of measurement 
in the dosimeter, and the subsequent uncertainty in the determining the dose. How-
ever, by extracting the mean computed dose over 4 points at opposite edges of the 
dosimeter, a better correspondence was found between measurements and planning 
calculations compared to when a single computed dose was extracted from the cen-
ter of the dosimeter. This study nicely illustrated the impact of large dosimeters in 
high dose gradients.

The feasibility of using alanine/EPR dosimetry in external beam radiotherapy 
with 60Co γ rays and high energy electrons was investigated by Ciesielski et al. [74]. 
With respect to the number of patients and measurements, this is the most compre-
hensive in vitro EPR dosimetry study to date. The dosimeters used were polyeth-
ylene sachets tightly packed with pure polycrystalline L-α alanine. The height and 
width of these homemade square sachets was 1.5 (± 0.3) mm and 1.6 cm, respective-
ly. After irradiation, the alanine powder was transferred to a quartz tube. Then, the 
tube was tapped to ensure a homogeneous filling. The dosimeter readout had to be 
corrected for variations in packing density from sample to sample. This procedure 
could potentially have been improved by pressing the irradiated alanine powder 
into solid pellets, which would not require density corrections. Also, several pellets 
could have been obtained from one dosimeter sachet. The scan time per measure-
ment was 16 min, which is very long for routine single point dose measurements. 
First, a calibration series in a phantom was performed to estimate the 1σ precision 
in the determined dose. The measured precision was 6.7, 3.0 and 2.8 % for 0.5, 1.1 
and 2.0 Gy, respectively. Doses from 60Co γ treatment of 19 patients with cancer in 
the head and neck region and 8 patients receiving electron and photon treatment of 
the chest wall were then reported. The dosimeters were taped onto the radiotherapy 
fixation mask or directly on the skin of the patients. Both irradiations with and with-
out buildup material was used. In brief, it was found that the deviations between 
doses calculated by the treatment planning and measured doses were larger than 
expected from the precision in dosimeter readings from the calibration series. Skin 
doses deviated on average by about 1.5 %, but with a standard deviation of 7–9 %. 
Setups including buildup gave about the same mean difference, but smaller standard 
deviations (2–4 %). As delivered skin doses typically were lower, the authors argued 
that error contributions to the estimated doses from e.g. the EPR background signal 
had a substantial impact. Also, measurements on the skin are in general less robust 
compared to measurements at depths beyond the range of secondary radiation.
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Wagner et  al. [75] did a study on using alanine/EPR dosimetry for estimating 
doses to the rectal wall following radiotherapy of prostate cancer. Due to its close 
proximity to the prostate, the rectum is the most important organ at risk during ex-
ternal beam radiotherapy. Therefore, measures to reduce the dose to the rectum are 
highly relevant, and inflated rectal balloons may help to increase the distance between 
the prostate and the major part of the rectum. However, the insertion of such an air 
cavity gives dosimetric challenges in the air-tissue interface. In this study, alanine do-
simeters contained in polyethylene foil where positioned on the rectal balloon, with 
four dosimeters facing the anterior and posterior rectal wall, respectively (Fig. 14.4). 

Fig. 14.4   a Illustration of the rectal balloon used for in vivo dosimetry of prostate cancer patients 
receiving external radiotherapy. Four alanine dosimeters were placed at the anterior rectal wall 
(1–4) and four alanine dosimeters at the posterior rectal wall (5–8). A visualization device with 
radiopaque metal markers can be seen on top of the balloon. b One rectal balloon holding alanine 
dosimeters. (The figure is taken from [75] by permission of Elsevier (2014))

 



526 E. Malinen

A radiopaque device was placed on the top of the balloon in order to locate it with the 
dosimeters inside the patient with the radiotherapy verification beam at the time of 
treatment. For three patients, the alanine dosimeters were exposed over ten consecu-
tive treatment fractions to accumulated doses ranging from 11 to 20 Gy delivered 
with 20 MV photons. A comprehensive uncertainty budget was presented both for 
the applied dose and the measured dose, where the relative standard uncertainty was 
about 3.5 and 1 %, respectively. For two of the patients, an excellent correspondence 
was found between the dose calculations by the planning system and the alanine/
EPR measurements (mean relative difference typically 1.5 %). However, for the third 
patient, having a metal hip prosthesis, the planning system seemed to underestimate 
the dose to the posterior rectal wall and overestimate the dose to anterior wall. It 
could well be that the accuracy of the treatment planning system’s radiation transport 
model was seriously challenged by metal artifacts from the prosthesis in the planning 
CT images together with the problematic air/tissue interface at the rectal wall. Still, 
the mean difference between calculated and measured doses was 11 % anteriorly and 
7 % posteriorly for this patient, most likely not of high clinical relevance.

The latest reported study on in vivo alanine/EPR dosimetry is that by Wagner 
et al. on patients with cancer in the head and neck [76], which follows much of the 
same methodology in the work on prostate cancer [75] outlined above. In brief, a 
low-density mouthpiece, usually used to reduce mucosal doses, was equipped with 
alanine/EPR dosimeters during IMRT. The mouthpiece was equipped with radi-
opaque markers. In five patients, doses were accumulated over 7 to 24 treatment 
fractions and ranged from about 7 to 48 Gy. Again, an ample uncertainty budget 
was presented, resulting in a total standard uncertainty in the dose ratio (measured 
against planned) of about 4.6 %. For two out of eight dosimeter positions, the mea-
sured and applied dose did not agree within this uncertainty. This corresponded 
to the tip of the mouthpiece, i.e. the part of mouthpiece located at the back of the 
mouth. The authors argued that the main cause of these discrepancies was the re-
construction of the alanine measurement point in the planning CT images, as the 
mouthpiece may move during treatment. As the tip of the mouthpiece was located 
farthest away from the bite groove (fixation point), a higher positional variabil-
ity and greater dosimetric uncertainty may be experienced there. However, it was 
rather puzzling that the authors concluded that the use of a mouthpiece should be 
abandoned due to these dosimetric uncertainties. If the mouthpiece was shown to 
give significantly higher doses than the standard situation (no mouthpiece), such a 
conclusion could have been supported, but this did not seem to be the case.

14.6 � Proton and Heavy Ion Irradiation

As discussed in Sects.  14.1 and 14.2, accelerated heavy charged particles differ 
from therapeutic photons and electrons in that their energy transfer spectrum and 
density may result in altered radical yields. This may have negative consequences 
for EPR dosimetry, in particular with respect to absolute dose determination. Still, 
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some applications of EPR dosimetry for therapeutic particle beams have been un-
dertaken, and will be discussed in this chapter.

First, applications with respect to beam characterization will be presented. The 
depth dose characteristics of therapeutic proton beams have been most widely stud-
ied. Ionization chambers, either of cylindrical or parallel plate type, have most often 
been used for comparison. One of the first reports on therapeutically relevant proton 
beams was that by Gall et al. [77]. Although being rather limited with respect to 
information on irradiation and analysis, 3 mm thick pellets where irradiated with 
160 MeV protons at different depths in a water phantom of variable length. Quite 
high doses were applied (25–75  Gy). A good consistency between alanine/EPR 
measurements and ionometry was found (within 3 %), hinting towards the potential 
usefulness of alanine/EPR dosimetry for this purpose. In the more comprehensive 
work by the group of Onori et al. [78–80], alanine pellets (diameter 4.9 mm, thick-
ness 1, 2 mm and 10 mm, density 1.26 g/cm3) and alanine films (thickness 0.25 mm, 
density 0.99 g/cm3) were employed to estimate doses in a solid water phantom from 
62 MeV protons. The proton beam was used for treating ocular cancers, mainly 
melanomas. The range in water of such protons is about 3 cm. Both unmodulated 
(monoenergetic) and modulated (polyenergetic) proton beams were used. Doses 
ranging from 5 to 250 Gy were applied. First, no differences in the EPR spectra 
between γ- and proton irradiated samples were found, regardless of the proton irra-
diation depth. Thus, it appears that protons do not alter the underlying composition 
of radical species following irradiation. The detector reading per dose following 
proton irradiation was slightly lower (3 %) than that for γ-irradiation, although this 
difference was not significant. For a highly modulated proton beam at three differ-
ent positions in the Bragg plateau, ionization chamber measurements and alanine/
EPR dosimeters (2  mm height) differed by only 2 %, well within the combined 
uncertainty of the two dosimetry systems (6 %). For unmodulated proton beams, 
again a good correspondence between ion chamber measurements and alanine/EPR 
dosimetry was found for both 1 and 2 mm thick dosimeters and film dosimeters. 
As the highest deviation was seen at the end of the Bragg peak, this could both be 
due to (a) averaging effect of the finite-sized dosimeters (the deviation was smallest 
for film dosimeters) and (b) a lower relative effectiveness (see Sect. 14.2) for low-
energy protons. Regarding (a), a 1 or 2 mm box-car smoothing of the longitudinal 
ion chamber dose profile could have indicated whether this was the main factor, 
but this was not done. Regarding (b), in a later study on 1.6–6.1 MeV protons, the 
authors showed that the relative effectiveness for 2 mm alanine pellets was about 
0.6 [81]. However, this appears to be somewhat contradictory to the excellent agree-
ment found by the same group between ionometry and alanine film measurements 
at the distal part of the Bragg peak. This could potentially point to difficulties when 
estimating the dose to a partially irradiated 2 mm thick dosimeter by low energy 
protons with a very short range. In conclusion, the studies discussed above show 
that alanine/EPR is a good and reliable solid state dosimetry system for proton 
therapy, at least at depths not too close to the distal edge of the Bragg peak.

For ions heavier than protons, very few studies have been published that have 
a direct clinical relevance. As discussed in Sect. 14.2, recombination effects in the 
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EPR dosimeters are expected to give a relative effectiveness considerably smaller 
than unity. Thus, rather large deviations between measured and expected doses may 
result if appropriate corrections are not applied. Also, the relative effectiveness is 
expected to decrease with increased ion penetration, as the mean beam energy de-
creases and the LET thus increases. These effects were elegantly handled by Her-
mann et al. [36], who used alanine/EPR dosimetry to estimate doses in a PMMA 
phantom irradiated with therapeutic carbon ion beams. First, the authors used a 
previously established detector efficiency model [35] to estimate the relative effec-
tiveness in alanine for carbon ions at different energies. The model was validated 
against measurements. Furthermore, it was shown that Monte Carlo simulations 
using the FLUKA code [22] reproduced measured depth dose characteristics (from 
ionometry) with a high accuracy. The Monte Carlo simulations were employed to 
estimate ion spectra at given depths following energy modulation, and the spectra 
were then used in the detector efficiency modelling. The measured depth dose by 
alanine/EPR dosimetry was then compared with the theoretical detector response. 
Thin dosimeters (thickness 0.44 mm) were used to measure doses primarily around 
the peak region while more conventional dosimeters (thickness 5.05  mm), were 
used at the entrance region. Doses of typically 20 Gy were delivered to the entrance 
region, resulting in doses of up to 80 Gy in the peak region. The best correspon-
dence was found between measurements and calculations in the entrance region, 
although deviations up to around 5 % were observed in the case of spread out Bragg 
peak (Fig. 14.5). In the peak region for monoenergetic and slightly energy modu-
lated protons, larger deviations (up about 9 %) were found. Causes for these dis-
crepancies were discussed, and the authors emphasized difficulties in modelling the 
geometry of the slanted alanine pellets used. Still, this work represents a significant 
step forward with respect to solid state alanine/EPR dosimetry of ions heavier than 
protons.

The concept outlined in the paper by Hermann et al. [36] was taken further in 
the recent study by Ableitinger et al. [82], where alanine/EPR dosimetry was used 
to estimate doses in a water-equivalent phantom from proton and carbon therapy 
beams. Also, cylindrical ionization chambers and Gafchromic films [83] were used. 
10 Gy in the spread out Bragg peak was delivered to the dosimeters (diameter 5 mm 
diameter, thickness 2.3 mm, density 1.23 g/cm3) positioned at four different depths 
in the phantom. Depth-specific theoretical estimates of the relative effectiveness 
were used to correct the alanine dose reading. The relative effectiveness at the dif-
ferent measurement points varied from 0.97 to 0.99 for protons, and from 0.74 to 
0.90 for carbon ions. The mean deviation between treatment planning calculations 
and alanine/EPR measurements (corrected for relative effectiveness, among others) 
was every low; 2.4 % for protons and 2.2 % for carbon ions. For comparison, the 
difference between treatment planning calculations and ionometry was 1.7 % and 
1.0 % for protons and carbon ions, respectively. However, it is important to stress 
that the large cylindrical ionization chamber gave a dose reading at one point only 
in the phantom. Also, ionization chambers are not suitable for mailed dosimetry au-
dits. This comprehensive and skillful work showed that the alanine/EPR dosimetry 
system is suitable for auditing in ion beam therapy.
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In addition to the rather few applications outlined above, there are som studies 
of indirect relevance to proton and ion beam therapy. Of particular interest are stud-
ies which have found that ion-irradiated EPR dosimeter materials may exhibit EPR 
signal characteristics different from that following photon irradiation. If the radicals 
stabilized along the ion tracks give a distinct fingerprint, this could potentially be 
employed to identify the type of radiation causing radical formation. Microwave 
power saturation analysis is an EPR experiment where the sample is measured un-
der different microwave power levels, and may provide qualitative and quantitative 
information on the spin population(s) constituting the EPR signal. Using appropri-
ate theoretical models and fitting to experimental microwave saturation curves, esti-
mates of T1 (spin-lattice) and T2 (spin-spin) relaxation times may be obtained [84]. 
Krushev et al. [85] irradiated alanine with γ-rays and low-energy (3 MeV) protons 
and He ions, and showed that the microwave power saturation behavior for ions and 
γ-rays was different. More precisely, they showed that radicals generated by (high-
LET) ions saturated more slowly compared to radicals generated by (low-LET) 
γ-rays. They interpreted these findings as reflecting the increased radical concentra-
tion following ion beam irradiation, causing more effective relaxation compared 
to photon irradiation. In fact, they saw that He-irradiated samples saturated even 
more slowly than those irradiated with protons, as expected due to differences in 
track structure. The microwave power saturation principle was further explored by 

Fig. 14.5   Spread-out Bragg peak for a therapeutic, scanned carbon ion beam, as measured with 
alanine dosimeter ( blue crosses). The Monte Carlo simulated dose distribution ( black line) and the 
theoretical alanine response ( stippled red line) are also given. (The figure is taken from [36] by 
permission of American Association of Physicists in Medicine (2014))
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Ciesielski et al. [86, 87] using alanine irradiated with many different types of ra-
diation. Following earlier work by Arber et al. [88], the intensity of the main EPR 
resonance line (denoted x) and the intensity of the closest satellite lines (denoted y) 
were extracted at different microwave powers. The x/y ratio was shown to reflect 
the type of ion beam used; high-LET radiation such as neutrons and iron ions gave a 
significantly lower x/y ratio compared to low-LET photons. Thus, the x/y ratio could 
thus potentially be used to identify the type of radiation causing the dose deposition. 
However, both Krushev et al. [85] and Ciesielski et al. [86, 87] employed very high 
doses in their studies, typically kGy, which is far beyond the clinical regime. The 
question is whether such a microwave power analysis is feasible for dosimeters ex-
posed to clinical dose levels. In a study emphasizing the neutron response of lithium 
formate dosimeters, we did a small substudy on the microwave power saturation of 
alanine [89]. For a dose of 20 Gy and EPR acquisition times in the order of 1 min 
per spectrum, an x/y ratio of 0.92 ± 0.03 for dosimeters irradiated with fast neutrons 
relative to the ratio for γ-irradiated samples was found. Ciesielski et al. [87] found 
a corresponding value of 0.83 ± 0.01 for thermal neutrons, which have a higher LET 
than the fast neutrons employed in our study. This indicates that estimates of the 
radiation quality may be obtained even at clinical dose levels using this method.

Other dosimeter materials have also been employed for evaluating the EPR 
signal in terms of identifying the radiation causing the radicals. We have studied 
the properties of dosimeters made from polycrystalline lithium formate mono-
hydrate with respect to microwave power saturation characteristics and other 
features [41, 84, 89]. Clinically relevant doses (2–20 Gy) were always applied. 
We noted a small but significant broadening of the central EPR resonance line 
for dosimeters irradiated with fast neutrons compared to γ-rays [89]. By fitting a 
theoretical model describing the microwave power dependence to experimental 
power saturation curves, it was found that neutron irradiation primarily increased 
the T2 relaxation time. This is plausible, as the secondary ions generated from 
neutron irradiation cause more dense ionizations and thus a higher local con-
centration of radicals, leading to a greater spin-spin relaxation rate and broad-
er resonance lines. This analysis was later extended to samples irradiated with 
protons and nitrogen ions, where again the T2 time was reduced compared to 
γ-irradiation [84]. Also, we saw a line broadening which increased with the lin-
ear energy transfer of the impinging ions [41] (Fig. 14.6). The increase in line 
width could be explained by a model describing the LET dependence of the 
Lorentzian component of a general line shape function. As seen in Fig. 14.6, the 
LET-dependence of the line width is rather small, and the line width may not 
provide the required accuracy for estimating the radiation quality in ion beam 
therapy applications. The change in T2 time was a more sensitive metric, al-
though not studied to the same level of detail, but microwave power saturation 
analysis is more cumbersome than assessing the width of the EPR resonance line 
at a given microwave power.

Marrale et al. [90] performed a microwave power analysis of irradiated ammoni-
um tartrate dosimeters similar to our studies described above. The dosimeters were 
irradiated with 60Co γ-rays, 7 and 14 MeV electrons and 19.3 MeV protons to dose 
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ranging from 0.1–5 kGy. Smaller differences in the microwave saturation behavior 
between samples irradiated with γ-rays/electrons and protons were found compared 
to our studies, reflecting most likely that the differences in LET were not that great. 
Still, a reduction in the T2 time was found following proton irradiation, in line with 
our findings for lithium formate monohydrate.

Gustafsson et al. [91, 92] used dosimeters of potassium dithionate to study 
radiation effects from ion beam irradiation. The dosimeters were irradiated 
with X-rays, carbon ions and nitrogen ions. However, the absorbed dose levels 
were not given. First, by 2D EPRI, the longitudinal dose deposition pattern 
(including the Bragg peak) in a dosimeter could be visualized [91]. Slight dif-
ferences in these patterns were observed for samples irradiated with different 
ions, as could be expected. Also, the EPR spectrum shape changed qualita-
tively with irradiation depth (reflecting the LET) and microwave power. This 
was explained by that the EPR spectrum of potassium dithionate is constituted 
by two slightly different SO3

- radical species, R1 and R2. The likelihood of 
radical formation for the two species appears to change with ionization density 
(LET), as we have seen in other model systems [93], and the microwave power 
saturation features are different for the two species. Selecting an appropriate 
microwave, the R1/R2 ratio was studied in more detail for samples irradiated 
with nitrogen ions [92]. The ratio was shown to drop from 1.24 for 6 MV pho-
tons (LET of 0.3 keV/mm) to 0.86 for nitrogen ions at a depth of about 2 mm 
in the dosimeters (LET of about 250 keV/µm). It was later shown that the EPR 
spectrum of irradiated potassium dithionate was constituted by three different 
radical species [94], although the findings from the earlier studies (focusing on 
two distinctly different spectral components) still holds. However, the largest 
concern with dithionates in general is that the compounds are far from water 
equivalent [16]. Still, the ion beam studies on potassium dithionate are prom-
ising, and clinically relevant studies should be encouraged to investigate the 
applicability of such dosimeters in more detail.

Fig. 14.6   The peak-to-peak 
line width of lithium formate 
EPR dosimeters plotted 
against the LET value for 
protons and nitrogen ions. 
The solid lines correspond to 
a theoretical model incorpo-
rating detector effectiveness 
and line broadening. The 
error bars represent the range 
of line widths. © Radiation 
Research Society, with per-
mission. (The figure is taken 
from [41] by permission of 
Radiation Research Society 
(2014))
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14.7 � Neutron Dosimetry

There are currently two approaches where neutrons are employed clinically: fast 
neutron radiotherapy and boron neutron capture therapy (BNCT). Fast neutron ther-
apy [95] is an external radiotherapy principle where neutrons are generated from a 
target bombarded with e.g. protons or deuterons. The delivery and planning of such 
treatment was similar to that of photon based radiotherapy. Many cancer patients 
were treated with fast neutrons up to the early 1980s, but the technique was largely 
abandoned as many patients developed severe side effects. Conferring the clinical 
trials website [96], there seems to be no ongoing clinical trials using fast neutron 
therapy. Thus, the clinical impact of fast neutron dosimetry appears limited. On 
the other hand, BNCT [97] is a technique of continuing interest exploiting that the 
boron isotope 10B has a very high cross section for thermal neutrons. Pharmaceuti-
cal boron delivery agents that are differentially taken up in malignant tumors may 
be injected into the body. Thus, exposure to thermal neutrons will create very high 
doses in regions of the body where 10B is present. However, the spectrum of charged 
and uncharged particles released during BNCT is rather complex, and accurate dose 
assessment is therefore challenging.

The sensitivity of alanine to thermal neutrons is low due to the low cross section 
of its atomic constituents (H, C, N, O). Thus, methods to enhance the sensitivity are 
of interest in thermal neutron dosimetry, of relevance to BCNT. Marrale et al. have 
extensively studied the neutron response of alanine dosimeters (also ammonium 
tartrate dosimeters, not discussed here) enriched with compounds sensitive to ther-
mal neutrons [98–100]. Alanine was blended with for instance boric acid or gado-
linium oxide. Gadolinium has two natural isotopes showing an extremely high cross 
section for thermal neutrons. The blended alanine dosimeters were irradiated with 
thermal neutrons at a nuclear reactor. As expected, the gadolinium-based dosimeter 
was more sensitive by roughly a factor 3, where the effect of changing the amount 
of gadolinium was nicely reproduced by Monte Carlo simulations. However, the 
dose response was not linear for this type of dosimeter, clearly being a disadvan-
tage. Also, the addition of gadolinium reduces the water equivalence of the dosim-
eters. A different approach could be to exchange one of the isotopes of the parent 
molecule in a given EPR dosimeter with a neutron-sensitive isotope. Lund et al. 
[101, 102] studied the properties of 6Li exchanged lithium formate monohydrate 
and lithium dithionate. The purpose of the isotope exchange was in fact twofold: 
(1) to increase the general radiation sensitivity of the dosimeters and (2) to enhance 
neutron absorption. With respect to (1), 6Li has a lower nuclear spin and magnetic 
moment compared to 7Li. Thus, electron hyperfine coupling of the CO2

− radical to 
6Li results in a narrower EPR resonance, increasing the intensity of the spectrum 
compared to dosimeters with a natural abundance of Li isotopes. After irradiation 
with 4 MV photons, it was indeed shown that 6Li enriched dosimeters were more 
sensitive compared to standard dosimeters; a factor two for 6Li enriched lithium 
formate. Regarding (2), 6Li has a much higher cross section for thermal neutron 
capture compared to 7Li. After exposure to thermal neutrons at a BNCT facility, a 
signal enhancement of about 5 and 2.5 was found for 6Li enriched lithium formate 
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and lithium dithionate, respectively. Although these results were promising, there 
seems currently to be little development around these 6Li enriched dosimeters in the 
community. Reasons may possibly be that chemicals enriched with 6Li are expen-
sive, and that few groups consider manufacturing their own dosimeters.

Schmitz et al. have discussed the use of alanine/EPR dosimetry for estimating 
doses from BNCT of liver tumors [103, 104]. The group has developed an experi-
mental and theoretical basis for calculating and measuring the dose from neutrons 
and γ-rays at arbitrary points in a given geometry. Neutron entrance flux at the 
irradiator was measured by a gold activation foil, and this flux level was used as 
input for calculating doses inside the irradiator using Monte Carlo simulations. Fol-
lowing procedures outlined above for carbon ion therapy [36], the dose to alanine 
was calculated by combing the Monte Carlo simulations with modeling of detector 
effectiveness. These theoretical results were in turn compared with alanine/EPR 
measurements in both a PMMA phantom and in a resected lobe of a human liver. 
Applied doses ranged from about 9 to 23 Gy. The expected and measured doses 
showed a good correspondence, well within the uncertainties associated with the 
alanine dosimetry and the estimates of relative detector effectiveness.

14.8 � Conclusions and Outlook

There is a great variety of clinical applications of EPR dosimetry, as shown in the 
current review. As the lowest detectable dose in practical EPR dosimetry is roughly 
0.5–1 Gy, mostly radiotherapy applications have been reported. The uncertainty in 
the EPR dose estimates range from roughly 0.5 to 5 %, where older studies typically 
show less accurate results. In line with this, better correspondence between EPR 
dosimetry and other estimates (ion chamber measurements, Monte Carlo simula-
tions, treatment planning calculations) is seen in more recent studies. Also, exciting 
applications such as EPR imaging and carbon ion beam EPR dosimetry have shown 
great potential.

In this review, we have covered the majority of relevant papers. Apart from 
some comparable applications on quality response and on brachytherapy, single 
feasibility studies are common. Of course, routine clinical use of EPR dosimetry is 
not expected to be reported in the literature, but it is not our impression that EPR 
dosimetry is in widespread routine clinical use. For in vivo studies, doses must be 
accumulated in the detectors for a number of treatment fractions, and no immediate 
dose estimate may be obtained. Therefore, it seems that pursuing in vivo applica-
tions is not highly relevant. Although new dosimeter materials have been proposed, 
they do not show an extreme improvement in low-dose sensitivity compared to 
alanine. Thus, it makes more sense to utilize EPR dosimetry for dose measure-
ments under non-standardized conditions. The reported results in phantoms, either 
homogeneous or anthropomorphic, are most often solid and show the usefulness of 
this dosimetry system. Also, EPR dosimetry may play a future role in auditing and 
mailed dosimetry.
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Abstract  Insoluble organic matter (IOM) conserved in ancient sedimentary rocks 
and in carbonaceous meteorites can reveal valuable information about the origin 
of Life on Earth and on the birth of the Solar System, respectively. These IOMs 
are also reference materials for the search for possible organic traces of extinct life 
on Mars. The combination of continuous-wave and pulsed EPR of the radicals in 
IOM provided several markers distinguishing these materials and related to their 
histories. For terrestrial IOM, the EPR linewidth of the radicals is mostly deter-
mined by unresolved 1H hyperfine interactions for IOM younger than 2500 million 
years (H-rich), and by dipolar interactions for older (H-depleted) IOM. The age 
of very primitive IOM could be estimated through the lineshape, which continu-
ously evolves from Lorentzian to stretched Lorentzian upon ageing due to a change 
in the dimensionality of the radical spatial distribution. Nuclear spins within or 
near the radicals and the hyperfine interactions probed by pulsed EPR (through 
ESEEM and HYSCORE sequences) clearly distinguish meteoritic from terrestrial 
IOM. Radicals in meteorites are massively enriched in deuterium compared to ter-
restrial radicals, as a result of specific deuterium enrichment processes in the outer 
early Solar System. Meteoritic and terrestrial IOMs are also distinguished by the 
isotropic vs dipolar relative contributions in the 1H hyperfine interactions and by 
the 13C/1H HYSCORE signal ratio. Strong 31P and 14N HYSCORE signals were 
detected in terrestrial IOM, which point to possible P and N rich biological precur-
sors. The spin states of the radicals could also be determined either indirectly from 
the temperature dependence of the EPR intensity or directly by transient nutation 
spectroscopy. Meteoritic IOM, in addition to S = 1/2 radicals, specifically contains 
species with either triplet ground state or thermally excited triplet states, which are 
lacking in terrestrial IOM.
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15.1 � Introduction

Astrobiology makes use of all scientific disciplines to study life in the universe, 
including the origin of life on Earth, and the origin of the organic matter in the 
Solar System. All the planets and the Sun appeared 4560 million years (Myr) ago. 
It is generally agreed that life appeared rapidly on Earth, when ocean tempera-
ture decreased to about 80 °C [1, 2]. The main steps in history of Earth and its 
biosphere are schematized in Fig. 15.1. Although life emerged probably around 
4000–3800 Myr ago, the most ancient putative traces of life on Earth are record-
ed in the form of carbonaceous microstructures fossilized in silicified sediments 
(cherts) deposited in ~3500 Myr-old seas. Although there is no doubt that the most 
primitive life was microbial in nature, the interpretation of these remains are com-
plicated by the fact that very ancient rocks have often been subjected to high tem-
peratures and (or) pressure (metamorphism). Also, even when sedimentary rocks 
are well preserved and have been subjected only to a moderate metamorphism, 
which is the case with several geological formations from Pilbara in Australia and 
Barberton in South Africa, the interpretation of these remains is further complicat-
ed by the possibility of more recent contaminations by endolithic microorganisms, 
weathering, hydrothermalism etc… [3–5]. In addition to this “syngeneity” prob-
lem, another important question is that of “biogenicity”. As very ancient rocks are 
concerned, a part of the organic matter may be of chemical origin, such as decom-
position of carbonates for example [6], or also of extraterrestrial origin (carbona-
ceous meteorites, interplanetary dust particles, comets). These extraterrestrial ob-
jects, which are among the most primitive of the solar system (4560 Myr), contain 
a significant amount of carbonaceous matter similar to that of terrestrial kerogens 
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[7]. Earth and Mars were intensively bombarded during the early history of the 
solar system (Fig.  15.1), so that considerable amounts of organic carbon have 
been deposited on these planets [8], with a fraction of it possibly fossilized in ma-
rine sediments. Although the meteoritic bombardments at the epoch of the most 
ancient preserved carbonaceous fossils on Earth (~3500 Myr) were much weaker 
than during the “Late Heavy Bombardment” event that occurred approximately 
4100 to 3800 Myr ago, the possibility for extraterrestrial organic matter to be pre-
served in sediments is highly relevant for the search of fossilized organic carbon 
on Mars [9]. This is because the major part of this organic matter is exceptionally 
stable and for this reason is called Insoluble Organic Matter (IOM) in the geologi-
cal literature. It would thus resist over geological timescales even under the harsh 
Martian surface conditions [9]. In the case of any possible discovery of organic 
matter preserved in the oldest Mars sediments, it would be crucial to assess its 
origin. Indeed, Early Mars was warmer and wetter during Noachian (Fig. 15.1), 
and it had sufficient water to fill impact craters and to give a small sea covering 
its northern hemisphere [10], in which both extraterrestrial IOM and IOM from 
fossilized microorganism could be preserved. The problematic is the same for the 
IOM of primitive Earth sediment, and the biologic origin of the most primitive 
fossilized carbonaceous microstructures has been vehemently debated in recent 
years [6, 11–13]. For all these reasons, it becomes of primary interest to develop 
non invasive techniques that will allow to detect biomarkers of primitive life in 
the fossil carbonaceous matter, and to assess its syngeneity with the host rock.

Also, in addition to their possible role as a source of organic matter on Early 
Earth, carbonaceous meteorites can be considered as fossils of the Solar System 
birth, 4560 Myr-ago. They come from parent bodies with size of the order of tens 
of kilometers, which were too small to undergo differentiation by partial melting. 
For this reason their elemental composition is the same as Sun except the most 
volatile elements. These parent bodies were heated by radioactive decay of short 
live radionucleides, giving variable degrees of aqueous alteration and thermal meta-
morphism [14, 15]. Despite these modifications which occurred after the accretion 
of the parent body, the IOM retained molecular and isotopic signatures of the pre-
accretionary history in the protosolar nebula, or before the formation of this proto-
solar nebula ( ie before 4560 Myr) [16–18].

Among all the possible spectroscopic methods to study the primitive IOM in the 
context of the origin of life, Raman spectroscopy is one of the most emblematic 
one, since its first use in paleobiology in the seventies [19, 20]. This technique 
is now sufficiently mature so that ESA/NASA ExoMars planetary mission (pro-
posed for launch in 2018) will contain a miniaturized Raman spectrometer [21]. 
However, in addition to some pitfalls such as autofluorescence and laser heating 
of IOM by the incident laser beam, the latter is highly absorbed by the brown 
or dark rocks containing carbon (usually cherts), so that Raman spectroscopy is 
limited to the surface, and 3D Raman hyperspectral imaging is limited to depth 
smaller than 20 μm in samples [20]. In the perspective of combining complemen-
tary techniques for the analysis of fossilized IOM, EPR spectroscopy presents 
interesting characteristics that are not shared with other techniques. In particular 
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the radiation-matter interaction involved in magnetic resonance being of magnetic-
dipolar nature (compared with electric-dipolar interaction for other spectroscopic 
techniques), the microwave radiation-interaction is so weak that the bulk rather 
than the surface of the sample is probed with EPR spectroscopy. In this chapter, we 
focus on the primitive Earth’s oldest rocks containing IOM, and on IOM from car-
bonaceous meteorites. The rather good combination of sensitivity, spectral resolu-
tion and selectivity of EPR is well adapted to the identification of markers for the 
origin and the age of biogenic and extraterrestrial IOM. It is important to note that 
EPR in such Astrobiological context is only emerging, so that considerable work 
remains to be done before reaching an EPR’s maturity equivalent to that of Raman 
spectroscopy. It is worth noticing that EPR of transition metal ions can also be used 
to search for biosignatures of the origin of life [22, 23], however this aspect of EPR 
is not treated in the present chapter.

15.2 � EPR of IOM in the Context of Origin of Life

The insoluble organic matter (IOM), which corresponds to the definition of 
kerogens in contrast with extractable organic matter, is the form of mature car-
bonaceous matter that is preserved in ancient sedimentary rocks, such as coals 
for example [24]. Also, the IOM present in carbonaceous meteorites is often 
described as “kerogen-like” [7]. Only kerogens originating from the evolution 
of biological materials are relevant in the context of the origin of life on Earth 
and the search for traces of extinct life on Mars. Moreover these materials must 
be clearly distinguished from kerogens originating from chemical origin, such 
as Fischer-Tropsch reactions or decarbonatation of carbonate minerals, and also 
from interplanetary delivery. During evolution at geological timescales, the or-
ganic matter is subjected to cracking and aromatization-condensation reactions, 
with the progressive elimination of functional groups (H2O, CO2, …) and link-
age between aromatic molecules, leading to an increasing stacking of aromatic 
sheets [24]. This evolution manifests itself by a decrease of O/C ratio (diagenesis) 
followed by a decrease of H/C ratio (catagenesis), giving a disordered carbona-
ceous network made of more or less branched, stacked and disoriented aromatic 
domains with sizes corresponding to less than ten fused rings. The next stage 
(metagenesis) corresponds to an increase of the size of aromatic stacks, with a 
further release of CO2, CH4, N2 etc. Paramagnetic radicals are formed during this 
geological evolution, giving a single EPR line growing up during catagenesis 
(radical formation) and then decreasing during metagenesis (radical condensa-
tion). This transition occurs at H/C ≈ 0.5 in the case of coals [25]. At the molecular 
scale, this evolution corresponds to a progressive loss of memory of the biological 
origin of this material. In the case of Archean cherts, identification of the biologi-
cal precursors syngenetic with the sediment formation is complicated due to pos-
sible organic contaminations during the formation of sediments (interplanetary 



54515  EPR of Primitive Organic Matter: A Tool for Astrobiology

material, abiotic IOM) or long after, by endolithic bacteria for example. All this 
evolution is schematized in Fig. 15.2.

In the case of Precambrian cherts, with ages ranging between ~3800 Myr and 
540 Myr (Fig. 15.1), the IOM is generally very well preserved in microcrystalline 
siliceous rocks (cherts). In all cases, the EPR signal is a more or less symmetrical 
line at nearly free electron spin g-value. In this field range the signal is often 
superimposed to signals of defects and impurities of the mineral matrix, such 
as FeIII, VOII, E′ centres and AlSi° centres in SiO2 (in Kröger-Vink notation) [22, 
26]. At room temperature and at X-band, the EPR signal of radicals in IOM is 
superimposed with the g// component of E′ centre of the chert. This centre can be 
detected selectively by recording the signal 90°-out-of-phase with the modulation 
(Fig.  15.3a). The E′ centre spectrum can then be subtracted from the in-phase 
spectrum to give the pure IOM spectrum. In the case of carbonaceous meteorites, 
which contain a large fraction of magnetic minerals, the EPR spectrum is domi-
nated by a broad (~130 mT) ferromagnetic resonance (FMR) signal, which masks 
the weak IOM signal [27]. The latter can be observed by isolating the IOM from 
the mineral matrix by a demineralizing treatment with concentrated HCl [28]. 
An example of EPR signal of IOM extracted by HF-HCl treatment of Orgueil 
and Murchison meteorites is given in Fig.  15.3b, where the narrow IOM line 
is superimposed to a broad and distorted FMR signal due to residual magnetic 
minerals [29].

Despite the single line character of the EPR spectrum of primitive IOM, a lot of 
information can be obtained (a) from the cw-EPR spectrum, such as g-factor, line-
width, lineshape, magnetism, (b) from analysis of the unresolved hyperfine interac-
tion by using ENDOR or pulsed EPR methods, and (c) from direct measurement of 
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Fig. 15.2   Evolution of biological matter in sediments deposited in an Archean sea, including 
bacterial and abiotic contamination
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electron spin states by nutation spectroscopy. All these data give information on the 
evolution stage of the IOM, its age and its origin as developed in next sections of 
this chapter (Table 15.1).

15.3 � g-Factor and EPR Linewith

15.3.1  �IOM of Meteorites

Curiously, it has been often argued that the abiotic IOM of carbonaceous meteorites 
is chemically similar to terrestrial type III kerogens [7], which are of biological 

a

b

Fig. 15.3   Room tempera-
ture X-band EPR spectra of 
a 3500 Myr-old chert from 
Dresser Formation, Warra-
woona Group, Pilbara Craton, 
Australia, recorded in-phase 
and 90° out-of-phase with 
the modulation, and b IOM 
from Orgueil and Murchison 
carbonaceous meteorites 
(~4500 Myr). Experimental 
condition: a Microwave 
power 0.02 mw (in-phase 
spectrum) and 2 mW 
(out-of-phase spectrum), b 
Microwave power 30 mW 
(main spectra) and 0.2 mW 
(inserts). Figure 15.3b is 
adapted from [29] with per-
mission from Elsevier (2002)
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origin! Based on their O/C and H/C ratio, terrestrial kerogens are classified in three 
types I, II and III. Kerogen type II originates from planktonic precursors deposited 
in open marine and fresh-water lacustrine environment, while type III originates 
from higher terrestrial plants deposited into lacustrine or marine settings [24]. Kero-
gen type I is due to different types of precursors in different sediment environments. 
As g-factor reflects the presence of heteroelements (mainly O) in the vicinity of 
radicals, it is closely related to the maturation degree of the IOM, reflected by its 
O/C and H/C ratios. Figure 15.4 shows variation of the g-factor versus O/C and 
H/C in kerogens of different origins [30], compared with data (in red) from Orgueil, 
Murchison and Tagish Lake meteorites [29, 31]. It appears that the similarity based 
on average chemical composition is also true for the environment of organic radi-
cals. However it must be stressed that this similarity does not mean that protosolar 
IOM preserved in meteorites is of biological origin! It only indicates that radicals 
in abiotic IOM that preceded Earth and its life are of the same nature as radicals 
formed during maturation of IOM of biologic origin. The similarity of EPR lines 
and their g-factor for abiotic IOM (protosolar, 4500 Myr-old) and biogenic IOM 
clearly emphasizes the difficulty to find biosignatures of primitive life from the 
single EPR line of organic radicals.

15.3.2  �IOM in Primitive Sedimentary Rocks

The complex evolution during geological timescale of the IOM fossilized in sedi-
mentary rock can be studied by considering kinetics that controls the maturation 

Table 15.1   Relation between EPR parameters and astrobiological information
Parameter Method Structural information Astrobiological 

information
Linewidth cw-EPR H/C, radical concentra-

tion, disorder
Evolution of IOM, 
metamorphism

g-factor cw-EPR O/C and H/C of IOM Evolution and alteration 
of IOM

Lineshape cw-EPR Spatial distribution of 
radicals

Evolution and dating of 
IOM

Intensity I = f( T) cw-EPR Magnetism Origin of IOM
(Earth versus 
interplanetary)

Electron spin  
value (S)

Nutation  
spectroscopy

Structure of aromatic 
radicals

Origin of IOM
(Earth versus 
interplanetary)

1H and 13C hf 
interaction

HYSCORE
(ESEEM)

Aliphatic branching of 
IOM radicals

Origin of IOM
(Earth versus 
interplanetary)

31P, 14N, … hf 
interaction

HYSCORE
(ESEEM)

Presence of 
heteroelements

Biosignatures

2H hf interaction HYSCORE
(ESEEM)

D/H ratio Origin of protosolar 
organic matter
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of kerogens, which is thought to be a first order kinetics [32, 33]. The amount of 
radicals Nrad created at time t is proportional to N A ktrad ∝ −exp( ) , with the kinetic 
constant given by:

�
(15.1)

where A is the collision constant (s−1) and Ea the activation energy of maturation 
reactions. The intensity of the EPR line produced in IOM depends on both time and 
temperature Nrad( t, T). This implies that the same amount of radicals, ie the same 
maturation stage, can be formed by using two different time-temperature couples 
( t1, T1) and ( t2, T2) [34]:

�
(15.2)

This points out that ~1000 Myr at room temperature creates as many spins as 5 min 
at 670 °C. According to Eq. 15.2, an accelerated evolution of the IOM along geolog-
ical timescale can be experimentally observed by step annealing treatment of cherts 
considered as very recent compared to the birth of Earth (4500 Myr). Figure 15.5 
shows the evolution of EPR parameters of two cherts (396 and 45 Myr-old, respec-
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Fig. 15.4   g-factor versus O/C (a) and H/C (b) for radicals of IOM from Orgueil, Murchison and 
Tagish Lake meteorites (from refs [29] and [31]) compared with data from 31 type III kerogen 
samples of different origins (a, grey area, after ref [30]), and data for types I, II and III kerogens 
(b, dashed lines, from ref [25])
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tively) upon cumulative step annealing treatments (15 min at each step) from room 
temperature to about 800 °C [26]. Four domains can be distinguished. In domain I, 
temperature is too low to produce significant variations of EPR parameters. Domain 
II corresponds to a decrease of the g-factor, reflecting a loss of oxygen in the form 
of H2O and CO2. This evolution is thus characteristic of diagenesis reactions ob-
served on coals [25]. In domain III, the sharp decrease of the linewidth indicates a 
hydrogen loss and a significant increase of the amount of radicals. Indeed, as shown 
by spin echo experiments (see Sect. 15.5), the EPR linewidth is due to unresolved 

Fig. 15.5   Variation of room 
temperature EPR parameters 
of IOM radicals upon cumu-
lative step heating treatment 
(15 min at each temperature) 
of cherts from the Rhynie 
formation, Aberdeenshire, 
Scotland (396 Myr-old) 
and the Clarno formation, 
Oregon, USA (45 Myr-old). 
Top: peak-to-peak linewidth 
ΔB; middle: g-factor; bottom: 
spin concentration. Full 
triangles: Rhynie chert; Open 
squares: Clarno chert under 
vacuum; Full circles: Clarno 
chert in ambient air. Adapted 
from [26] with permission 
from Springer (2008)
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hyperfine structure with 1H nuclei of the IOM. Consequently, domain III can be 
related to catagenesis [24]. Finally, the high temperature domain IV is character-
ized by a constant linewidth and a decrease of the number of radicals, due to the 
condensation of aromatic groups observed in metagenesis [24].

Accordingly, EPR of IOM radicals in cherts of different geological ages will 
reflect the degree of evolution of this IOM. This is illustrated on Fig. 15.6, which 
shows the variation of the peak-to-peak linewidth ΔB of the IOM line in cherts 
with ages ranging from 2.9 Myr to ~3500 Myr [26]. According to Fig. 15.5, the 
decrease of ΔB with increasing age for Phanerozoic and Proterozoic cherts is due to 
the progressive hydrogen loss observed in domain III. However, for Archean cherts, 
which should correspond to domain IV, ΔB exhibits a broad distribution which can-
not be due to a distribution of H/C ratio, as shown below by the lack of 1H signal in 
HYSCORE spectra. It was found that in Archean IOM, the linewidth increases with 
the metamorphism of the rocks (yellow, green and blue symbols in Fig. 15.6). This 
indicates that the origin of line broadening of Archean IOM lines is different from 
the hyperfine broadening which characterizes Proterozoic and Phanerozoic cherts. 
However the observation of spin echoes (see Sect. 15.5 below) shows that the EPR 
lines are still inhomogeneously broadened, so that a broadening due to dipolar in-
teractions between neighboring radicals appears the most likely for Archean IOM.

With this mechanism, the EPR linewidth in domain IV of Archean cherts is driv-
en by the R−3 dependence of dipolar interactions between unpaired electron spins of 
radicals. Statistical theory predicts that the peak-to-peak linewidth of a Lorentzian 
line in a magnetically diluted spin system is related to the spin concentration N  
by [35]:

Phanerozoic Proterozoic Archaean

Li
ne

w
id

th
 ∆

B 
(m

T)

107 108 109 1010

Radical 
forma�on

Hydrogen loss

Carbonaceous 
meteorites

Tagish Lake
Murchison

Orgueil

Increasing
metamorphism 

Age (Years)

Fig. 15.6   Variation of the peak-to-peak EPR linewidth of IOM radicals in cherts of Phanerozoic, 
Proterozoic and Archean ages. Archean cherts are distinguished by their increasing metamorphic 
grade. These data are compared with those measured for the IOM of 4500 Myr-old carbonaceous 
meteorites. The dashed line is a guide for the eyes. Adapted from [26] with permission from 
Springer (2008)
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�
(15.3)

with N in cm−3 and ΔB in mT. As domain IV of the IOM evolution corresponds to 
a condensation of aromatic groups with a decrease of N, the fact that ΔB increases 
by a factor 5–7 shows that the surviving radicals concentrate in the form of shallow 
aggregates with local concentrations Nloc > N. These aggregates of radicals are prob-
ably localized in the boundary between ordered aromatic domains [36].

The EPR linewidth of IOM radicals in carbonaceous meteorites are shown in red 
in Fig. 15.6. Although these meteorites are among the most ancient objects of the 
solar system (4560 Myr), ΔB in the range 0.4–0.6 mT is the signature of a signifi-
cant hydrogen content, in agreement with chemical analyses and with HYSCORE 
results shown in Sect. 15.5. These important hydrogen contents indicate that the 
parent bodies of these meteorites (which were destroyed by impacts shortly after 
their formation, giving meteorites) did not suffer from pronounced thermal epi-
sodes.

In principle, Fig. 15.6 shows that the EPR linewidth could give information on 
the evolution stage, and thus the age, of the fossil IOM. However this diagram must 
be used with caution because a linewidth ΔB ≤ 0.3 mT can correspond to two dif-
ferent periods (Proterozoic and Archean). For example, a 3500 Myr-old Archean 
chert containing fossil IOM with ΔB = 0.3 mT corresponds either to bacteria fossil-
ized 3500 Myr ago (syngenetic IOM) or to endolithic bacteria that lived in the rock 
~500–700 Myr later (contamination). To assess syngeneity of the IOM ( i.e dating 
IOM with respect to the host rock), we need a parameter which varies monotoni-
cally with the age of IOM.

15.4  �Dating Primitive IOM by the EPR Lineshape

EPR spectra of IOM trapped in ancient sedimentary rocks and in carbonaceous 
meteorites are always characterized by a single symmetrical line with nearly free 
electron spin g-value. After considering the evolution of the linewidth in Sect. 15.3, 
we consider in this section the evolution of the lineshape, which exhibits three dif-
ferent types: Lorentzian, Lorentzian with Gaussian character, and stretched Lo-
rentzian characterized by tails falling-off more slowly than pure Lorentzian. Four 
limit cases of lineshapes are shown in Fig. 15.7, where the magnetic field axis is 
normalized with respect to g-factor and linewidth. We observed that the lineshape 
varies continuously from Lorentzian-Gaussian to Lorentzian and to stretched Lo-
rentzian with increasing stretching upon increasing age of the IOM of cherts [26]. 
Despite the fact that narrow Lorentzian-type EPR lines are generally associated to 
motional narrowing (in liquid) or to exchange narrowing (in solids) and are thus 
homogeneous [37], EPR lines of primitive IOM (cherts and meteorites) always give 
spin-echoes modulated by hyperfine interactions (ESEEM effect). This shows that 
EPR lines of IOM are inhomogeneously broadened by dipolar interactions [38, 39].

2
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The most detailed analysis of magnetic resonance lineshape of a diluted spin 
system randomly distributed in solid state has been given by Fel’dman and Lacelle 
[40]. They showed that the relaxation function G td ( ) of the diluted spin system has 
the general form:

� (15.4)

For electron spins, this function describes the decay with time t of the spin mag-
netization perpendicular to the magnetic field, after an infinitely short microwave 
pulse. Constant a depends linearly on the spin concentration, and D is the dimen-
sionality of the spatial spin distribution, with D = 1 for a linear distribution, D = 2 for 
a distribution in a plane, and D = 3 for a distribution in a volume. The EPR line is 
the first derivative of the Fourier transform of G td ( ). The classical Lorentzian line-
shape corresponds to the case D = 3. The lower-dimensional distributions ( D < 3) 
give stretched Lorentzian. However there is no analytical expression for these line-
shapes, which can only be calculated numerically. The two stretched Lorentzian 
shapes shown in Fig. 15.7 correspond to the limiting cases D = 2 and D = 1 (the most 
stretched line). In order to quantify the stretching character of EPR lines, it is more 
convenient to use a system of coordinates ( X, Y) given by:

�

(15.5)

and:

�
(15.6)

where B0, Bres and App are the applied magnetic field, the field at the center of the 
line and the peak-to-peak amplitude, respectively. The function F( B0 − Bres) repre-
sents the field derivative of a Lorentzian or a Gaussian absorption line. In this rep-
resentation, the Lorentzian lineshape is represented by a straight line of equation:
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Fig. 15.7   Theoretical EPR 
lineshapes corresponding to 
limit cases of dipolar broad-
ening. Gaussian lineshape 
corresponds to high spin con-
centration regime (electron 
spins or electron + nuclear 
spins). Lorentzian and the 
two stretched Lorentzian 
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electron spin distributions 
in diluted spin regime (see 
text). Adapted from [41] by 
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Liebert (2013)
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�
(15.7)

and the Gaussian lineshape is represented by an increasing exponential:

�
(15.8)

Stretched Lorentzian lineshapes are given by the ( Y, X) representation of the first 
derivative of the Fourier transform of expression 15.4 with D = 2 and D = 1. The four 
limit cases of EPR lineshapes in this representation are shown in Fig. 15.8a.

Experimental spectra can be represented in this scheme by using Eq. 15.6 where 
F( B0 − Bres) is measured from experimental points. The case of a 1880  Myr-old 
chert (Gunflint, Ontario, Canada) and a ~3500 Myr-old chert (Dresser Formation, 
Warrawoona Group, Australia) are given in Fig.  15.8a and b, respectively. We 
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Fig. 15.8   EPR lineshape 
in a representation where 
a Lorentzian is linear with 
a experimental point for a 
1880 Myr-old-chert (Gunflint 
formation, Ontario, Canada) 
and b a 3500 Myr-old chert 
(Dresser Formation, War-
rawoona group, Australia). 
3D, 2D and 1D represent 
the extreme case D = 3, D = 2 
and D = 1 for dimensionality 
of the spin distribution. The 
hatched area (R10) between 
Lorentzian line and experi-
mental points measures the 
deviation from the Lorentz 
shape function. Adapted from 
[26] with permission from 
Springer (2008)
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quantified the experimental lineshape by defining a lineshape factor R10 given by 
(adapted from ref [26]):

�
(15.9)

where fL( X) represents the Lorentzian line (Eq. 15.7). This lineshape factor corre-
sponds to the algebraic surface between the experimental spectrum f( X) and the Lo-
rentzian line fL( X) (Fig. 15.8b). Integration is limited to X = 10 in Eq. 15.9 because 
in most case, the signal-to-noise ratio becomes too low for X ≥ 10, so that the inte-
gral may not converge for X→∞. The R10 factor is equal to 0 for a Lorentzian line, 
and any Gaussian or stretched Lorentzian character of the EPR line gives R10 > 0 or 
R10 < 0, respectively. For the limit case of diluted electron spin system without hy-
perfine broadening by 1H nuclei, the limit values of R10 are R10 = 0, − 1.78 and − 2.95 
for dimensionality of the spin distribution D = 3, 2 and 1, respectively. Details of 
data processing are given in [41].

R10 factors measured for a collection of Precambrian cherts coming from Chi-
na, Canada, Australia and South Africa are shown in Fig.  15.9a [41]. It appears 
that the EPR line is nearly Lorentzian around 2000 Myr (Proterozoic), with a clear 
stretched character for Archean cherts. This indicates that the electron spins are 
homogeneously distributed ( D = 3) in the IOM around 2000 Myr, and acquire a low 
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dimensional distribution (2 ≥ D ≥ 1) for Archean IOM (2500–3500 Myr). In order to 
get further insight into this effect, accelerated ageing experiment were performed 
by cumulative step annealing treatment as described above (Fig. 15.5) on a 45 Myr-
old chert (Clarno Formation, Oregon, USA) containing a variety of fossil remains, 
and on cyanobacteria microcoleus chtonoplastes collected in the lake “La Salada 
de Chiprana” (Spain) [36]. The evolution of R10 factor with temperature for these 
two samples is shown as black symbols in Fig. 15.9b. Data below ~500 °C are not 
reported because the poor signal-to-noise ratio at lower temperature introduced too 
much error in R10 data processing. It appears that upon increasing step annealing 
temperature, R10 decreases linearly from R10 ~3 (Lorentzian with Gaussian charac-
ter) to 0 (Lorentzian, D = 3) and next to negative values corresponding to D = 2 and 
D = 1 for stretched Lorentzian [41]. The variation of R10 with age of Fig. 15.9a is 
also reported in Fig. 15.9b (red symbols, upper abscissa in Log scale). The tempera-
ture ( T)-age ( A) correlation (black line) corresponds to the following equation [26]:

�
(15.10)

with A in years. This evolution shows that R10varies continuously and not by steps 
as could be suggested by data of Fig. 15.9a. The positive R10 values of IOM younger 
than ~1500 Myr (step temperature T < ~600 °C in the T-A correlation) corresponds 
to domain III in Fig. 15.5, where the line narrowing is due to hydrogen loss. This 
shows that the decreasing Gaussian character in the R10 variation is due to a de-
creasing unresolved hyperfine interaction with hydrogen nuclei. The Lorentzian 
shape observed around 2000 Myr indicates that radicals (small aromatic groups) are 
magnetically diluted and homogeneously distributed in the IOM. For Archean IOM 
(2500–3500 Myr), corresponding to step annealing temperatures T > ~620 °C), the 
decreasing dimensionality of the spin distribution from D = 3 to D = 1 corresponds 
likely to the increasing size and increasing linkage of aromatic groups. This pushes 
the unpaired electron spins on the edges of these disordered aromatic networks, giv-
ing a bidimensional character to the spin distribution. Upon increasing ordering of 
these aromatic networks, leading to large aromatic sheets, defects become distrib-
uted along more or less linear edges, giving an apparent pseudo D = 1 spin distribu-
tion. All this evolution of R10 from 0 to negative values corresponds to domain IV in 
Fig. 15.5. With the help of the age-temperature correlation, we obtain the following 
expression for the variation of R10 factor with the age of the IOM [41]:

�
(15.11)

with A in years and 9.0 0.3a = − ±  and 83.0 2.9b = ± . Expression 15.11 may 
be useful to assess the syngeneity of the IOM with respect to the host rock. For 
example if bacteria were fossilized in sediment of a 3500 Myr-old sea, we expect 
an EPR line of IOM with R10 ≈ − 2.9. Let us now consider a chert dated 3500 Myr 
by isotopic methods on minerals and giving an EPR line of IOM with R10 ≈ + 1, this 
strongly suggests that this IOM originates from endolithic bacteria that contami-
nated the rocks ~1200 Myr later, ie during Lower Proterozoic 2300 Myr ago.

T C A( ) log° = −353 2650

10 logR Aa b= +
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It is interesting to note that IOM from carbonaceous meteorites, formed during 
the condensation of the protosolar nebula 4560 Myr ago, have an EPR lineshape 
factor R10 strictly equal to 0 (purely Lorentzian line), as shown in Figs. 15.3b and 
15.9a. This is clearly related to the different history of the IOM in terrestrial and 
extraterrestrial conditions. In the first case, the evolution is governed by thermally 
activated processes, which can be even accelerated during metamorphic events. Ex-
traterrestrial IOM has been submitted to very low temperature during the major 
part of its existence, to aqueous alteration when the radioactivity was sufficiently 
high to allow liquid water to circulate in the parent body, and to high flux of cosmic 
radiations from the Sun and the galaxy. The g-factor (Fig. 15.4) and the linewidth 
(Fig. 15.6) for meteoritic IOM are the signatures of high O/C and H/C ratios, indi-
cating a low maturity, while the R10 = 0 (Fig. 15.9a) is the signature of small aromatic 
radicals distributed in the volume of the IOM. These results for IOM radicals agree 
with 13C NMR, FTIR, XANES, HRTEM and pyrolysis methods of meteoritic IOM, 
which give the image of a disordered IOM made of a network of small polyaromatic 
groups linked by highly branched and short aliphatic groups [42]. Despite these dif-
ferences between meteoritic IOM and biogenic IOM fossilized in Archean cherts, 
it appears likely that any meteoritic input into the organic materials preserved in 
Archean sediments would be submitted to the same conditions of temperature as 
biological remains, so that the structure of the final IOM and the corresponding 
EPR spectra should be undistinguishable. In the perspective of searching for the 
origin of life on Earth and traces of extinct life on Mars, it is important to identify 
EPR markers which could discriminate biogenic IOM and IOM originating from 
an interplanetary input. As shown in the next section, such markers can be obtained 
from the hyperfine (hf) interaction between the unpaired spins and magnetic nuclei 
of radicals and their surroundings.

15.5 � Searching for Nuclear Spin Signatures

Elements with spin I = 1/2, such as Hydrogen 1H (99.985 %), 13C (1.11 %), 15N 
(0.366 %) and 31P (100 %), or with spin I = 1, such as deuterium 2H (0.0148 %, also 
noted D) and 14N (99.63 %), can be present in IOM radicals or in their neighboring. 
Numbers in parenthesis are the natural abundances on Earth. However these abun-
dances are generally different in extraterrestrial IOM. Hyperfine interaction (and 
quadrupolar interaction for nuclei with spin ≥ 1) is sensitive to the nature of chemi-
cal bond, the structure of electron ground state and to electron-nuclei distances, and 
thus gives direct information on the structure of IOM radicals. Also, the presence of 
particular heteroelements, of specific C–H bonds and isotopic compositions reflect 
the history of the IOM. This memory of the origin and evolution of IOM is recorded 
in the unresolved hf interactions, which can be measured by ENDOR and by pulsed 
EPR methods. Methods based on Electron spin echo envelope modulation (ESEEM) 
effect are well adapted to the very disordered and complex structure of IOM, because 
ESEEM allows the detection of all types of isotopes, and is particularly sensitive to 
those with small magnetic moment [43]. We used the two-dimensional version of 
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4-pulse ESEEM, referred to as Hyperfine Sublevel Correlation (HYSCORE) meth-
od, corresponding to the pulse sequence shown in Fig. 15.10a [43, 44]. A first π/2 
pulse that creates electron spin coherences, is followed by a second π/2 pulse after 
waiting time τ which transfers the coherence to neighboring nuclear spins. A third 
π pulse after time t1 introduces correlations between mI states of the two ms states, 

a

b

Fig. 15.10   a Pulse scheme for the HYSCORE experiment, b Schematic representation of a hypo-
thetical branched polyaromatic fragment in IOM. The unpaired electron delocalized over the 
aromatic network is represented by an arrow. Three types of hydrogen atoms are distinguished: 
distant hydrogen (Hd), “benzylic” hydrogen (Hb) and aromatic hydrogen (Ha). The corresponding 
HYSCORE spectra are schematized on the right
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and these nuclear correlations are transferred back to electron spins by a π/2 pulse 
after time t2, generating a spin echo after time τ. Waiting times t1 and t2 are varied 
stepwise at constant τ. The resulting two-dimensional set of echo modulations gives, 
after Fourier transform, a two-dimensional HYSCORE spectrum.

To illustrate the kind of information that can be obtained from hf interaction, 
let us consider in Fig. 15.10 a hypothetic polyaromatic radical, with the unpaired 
electron spin delocalized on a π-type molecular orbital made of carbon 2pz orbitals 
(z perpendicular to the aromatic plane). The 2pzorbital on ith carbon on the edge 
of polyaromatic radical bears an electron spin density ρi. Owing to the extremely 
disordered character of IOM, where polyaromatic groups may exhibit various sizes 
and shapes, and a variety of aliphatic branching, a rigorous interpretation of HY-
SCORE spectra is a difficult task. Whatever the size and shape of the polyaromatic 
group, the radicals always contain three main types of hydrogen atoms depending 
on their distance from the edge carbon atom Ci: (i) aromatic hydrogen (noted Ha) 
which are directly bonded to this carbon, (ii) hydrogen atoms in benzylic position 
(noted Hb) in an aliphatic group linked to this carbon, and (iii) more distant hy-
drogen atoms (noted Hd). From the point of view of 1H hyperfine interaction, the 
polyaromatic radical can thus be considered as an association of Ci-Ha fragments 
and Ci-R fragments, with aliphatic groups R = C(Hb)2-R′ or CHb(R′)2 or C(R′)3, with 
carbon Ci bearing an electron spin density ρi. Distant hydrogen atoms Hd are local-
ized in R′ fragments or in neighboring polyaromatic units. For a given H atom, 
nuclear modulation of the spin echo gives peaks located on (or close to) the ridge 
perpendicular to the diagonal of the HYSCORE spectrum and crossing it at the pro-
ton nuclear frequency νn. These peaks are characterized by frequency coordinates 
ν− and ν+ which depend on νn and two hyperfine parameters A and B [45, 46]:

�

(15.12)

with the hf interaction A given by 2 2( ) / 2 nA n n n− += − . It is the sum of the isotropic 
Fermi contact term Aiso and the dipolar term Adip. In principle Eq. 15.12 is valid 
when Adip is described by a point dipole approximation, which may not be rigor-
ously true for a Ci-Ha fragment. For a spin density ρi = 1 on Ci atom, the Fermi 
contact term of a Ci-Ha fragment is characterized by the McConnell parameter Qα 
which takes values in the range − 67.3 to − 84.1 MHz for a neutral radical [47]. The 
negative value is due to the negative spin density at the hydrogen nucleus origi-
nating from the spin polarization of the C-H bond by the electron in pz orbital. 
The corresponding dipolar interaction contains three components Adip, z =  38 MHz,  
Adip, y =  − 36 MHz and Adip, x =  − 2.8 MHz [48], with z axis along the C-H bond. The 
three hyperfine components of the Ci-Ha fragment are thus given by:

�

(15.13)
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Thus even with a small spin density ρi, the hyperfine interaction with an aromatic 
hydrogen Ha is anisotropic. For a given ρi, the HYSCORE spectrum in an amor-
phous system gives peaks and ridges that are positively shifted from the anti-diag-
onal and exhibit a “horn shape” (Fig. 15.10). The splitting between the extrema of 
the ridge is equal to Aiso + 2T, and the shift from the anti-diagonal is 9T2/32νn, with 
2T = Adip, z [43, 49]. In disordered systems the distribution of ρi can lead to relatively 
complex HYSCORE lineshapes.

For branched Ci-R fragments, with aliphatic groups R = C(Hb)2-R′ or CHb(R′)2, 
the spin density at the hydrogen nucleus in benzylic position Hb is due to a direct 
spin transfer from the carbon pz orbital, so that Aiso is large and positive:

� (15.14)

with B2 = + 140 to + 160 MHz for a neutral π radical [47]. The angular dependence 
takes into account the efficiency of the spin transfer with the angle θ between the 
axis of the pz carbon orbital and the orientation of the C-H bond. The dipolar inter-
action is smaller than 10 MHz [48], so that it can be neglected. Consequently, we 
expect for a Hb hydrogen Ai, x,y, z ≈ Ai ≈ ρi·Aiso. For a given value of ρi, the spectrum 
is a pair of peaks along the anti-diagonal, with a splitting Aiso. In disordered IOM, 
we expect a distribution of ρi values so that all the peaks distributed along the anti-
diagonal will overlap, giving a straight ridge. Finally, distant hydrogen atoms Hd are 
characterized by weak dipolar interactions, and they appear as a single peak at the 
proton frequency νn = 14.5 MHz. These three limit cases of HYSCORE lineshapes 
are illustrated in Fig. 15.10.

Figure 15.11 shows representative HYSCORE spectra at 9 K of three cherts dat-
ing 45 Myr (Clarno), 1880 Myr (Gunflint) and 3500 Myr (Dresser), and the IOM 
from Orgueil meteorite (4500 Myr). Tagish Lake meteorite gives the same type of 
spectrum as Orgueil [39], not shown here. These spectra show peaks and ridges of 
1H, 13C, 31P, 14N and 29Si nuclei, with the following characteristics.

15.5.1 � 1H and 13C: Signatures of the  
Extraterrestrial/Terrestrial Origin?

We can first observe in Fig. 15.11 that the intensity of the 1H-HYSCORE signal 
decreases with the age of the chert, which agrees with the EPR line narrowing 
with increasing age, resulting from the hydrogen loss during evolution of the IOM 
(Fig. 15.6). The fact that the 1H signal vanishes in Achean cherts may be used to 
check the antiquity of the IOM and its syngeneity with the host rock. Indeed a late 
contamination would give IOM with a detectable proton signal. The lack of 1H 
signal in the 3500 Myr-old Dresser chert clearly confirms that the dipolar broad-
ening of its EPR line (Fig. 15.6) is a consequence of metamorphism and not the 
effect of an unresolved proton hyperfine interaction. The second important point is 
that the shape of 1H-HYSCORE spectra of biogenic IOM (cherts) and abiotic IOM 

2
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(meteorites) are different. The proton ridge is linear with a central peak at the pro-
ton frequency in meteoritic IOM, which indicates that the major part of hydrogen 
atoms of organic radicals is of “benzylic” type Hb and distant type Hd. This implies 
that most aromatic hydrogen atoms Ha in aromatic radicals have been exchanged by 

Fig. 15.11   HYSCORE spectra at 9 K and τ = 136 ns for Clarno chert (45-Myr), Gunflint chert 
(1880 Myr) and Dresser chert (3500 Myr), and the IOM extracted from the Orgueil meteorite. 
Adapted from [39] with permission from Mary Ann Liebert (2013)
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aliphatic chains (the sources of Hb and Hd atoms). This result agrees with previous 
13C-NMR studies showing that meteoritic IOM is made of highly branched aromatic 
groups linked by short and branched aliphatic chains [50, 51]. Alternatively, proton 
ridges of biogenic IOM (cherts) exhibit a “horn shape” characteristic of anisotropic 
hyperfine interaction. In the case of the 1880 Myr-old Gunflint chert, analysis of 1H-
HYSCORE spectrum reveals the presence of several types of hydrogen atoms, the 
dominant one being characterized by hf parameters Aiso ≈ − 3 MHz and T ≈ + 7 MHz. 
The significant dipolar contribution and the negative value of Aiso show that these 
dominant hydrogen atoms are aromatic (Ha). In conclusion, aromatic radicals of 
biogenic IOM in cherts are poorly branched contrary to those of meteoritic IOM.

The same type of information can be obtained from the 13C signal (frequency 
νn = 3.7 MHz, natural Earth abundance 1.11 %) (Fig. 15.11). Surprisingly, this signal 
is very weak and narrow in IOM of cherts, and should not be confused with the 29Si 
signal of the SiO2 matrix ( νn = 2.9 MHz, natural Earth abundance 4 %). On the con-
trary, 13C gives an intense ridge in meteoritic IOM. Ikoma et al. [52, 53] showed that 
13C/1H intensity ratio increases with the number of equivalent carbon nuclei inter-
acting with the electron spin. This ratio is clearly larger in meteorites than in cherts, 
which can be related to the highly (poorly) branched character of aromatic groups in 
the IOM of meteorites (of chert). The large number of carbon atoms at short distance 
of the polyaromatic group increases the probability for the electron spin to interact 
with a 13C nucleus [39]. In order to detect 13C signals in fossil IOM, it was necessary 
to increase the amount of IOM in the EPR cavity by removing the mineral part of 
the chert with the standard HF/HCl demineralization procedure [54]. The resulting 
HYSCORE spectrum for the IOM of the 3500 Myr-old Dresser chert is shown in 
Fig. 15.12 [39]. In the (+, −) quadrant corresponding to A  > 2νn, a doublet of 13C 
peaks is centered at A / 2  = 7.8 MHz. The fact that two narrow peaks are observed 
instead of a broad frequency distribution indicates that the electron spin density is 

Fig. 15.12   HYSCORE spectrum at 4 K and τ = 130 ns of the IOM extracted from the 3500 Myr-old 
chert of the Dresser Formation, Warrawoona Group, Australia. The (++) quadrant corresponds to 
ν1 > 0 and ν2 > 0, and the (+−) quadrant corresponds to ν1 > 0 and ν2 < 0. Double quantum transitions 
are noted dq. Adapted from [39] with permission from Mary Ann Liebert (2013)

 



562 D. Gourier et al.

mainly localized on a single type of carbon atom in the edge of aromatic groups. 
This is clearly different from Meteoritic IOM, where the 13C signal is localized in 
the (+, +) quadrant characterized by to A  < 2νn = 7.4 MHz (Figs. 15.11 and 15.13).

15.5.2 � 31P and 14N: Signatures of Extinct Life?

Another prominent difference of hf signatures of the two types of IOM concerns 
heteroelements such as phosphorous and nitrogen. All cherts exhibit a peak at 
12.2 MHz which is absent in meteorites (Fig. 15.11) [39]. It corresponds to a double 
frequency transition of 31P ( νn = 6.1 MHz) occurring at 2νn = 12.2 MHz. Compared 
with 1H signal, 31P signal increases with the age of the IOM and dominates the 
HYSCORE spectrum for the oldest (Archean) IOM (Fig. 15.11). This double fre-
quency 31P peak, with no measurable hyperfine interaction, probably originates from 
phosphorous-rich nanophases in contact with the IOM [39]. Their systematic pres-
ence in cherts is an indication of their biologic origin, for example the degradation 
of nucleic acids (DNA, RNA). The attribution of this signal to 31P is demonstrated 
by the study of IOM extracted for the 3500 Myr-old Dresser chert (Fig. 15.12). 31P 
signals are clearly seen in both (+, +) and (+, −) quadrants. In the (+, +) quadrant, 
single frequency transitions of 31P ( Aiso = 8 MHz, T = 1 MHz) are seen in the vicinity 
of double frequency transitions of 29Si. Two single frequency transitions of 31P are 
also observed in the (+, −) quadrant, with A ≈ 13.8 MHz. Such strong hf interactions 
are the indication of covalent C-P bonds at the periphery of IOM network [39]. On 
the opposite, 31P signal is lacking in IOM from meteorites [38].

Differences between cherts and meteorites exist also in the 14N-HYSCORE 
of extracted IOM. For meteorites, only a weak signal is observed at 14N nuclear 
frequency ( νn = 1.06 MHz) with no measurable hyperfine interaction (Fig. 15.13), 

Fig. 15.13   Low frequency 
part of the HYSCORE spec-
trum at 10 K and τ = 136 ns of 
the IOM extracted from the 
Orgueil meteorite. Adapted 
from [38] with permission 
from Elsevier (2008)
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while IOM from the 3500 Myr-old Dresser chert exhibits double quantum (dq) tran-
sitions in (+, +) and (+, −) quadrants, revealing at least two types of nitrogen atoms 
(Fig. 15.12). The fact that they have resisted to carbonization indicates that they are 
strongly bonded to the aromatic network. The presence of various types of nitrogen 
atoms in fossil IOM is also a strong indication of their biologic origin, which may 
result from the decomposition of proteins and nucleic acids, the latter being also 
responsible for the phosphorous signal.

15.5.3  �Deuterium: A Marker of the Protoplanetary  
Disk Chemistry

In the following deuterium 2H is noted D. Organic molecules of the interstellar 
medium are considerably enriched in deuterium (D/H ≈ 20,000 × 10−6) relative to 
the solar hydrogen (D/H = 25 ± 5 × 10−6) [55–57]. It was shown that this deuterium 
enrichment was produced by ion-molecule reactions at low temperature (down to 
10 K) and at density < 103 H m−3 [58]. An important characteristic of meteoritic 
IOM is a systematic enrichment of the meteoritic IOM relative to terrestrial IOM 
[16], with reported values in the range 300–500 × 10−6 [16, 59, 60]. However the 
origin of this enrichment is not clear as it is intermediate between the solar system 
abundance and interstellar abundance. To complicate the situation, it was recently 
shown that meteoritic IOM is highly heterogeneous in composition. Using Sims 
analyses, deuterium-rich hot-spots of micrometer sizes were found in the IOM, with 
D/H ratios up to 3200 × 10−6 [61, 62]. Two interpretations were proposed to account 
for the origin of these D-enriched regions [61, 62]: (1) Preserved interstellar D-rich 
molecules, (2) local concentrations of molecular species having the most exchange-
able C–H bonds. In interpretation (2), the exchange would have taken place at the 
low temperature periphery of the protosolar disk, which exhibited a high degree of 
ionization caused by a massive irradiation from the young Sun [63].

With HYSCORE measurements on deuterium and hydrogen hyperfine interac-
tions, it was possible to gain a deeper insight into the deuterium enrichment prob-
lem. Figure  15.13 shows the low frequency part of the HYSCORE spectrum of 
IOM extracted from the Orgueil meteorite. Deuterium signal is clearly observed 
between the broad 13C ridge and the weak 14N signal. By normalizing the inten-
sity ratio D/H of IOM with a reference organic sample with known D/H, a high 
value D/H = 15,000 ± 5000 × 10−6 was measured for Orgueil meteorite [38], which 
is close to interstellar values. It was shown quantitatively that organic radicals ac-
count for the entire excess of deuterium associated to the D-rich IOM hot spots [62]. 
Despite the extremely disordered character of meteoritic IOM, it was possible to 
localize the D-rich C-H bonds of the radicals. As shown in Sect. 15.5.1, the highly 
branched character of aromatic radicals implies that distant hydrogen atoms Hd and 
“benzylic”-type hydrogen atoms Hb dominate the 1H-HYSCORE spectrum, as re-
vealed by its linear shape (Fig. 15.12). Assuming that deuterium atoms partially 
exchange Hb hydrogen atoms, the ratio of hyperfine couplings should be equal to 
the ratio of nuclear g-factors:
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�
(15.15)

From the values AH ,max . .= ±12 3 0 2  MHz and AD,max . .= ±2 0 0 3 MHz measured 
from the lengths of hydrogen and deuterium ridges, a ratio A AH D,max ,max/ .= 6 2  is 
obtained, very close to the expected value 6.5. Thus, assuming a “benzylic”position 
for deuterium atoms, their hyperfine coupling is calculated from Eqs.  15.14  
and 15.15:

� (15.16)

This corresponds to the hyperfine coupling of a methylene deuterium adjacent to 
an aromatic carbon atom Ci bearing a spin density ρi in its pz orbital. Hydrogen in-
teraction shows that ρi ≤ 0.12. As aromatic radicals are more or less stacked, angle 
θ should be closed to 30° for an aliphatic chain fixed on Ci carbon. With B2 in the 
range 140–168 MHz [47], a deuterium coupling 1.9 MHz <  AD,max  < 2.3 MHz is 
prediced, in good agreement with the experimental value 2.0 ± 0.3 MHz.

This analysis shows that the considerable deuterium excess of meteoritic 
IOM is mostly localized in “benzylic” positions of branched aliphatic chains 
fixed to the aromatic radicals [38]. The energy of the C-Hb bond (≈ 40 kcal/mol) 
is much smaller than that of the C-Ha bond (≈ 110 kcal/mol) [64]. This indicates 
that the deuterium atoms occupy the most exchangeable C-H bonds [38]. The 
temperature corresponding to the experimental D/H ratio of 15000 × 10−6 for 
the radicals is estimated to about 35 K, which is obtained in the outer regions 
of the protosolar disk at distances from the young Sun corresponding to the 
present day orbits of Kuiper Belt objects of the solar system [62]. It has been 
proposed that the heterogeneous composition of meteoritic IOM is the conse-
quence of the accretion, on the parent body of meteorites, of two families of 
IOM particles [65]. The more abundant family is deuterium and radical poor, 
while the less abundant one contains a high quantity of D-rich particles (hot-
spots) carried by radicals. In this model, proto-IOM grains localized in the 
inner and warm part of the disk are characterized by low D/H values. A small 
fraction of them could be brought by turbulences in the cold outer regions of 
the disk submitted to intense UV irradiation. Radicals could have formed and 
enriched in deuterium in this external proto-IOM, and next mixed by turbu-
lences with internal proto-IOM to give the heterogeneous IOM found in car-
bonaceous meteorites. Particles with high quantity of D-rich radicals are less 
abundant than the other type of particles because of the large distance between 
the irradiated area and the inner accretion area.

A
A

g
g

H

D

n H

n D

= =,

,

.6 5

, 2
2

,

cosn D
D i

n H

g
A B

g
r q≈



56515  EPR of Primitive Organic Matter: A Tool for Astrobiology

15.6 � Triplet State Radicals: Markers of Extraterrestrial 
IOM

In the preceding section, all the information on the IOM has been obtained from 
the hf interaction with 1H, 2H, 13C, 31P and 14N nuclei in (or around) polyaromatic 
radicals. However this interaction gives no information on the size, the shape (and 
their distributions) of these radicals. As both fossil IOM and meteoritic IOM always 
give a single symmetric cw-EPR line with lineshape ranging from Lorentzian (with 
more or less Gaussian character) to stretched Lorentzian, it is natural to assume an 
electron spin S  = 1/2 for all these aromatic radicals. This has been previously dem-
onstrated for radicals in coals [52, 66–68] and in synthetic hydrogenated amorphous 
carbon [69, 70]. As shown below, this is also the case for the radicals of IOM in 
cherts. However the spin state of radicals has to be checked for meteorites owing 
to their complex history and the organic synthesis in conditions (temperature, pres-
sure, irradiation) that do not exist on Earth. In the following we show that the major 
part of the radicals in meteoritic IOM possess a spin S  = 1.

Radicals with S  = 1/2 of terrestrial IOM are characterized by the spin Hamiltonian:

�
(15.17)

where the three terms, from left to right, are the electron Zeeman, the hf and the 
nuclear Zeeman interactions, respectively. We neglect the quadrupolar interac-
tion term, which occurs for nuclei with spin I ≥ 1. Two additional terms are added  
for S = 1 diradicals:

�
(15.18)

with S1 = S2 = 1/2. The additional interactions J and D are the exchange and the zero 
field splitting (ZFS) interactions, respectively. As the EPR spectrum of a radical is 
characterized by 2S lines, we should expect two lines for S  = 1. Figure 15.14 shows 
a stick diagram representation of an S  = 1/2 radical (blue interrupted line) and an 
S  = 1 radical (red line), both with a nearly isotropic free spin g-factor. As the spin-
orbit contribution to the ZFS is negligible (isotropic g-value close to 2.002), D can 
be written in the simple dipole-dipole approximation:

�
(15.19)

where μ0 stands for the permeability of vacuum, r for the electron-electron distance 
and θ for the angle between the magnetic field and the interconnection line between 
the two electron spins. The diradical gives a pair of EPR line at magnetic field 
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2
0 (3cos 1) / 2B Dq± − ′  (with D′ in magnetic field units). As the IOM is amorphous, 
θ spans all the possible values between 0 and π, so that the theoretical spectrum 
exhibits a typical “Pake pattern” with two prominent peaks at B0 ±  D′ /2 and two 
weak extrema at B0 ±  ′D  (Fig. 15.14). However these unrealistic stick spectra are 
broadened by hf interactions with 1H nuclei, by dipolar interactions between neigh-
bouring radicals, and by a distribution of interspin distances r, leading to a distri-
bution of D′ value. If D′  is smaller than these two sources of broadening (i. e. 

′D  < 11 MHz), the composite spectrum may finally result in a simple unresolved 
and symmetrical line (dotted curve in Fig. 15.14).

15.6.1  �Measurement of Spin States

In the absence of resolved ZFS structure, the spin states present in a solid can be 
measured by transient nutation spectroscopy, which is the rotational motion of the 
magnetization by the interaction of spins with the microwave (mw) field. The nuta-
tion frequency ωTN is related to S by [71]:

� (15.20)

An S = 1/2 radical is thus characterized by 1 /TN g Bw b= � , and a S  = 1 radical by 

12 /TN g Bw b= � , i.e. they differ by a factor 2 . However this nutation fre-
quency is often difficult to measure because of the rapid defocusing under B1 field 

[ ]1/2
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Fig. 15.14   a Schematic 
representation of an EPR 
absorption line ( dotted 
curve) formed by the sum of 
S = 1/2 radicals ( discontinu-
ous line) and S = 1 diradicals 
( full lines) with unresolved 
structure due to broadening 
by proton hyperfine interac-
tions and dipolar interac-
tions between neighbouring 
defects. b Pulse sequence for 
the spin nutation (PEANUT) 
experiment. The time domain 
data are obtained by monitor-
ing the echo intensity versus 
t-T/2. Nutation pulse length 
T = 2 μs; τ = 256 ns
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inhomogeneity. It can be refocused by detecting the so-called rotary echo [43, 72], 
whereby the nutation pulse of length T is divided into two parts of variable length 
t and T-t with opposite microwave phase. To minimize nuclear modulations at 
nuclear frequencies (ESEEM effect), the rotary echo can be detected via a spin-
locked echo by the Phase-inverted Echo-Amplitude detected NUTation (PEANUT) 
method developed by Stoll et al. [73]. The corresponding pulse sequence is shown 
in Fig. 15.14b.

Nutation spectra at room temperature and at 4 K of the IOM of Orgueil me-
teorite are shown in Fig. 15.15 [74]. They show peaks at ωTN and 2ωTN for two 
species labeled A and B. The nutation frequencies are characterized by the ratio 

( ) ( )2 / 2 9.9 / 6.9 1.435 2,A B
TN TNw w = = ≈  which corresponds to S  = 1 and S  = 1/2 for A 

and B, respectively. This interpretation was verified by monitoring the variation of 
( )A
TNw  and ( )B

TNw  with the microwave field amplitude B1. As expected, the two slopes 
differed by 2  [74]. The participation of these two types of radicals to the EPR line 
was confirmed by recording the two-dimensional PEANUT spectrum, i.e. the nuta-
tion spectrum as a function of the magnetic field (Fig. 15.16a). The skyline projec-
tions along the nutation axis and along the magnetic field axis represent the nutation 
spectrum and the absorption EPR spectrum, respectively. This 2D-representation 
clearly demonstrates that both S  = 1 and S  = 1/2 radicals contribute to the EPR line 
in meteoritic IOM.

The presence of only S  = 1/2 radicals in the IOM in cherts is more difficult to 
demonstrate because different types of paramagnetic centers overlap with IOM 
radicals. However, the nutation frequency corresponding to S  = 1/2 for these well-
known defects can be used as reference for the determination of S in organic radi-
cals. Figure 15.16b shows the 2D-PEANUT spectrum at 4 K of the 1880 Myr-old 
Gunflint chert. At low temperature, the E′ centre of SiO2 is undetectable (complete-
ly saturated), and the cw-EPR spectrum is the superposition of the IOM radical and 
a defect of the SiO2 matrix consisting of a hole trapped in a 2p oxygen orbital adja-
cent to an Al3+ ion in an Si4+ site, denoted [AlO4/h]0 centre or AlSi° [26]. The projec-
tion of the nutation spectrum along the magnetic field axis shows two distinct EPR 
spectra. The projection along the nutation axis also shows peaks at ωTN and 2ωTN for 

Fig. 15.15   Transient nutation (PEANUT) spectra at 4 K and room temperature of the IOM of the 
Orgueil meteorite. Adapted from [74] with permission from Elsevier (2011)
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the two species. The ratio of their nutation frequencies is equal to (1) (2)/TN TNw w  = 1.1, 
where (1) and (2) represent the IOM radical and the [AlO4/h]0 centre, respectively. 
This ratio should be equal to 1 and to 2  for IOM radicals with spin 1/2 and 1, 
respectively. As 2 (2)

TNw  = 10 MHz for the [AlO4/h]0 centre with S = 1/2, we should 
expect 2 (1)

TNw  = 14.1 MHz (for S = 1) and 10 MHz (for S = 1/2) for the IOM radicals. 
The experimental value 2 (1)

TNw  = 11 MHz clearly points to a spin value S = 1/2 for the 
fossil IOM. Consequently the presence of S = 1 organic radicals is a specificity of 
extraterrestrial IOM.

15.6.2  �The Different Types of Radicals in Meteoritic IOM

More quantitative information on the different types of radicals in meteoritic IOM 
can be obtained from the temperature dependence of the magnetic susceptibility. 

Fig. 15.16   Contour plots 
of 2D-PEANUT spectra 
at 4 K of the IOM of the 
Orgueil meteorite a) and the 
1880 Myr-old Gunflint chert 
b) The narrow feature marked 
by * in a) is an artifact intro-
duced by the data handling. 
Adapted from [74] with per-
mission from Elsevier (2011)
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The temperature dependence of the EPR intensity of IOM radicals for different 
types of materials are shown in Fig. 15.17a). The EPR intensity is multiplied by T to 
take into account the Curie paramagnetism, and normalized to the intensity at 100K 
to compare samples with very different radical contents. As expected this normal-
ized intensity is nearly constant for S = 1/2 radicals of Earth IOM. However, IOM 
from different meteorites exhibit a significant increase of the normalized EPR inten-
sity, revealing the thermal population of magnetic states from non magnetic ( S = 0) 

a

b

Fig. 15.17   a Normalized temperature dependence of the EPR intensity of organic radicals in 
meteoritic IOM and in fossil IOM. Meteorite samples: Tagish Lake (TL1 and TL2), Orgueil (O) 
and Murchison (M); Earth samples: a 320 Myr-old coal from Solway Basin, UK, a 1880-Myr-
old chert from the Gunflint formation, Canada ( open circles) and a 3500 Myr-old chert from the 
Dresser formation, Australia ( open triangles). Full lines for meteoritic IOM are calculated with 
Eq. 15.21. Adapted from [39] with permission from Mary Ann Liebert (2013) and from [75] with 
permission from Elsevier (2004). b Simulation ( full line) of the temperature dependent spin con-
centration in the Orgueil meteorite by the sum of three components: S = 1/2 radicals, ferromagneti-
cally coupled S = 1 diradicals, and antiferromagnetically coupled S = 0 diradicals with thermally 
accessible S = 1 state. Adapted from [74] with permission from Elsevier (2011)
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states. This has been accounted for by assuming the presence of diradicals with 
S = 0 ground state and a thermally accessible triplet state S = 1 (antiferromagnetic 
coupling) [75]. This is confirmed by nutation experiments showing the presence of 
intense S = 1 nutation frequency peaks at room temperature (Fig. 15.15). However, 
the presence of a less intense S = 1 nutation at 4 K indicates also the presence of 
diradicals with S = 1 ground state (ferromagnetic coupling). The temperature depen-
dence of the spin concentration N per gram of IOM is given by [74, 75]:

�
(15.21)

where N1 2/ , N f
1  and Na

1  are the spin concentrations for monoradicals, ferromagnet-
ically coupled diradicals and antiferromagnetically coupled diradicals, respectively. 
∆E  =  − J and s∆  are the energy splitting and entropy difference, respectively, be-
tween S  = 1 and S  = 0 spin states of antiferromagnetically coupled diradicals. The 
details of the measurements are given in [74, 75]. To compare the behavior of the 
seven samples, the EPR intensity at each temperature T were normalized with re-
spect to the intensity at 100 K. The results are shown in Fig. 15.17a. For terrestrial 
IOM, the nearly constant normalized EPR intensity indicates that Equation 15.21 
reduces to N ≈ N1/2. For meteoritic IOM, the solid curves were calculated with very 
similar values ΔE ≈ 816 cm−1 (0.10 eV) and Δσ ≈ 4.2 cm−1K−1 [31, 75]. This indicates 
that the three meteorites possess the same type of radicals. Absolute spin concentra-
tions in the IOM were calculated for Orgueil meteorite, by assuming that J >> kT 
for ferromagnetically coupled diradicals. The results are shown in Fig. 15.17b and 
in Table 15.2. This shows that monoradicals ( S  = 1/2) contribute only to ~8 % to 
the radicals in the IOM, while ferromagnetic ( S  = 1) and antiferromagnetic ( S = 0) 
diradicals contribute to ~31 % and ~61 %, respectively [74].

15.6.3  �Nature of Diradicals

Diradicals detected in meteoritic IOM are not fundamentally different from mono-
radicals of terrestrial IOM, as shown in Sect. 15.3. They are made of polycyclic 
aromatic units (sp2 carbons) linked by aliphatic chains (sp3 carbons). Moreover, 1H- 
and 13C HYSCORE spectra of meteoritic IOM are very similar to those of partially 
carbonized organic molecules [39]. From DFT and extended Hückel (EH) calcula-
tions, a model was first proposed for these diradicals, based on diradicaloid species 
hosted by aromatic structures of 10–15 rings and having a quinoidal structure [75]. 

1/2 1 1
8 8 1
3 3 1 exp( / ) exp( / )

f aN N N N
kT E kTs

= + +
+ −∆ ∆

Table 15.2   Concentrations of the different types of radicals in the IOM of Orgueil meteorite. ΔE 
and Δσ are the singlet-triplet splitting and the entropy variation between the two spin states of the 
antiferromagnetically coupled diradicals, respectivelly. (From [74, 75])
ΔE (cm−1) Δσ (cm−1K−1) Na

1  (g−1) N f
1  (g−1) N1 2/  (g−1)

816 4.2 1.80 ± 0.005 0.92 ± 0.05 0.24 ± 0.05
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The two spin states of a diradical with quinoidal structure (diradicaloid) are repre-
sented on Fig. 15.18a, with the example of a simple benzene ring [75]. Calculations 
were performed on model polycyclic aromatic units with variable number of rings 
and variable shapes, where aliphatic branching is simulated by two –CH3 groups 
(Fig. 15.18a). The variations with the number of aromatic carbon atoms of the sin-
glet-triplet (ST) spitting ΔE (calculated by DFT method), and of the HOMO-LU-
MO (HL) gap (calculated by the EH method) are shown in Fig. 15.18b. A positive 
(negative) ST gap means that the S = 0 ( S = 1) state is the ground state, which corre-
sponds to an antiferromagnetically (ferromagnetically) coupled diradicaloid. These 
calculations show that the experimental value of the ST gap ΔE ≈ 0.1 eV (ground 

Fig. 15.18   a Left: description of a diradical with quinoidal structure (diradicaloid), showing the 
HOMO-LUMO gap and the two spin states S = 0 and S = 1; Right: example of model structure 
(molecule (i) used for the calculation of the singlet-triplet splitting ΔE and the HOMO-LUMO 
gap ΔEHL. b Variation of ΔE ( open squares) and ΔEHL ( full circles) with the number of aromatic 
carbons in polycyclic aromatic units. ΔE was calculated by DFT method, and ΔEHL by extended 
Hückel method. Letters represent the molecules. Adapted from [75] with permission from Elsevier 
(2004)
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state S = 0) is obtained for molecules containing about 30–40 aromatic carbon atoms 
(10–15 fused benzene rings), while molecules with more than about 40 aromatic 
carbon atoms have an S = 1 ground state. These calculations indicate also that the 
two types of diradicals found in meteoritic IOM may be of the same type, differ-
ing only by the sizes of the polyaromatic group. The fact that the same values of 
ΔE and Δσ are measured for three meteorites of different origin in the solar system 
(Orgueil, Murchison, Tagish Lake), strongly suggests that the antiferromagnetically 
coupled diradicals have a well defined size. As diradicals represent more than 98 % 
of the radicals in the Orgueil meteorite, and the fact that it was quantitatively dem-
onstrated that radicals (of all types) are the carriers of the deuterium excess [62], 
we may conclude that diradicals are responsible for the major deuterium excess in 
IOM. We may also expect that diradicaloids with much less than ~10 fused rings 
would exhibit an ST gap much larger than 0.10 eV, and thus would be EPR silent. 
Such small diradicaloids are not present in the IOM because this would imply that 
non magnetic organic molecules are also the carriers of deuterium excess, which is 
not the case.

Although the diradicaloid model accurately explains most of the experimental 
features, it suffers from a major drawback which is the very high instability of these 
species, except in some exceptional cases [76]. It was argued that the very high 
chemical stability of the IOM could protect these reactive diradicaloids against de-
structive reactions [75]. However this was only a working hypothesis.

An alternative model may appear more likely, which possesses the same char-
acteristics as the diradicaloid model, ie a ST gap with size and sign which depends 
on the number of fused rings in the polyaromatic radical, without the instability 
problem of diradicaloids. The recent achievements in chemistry, physics and tech-
nology of graphene have revealed the unconventional electronic properties of this 
family of materials [77]. The so-called nanographene of physicists is nothing else 
than a hydrogenated polyaromatic carbon molecule for chemists. Decreasing the 
size of graphene to the nanometer range results in an increasing contribution of edge 
states (zigzag edges and armchair edges, see Fig. 15.19) for the electronic structure 
([78–83] and references therein). Although the details are model dependent, it has 
been found that upon increasing the size of polyaromatic groups, the electronic 
structure evolves from a close shell singlet (S = 0) ground state to an open shell 
singlet diradical ground state and next to a triplet diradical (S = 1) ground state. The 
spin density is localized on zigzag edges, with one spin on one edge and the other 
spin on the other edge (Fig. 15.19). Elongation of the zigzag edge increases the 
diradical character whereas elongation of the armchair edge decreases the diradical 
character [81]. As expected, the HOMO-LUMO gap decreases upon increasing the 
zigzag edge length N (number of benzene rings) and the singlet-triplet transition in 
diradicals occurs for N ≈ 5–8, depending on the length of the armchair edge and the 
shape of the nanographene sheet [81, 83]. This nanographene model appears more 
likely than the diradicaloid model, as the singlet and triplet diradical states are a 
direct consequence of the polyaromatic character of the molecule in the nanogra-
phene model, whereas homolytic breaking of the C-H bond in benzylic position in 
branching aliphatic chains are necessary to give a diradicaloid [75]. The common 
feature of these two models is that singlet to triplet transition in diradicals is induced 
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upon increasing the size of the polyaromatic core. The fact that diradicals with the 
two types of ground state (singlet and triplet) represent the major part of deuterium 
carriers in meteoritic IOM, points out that deuterium is localized mostly on large 
polyaromatic molecules with two different sizes. As deuterium is an important 
marker in Astrochemistry, further work must focus on these diradicals to get deeper 
insight into the history of organic matter in the Early solar system.

15.7 � Conclusion

Carbonaceous matter with an age in the range ~1–4.5 billion years contains para-
magnetic radicals that record the history of the primitive organic matter, stored in 
the various interactions of the electron spins with surrounding atoms. This history 
started with the formation of the solar system (origin of the organic matter) and 
includes the apparition of life. Various information can be recovered by combining 
EPR methodologies, among which the origin (biologic versus abiotic) of the fossil 
organic matter, the age of the organic matter with respect to that of the host rock 
(syngeneity versus contamination), and the origin of the deuterium enrichment of 
extraterrestrial organic matter. EPR thus appears an emerging tool for tracking the 
first traces of life on Earth or on returned rocks from future Mars missions.
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Abstract  EPR methods to determine the nanometer-scale distribution of radiation 
damage products in solids are reviewed. The emphasis is on pulsed EPR methods 
that measure weak dipolar interactions between radiation-induced paramagnetic 
centers. The dipolar interactions provide a convenient ruler for distance measure-
ment that is well-matched to the sizes of spurs and tracks created by photons and 
particles. The properties of dipolar interactions between paramagnetic centers are 
discussed with their effect on various EPR measurements. Electron spin echo mea-
surements have determined the pair correlation function between geminate products 
produced by UV photolysis. Measurements on tracks of ionizing particles show that 
the paramagnetic centers resulting from the initial holes and electrons have quite 
different spatial distributions resulting from their different mobilities. Newer meth-
ods of EPR dipolar spectroscopy, particularly DEER, have considerable promise 
for obtaining detailed profiles of the structure of damage distributions in irradiated 
solids. The radius of the damage region and the number or density of paramagnetic 
centers created in it can be determined. Both quantities depend on LET of the radia-
tion and can help characterize radiation for dosimetric applications and can aid in 
understanding the differential effects of irradiation from different sources. 

16.1 � Introduction

One distinctive characteristic of ionizing radiation in the condensed phase is the in-
homogeneous production of initial damage products in pairs as geminate ions such 
as an electron and a hole. Those ions may produce additional ions as they become 
thermalized; the ions may recombine with their geminate partners or other radiation 
damage products; or they may separate and react with other molecules to form more 
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stable products trapped in the matrix. Generally, each geminate ion is paramagnetic, 
having an unpaired electron spin, and unless it reacts with another paramagnetic 
center (PC) such as a free radical, its trapped product will also be a PC. Because the 
PCs are usually produced in pairs and destroyed in pairs, the spatial distribution of 
surviving PCs contains some information about the distribution of initial damage 
products as modified by transport and further reactions.

The spatial distribution of radiation-induced damage is a major factor in de-
termining the consequences of irradiation in a number of situations: such as, mu-
tagenesis and carcinogenesis from background radiation; radiation sterilization of 
pharmaceuticals and medical supplies; food irradiation; cancer radiation therapy; 
and even radiation dosimetry. In fact, the spatial distribution of damage is a major 
reason that many different types of radiation (photons, electron beams, ion beams, 
etc.) and energies are used for irradiation. The different initial distributions of dam-
age products result in different biological, chemical and physical effects. The depo-
sition of energy in condensed phases is well-characterized and can be calculated in 
detail. However, the transport and fate of the resulting excited states, ions and other 
damage products depend critically on the chemical, physical and structural proper-
ties of the material and is not readily calculable.

Electron Paramagnetic Resonance (EPR) spectroscopy has been used to study 
radiation-induced products with lifetimes ranging from fractions of a second to 
many years. EPR has most often been used in radiation chemistry to identify PC 
products, determine the amount of products and to measure kinetics. Yet PCs in ir-
radiated solids have been noted as having noticeable broadening and shortened spin 
relaxation times attributed to dipolar interactions with the unpaired electron spins 
of nearby PCs. These dipolar interactions are pair-wise interactions that depend on 
the distance between the two interacting PCs as 1/r3 and are largely independent of 
the matter separating them. EPR methods have long been used to investigate dipolar 
interactions between PCs in irradiated solids and yield information ranging from 
‘average’ dipolar field from all PCs in the sample, to dipolar spectra showing the 
entire range of dipolar interactions and the intensity for each. Dipolar EPR data has 
been interpreted in terms of average distance to the closest PC; local concentration 
of PCs; size and shape of spurs or tracks; and even pair distribution functions.

This chapter focuses on the measurement and characterization of dipolar inter-
actions by EPR methods in the context of irradiated materials. We mention recent 
advances in pulsed dipolar spectroscopy (PDS) from the field of structural biology; 
techniques known variously as double electron-electron resonance (DEER), pulsed 
electron double resonance (PELDOR), or double quantum coherence (DQC) spec-
troscopies where pairs of spin labels are introduced into biomacromolecules syn-
thetically or using site-directed spin labeling. We consider the nature and limitations 
of the information obtained from the various EPR methods for investigating dipolar 
interactions. Irradiation can produce PCs in very unusual oxidation and spin states 
having large anisotropy of the magnetogyric ratio ( g-factor). We consider how a 
large g-factor anisotropy affects dipolar interactions and their measurement by EPR.

The use of EPR methods to investigate the spatial distribution of PCs in irradi-
ated materials has a long history dating from the 1960–1970s and is well reviewed 



58316  EPR Measurement of the Spatial Distribution of Radiation Damage

in a number of publications [1–3]. However, experimental EPR capabilities have 
expanded and new approaches to the spatial distribution of radiation damage prod-
ucts are feasible. This chapter therefore emphasizes experimental EPR methods that 
appear to hold additional capabilities, tempered by consideration of possible limita-
tions and pitfalls. We hope this prospective focus attracts researchers to ask new 
questions about spatial distributions and to implement and perfect the approaches 
outlined here.

We consider in Sect.  16.2 the dipolar interaction between PCs and how it is 
manifested in EPR spectra and relaxation properties, both for isotropic spins and 
for PCs with very anisotropic g-factors. That section may be skipped on first read-
ing and can be supplemented by standard EPR texts. Where possible, assumptions 
appropriate for irradiated materials will be made. We then consider continuous-
wave (CW) EPR methods for measuring dipolar interactions in Sect. 16.3; electron 
spin echo (ESE) based methods in Sect. 16.4; and finally recent PDS methods in 
Sect.  16.5. There are a number of recent sources for more information on EPR 
spectroscopy [4–7].

16.2 � Background

The dipolar interaction is a through-space coupling between the magnetic dipoles 
of two PCs that is largely unaffected by the material between the PCs. The coupling 
perturbs the electron spin states of each PC resulting in broadening of the EPR spec-
trum and increased spin relaxation.

16.2.1 � The Dipolar Interaction

We consider the general case of a pair of PCs with anisotropic g-tensors follow-
ing Bedilo and Maryasov [8]. The spin Hamiltonian for PC1 and PC2 coupled by a 
dipole-dipole interaction is

� (16.1)

HZ,i describes the Zeeman interaction of PCi’s magnetic moment with the external 
magnetic field B0 directed along the laboratory Z axis [9].

� (16.2)

The Bohr magneton is β, taken to be positive; gi is the g-tensor of PCi; and Si is its 
vector spin operator. The cross superscript denotes the Hermitian conjugate (in this 
case, it reduces to transposition). Single-headed arrows indicate vectors, taken to 
be columns, while a double-headed arrow indicates a tensor and ‘^’ indicates an 
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operator. The properties of the g “tensor” are considered in detail by Abragam and 
Bleaney [9]. Equation (16.2) can readily be rewritten as

� (16.3)

where geff is the effective value of the g-tensor of the PC,

�
(16.4)

The unit vector along the Z axis is b and the z′ axis is the direction of spin quantiza-
tion by the Zeeman interaction and is parallel to

� (16.5)

The Zeeman Hamiltonian, Eq. (16.2), is ‘solved’ (diagonalized) along the quantiza-
tion axis for the PC in Eq. (16.5). Using that quantization axis, the eigenvalues εi,m 
of the Zeeman Hamiltonian are

� (16.6)

where m is the projection of the PC spin onto its quantization axis, with m = ± ½ for 
a PC with S = ½. The Zeeman frequency of the PC is
�

(16.7)

In general, the dipole-dipole interaction is between magnetic moments of two PCs 
with a spin Hamiltonian (see, e.g. [9])

�
(16.8)

where n is the unit vector in the direction connecting the interacting PCs; rij is the 
intra-pair distance; and the magnetic moment operator is

�
(16.9)

The negative charge of electron is accounted explicitly in the above relation.
The spin Hamiltonian parameters of the coupled PCs may differ and the princi-

pal axes of the g-tensors need not coincide. In this chapter, we consider the most 
common case in EPR when both PCs have S = ½. Dipole coupling of high-spin PCs 
having significant zero-field splitting was considered in [10].

The standard approach for a weak dipole-dipole interaction [9] is to use first-
order perturbation theory with a zero-order Hamiltonian consisting of the Zeeman 
interactions. When the two PCs have quite different EPR frequencies such cor-
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rections are simple. Differences in EPR resonance frequencies may be caused by 
different values of geff , or by a local field from interactions with surrounding nuclei. 
Such local fields may be treated as a distribution of B0 values or by a redefinition of 
geff . The dipolar interaction is small if

�
(16.10)

When this inequality is fulfilled, the eigenfunctions of the zero-order Hamiltonian 
may be written as products of the eigenfunctions of the individual PCs. To calculate 
the first-order correction to energy levels it is possible to replace vector spin opera-
tors in Eq. (16.9) by projections onto their quantization axes,

�

(16.11)

and then substitute that result into Eq. (16.8) to obtain the dipolar interaction D12

�
(16.12)

�

(16.13)

with the symmetric tensor G introduced by Abragam and Bleaney [9],

�
(16.14)

The eigenvalues of the spin Hamiltonian for the pair Eq. (16.1) to first-order are 
functions of projections of the PC electron spins on their quantization axes,

�
(16.15)

The dipolar interaction produces a shift in each energy level proportional to D12 and 
splits each line in the EPR spectrum. Equation (16.15) is the basis for analysis of 
spectral changes produced in EPR spectra by weak dipolar couplings. The spectral 
changes appear somewhat differently in CW and pulsed EPR measurements.
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16.2.2  �Dipolar Features in CW EPR

The selection rules for EPR transitions caused by a weak, oscillating, CW microwave 
field B1 along the laboratory X axis (perpendicular to B0 and Z) are Δm1 + Δm2 = ± 1 
for S = ½ PCs. This means that the spectrum of two coupled PCs consists of the sum 
of their individual spectra, each of which is split into a doublet with a splitting of 
D12. A ‘weak’ mw field is weaker than D12 and is unable to affect both components 
of either doublet simultaneously. Positions of the spectral lines of the PCi depend 
on the spin state of PCj and are

�

(16.16)

for frequency-domain and for magnetic-field-domain spectra, respectively. Bi is the 
resonant magnetic field of PCi, ω0 is EPR spectrometer frequency.

If the relation in Eq. (16.10) is not fulfilled, then we have the case of ‘like’ spins 
with two energy levels that are nearly degenerate and may be coupled by additional 
pseudosecular terms of the dipole-dipole Hamiltonian containing the spin flip-flop 
terms, S1+S2− and S1− S2+. This leads to larger splitting of EPR lines; in the limit 
of g1 eff = g2 eff, the splitting is a factor of 3/2 larger when the g-tensor anisotropy is 
relatively small [11] and is discussed further in Sect. 16.2.3. The behavior of ‘like’ 
spins is a bit more complex when g-tensor anisotropy is great (δg ~ g), but ‘like’ 
spins are important only in single crystals for PCs having the same orientation. In 
orientationally disordered systems with reasonable separations typical of irradiated 
materials, anisotropic PCs are always ‘unlike’.

In the high-temperature limit, when

�
(16.17)

the doublet of dipole-split components of PC1 have equal intensities. The high-tem-
perature limit is valid above 4 K for nearly all EPR measurements at X- or Q-band 
(9.5 or 35 GHz, respectively) in irradiated materials.

It is possible to obtain the spectrum of PC1 with isotropic g1-tensor split by a 
dipole-dipole interaction with an anisotropic PC2. Consider a pair with a rigid struc-
ture. The vector r12 connecting the two PCs has a fixed orientation and length in the 
principal axes of the g2-tensor. The transition probability of PC1 does not depend on 
the pair’s orientation in the laboratory frame, so that over the narrow spectrum of 
PC1 in the high-temperature limit is

�
(16.18)
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The sum consists of just two terms corresponding to the doublet components. Here 
g1 is the g-factor of the isotropic PC1, the angles θ and ϕ define the orientation of 
B0 in the molecular frame of the anisotropic PC2, integration is performed over a 
hemisphere of possible orientations with δ the Dirac delta function, and B01 is the 
PC1 line position in the absence of dipole coupling,

� (16.19)

The dipolar splitting D12 in Eq. (16.13) simplifies in this case where g1 is isotropic, 
to

�
(16.20)

The Dirac delta function in Eq. (16.18), in principle, allows integration but the re-
sult is too bulky and too complex to be useful. In practice, the requirement that g2 
and r12 be fixed relative to each other is rarely encountered in irradiated materials.

An even simpler equation for D12 occurs when the PC2 is also isotropic with 
g-factor of g2 that fulfills Eq. (16.10), so that doublets of each PC do not overlap. 
Equation (16.20) simplifies to the well-known relation with Dperp the perpendicular 
component of the dipolar interaction tensor

�
(16.21)

Omitting the normalization factor, the EPR spectrum, Eq. (16.18), for PC1 in a pair 
of isotropic PCs has the shape

�
(16.22)

where x = cos( θ), and a dimensionless lineshift is introduced,

�
(16.23)

The integral in Eq. (16.22) may be calculated analytically, giving
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(16.24)
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This high-temperature lineshape is known as the Pake, or Pake-like, doublet. The 
dipolar interaction D12 is a tensor with three principal values. For two isotropic 
PCs, the trace, or sum of the three principal values relative to the unsplit EPR line, 
is zero. The components have equal intensities and the average fields of both com-
ponents coincide. When one or both g-tensors are anisotropic, the centers of each 
Pake component may differ.

Figure 16.1 shows Pake patterns for several different situations of an anisotropic 
PC2. The centers of the Pake doublet components for the isotropic PC1 do not coin-
cide due to the anisotropy of the g2-tensor. The structure of each doublet component 
may also vary from the standard Pake lineshape with two turning points to a line-
shape with three turning points. However, it is rare to see a resolved dipolar pattern 
because a distribution of distances and interactions with multiple PCs will obliterate 
the characteristic sharp edges.

16.2.3  �Dipolar Features in Pulsed EPR

Observation of Pake patterns via CW EPR are extremely rare because the Pake 
pattern is obscured by much larger inhomogeneous broadening. Spin echo mea-
surements, Sect. 16.4, drastically reduce the influence of inhomogeneous broad-
ening so that dipolar couplings can have a clear impact on the signal measured. 
When all the EPR transitions of a weakly-coupled pair of isotropic PCs are ex-
cited, the dipolar interaction causes a periodic modulation of the electron spin 
echo amplitude

� (16.25)

Here τ is time interval between the echo-generating pulses, and D12 is the dipolar 
coupling given in Eqs. (16.13, 16.20 or 16.21). Fourier transformation of such sig-
nal produces the same Pake pattern as would CW EPR.

Analytical equations for the primary echo signal were obtained in [12] for arbi-
trary dipolar coupling of isotropic PCs. The equations for the echo signal are quite 
bulky but show that relatively weak inhomogeneous broadening decouples ‘like’ 
PCs. Figure 16.2 shows the frequency-domain spectrum of the oscillating echo am-
plitude for like PCs having a Gaussian lineshape whose dispersion σ is comparable 
to Dperp in Eq. (16.21). Dperp is used as the normalized frequency unit in the figure. 
The spectrum looks like a mixture of a standard Pake pattern with edges at Dperp and 
2Dperp (with frequencies of 1 and 2) and a rather distorted Pake pattern with split-
tings 3/2 larger at 3/2 Dperp and 3Dperp. Strong coupling should be rarely encountered 
in irradiated materials even with rather narrow lines. The broader pattern becomes 
more prominent as σ decreases.

( ) ( )12cosV Dτ ∝ τ �
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Fig. 16.1   The Pake-like patterns caused by interaction of isotropic PC with a partner having aniso-
tropic axially symmetric g-tensor are shown in integral form. The patterns strongly depend on the 
pair geometry. The labels show the angle between the vector r connecting the two PCs and direc-
tion of the unique dipolar axis. a gparallel = 1.0, gperp = 3.0, standard Pake pattern is shown as dashed 
line for comparison; b gparallel = 3, gperp = 1
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16.2.4  �The Exchange Interaction

The exchange interaction J between PCs also couples spins in a similar fashion to 
the dipole-dipole interaction. When J is small, it can simply be added as an isotropic 
constant to D12 [13]. Fortunately, J depends very strongly on the distance between 
the PCs because it is proportional to the overlap between the wavefunctions con-
taining the unpaired electrons on the two PCs. In molecular solids, J falls typically 
by a factor of ten for every 0.1–0.2 nm increase in separation. Beyond 1.5 nm J is 
considered to be negligible in comparison to the dipolar interaction [14, 15]. Strong 
J completely alters the EPR spectrum and will not be considered because it is un-
explored territory in the measurement of distances between PCs. For isotropic PCs, 
the exchange interaction is isotropic and a small J appears as a non-zero trace for the 
measured ‘dipolar’ interaction. Yet, the trace can be non-zero for anisotropic PCs 
even if J = 0 and is not a valid criterion for the presence of exchange.

16.2.5 � More than one PC

When there are several PCs interacting with each other in a group, the pairwise di-
polar interactions provide the PC being observed with dipolar splittings that act in-
dependently in magnetically-diluted systems. Independence of the dipolar splittings 
means that the spectrum of the observed PC consists of 2N−1 lines, when there are N 
PCs in the group. This means that instead of a single cos( Dτ) in Eq. (16.25) there 
will be a product of such cosines for the set of Dij. The product can be expressed 
as a series of sums and differences of the Dij or as a convolution of Pake doublets 
that quickly loses all distinctive structure. It should be noted that in EPR, broaden-
ing caused by dipole interactions in diluted systems never approaches a Gaussian 
lineshape as might be expected. Averaging products of cosine functions from inter-
actions with different PCs will provide with a number of oscillating terms whose 

Fig. 16.2   The Pake-like 
pattern for a dipolar interac-
tion Dperp comparable to the 
difference in frequencies of 
the S = ½ PCs. The spectrum 
is symmetric about 0. The 
PCs have the same g-factors 
and have a Gaussian inho-
mogeneous broadening with 
a standard deviation σ. For 
large broadening, the pattern 
approaches the lineshape of 
Eq. 16.21
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amplitudes decay as ln(τ)/τ, in some degenerate situations there may be also terms 
decaying as τ−½. These slowly decaying oscillations produce spectra with sharp or 
even diverging features that are definitely non-Gaussian.

16.2.6 � Spatial Distributions

A number of descriptive terms such as ‘track’, ‘spur’ and ‘blob’ are used to refer 
to the inhomogeneous distributions of radiation damage products in solids. These 
terms are useful for evoking mental pictures of distributions of radiation damage, 
but EPR measurements of dipolar interactions are more readily discussed in terms 
of the radial distribution function, fpc( r) [3]. This is a second-order, pair-correlation 
function of the distances between PCs. In other fields, fpc( r) is known variously 
as the pair distribution function or pair correlation function and written as g( r), 
g(2)( r12) or g(2)( r1,r2) which could cause some confusion with the g-factor in EPR.

The fpc( r) is the probability of finding one PC a distance r from another PC and 
can be built up by making a histogram of all inter-PC distances in a sample. If we 
consider having one PC at the center of a volume V, then the number n( r) of PCs at a 
distance r is dn( r) = fpc( r)r2dr. The total number, N, of PCs in the volume V (includ-
ing the one at the center) and their concentration, C, are easily calculated from fpc( r).

�

(16.26)

For a uniform or random distribution of PCs, fpc( r) = C for large r. On the other 
hand, a single radiation event, such as a single γ-ray or a single ion, can only gen-
erate a finite number of PCs, so fpc must approach zero for large r. At very high 
doses many spatially overlapping events can approach a uniform distribution of 
PCs. However, fpc always reaches zero at some small distance r0. One reason that fpc 
must vanish is the finite size of each PC and its excluded volume—two PCs cannot 
occupy the same space and one is already at r = 0. A more practical reason is that 
the dipolar interaction is infinite at r = 0 and this singularity needs to be avoided in 
many calculations.

Near a PC it is possible to treat dn( r)/dV( r) as the local concentration of PCs, 
representative of the typical environment of a PC, e.g., within a spur or track. EPR 
properties that depend on dipolar interactions are particularly well-suited for deter-
mining the local concentration because the dipolar interaction falls off very rapidly 
with distance, depending primarily on PCs in the immediate vicinity. We can take 
the uniform concentration that produces the same average dipolar broadening or 
spin relaxation seen in a sample and call it the local concentration [1, 16]. This 
definition gives a simple relation between fpc and Cloc.
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�

(16.27)

More than 99 % total of the dipolar interaction for a uniform distribution arises from 
PCs in a spherical shell between r0 and 5 r0 from each PC.

Cloc is a single parameter that depends on the distance to nearby PCs and the 
number of nearby PCs, but determines neither quantity without additional knowl-
edge. Yet Cloc is a very useful parameter. At low radiation doses, it is dominated 
by the characteristics of single, isolated radiation events and reflects the size and 
distribution of a spur, track, etc. When damage starts to overlap at high doses, Cloc 
approaches the average concentration of the sample.

Cloc and other related parameters, such as the second moment of the spectrum or 
spin relaxation rate, have long been used to estimate the dimensions of spurs and 
tracks in irradiated materials. When Cloc is plotted versus the average concentration 
Cave = N/V, Cloc is often constant at low Cave but eventually they become equal. The 
intersection point between these two regions is taken as the point at which the total 
volume of tracks, spurs, etc. equals the sample volume. With some knowledge of 
LET or PCs per spur, rough estimates of their dimensions can be made.

The fpc has enough information to define the dimensions and number of PCs, e.g., 
in a spur or track. But third-order (and higher) correlations functions are needed to 
determine the distribution of spur sizes or the mix of spurs and tracks in a sample. It 
is not yet clear how to measure these higher-order correlation functions by EPR, so 
fpc needs to be interpreted in the context of a model for the spatial distribution of PCs.

The distribution of PCs within the path of a single particle or photon is not the 
only factor producing the fpc. Most irradiated materials contain multiple paths that 
are uncorrelated with each other. As the dose increases, the number of paths and 
their overlap increases until the dipolar contribution of PCs within a single ioniza-
tion path is swamped by contributions between PCs in different paths. Yet even 
at low radiation doses, one can usually expect penetrating radiation to produce a 
background fpc with a uniform distribution proportional to r2 dr.

16.2.7 � Scope of the Chapter

The aim of this chapter is to illustrate EPR methods that can investigate the spa-
tial distribution of radiation-damage products in solids, the various approaches that 
have been used and major results that were obtained. It is intended to interest the 
reader in the possibilities offered by EPR rather than to be a detailed guide for 
making and interpreting EPR measurements. Consequently we focus on typical PC 
properties and measurement conditions intended to represent the vast majority of 
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cases. This simplifies the discussion by eliminating details restricted to rarely-en-
countered special cases, such as EPR measurements below 1 K.

Unless the contrary is explicitly stated, we tacitly make a number of assump-
tions. The PCs are assumed to have a single unpaired electron with total spin S = ½ 
and interact with each other only by the dipolar interaction with J = 0. The irradiated 
material is assumed to have no diffusion or slow motions during the measurements. 
The fpc is taken as being isotropic and smooth, with no abrupt changes with distance 
so that turning points in the dipolar lineshape and characteristic dipolar modulation 
are smeared out and unobservable. Dperp is less than the difference in the unsplit 
EPR frequencies of the PCs involved.

Any long-range order in the material is assumed not to produce a corresponding 
long-range structure in fpc. Higher-order correlations of PCs are taken to be insig-
nificant. In particular, that the orientations of the g-tensors of the PCs are not corre-
lated with each other or with the vector between the PCs, or with the magnetic field 
B0. That spin-lattice relaxation is isotropic and flip-flop transitions among the PCs 
are negligible. Finally, that the high-temperature limit holds so that thermal energy 
kBT is much greater than the energy of a microwave photon.

16.3 � CW EPR Methods

The dipolar interaction between two PCs affects the CW EPR spectrum in two ways. 
The normal Δms = ± 1 EPR transitions of each individual PC are additionally split by 
the dipolar interaction. The resulting spectrum is generally the convolution of the 
EPR spectrum of the isolated PC with a Pake-like pattern provided the orientations 
of the PCs are uncorrelated. New EPR absorptions also appear from transitions of 
the pair in which both unpaired electrons flip, the Δms = ± 2 transitions which occur 
at approximately half the usual B0 and are often called half-field transitions. The 
Δms = ± 2 transitions are formally forbidden and their intensity provides an indirect 
measure of the dipolar interaction while their spectrum, to first order, is independent 
of the dipolar interaction. The intensity of the half-field transitions scales with PC 
separation as r−6, and is generally detected only for r in the range of 0.3–1.0 nm.

When there are dipolar interactions with n other PCs, the Δms = ± 1 transitions are a 
convolution of splittings from each of the other n PCs, giving n + 1 (for identical dipo-
lar splittings with the other PCs) up to 2n transitions (for completely different dipolar 
splittings), but preserving the total integrated EPR intensity. The half-field transition 
intensity scales roughly as the sum of the intensity from each pairwise interaction.

16.3.1  �Measurement of the Dipolar Spectrum

Resolved dipolar splittings from radical pairs in irradiated solids were observed by 
Kurita [17] and by Gordy and Morehouse [18] using radiolysis and by Lebedev [19] 
using UV photolysis to generate the pairs. The well-resolved dipolar splittings gave 
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separations of 0.3–1.0 nm between PCs. Resolved splittings from radical pairs are 
generally observed only under a rather restrictive set of conditions. (1) The solid has 
very high local order—single crystal or polycrystalline solids. The PCs are highly 
constrained by the structure of the solid to specific locations in the same or adjacent 
unit cells. (2) Irradiation and measurement is performed at low temperature, often 
below 77 K, to rapidly thermalize the products, and to prevent their recombination 
or escape. (3) Products are produced by bond cleavage or atom transfer reactions 
(rather than hole or electron transfer) which favor small initial separations but sup-
presses recombination of the thermalized products by back transfer or tunneling.

The dipolar splittings relevant to PC distributions on the multi-nanometer scale 
are small, less than 10 MHz and are not resolved in typical CW EPR measurements. 
EPR spectra are inhomogeneously broadened by g-factor and hyperfine anisotropy 
and by unresolved hyperfine interactions from hydrogen nuclei in nearby molecules 
so that the minimum linewidth is typically > 10 MHz. The dipolar splittings are lost 
in the wings of the inhomogeneous lineshape and produce no distinct features. In 
addition, dipolar interactions from more than one PC produce a convoluted dipolar 
lineshape that further smears out any distinctive structure.

Although resolved features rarely result from dipolar interactions characteriz-
ing the spatial distribution of PCs in irradiated materials, the dipolar interaction 
still has an impact on the EPR spectrum. There is some broadening because the 
resulting spectrum is a convolution of the dipolar broadening function and the EPR 
spectrum of an isolated, non-interacting PC. The convolution relation provides an 
opportunity to recover dipolar information if the EPR spectrum of isolated-non-
interacting PCs can be obtained. Several different approaches have been used with 
some success. They generally seek to produce the same PCs at low concentration 
and more random distribution to minimize dipolar interactions but with the same 
structure, conformation and environment. One approach is to generate the same 
PC by another means. If the structure of heavy ion tracks is studied, production of 
PCs by low-dose UV-photolysis or low LET irradiation may be adequate. Irradia-
tion at a higher temperature can increase transport before reaction or trapping and 
result in a more uniform distribution. The other approach starts with a non-uniform 
sample and mobilizes the PCs and uses diffusion to randomize the distribution and/
or decrease the number of PCs through recombination or other reactions. Thermal 
annealing, optical bleaching/photolysis, and long-term storage have been used suc-
cessfully. This second approach can be repeatedly applied to a sample until a limit-
ing spectral shape is reached, presumably corresponding to a random distribution 
with minimal dipolar interactions.

The dipolar broadening spectrum can be recovered from the two EPR spectra us-
ing a Fourier deconvolution method developed for site-directed spin-labeling EPR 
studies. A similar problem is faced there for CW EPR spectra of biomacromolecules 
with one or two nitroxide spin labels attached at specific locations [20]. Rabenstin 
and Shin [21] divided the Fourier transforms of the EPR spectrum of the singly- 
and doubly-labeled biomacromolecules (with and without the dipolar interaction) 
to produce the Fourier transform of the dipolar broadening function. An inverse-
Fourier transform then produced the dipolar broadening spectrum and this method 
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is used routinely in the structural biology community to analyze site-directed spin-
labeling data. Occasionally the deconvolution produces a recognizable Pake-like 
pattern which gives the distance between labels. More often conformational flex-
ibility results in a distribution of inter-label distances, not unlike the distribution of 
PC separations in irradiated solids, smoothing the features of the Pake-like pattern. 
Nevertheless a weighted average distance can be obtained.

The second approach is based on standard second moment theory for EPR spec-
tra [22–24]. The second moment M2 of a spectrum is basically its variance and has 
the property that the second moment of the convolution of two spectra is just the 
sum of their individual second moments. Subtracting the second moments of the 
spectra without and with dipolar interactions yields the second moment of the di-
polar broadening function or 2 < Dperp

2 > for a pair with a distribution of distances.
Unfortunately, both of these procedures have a major limitation when applied 

to irradiated solids. The second moment or the dipolar broadening function cor-
responds to a distance only for a single pair of PCs. This is generally an excellent 
approximation for site-directed spin-labeling and some UV-photolysis experiments, 
but not for investigating spatial distributions of radiation-generated PCs. This limi-
tation arises because as additional PCs interact, the total EPR spectrum is convo-
luted with more and more pair-wise dipolar interactions. The dipolar broadening 
function becomes broader and its second moment increases. Unless a Pake-like 
structure is resolved in the Fourier-deconvoluted dipolar broadening function, there 
is only a single parameter, the width or second moment, and no means to distinguish 
between a cluster with a few strongly-interacting PCs and a large mob of many 
weakly-interacting PCs. This is the same limitation that Cloc has and can be seen 
clearly for the second moment by expressing it in terms of fpc or Cloc.

�

(16.28)

16.3.2  �Non-linear Methods

There are quite a few standard and not-so-standard non-linear CW EPR methods 
that are sensitive to dipolar interactions. They range from progressive power satu-
ration of the EPR signal [25, 26]; through ELDOR [27], passage effects [28] and 
saturation transfer [29]; to multiple quantum EPR [30]. In each approach, the inten-
sity, and sometimes shape, of the signal depends on magnetic relaxation parameters 
influenced, in part, by dipolar interactions. However, these approaches are all lim-
ited by the same fundamental problem. The dipolar interaction is but one factor in-
fluencing the signal and cannot be cleanly disentangled from the other determinants 
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of relaxation. The evolution and relaxation of magnetization in solids is usually not 
accurately described by the Bloch equations that provide the starting point for quan-
titative analysis of non-linear CW-EPR spectroscopy. One is forced to use trends in 
the behavior of the EPR signal as an indication of qualitative changes in the PC fpc, 
such as the onset of spur overlap.

16.3.3  �CW EPR Results

The most extensive study of PC distribution in radiation chemistry by non-linear 
CW-EPR was by the Kevan group [31–41]. Power saturation of the EPR signal was 
used to investigate the distribution of trapped electrons, hydrogen atoms, and silver 
atoms, among others, in γ-irradiated frozen organic and aqueous glasses and the 
effect of irradiation temperature and photoexcitation. EPR saturation curves were 
measured for different doses and a phenomenological spin relaxation rate was ex-
tracted using simple models of the EPR response [25, 26]. The measured rate was 
recognized as being a complex mixture of relaxation routes, including spin-lattice 
relaxation, caused by interactions of a PC with the lattice, along with spin-spin 
interactions among the PCs. However, only spin-spin interactions should be dose 
dependent and only after damage from different γ-ray tracks began to overlap, pro-
viding a way to detect the onset of overlap.

The relaxation rate was constant at low radiation doses but eventually started to 
increase at higher doses, which was taken as the point where the spurs could com-
pletely fill the sample volume had there been no overlap. Then, assuming uniform 
spurs with 100 eV of energy deposited per spur, it was possible to determine the 
spur radius. In different aqueous and organic glasses irradiated at 77 K, the spur 
radius varied from 4 to > 13 nm for trapped electrons and hydrogen atoms which are 
fairly mobile before they are thermalized and trapped. Less mobile PCs were found 
to have spur radii as small as 2 nm. These studies achieved an important character-
ization of the size scale for spurs in these materials. Yet they rest on a very idealized 
spur model that misses the complex energy distribution by γ-rays.

16.4  �ESE Methods

The CW EPR signal from PCs in solids depends on many parameters that are poorly 
understood or difficult to measure, making the study of spatial distributions inexact. 
Pulsed EPR has an important feature that makes measurements more convenient 
and more exact. Pulsed EPR provides greater control over signal generation, en-
abling a strategy known as refocusing. When applied properly, refocusing makes 
a signal independent of most interactions and allows quantitative measurement of 
the desired parameter, such as the distribution of dipolar fields. The principle of 
refocusing is demonstrated in the electron spin echo and is employed extensively 
in PDS.
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Erwin Hahn produced the first spin echo [42] with nuclear spins and quickly 
followed with PCs. The basic experiment starts with magnetization arising from the 
interaction of a static, applied magnetic field and the PCs in a sample. Microwave 
pulses at a frequency corresponding to energy differences between spin states of the 
PCs are applied. The spin echo is produced by a pair of pulses separated by a short 
time known as τ, Fig. 16.3a. Each pulse tilts a portion of the sample magnetization, 
with which it is nearly in resonance, away from the applied magnetic field.

Following the first pulse, the magnetization precesses freely around the applied 
magnetic field, emitting a signal known as the free-induction decay or FID. The 
FID is a time-domain signal that is intimately related, via the Fourier Transform, to 
the frequency-domain CW-EPR spectrum. The FID contains much the same infor-
mation about dipolar interactions and the spatial distribution as does the CW-EPR 
spectrum, but intertwined with all the anisotropies, inhomogeneous broadening, etc. 
that make quantitative dipolar studies using the CW-EPR spectrum so problematic. 
A sub-ensemble of PCs that have the same EPR frequency, ω, is often called a ‘spin 
packet’ or ‘isochromat’. Each spin packet precesses relative to the microwave fre-
quency, ω0, at a rate Δω = (ω − ω0) so that its phase relative to the microwaves at the 
time of the second pulse is Δωτ. The magnetization from each spin packet is rotated 
by the second pulse leaving it with a phase π − Δωτ. Most things that determine the 

Fig. 16.3   Pulse sequences for different pulsed EPR measurements. The microwave pulse channel 
is labelled as mw, the signal channel shows the position of the detected echo, and a common tim-
ing convention. Typical relative widths of the microwave pulses are indicated. a the two-pulse or 
primary electron spin echo sequence with the position of the FID signal indicated, b three-pulse or 
stimulated echo, c three-pulse DEER experiment with the two microwave channels labelled with 
their frequencies, d four-pulse DEER sequence
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EPR frequency of a spin packet, e.g., g-factor, hyperfine couplings, are unchanged 
by the microwave pulses so that Δω remains unchanged. At time t after the second 
pulse, the spin packet has a phase π − Δωτ + Δωt which equals π at t = τ after the 
second pulse. Every spin packet has the same phase independent of Δω, just like all 
spin packets have a phase of 0 at the start of the FID. The magnetization from all the 
spin packets excited by the microwave pulses interfere constructively and produce 
a spin echo—a FID-like signal with opposite phase, τ after the second pulse and 2τ 
after the first.

At the center of an echo, the magnetization of each spin packet is independent of 
Δω and the inhomogeneous broadening and anisotropies that contribute to Δω. The 
precessing magnetization is said to be refocused into an image of the FID where Δω 
has no influence on the echo intensity at different values of τ. The echo intensity 
does decay at large τ, e.g., by the T2 of the Bloch equations or the more general 
phase memory time TM, but not by interactions that remain invariant during gen-
eration and formation of the spin echo. There is one notable interaction that does 
change—the dipolar interaction of an observed PC with other PCs in the sample, 
allowing the study of the spatial distribution of PCs. The dipolar interaction can 
change because the second microwave pulse excites the other PC, or because the 
other interacting PC relaxes. The change in dipolar interaction changes its contribu-
tion to Δω and ω, resulting in a variation of the EPR frequency of each PC, known 
as spectral diffusion, and in a failure of the magnetization to completely refocus in 
the echo.

It is largely a matter of personal taste whether to speak of spectral diffusion as a 
part of T2 or TM decay of the spin echo or as a separate process, but for convenience, 
we will consider them as separate. The primary reason for doing so is to split the 
decay of the spin echo V(τ) into the product of two terms: the ‘intrinsic’ relaxation 
of the PC in isolation, Vint; and the decay resulting from spectral diffusion and dipo-
lar interactions, VSD. Usually, the intensity of the spin echo appearing at the time 2τ 
can be expressed as a product.

� (16.29)

It is much easier to separate these two quantities in experimental spin echo decays 
than it is to extract quantitative dipolar information from CW EPR spectra or satu-
ration studies. The spin echo experiment refocuses most interactions that have no 
bearing on dipolar interactions, makes the echo signal decay independent of those 
extraneous interactions, and allows a clean determination of the pertinent dipolar 
interactions.

This two-pulse, or primary, echo experiment has been expanded into a large 
family of experiments to measure different PC properties, with more pulses and/
or microwave frequencies, and refocusing as many extraneous influences as pos-
sible. Some of these experiments are discussed later in this chapter. When discuss-
ing pulsed measurements, it is common to distinguish the PCs that produce the 
measured EPR signal (known as A spins) from the PCs that have dipolar couplings 
to and affect the A spins (B spins). This is not always a unique distinction because 

int D( ) ( , ) ( )M SV V T Vτ = τ τ
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some PCs act as both A and B spins while others are neither A spins nor affect the 
A spins.

16.4.1 � Spectral Diffusion

Spectral diffusion is a general term for the variation of the EPR frequency of a PC 
with time. It can arise from a variety of causes unrelated to the spatial distribution 
of PCs, e.g., molecular motion of the PC or the surrounding matrix, or nuclear spin 
diffusion of matrix nuclei which are typically considered parts of the intrinsic Vint 
relaxation of the PC. Although spectral diffusion enters into many pulsed experi-
ments, it is most often studied using the primary echo.

Nuclear spin diffusion makes an important contribution in nearly all samples 
because PCs have weak, but non-zero hyperfine interactions (primarily dipolar) 
with nuclear spins even a few nanometers away [1, 43]. Flip-flops ( T2-like events) 
between nuclear spins modulate the net hyperfine interaction and EPR frequency 
of the PC. Although the hyperfine interaction with any distant nuclear spin is weak 
and the rate of flip-flops is slow, there are large numbers of nuclei that potentially 
participate. Decay of the spin echo is often dominated by nuclear spin diffusion 
for PCs in samples with significant aqueous or organic components. Depending 
on its rate and the strength of the hyperfine interaction with the PC, the spin echo 
decay from nuclear spin diffusion often has the form Exp[− (2τ/TM)n] where n lies 
between 1.75 and 3 [2]. Deuteration of the sample, replacing 1H with 2H, slows 
Vint relaxation in most cases by decreasing 1/TM and n, but may perturb the spatial 
distribution, e.g., by affecting thermalization of holes and electrons or the rate of 
hydrogen abstraction.

Spectral diffusion arising from dipolar interactions between PCs is more relevant 
to the study of spatial distributions. Spectral diffusion can occur if the second mi-
crowave pulse generating the spin echo also affects B spins with a dipolar coupling 
to the A spins. This can happen when the B spin’s EPR frequency is close to that of 
the microwave pulse. In that case, the spectral diffusion occurs at the instant of the 
second microwave pulse and is known as ‘instantaneous’ diffusion. Spectral diffu-
sion can also take place as a result of flip-flops between B spins or from the spin-
lattice ( T1) relaxation of nearby B spins which can occur one or more times during 
the entire 2τ of the echo-generating sequence.

16.4.1.1 � Instantaneous Diffusion

Instantaneous diffusion was treated by Klauder and Anderson [44] for a homoge-
neous distribution of PCs and was later generalized for a uniform distribution in 
a lower dimensional object such as a plane or a line by Milov et al. [13]. Instan-
taneous diffusion can be expanded from the response of an A spin with a dipolar 
coupling to a B spin [45–47]. The contribution to the primary echo response is
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�

(16.30)

The density matrix for the pair composed of the A and B spin is ρA,B, the dipolar 
coupling between the pair of PCs is DB, WB is the rate at which Sz of the B spin 
changes, RB

2 = WB
2 − DB

2/4 and pB is the probability that the second microwave 
pulse flips the B spin. The instantaneous diffusion is distinguished from all other 
types of relaxation of the spin echo by its dependence on pB. If the B spin relaxes 
very rapidly so that WB τ > > 1, then Vpair,B(τ) becomes independent of pB and that A 
spin no longer contributes to instantaneous diffusion. On the other hand, if WBτ < < 1 
for the measured range of τ, it is possible to set WB = 0 and obtain the instantaneous 
diffusion signal

�

(16.31)

If an intermediate value of WB results from flip-flops transitions and interactions 
with other B spins, then higher-order correlation functions and not just the simple 
radial distribution function are involved; this case will not be considered here. How-
ever, if WB is determined by spin-lattice relaxation of the isolated B spin, it can be 
slowed by decreasing the measurement temperature until WB τ < < 1, to allow use of 
Eq. (16.31) rather than (16.30).

Each A spin typically interacts with more than one B spin. The instantaneous 
diffusion decay of the A spin from its interactions with all the B spins in the sample 
(or more generally the spectral diffusion decay when WB > 0) is

� (16.32)

A major simplification is possible as long as interactions among the B spins can be 
ignored, i.e., neglect of all dipolar and exchange interactions that do not involve the 
A spin. Such a situation can occur in magnetically dilute solids. The density matrix 
of the system is just the tensor product of density matrices for the pairwise interac-
tion of the A spin with each of the B spins in the sample. And VSD or VID is simply 
the product of the individual Vpair,B terms [48].

�

(16.33)
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This is an important result that allows expression of spectral diffusion as a product 
of terms, for example, from PCs within the same spur or track and from PCs of dif-
ferent tracks, or for different radiation damage products. However, this result is pos-
sible only if all pairwise interactions that do not involve the A spin can be ignored. 
In particular, it does not allow dipolar and exchange interactions responsible for 
spin diffusion, spin flip-flops and cross relaxation among the B spins. When their 
rate, WB, is not negligible, as in samples known as ‘T2’-type, Eq. (16.33) does not 
apply. Therefore we focus on ‘T1’-type samples at temperatures where WB is neg-
ligible. Instantaneous diffusion can also be observed through the stimulated echo. 
The theory has been developed [1, 2, 43, 44] but will not be discussed here because 
it is rarely used to determine spatial distributions.

16.4.1.2 � Uniform Distribution

Equation (16.33) enables calculation of VID(τ) for WB = 0, from a uniform distribu-
tion of PCs by averaging Eq. (16.31) over all possible distributions of B spins. If 
the second term in Eq. (16.31) is small, which can always be achieved at pB < < 1,

�

(16.34)

If the probability, pB, of flipping the spin of a B spin by the second microwave pulse 
is the same for all B spins, then for a uniform distribution of PCs, the spin echo 
decay due to instantaneous diffusion is

�

(16.35)

C is the concentration of B spins having this uniform distribution and the angular 
brackets indicate an average over the appropriate distribution. For A and B spins hav-
ing a g-factor of about 2.0 and S = ½, α in Eq. (16.35) approaches 8.2 × 10−13 cm3s−1. 
This exponential decay is proportional to the Fourier Transform of the nearly  
Lorentzian dipolar spectrum [9]. We note that the second moment of this Lo-
rentzian spectrum is infinite if the excluded volume is ignored when integrating 
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over r in Eq. (16.35). This is a feature common to magnetically-diluted systems; 
estimates of the second moment do not converge smoothly. The rate of decay in 
Eq. (16.35) is proportional to the dipolar interaction between spins at the distance 
given by < 1/r3 > = C.

Other sources of echo decay, such as instantaneous diffusion from other B spins, 
spectral diffusion, spin relaxation and even ESEEM, contribute multiplicatively to 
the decay of the echo during the time period 2τ. However, only instantaneous dif-
fusion depends on pB and this dependence is used to extract the instantaneous dif-
fusion from all other sources of echo decay. The pB can be calculated if the EPR 
spectrum, g(ω0), of the B spins is known and the microwave field, ω1, is uniform.

�

(16.36)

It is best if small samples are used so that ω1 is uniform over the sample. A distribu-
tion of ω1 affects both excitation of the signal and the efficiency of detection of the 
echo signal from that region of the sample. In addition, A spins with different ω1 de-
cay at different rates in Eq. (16.35) so that the overall decay can be non-exponential.

Equation (16.35) yields a simple result from a simple integration, but includes 
the very unrealistic assumption that a uniform distribution of B spins extends be-
yond the sample to infinite distances. For macroscopic samples, the extension of the 
averaging to infinity is justifiable. Distant B spins have tiny dipolar interactions so 
that Diτ is insignificant during the τ = 0.1–10 μs range of typical spin echo measure-
ments and the very distant B spins have no effect on echo decay. Therefore, sample 
size and shape are irrelevant for instantaneous diffusion with uniform distributions. 
At the other integration limit, very close B spins have an immediate effect on the 
spin echo of the A spin. A pair of PCs with random orientation, θ, relative to the ap-
plied magnetic field produces an average decay [49] expressed in terms of C and S, 
the Fresnel sine and cosine integrals respectively [50]

�

(16.37)

The factor following pB approaches unity at large τ and exceeds 0.8 after about 
0.15 μs for a pair of PCs with g ~ 2.0 separated by 3 nm. That suggests the exponential 
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decay limit in Eq.  (16.35) requires pB < 0.1. Fortunately the major deviation is at 
even shorter times, within the deadtime of the measurement. Provided that the dis-
tribution of B spins is not highly correlated, the principal consequence of exciting 
an extremely close B spin with the second microwave pulse is to cause the A spin to 
disappear; leaving the measured echo to decay according to Eq. (16.35) during the 
experimentally accessible time window.

The distribution of B spins cannot be uniform at short distances for a number of 
reasons mentioned in Sect.  16.2.4. Any distribution must go to zero for distances 
smaller than some r0 but affects the spin echo decay only at short times that typically 
are lost in the deadtime of a spin echo measurement. Klauder and Anderson [44] cal-
culated that the echo decay from instantaneous diffusion by a uniform distribution of 
B spins with an r0 is initially Gaussian but smoothly becomes the exponential decay 
in Eq. (16.35), which explained earlier experimental observations by Mims et al. [51].

16.4.1.3 � Within the Track or Spur

The contribution of uniformly-distributed PCs to instantaneous diffusion is multi-
plied by a similar decay for PCs within the same track or spur. It then becomes nec-
essary to average VID(τ) over the fpc( r) for the track or spur in the limit of pB < 0.1 as

�

(16.38)

This contains the same average in angular brackets encountered in Eq. (16.37). If 
the functional form of fpc is known, Eq. (16.38) can be evaluated and parameters of 
the distribution determined, but if fpc is not known, there seems to be limited infor-
mation available. For small values of τ, the cosine function can be expanded, while 
for long τ, the term in brackets approaches unity, giving two asymptotic limits. The 
decay is initially Gaussian, yielding the average dipolar interaction, and at long 
times becomes constant, giving the number ( N + 1) of PCs ‘in’ the spur or track. For 
PCs with g ~ 2.0, D in MHz and r in nm, the limiting forms are

�

(16.39)

Salikhov et  al. [52] place the break between the short- and long-time behavior at 
the time t* = 2.5/Dperp. To observe part of the early, Gaussian decay of Eq.  (16.39) 
in the spin echo with a spectrometer deadtime of 0.1  μs requires Dperp < 4  MHz 
( r > 2.5 nm for g ~ 2.0 PCs). To reach the constant, long-time limit by τ = 10 μs requires 
Dperp > > 0.04 MHz ( r < 10 nm). Instantaneous diffusion actually probes a narrow dis-
tance range of roughly 2.5–10 nm which is similar to the diameter of spurs and tracks.
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16.4.1.4 � Other Spectral Diffusion

Instantaneous diffusion represents the limit in which dipolar interactions change 
only as a result of the second microwave pulse. The opposite limit occurs when 
pB approaches zero and spectral diffusion occurs by spin relaxation of the  
B spins.

‘T1’ Samples

The Sz component of a B spin is part of the dipolar interaction and can change 
through spin-lattice relaxation. The rate WB is assumed to be the same for all B spins 
of the same type. The echo response for an A spin coupled to a relaxing B spin can 
be calculated using Eq. (16.30) with pB = 0. The response reaches limiting cases for 
WB much smaller or much larger than the dipolar interaction. The echo decays at 
WB for large dipolar interactions while there is ‘motional averaging’ or decoupling 
of the dipolar interaction for WB > > DB.

�

(16.40)

The echo decay for a sample can be derived as in Eqs. (16.34 and 16.35) for a uni-
form distribution to give

� (16.41)

The JB function has been derived and experimentally verified a number of times [1, 
43, 45, 53–55]. For τ in the range of 0.4–4.0 μs, JB(2WBτ)/(2WB) is largely linear, 
giving a nearly exponential decay for < VSD > although the slope does vary, Fig. 16.4. 
The asymptotic forms are known along with the limiting decay functions.
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Determining a non-uniform distribution is a challenge. The two limits in Eq. (16.40) 
show that distant B spins do not contribute to the echo decay while all close B spins 
make precisely the same contribution. Fortunately, the transition between these two 
regions occurs rather abruptly. Calculations by Raitsimring and Salikhov [3] sug-
gest that the transition occurs over a change in distance of only a factor of two. They 
suggest that the echo intensity at large WBτ measures the fraction of A spins which 
lacks a nearby B spin with DB > WB. This effect enables estimation of fpc for PCs in 
pairs or small clusters by systematic variation of WBτ.

The echo decay caused by spectral diffusion was calculated for a uniform distri-
bution with finite pB [3, 45]. An additional term appears in Eq. (16.41) (Fig. 16.5).
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Fig. 16.4   Plot of JB(2WBτ)/
(2WB) versus τ for various 
values of WB: 1) 0.3 × 105 s−1, 
2) 1.25 × 105 s−1, 3) 
5.0 × 105 s−1, 4) 2.0 × 106 s−1, 
5) 8.0 × 106 s−1

 

Fig. 16.5   Plot of JA(2WBτ)/
(2WB) versus τ for vari-
ous values of WB: 1) 0 s−1, 
2) 0.625 × 105 s−1, 3) 
1.25 × 105 s−1, 4) 2.5 × 105 s−1, 
5) 5.0 × 105 s−1, 6) 
1.0 × 106 s−1
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For irradiated samples with more than one type of B spin, there are differ-
ent < VSD > for each type which are all multiplied together, each with its appropriate 
values of C, W and p.

‘T2’ Samples

Spin relaxation is considerably more complicated in solid samples of dilute PCs 
than in the simple Bloch equation model [56]. Sz can change by a mutual flip-flop 
with another nearby PC having the opposite value of Sz. This is often called spin 
diffusion since it involves the migration of a spin but not the PC, however in the 
context of spectral diffusion measurements, it is often referred to as a T2 event. 
The flip-flops are made possible by dipolar and exchange interactions so their 
rate is strongly dependent on the distance between the two PCs involved. Typi-
cally there will be a broad distribution of flip-flop rates in a sample, because each 
PC does not have the same distribution of PCs around it. In these ‘T2’ samples 
the decay of the A spins depends on the distribution of B spins around it AND 
the distribution of PCs around the B spins, in other words, third-order correlation 
functions. Because each flip-flop involves two B spins, their dipolar interactions 
with the observed A spin are not uncorrelated which further complicates the cal-
culation of < VSD > .

Calculations have been made for these ‘T2’ samples for a uniform distribution 
of B spins, resulting in an equation for < VSD > analogous to Eq. (16.43) with JA and 
JB replaced by QA and QB [3, 45]. The derivations of QA and QB use a phenomeno-
logical distribution for WB that is uncorrelated with D values and the distribution 
of PCs, and also does not account for correlations between terms appearing in both 
QA and QB.

16.4.1.5 � Spectral Diffusion Kernel

The stimulated echo is produced by three microwave pulses with a separation of τ 
between the first pair and T between the second and third pulses, Fig. 16.3b. The 
stimulated echo appears τ following the final pulse and its normalized intensity 
is represented as V(τ,T). Mims [43, 57] noted that for ‘T1’ samples for WBτ and 
WBT < < 1, the Fourier transform of V(τ,T)/V(τ) is the spectral diffusion kernel, 
KSD(Δω,T).

The spectral diffusion kernel indicates how much the EPR frequency of a 
PC has changed in the time T [58]. A slice from KSD taken at T < < 1/WB gives 
the spectrum of dipolar interactions which could be deconvoluted to give fpc. 
Such an approach would be expected to work best for relatively small clusters of 
PCs. This experimental approach was used by Kulik et al. [59] as the basis for 
the RIDME method which has been applied to PC pairs in biological systems 
[60–68].
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16.4.2  �Cross Relaxation

Dipolar interactions between PCs can produce a change in Sz in one or both PCs. 
When this results in flip-flops among PCs of the same type it is called spin diffusion. 
But if it is between distinctly different PCs, particularly if one has a fast spin-lattice 
relaxation rate, it is often called cross relaxation. Both phenomena can be extremely 
complex, depending on the EPR spectra of both PCs, T1, T2 and the interaction DB.

A common situation is where B spins are a different type of PC with rapid T1 
and act as a relaxation sink. The A spins are excited or inverted by a microwave 
pulse and their relaxation is monitored in time. There are two important limiting 
cases. One occurs when spin diffusion among the A spins is much faster than cross 
relaxation to the B spin relaxation sink. The A spin relaxation is exponential. On the 
other hand, when spin diffusion is negligible, the rate of cross relaxation for each A 
spin is proportional to its strongest DB

2. If the fpc between A and B spins is uniform, 
relaxation of the A spins has the well-known kinetics for any dipolar-mediated 
quenching: exp[− (k t)1/2]. If the sample is composed of dilute pairs of PCs, there 
is some possibility of extracting fpc [69, 70] although uncertainty as to the angular 
dependence of cross relaxation can complicate matters [71].

16.4.3  �Experimental Studies

An early focus of the electron spin echo spectrometer at the Institute of Chemical 
Kinetics and Combustion in Novosibirsk, Russia was the study of relaxation and 
spatial distribution of PCs in irradiated frozen solids. That effort helped develop 
and validate many of the spin echo methods described here in Sect. 16.4. The ex-
perimental work has been reviewed a number of times [1–3]. It is amazing what was 
accomplished without the sensitivity of modern instruments, without modern com-
puter applications and with analog data taken by hand from chart paper. Consider-
able information was derived by varying radiation dose and the type of radiation 
from UV, which could produce only one PC pair per photon, to 60Co γ-rays, which 
produce a trail of spurs, as well as neutrons and β-, α- and fission particles spanning 
almost three orders of magnitude in LET.

16.4.3.1 � Validation

Detailed investigations of spin-lattice relaxation of hydrogen atoms trapped in 
amorphous quartz at 77 K have been made [72, 73]. At sufficiently low hydrogen 
atom concentrations, the main echo decay is due to T1. The spin-lattice relaxation 
kinetics of the hydrogen atoms is exp(− a t1/2). There is a distribution of spin-lattice 
relaxation times caused by cross relaxation to a fast relaxing PC in the quartz. The 
most probable value of T1 for hydrogen atoms is 2 × 10−2 s at 77 K and about 100 s at 
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4.2 K. Because of weak interaction between hydrogen atoms and the lattice, instan-
taneous diffusion should be the main mechanism of two pulse ESE signal decay.

The two-pulse echo decay of hydrogen atoms trapped in glassy quartz at 77 K 
was studied at various hydrogen atom concentrations and pB. The EPR spectrum 
consists of two lines separated by the hyperfine coupling of 50.5  mT, each line 
having a linewidth at 77 K of 0.03 mT. Either hydrogen line could be uniformly ex-
cited. The spin echo decay kinetics for hydrogen atoms are described by the simple 
exponential function

�

(16.44)

CH is the hydrogen atom concentration in the sample and α was found to be 8 × 10−13 
CH cm3 s−1, where pB is calculated for one and not both of the hydrogen atom lines, 
introducing the factor of 1/2. The decay rates are plotted in Fig. 16.6 and show that 
the echo decay is caused by instantaneous diffusion from a uniform distribution of 
hydrogen atoms.

Two types of PCs, H atoms and SO4
− ion radicals, are stabilized at 77 K in irradi-

ated solutions of 8 M sulfuric acid. The two-pulse spin echo decay of the hydrogen 
atoms [74] is

� (16.45)

The experimental data falls on a straight line when it is plotted in special coordi-
nates, providing good evidence for the validity of Eq. (16.45). The values of m were 
determined from the slopes of the straight lines, and the values for b were obtained 
from the intercepts (Fig. 16.7).
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The exp(− m τ2) term in the decay is indicative that nuclear spin diffusion 
among the matrix protons contributes significantly. The parameter m is indepen-
dent of the PC concentrations and equals 2.6 × 1011 s−2. This is in good agreement 
with the theoretical values and m depends on the matrix proton concentration as 
m = 7 × 10−35 cm6 s−2 Cproton

2 in the 8 M H2SO4.
The SO4

− ion radicals in the frozen γ-irradiated sulfuric acid solutions were 
investigated [45] over a wide range of concentrations and temperature. The main 
contribution to their echo decay at low concentrations (~ 1017 cm−3) is from nuclear 
spin diffusion and from their own spin-lattice relaxation. This system can be re-
garded a ‘T1’-sample. At high concentrations of SO4

−(> 5 × 1018 cm−3) an additional 
decay component appeared, corresponding quantitatively to the spectral diffusion 
of Eq. (16.43).

These studies were conducted at high doses where the overlap of spurs and hy-
drogen atom diffusion before trapping was expected to produce a uniform distribu-
tion. In fact, the shapes of the decays are those expected for a uniform distribution. 
The echo decay could be measured over the limited range of τ ~ 0.3–5 μs. At shorter 
τ, the echo was obscured by the ringing of the cavity and switching transients and 
at longer τ, the echo had decayed into the noise. The expected drop in fpc at short 
distances would be apparent only during the 0.3 μs deadtime. These measurements 
confirmed the theory for echo decay caused by instantaneous diffusion and by spec-
tral diffusion in ‘T1’ and to a lesser extent ‘T2’ samples.

16.4.3.2 � Track Structure in Methanol

Several systems were then studied at low dose to determine the point at which spurs 
and tracks failed to overlap and the spatial distributions were no longer uniform. 
These were easiest using particles to irradiate the samples rather than X- or γ-rays 
because the higher concentrations of PCs within particle tracks provided better 

Fig. 16.7   Kinetics (lin-
ear plot) of hydrogen 
atom spin echo decay in 
irradiated sulfuric acid at 
77 K for various hydro-
gen atom concentrations 
(cm−3): (1) 2.4 × 1018 cm−3, 
(2) 2 × 1017 cm−3, (3) 
2.2 × 1017 cm−3, (4) 
2 × 1017 cm−3. V1 and V2 are 
the amplitudes of the ESE 
signal corresponding to the 
times τ1 and τ2
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sensitivity. The most detailed studies were carried out for methanol [75–78]. The 
mechanism of radical formation is well understood in frozen methanol irradiated at 
77 K. It is a convenient system for investigation of track effects because it is pos-
sible to move radicals from localized tracks to a uniform distribution throughout the 
volume. The radical formation mechanism in glassy methanol at 77 K is as follows:

�

(16.46)

Radiation with different linear energy transfer, LET, was used, Table 16.1. Ther-
mal neutron irradiation was carried out in a nuclear reactor. The mean LET for the 
various sources are included. Small amounts of the corresponding isotopes were 
dissolved in methanol before freezing as transparent glasses at 77 K, and the echo 
decay for the CH2OH radical was investigated. The average radical concentration 
Cave was determined by CW EPR.

Plots of the echo decay rate b versus the CH2OH radical Cave during β-irradiation 
are given in Fig. 16.8 (curve a). At low Cave, b is independent of radical concentration  
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Table 16.1   Experimental data on radiation-chemical yields, track radii, and local concentrations 
in irradiated methanol at 77 K
Radiation source LET (keV/μm) GR (1/100 ev) Сloc × 10−18 (cm−3) Rtr (nm)

β (T)   11 5.5 2.5   9
6Li(n, α)T   160 2.6 7 13
210Po(α)Pb   200 3.3 8 15.5
10B(n, α)7Li   430 1.0 7.5 13
235U(n, f)Pr 5400 0.2 7.5 18
β(35S)   10 6 1.7   9
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with a limiting value b* = 0.4 × l06 s−1. Above a Cave of about 4 × 1018 cm−3, the decay 
rate becomes a linear function of concentration for β-irradiation

� (16.47)

The Cave of CH2OH radicals is linear over the range of absorbed dose and was used 
to determine the radiation chemical yield GR in Table 16.1.

Similar experiments were performed with the other types of radiation. The de-
pendence of the echo decay rate on Cave always has the same form characteristic of 
track spatial inhomogeneity. At small Cave, up to the point of overlapping tracks, the 
decay rate is constant. With further dose increases, the dependence becomes linear, 
with the slope expected for a uniform spatial distribution of PCs at the concentration 
Cave. Only in the case of neutron irradiation was the linear region not observed. The 
value of b* = 0.88 × 106 s−1 was large and the small absorbed dose would not have 
reached the linear region.

The results of these experiments indicate a non-uniform spatial distribution of 
radicals. Independent experimental corroboration of such a distribution was ob-
tained by studying the echo decay of the CH2OH radicals after UV photolysis of the 
irradiated samples.

It is well known that UV light decomposes CH2OH radicals into CH3, H, and CO 
[79]. The methyl radicals and hydrogen atoms are unstable in an alcohol matrix at 
77 K because they diffuse and react with each other and with the alcohol molecules. 
This results in the formation of new CH2OH radicals but with some decrease in their 
numbers relative to the initial CH2OH radicals:

�

(16.48)

The diffusion indicated by the thick arrow must decrease the initial inhomogene-
ity of their spatial distribution. If irradiated samples are illuminated by UV light 
and then kept in darkness, the spatial distribution of CH2OH radicals will be more 
uniform.

Experiments with UV light exposure were performed as part of the echo decay 
measurements. Typical results are shown, Fig. 16.8b, for β-irradiation. The arrows 
show changes in Cave and echo decay rate for CH2OH radicals in particular samples 
following UV photolysis and extended storage in darkness. As expected, the echo 
decay rate became linear with Cave over the entire concentration range and corre-
sponds to a uniform distribution of PCs.

The results allowed one to determine Cloc in methanol irradiated by various types 
of ionizing particles. For a random radical distribution, the dipolar interactions con-
tribute 1.1 × 10−13cm3/s Cave to the spin echo decay rate, Eq. (16.47). Therefore, for 
a uniform spatial distribution of radicals inside the tracks, the Cloc is given by
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�
(16.49)

Here b* is the decay rate for Cave (doses) in the initial flat region, Fig. 16.8, where 
track effects are observed, and b0 is the y-axis intercept from the linear region. The 
Cloc calculated in this way are listed in Table 16.1.

The geometrical dimensions of the tracks are estimated from Cloc. Suppose that 
the tracks are cylindrical with a radius Rtr and a length L equal to the path of the 
ionizing particle, then

�
(16.50)

Cloc and Rtr in methanol irradiated by various types of particles are summarized in 
Table 16.1. The track structure has been studied by similar methods in other polar 
compounds irradiated by high-LET particles at low temperatures [75].

16.4.3.3 � Detailed Track Structure

The mechanism of CH2OH radical formation, Eq. (16.46), shows that there are two 
types of initial damage species produced. One arises from the primary electron. The 
other from the positive charge or hole, in the case of methanol, the CH3OH+ radical 
cation. But in methanol the electrons and holes produced a single trapped radical 
product CH2OH, making it impossible to know the precise origin of the radical be-
ing measured. The experiments measure a single mean value for the track radius. 
Yet, one can argue that radical tracks may have different radii for electron versus 
hole products if the mobility of their precursors differ, i.e. Rtr

− and Rtr
+. This issue 

was hotly debated in the development of radiation chemistry starting from the early 
1950s, for example [80–82]. Detailed track structure from spin echo studies helped 
resolve the issue.

Two PCs are stabilized in irradiated alkaline glasses at 77 K: trapped electrons 
(et

−) and oxygen radical ions (O−), produced by a simple sequence of reactions.

�

(16.51)

Here the t and m subscripts indicate trapped and mobile electrons and (e−)2 is the di-
electron [83, 84]. The spatial distribution of et

− is a result of the path length of mobile 
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em
− formed in the initial ionization process before they are thermalized and trapped. 

The O− radical ions are formed by the last sequence of reactions in Eq.  (16.51) 
which may be preceded by hole transfers from H2O

+ to H2O. These reactions allow 
hole migration through the medium and ultimately determine the spatial distribution 
of the trapped O− radical ions. The EPR spectra of O− and et

− overlap negligibly be-
cause of the difference in their g-factors, Fig. 16.9. The echo decay of these PCs can 
be measured separately. Thus there was the possibility to separately study O− and 
et

− spatial distributions. Frozen solutions of 9 M NaOH were γ-irradiated or doped 
with small amounts of tritiated water, T2O, for β-irradiation [85]. The echo decay 
rate was determined for et

− at 77 K and for O− ion radicals at 77 and 4.2 K.
Instantaneous diffusion is the principal route of echo decay for these PCs. The 

temperature dependence on the rate for O− radical ions indicates that it is a ‘T1’-type 
sample with W ≤ 103 s−1 at 4.2 K. The et

− echo decay rate is described by Eq. (16.45) 
but for O− by

� (16.52)

The nuclear spin diffusion terms m and a are independent of Cave of the PCs, and 
the difference in the echo decay kinetics might be caused by different local nuclear 
environments around et

− and O−. In both cases b depends on pB and the concen-
tration of PCs. The effect of spatial inhomogeneity was observed only for O− in 
β-irradiated samples, Fig. 16.10. The echo decay rates coincide for et

− in β- and 
γ-irradiated samples. The slope of the straight line, Fig. 16.10, gives the value of 
α = (6 ± 2)x10−13 cm3/s, Eq. (16.35), for et

− and 7.2 × 10−13 cm3/s for O− which are 
close to the theoretical value of 8.2 × 0−13 cm3/s for a uniform distribution of PCs.

The departure from linearity for O− in β-irradiated samples makes it possible to 
determine Cloc for O− in a β-track from b*/α = 2 × 1018 cm−3, where b* is the echo de-
cay rate in the region where b is independent of Cave for O−. Such a Cloc corresponds 

32( ) b aV e− τ − ττ =

Fig. 16.9   EPR absorption and first-derivative EPR spectra of trapped electrons, et
−, and O− radical 

ions in γ-irradiated 9M NaOH at 77 K
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to Rtr = 7.5 nm. The et
− are uniformly distributed at least for Cave > 2 × 1017 cm−3. This 

value indicates Rtr > 20 nm for the et
−. Thus it is clear that the et

− and the O− radical 
ions are distributed non-uniformly with respect to each other [85] and have differ-
ent spatial distributions. Since the mean distance between O− radical ions in a track 
is about 7.5 nm, the formation of O− from H2O

+ would occur after at least 15 hole 
transfers.

Frozen glassy solutions of sulfuric and phosphoric acids are also systems in 
which the detailed structure of radical tracks can be obtained by electron spin echo 
studies. The em

− become trapped as hydrogen atoms after they react with H+, and 
the positively-charged holes react with the acid anions, e.g., SO4

−2, after charge 
migration, producing the corresponding radical ions (SO4

−). Behavior of the echo 
decay for γ-irradiated samples of these acids could be described by a uniform spatial 
distribution of hydrogen atoms and the radical ions even at the lowest doses that 
could be studied. Therefore the echo decay rate was studied in α- and β-irradiated 
solutions of 8 M H2SO4 and 12 M H3PO4 [86], but we will not describe these studies 
in detail because the results are similar to those obtained for alkaline glasses. The 
main results for these systems are summarized in Table 16.2.

The anion PCs resulting from the positively charged H2O
+ holes are localized in 

a region with a radius of about 7 nm, while the trapped electrons or hydrogen atoms, 
with mobile electrons as precursors, are localized in much larger volumes with radii 
exceeding 20 nm.

It is much more difficult to distinguish electron and hole products in organic ma-
trices because the products are PCs with very similar, overlapping spectra or, as in the 
case of methanol, Eq. (16.46), the products are identical. The use of electron scaven-
gers can allow determination of the spatial distribution of electron and hole products. 
The β-radiolysis of 1 M solutions of cadmium perchlorate Cd(ClO4)2 in methanol 
results in two types of PCs: Cd+ ions with mobile or trapped electrons as precursors 

Fig. 16.10   Plots of echo decay rate b vs Cave of O− radical ions in γ- and β-irradiated samples
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and CH2OH radicals with CH3OH+ as precursors. Their EPR spectra overlap only 
partially. Cd+ has an asymmetric doublet that overlaps the CH2OH radical spectrum 
but is approximately six times more intense. The low-field portion of the CH2OH 
spectrum is free of overlap. It is possible to make echo decay measurements for each 
PC due to the large differences in their EPR signal intensities at different fields.

Within experimental error of 30–40 %, in β- or γ-irradiated samples, equal 
amounts of Cd+ and CH2OH are formed with radiation-chemical yields of 
2.5 × 10−2 eV−1 in β-irradiated and 3 × 10−2 eV−1 in γ-irradiated samples [87]. The 
dipolar interactions, the local concentrations and the track radii were determined for 
each PC from the echo decay rates. Measurements in the β-irradiated samples were 
made at 4.2 K at concentrations of 1017–1019 cm−3. The echo decay kinetics for both 
PCs is described by Eq. (16.45) for uniform distributions of paramagnetic centers. 
But in contrast to systems that really have a uniform distribution, the decay rate for 
CH2OH in β-irradiated samples is constant up to Cave ~ 2.5 × 1018 cm−3. For larger 
Cave, the decay becomes linear with Cave; with the same slope obtained for uniform 
CH2OH distribution. The hole products are trapped in spatially restricted regions—
the tracks of ionizing particles with Rtr = 2.5 nm in β-irradiated methanol. The local 
concentration of Cd+ ions is apparently so low that the dipolar interaction for their 
track cannot be measured. Estimations of the minimum radius gives Rtr > 13 nm for 
the electron products in methanol. These results may be considered a direct verifica-
tion of models for the structure of ionizing particle tracks in condensed phases that 
were put forward as far back as 1951 by Lea, Gray, and Platzman [80, 81].

16.4.3.4 � Ammonium Tartrate

Instantaneous diffusion of X-irradiated single crystals and powders of ammonium 
tartrate was studied at room temperature by Brustolon et al. [88]. Irradiated ammo-
nium tartrate has a single long-lived free radical with rather slow relaxation rates at 
room temperature and has been proposed as a convenient chemical dosimeter. The 

Table 16.2   Radiation-chemical yields, local concentrations, and track radii in methanol and in 
aqueous acid and alkaline solutions irradiated at 77 K
Solution PC Radiation GR (1/100 eV) Cloc × 10−17 

(cm−3)
Rtr (nm)

8 M H2SO4 H β(3H) 2.0 < 2 > 20
H α(110Po) 0.85 ~ 10 ~ 25
SO4

− β(3H) 2.0 15 6.5
SO4

− α(110Po) 1.7 120    10
12 M H3PO4 H α(110Po) 0.46 ~ 4 ~ 30

PO4
− α(110Po) 1.1 110 8.5

8 M NaOH et
− β(3H) 2.7 ± 0.3 < 2 > 20

O− β(3H) 3.7 ± 1 20 7.5
Methanol Cd+ β(3H) 25 > 13

holes β(3H) 25 2.5
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rate of echo decay by instantaneous diffusion was exponential and kID of Eq. (16.35) 
for different radiation doses was measured by varying pB. A straight line was fit to 
a plot of kID versus radical concentration in single crystals and the distribution of 
radicals was concluded to be uniform. An extension of this work discussed later in 
Sect. 16.5.3 found that at lower doses, kID is constant and corresponds to the Cloc 
of isolated ionization events. If a line going through the origin, consistent with 
Eq. (16.35) is drawn through the data, then a break appears at low dose similar to 
those discussed for non-uniform distributions.

Measurements were also made on ammonium tartrate powder at doses above the 
apparent break in the single crystal response. Again, the kID could be fit by a straight 
line that did not pass through the origin. The scatter in the points is much less than 
for single crystal samples and it is clear that the data is incompatible with a uniform 
distribution in Eq. (16.35). The empirical data does support the suggestion by Brus-
tolon et al. [88] to measure radical concentration and hence dose from the rate of 
instantaneous diffusion in powders rather than by quantitative EPR.

16.4.3.5 � Other Approaches

Ichikawa et  al. [89–91] examined several γ-irradiated solids. Cross relaxation 
between PCs was extrapolated to zero dose to estimate the cross relaxation be-
tween PCs within the same spur. Average local concentrations and spur sizes were 
consistent with those found by the Kevan group using CW EPR and discussed in 
Sect. 16.3.3.

The determination of the tail of fpc for PC pairs produced by photolysis [92, 
93] or γ-radiation [94] was reviewed by Raitsimring and Salikhov [3]. Metal ions 
were photolyzed or sulfuric acid solutions were irradiated to produce a free radi-
cal trapped near a fast-relaxing PC, creating ‘T1’ spectral diffusion. The tail of fpc 
extending beyond 1.7 nm was determined and diffusion of hydrogen atoms during 
thermal annealing was observed. WB of the metal ions was too small to enable ob-
servation of pairs with distances any smaller than 1.7 nm.

16.4.3.6 � Summary

In several studies mentioned here, the kinetics of the echo decay had the form ex-
pected for a uniform spatial distribution of PCs, while variation of the dose and Cave 
indicated an inhomogeneous distribution at low doses. This apparent contradiction 
arises because of the small window of distances that contribute to the observed 
decay. One can expect that within the spur or track radius, the fpc is fairly con-
stant and corresponds to the Cloc derived from the instantaneous diffusion. There is 
good consistency among the number of PCs in the sample, Cloc and the size of the 
tracks. PCs formed by low-mobility holes lie in a track with radii of 2.5 nm (frozen 
methanol) to 8.5 nm (frozen acid glasses) around the path of β-particles. Electrons 
or mobile hydrogen atoms in the same samples have track radii at least 13–30 nm. 
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Much of the uncertainty in the size of the track of electron products results from 
the low doses necessary for their measurement and the limited sensitivity of pulsed 
EPR spectrometers when the measurements were made.

16.5 � Pulsed Dipolar Spectroscopy

The spin echo based measurements of distance distributions discussed in Sect. 16.4 
are a major advance over CW measurements because refocusing of inhomogeneous 
broadening allows more precise measurement of dipolar interactions. Yet, a number 
of other effects still are present in the intrinsic echo decay Vint( TM,τ) of Eq. (16.29). 
Vint is often a non-exponential or even non-monotonic decay that must be separated 
from VSD based on variation of the decay with dose, temperature or pB. Errors in 
separating these two contributions to the total echo decay propagate into fpc.

Just as the spin echo is able to ‘refocus’ inhomogeneous broadening, pulse se-
quences for pulsed dipolar spectroscopy, PDS, ‘refocus’ the intrinsic decay that is 
unrelated to dipolar interactions. Most PDS methods belong to a class of constant 
time measurements in which an echo is measured, but delay times, such as τ and 
T, are kept constant so that Vint remains constant. One family of techniques has its 
roots in double resonance spectroscopy [13] while the other is known as double 
quantum coherence or DQC spectroscopy [95].

16.5.1  �DEER

The most common electron double resonance experiment, known as DEER or PEL-
DOR [13, 49, 96–98], uses two different microwave frequencies while a variant 
known as the ‘2 + 1’ sequence uses only one frequency [47]. They are, in fact, two 
limiting cases of the same technique. The ‘2 + 1’ sequence is suited for measure-
ments on a single type of PC with a narrow EPR spectrum while DEER is ideal for 
two kinds of PCs with very different EPR spectra.

The three-pulse DEER experiment generates a spin echo from A spins using a 
pair of pulses at one microwave frequency, ωA, with a fairly large τ. A pulse at a 
second microwave frequency, ωB, is applied at a time τ′ between the two detection 
pulses, Fig. 16.3c. In the simple model of DEER with WB = 0, the detection pulses 
only excite A spins while the pump pulse only excites B spins. The intrinsic decay 
Vint of the A spins does attenuate the echo, but does not change during a DEER mea-
surement with constant τ. For τ′ = 0, the dipolar interaction between A and B spins 
is refocused, but as τ′ increases from 0 to τ, the dipolar interaction suddenly shifts 
the EPR frequency of the A spins, causing abrupt ‘instantaneous’ spectral diffusion.

�
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Virtually every analysis of DEER data is based on the ability to factor the dipolar 
response, and its averages, from all other effects, Eq. (16.53). The dipolar interac-
tion impacts the signal only during τ′, as VDip, while the intrinsic decay Vint is totally 
independent of dipolar interactions and occurs only during τ. The echo intensity for 
an A spin interacting with several B spins is related to Vpair,B of Eq. (16.31).

�
(16.54)

The same averaging in Eqs.  (16.33–16.39) for instantaneous diffusion applies as 
long as Vint does not depend on dipolar interactions and Eq. (16.53) holds. There is 
a four-pulse variant of DEER, Fig. 16.3d, that overcomes practical problems when 
two microwave pulses overlap at τ′ = 0 [99].

This simple model provides an easily-understood picture of how DEER works 
and why distance distributions can be derived from it. Unfortunately this simple 
model often does not correspond to the actual experiment. The detection pulses 
typically excite B spins and the pump pulse excites A spins. These possibilities 
have long been recognized in ‘2 + 1’ measurements [46, 47] where the pump and 
detection pulses have the same frequency, but have just been considered in detail for 
three-pulse DEER [52] and remain to be dealt with in four-pulse DEER.

When the second detection pulse at ωA excites B spins, the DEER response de-
pends not just on cos( Dτ′), but also on cos( Dτ) and cos( D(τ − τ′)) [52]. This last 
term is significant only when the B spin is excited by pulses at both frequencies. 
This term may be neglected under normal conditions when the difference of the two 
mw frequencies is large compared to the mw field strength. Then the cos( Dτ′) term 
may be recovered as cos( Dτ′) = [V(τ′) − V(∞)]/[V(0) − V(∞)]. In general, even if τ is 
constant during a measurement, the DEER signal cannot be separated, as implied 
in Eq.  (16.53), into a Vint term independent of dipolar couplings and a VDip term 
depending only on dipolar-driven spectral diffusion during τ′. A partial solution to 
this problem lies in the careful selection of pump and detection parameters [100] 
or having pA and pB < < 1 for A and B spins for both ωA and ωB. However, unless 
Wτ < < 1, B spin relaxation and flip-flops still prevent the clean separation of terms 
in Eq. (16.53) [52].

16.5.1.1 � Uniform Distribution

Equation (16.53) applies in the limit of W ~ 0 and with selective pump and detec-
tion pulses that only excite the desired PCs, and the DEER signal in Eq. (16.54) 
has the same form as Eq. (16.34) for instantaneous diffusion if τ is replaced by τ′. 
Equation (16.54) allows the DEER decay to be broken into products of decays from 
conveniently chosen sets of PCs. The distinction often made for instantaneous dif-
fusion studies is quite appropriate: a background decay from a uniform distribution 
of B spins belonging to different spurs or tracks and a decay from B spins within 
the same spur or track. The uniform distribution of B spins produces an exponential 

( ) ( ),B' '
iDip pair

i
V Vτ = τ∏
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decay in Eq. (16.35). The decay rate is proportional to pB and can be made arbi-
trarily slow, but the DEER signal decays smoothly to zero.

The DEER decay is derived from averages of cos( Dτ′) which is symmetrical 
around τ′ = 0. The decay in a four-pulse DEER from a uniform distribution is also 
symmetric and should have a peak with a sharp corner at τ′ = 0. Any departure from 
a uniform distribution at short distances caused by excluded volume [101], recom-
bination or tunneling will round off this peak and make it smoother, but still sym-
metric. This part of the decay can be experimentally measured with DEER but it is 
lost in the deadtime in spin echo measurements. DEER has much smaller deadtime 
because the pump pulse can be placed adjacent to the detection pulses in three-pulse 
DEER for a deadtime of approximately the pulsewidth, while four-pulse DEER lacks 
even this restriction. The smallest values of τ′ provide data on the largest dipolar in-
teractions and the shortest PC separation distances. A number of reviews consider 
the DEER decay from free radicals distributed uniformly in various dimensions [13, 
49, 98] which may be relevant to damage at surfaces or to extended polymers.

16.5.1.2 � Within the Track or Spur

The decay from PCs within the same spur or track is given by the same averages 
as for < VID > , Eqs. (16.38 and 16.39), which require pA and pB < < 1. An important 
advantage of DEER relative to instantaneous diffusion measurements is the lack of 
deadtime which can reveal the initial decay in Eq. (16.39) that is important for de-
termining the number of PCs in the spur and the dipolar second moment. This is the 
same distance range where the uniform distribution assumption fails. Fortunately it 
is possible to disentangle them because the intra-spur or track contributions to the 
DEER decay are independent of dose while the contribution from PCs in different 
spurs or tracks depends linearly with dose, at least initially.

DEER has been applied to the determination of PC cluster sizes and spatial 
distributions in several areas including radiation chemistry, structural biology and 
polymers. A critical examination of both abilities was made using a series of bi-, tri-, 
and tetra-radicals by Bode et al. [101]. Counting the number of PCs in a cluster rests 
on the difference in DEER decay for a finite cluster versus a uniform distribution. 
The cluster has a decay rate that is not linear with pB and the DEER intensity for 
small pB reaches a non-zero limiting value at long τ′ [13, 102]. Bode et al. [101] suc-
cessfully counted the number of radicals when only a single compound was present. 
In mixtures of mono- through tetra-radicals, average numbers of spins per radical 
were obtained for DEER data with high signal to noise ratios.

In multi-radicals, each pair of spins produces DEER modulation and the distance 
between spins can be determined at low pB. The relative amplitudes for different 
inter-spin distances did not match the structure of the multi-radicals [101] and was 
ascribed, in part, to the use of analysis software designed only for pairs of PCs. This 
study has some relevance to measurement of fpc for systems with more than pairs of 
PCs and it does support an earlier measurement of multiple inter-spin distances by 
Bowman et al. [103] in end-to-end stacks of spin-labelled RNA duplexes.
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16.5.2  �DQC

Double Quantum Coherence spectroscopy or DQC [104, 105] uses a double quan-
tum filter to ensure that only the dipolar evolution of PCs is measured. In its usual 
implementation, DQC uses a single microwave frequency and requires the PCs to 
have relatively narrow EPR spectra. One advantage relative to DEER is that there is 
no signal background from isolated PCs, which have no double quantum coherence. 
DQC works well with pairs of PCs, but larger clusters would appear to produce 
responses with sums and differences of dipolar interactions. These combinations of 
dipolar interactions are suppressed in instantaneous diffusion and DEER measure-
ments in the pB < < 1 limit, but this remedy does not seem to be practical in DQC. 
However, development of rigorous filtering and rejection of higher-order coher-
ences may make such techniques applicable beyond the realm of pairs of PCs.

16.5.3  �Experimental Studies

One of the first applications of DEER was the study of semiquinone radical—deu-
terium atom pairs formed by photolysis of hydroquinone in frozen solutions of 
deuterated sulfuric acid [106]. The deuterium atom was rapidly thermalized and 
trapped in close proximity to the semiquinone radical. Strong DEER signals indi-
cated pairs of PCs relatively isolated from each other. The fpc was extracted from 
this data in the original paper [106] and later by a more exact procedure [107]. The 
fpc in both analyses has a peak near 4 nm with a shoulder between 6 and 9 nm before 
tailing to zero at long distances. The fpc falls sharply to zero at distances less than 
about 1.5 nm.

Kurshev et al. [46] used the ‘2 + 1’ sequence (DEER with only one microwave 
frequency) to determine the distribution of pairs of hydroxyalkyl radicals produced 
by photolysis of frozen acidic solutions of deuterated alcohols. They obtained good 
fits to the data for a fpc proportional to exp[− ( r/rc)

6] for a set of alcohols with 1–4 
carbons. The value of rc ranged from 6.5 to 7.2 nm across these alcohols. This fpc is 
roughly a uniform distribution to rc where it drops to zero. The rc determined by the 
‘2 + 1’ sequence are 0.6–1.3 nm larger than those measured in γ-irradiated protiated 
alcohols by Ichikawa et al. [90] using a cross relaxation method. It is significant that 
both sets of data were fit with the same functional form of fpc. This relatively flat 
fpc seems consistent with the uniform distributions found in instantaneous diffusion 
measurements where the decays were primarily caused by PCs at distances shorter 
than rc.

DEER was used by Bowman et al. [108] to probe the spatial distribution of PCs 
in DNA irradiated at 77 K to doses of 1.7–50 kGy by heavy-ion beams of 100 MeV 
per nucleon 40Ar ions having an LET of 300–400  keV/μm. These ions produce 
dense tracks of damage in their wake with extensive recombination of PCs. At these 
doses, the tracks are well separated from each other and the samples had super-
imposable DEER spectra. Smoothly-decaying DEER spectra were measured over 
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a range of pB that varied by a factor of 12. At the smaller values of pB, the signal 
intensity reached an asymptotic value that allowed determination of the number 
N of PCs contributing to the DEER decay. The rate at which it approached the 
asymptote gave the local concentration of those PCs. Unfortunately, pB was in-
correctly calculated and is underestimated, leading to an overestimation of N and 
local concentration. This error is partly offset when the track radius is calculated. 
A global fit of all samples and data reported N ~ 18, Cloc ~ 13.5 × 1019 PC cm−3 and 
a track radius of 6.8 nm. These numbers were consistent with the known LET and 
radiation chemical yield.

Marrale et  al. [109] extended the instantaneous diffusion study of irradiated 
polycrystalline ammonium tartrate with a study that includes DEER and γ-, neu-
tron- and 19.3 MeV proton-irradiation. A careful examination of kID following up 
[88] for each radiation type ensured that the DEER reflected spatial distribution of a 
single ionization event. This appears to be the first case reported of DEER decays in 
irradiated materials showing pronounced modulation that was not traced to nuclear 
modulation (ESEEM) artifacts [98]. The resolved modulation was assigned to radi-
cals being trapped at the sites of molecules within the crystal structure. Unfortu-
nately, these remarkable DEER spectra were not shown. The fpc extracted from the 
DEER data lies almost entirely between 2.0 and 5.5 nm with ripples corresponding 
to translations of the unit cell. This distribution was reproduced very closely by de-
tailed simulations incorporating the crystal structure and anisotropic recombination. 
The observed and simulated differences in PC distribution with different types of 
radiation were suggested as providing a way to determine LET of unknown radia-
tion by using the ammonium tartrate dosimeter.

16.6 � Future Prospects

The main advantage of pulsed EPR is the removal of the inhomogeneous broad-
ening of EPR lines and the removal of decay not caused by dipolar interactions. 
This reveals the dipolar width and, therefore, opens new possibilities to detect non-
uniform spatial distribution of PCs in radical tracks and spurs. The two-pulse ESE 
is the simplest and most direct experimental approach to these problems but DEER 
holds greater potential.

The two-pulse spin echo spectroscopy has its limitations. In analyzing ESE data 
in order to get dipolar broadening, it is necessary to subtract the other relaxations 
and spin dynamics effects that appear in the two-pulse echo decay, such as spec-
tral diffusion, nuclear-spin diffusion and ESEEM. This is not a simple task as one 
pushes sensitivity to probe large structures. DEER provides a much cleaner signal 
free from many of the competing decays, but at the price of a significant loss of sen-
sitivity. Fortunately sensitivity continually increases as a result of advances in mi-
crowave and magnet technology coupled with digital control and data acquisition. 
Many of these advances are now being driven by the use of DEER in structural bi-
ology where spectacular sensitivity has been achieved with high-field pulsed EPR.
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Currently, the theoretical basis to extract spatial distributions from DEER has 
significant gaps, particularly for treating the higher-order correlations needed in 
spectral diffusion of ‘T2’-samples and for extracting fpc when there is more than 
a single pair of PCs involved. But both issues affect the application of DEER in 
fields beyond radiation chemistry. Likewise, the spatial distribution of PCs is often 
correlated with the spatial inhomogeneity of the sample and may be a major oppor-
tunity for new applications of pulsed EPR studies. The interaction of plasmas with 
surfaces and nanomaterials; radiation chemistry at interfaces; and the distribution 
of electrons and holes in nanoparticles used for energy conversion provide new 
challenges and opportunities that can be addressed by well-designed EPR studies.
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Abstract  The strong Coulomb attraction and recombination dramatically shorten 
the lifetime of radical ion pairs generated by ionizing irradiation in organic solu-
tions, which complicates the use of conventional EPR spectroscopy to study these 
short-lived radical ions. However, the recombination of the oppositely charged ions 
gives birth to a fluorescence response of the irradiated media. This response appears 
to depend on the same properties of the radical ions that are studied by EPR spec-
troscopy. The dependence can be revealed with an external magnetic field, thus 
allowing a quantitative study of hyperfine couplings, spin-orbit interaction, para-
magnetic relaxation times of radical ions, whose lifetime can amount to only a few 
nanoseconds. In this chapter we consider experimental approaches, both steady-
state and time-resolved, which are based on the registration of the fluorescence 
response influenced by an external magnetic field. These are Optically Detected 
EPR, MARY (Magnetically Affected Reaction Yield) spectroscopy, and the tech-
nique of Time-Resolved Magnetic Field Effect (TR MFE) in recombination fluo-
rescence. A brief history, a theoretical background, methodological details, as well 
as some unique experimental results obtained with these techniques are discussed.

17.1 � Introduction

It is difficult to tell when the chemical effect of radiation on a molecular medium 
ends, but it begins at the moment when the radiation makes electrons leave the 
closed electron shells of the molecules forming (super)excited and ionized molecu-
lar states. Within several picoseconds a lot of species with open electronic shells ap-
pear in the region where an ionizing particle has passed. Some of them have electric 
charge, some are neutral. Although conventional EPR is generally sensitive to any 
paramagnetic species, in practice it is only applicable to study neutral radicals that 
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escape from the track into the bulk with high probability. Radical ions arising as 
the pairs of oppositely charged species recombine quite quickly with their partners, 
with only few of them (several per cent in non-polar solutions) becoming separated 
by a very large distance. Thus, the Coulomb interaction and recombination dramati-
cally limit the applicability of conventional EPR to study the radiation-generated 
radical ions in organic solutions.

In this chapter we discuss a somewhat different approach to study such radical 
ions. It is based on the spin correlation between the partners in a substantial frac-
tion of the recombining radical ion pairs. Experimentally it can be implemented by 
detecting the luminescence response of the irradiated medium and investigating the 
effect of an external magnetic field on this response. In this chapter we discuss sev-
eral ways to develop this approach, including Optically Detected EPR (OD EPR), 
MARY (Magnetically Affected Reaction Yield) spectroscopy, and the technique of 
Time-Resolved Magnetic Field Effect (TR MFE) in recombination fluorescence. 
All these methods share their basic principles with EPR and thus provide informa-
tion similar to information obtained by magnetic resonance techniques: g-values, 
hyperfine coupling (HFC) constants, paramagnetic relaxation times of the recom-
bining radical ions. For practical use it is important to realize that they have their 
own, often adjacent, but not fully overlapping, areas of optimal use.

The discussion is arranged as follows: first, we give a very brief historical over-
view, outline the basic principles of the approach, and provide an overview of the 
processes in the track of an ionizing particle where radical ion pairs arise and decay. 
Then, we discuss several key theoretical notions that the techniques rely upon, the 
experimental implementation of the techniques, and results obtained from the study 
of various radical ions, including many that were not studied by other techniques. 
This chapter mostly focuses on results obtained in this century.

17.2 � Historical Sketch

The history of the controlled effect of radiation on the matter starts from the dis-
covery of cathode rays [1], X-rays [2], and radioactivity [3]. These very discoveries 
and the active exploration of the properties of radiation became possible, to a large 
extent, due to the fact that the radiation-induced luminescence of matter is a wide-
spread phenomenon that can be easily observed by eye.

In the beginning of the ХХ century it was realized that at least some part of the 
luminescence comes from the recombination of oppositely charged ions [4, 5]. A 
little later it was found that the recombination of ions in an irradiated matter can 
only be described if their pairwise generation is taken into account, which means 
that their initial spatial correlation is important [6]. Those days, the luminescence 
itself was interesting to the explorers of radiation primarily as an indicator of the 
presence of ionizing radiation or as a measure of certain atomic parameters. Only 
in the 1960-s it was understood that it was ion recombination that produced a con-
siderable fraction of the luminescence response from irradiated organic solutions, 
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and that the ratio of singlet (S) and triplet (T) states of the excited recombination 
products was not statistical, i.e., it differed from S:T = 1:3 [7, 8].

In the milestone work [9] it was proposed that, due to the initial spin correlation 
in the primary pairs, the relation between the singlet and the triplet-excited states in 
radiolysis could change with time in a static external magnetic field or a resonance 
microwave field driving EPR transitions. An applied magnetic field modifies the 
proportion of singlet and triplet pairs, which was detected experimentally by Brock-
lehurst et al. [10] as an increasing yield of singlet excited states with a simultaneous 
decrease of the yield of triplet states. The variations of predicted magnetic field ef-
fects in time were found to depend on the hyperfine interactions in the radical ions 
[11, 12]. This opened the possibility to use the method of Time-Resolved Magnetic 
Field Effect (TR MFE) in recombination fluorescence to study the properties of 
the radical ions themselves, more specifically, those of them, whose recombina-
tion leads to the excited states of luminescent molecules. Quantum beats driven by 
the hyperfine interactions in the spin-correlated radical ion pair, the precursor of 
the excited molecule, were detected in the recombination fluorescence [13]. Very 
prominent quantum beats driven by the difference in the g-values of the geminate 
radical ions, the so-called Δg-beats, were also observed [14–16].

The dependence of the integrated yield of singlet excited states on the static ex-
ternal magnetic field strength—the so-called magnetic field effect curve—often has 
the form of a monotonously rising curve as the magnetic field strength is increased 
from zero to values much higher than the EPR spectrum width of the radicals [10]. 
However, it was found [17, 18] that features providing detailed information about 
both HFC in the radicals and their lifetimes appear in stationary MFE curve.

In 1979, the idea of the effect of the microwave field on the yield of singlet ex-
cited states was implemented in the optical detection of the EPR spectra of organic 
radical ions in a solution irradiated by continuous ionizing radiation [19, 20]. A year 
later, a time-resolved version of the EPR registration technique named Fluorescence 
Detected Magnetic Resonance (FDMR) was developed in Argonne National Labo-
ratory (USA) based on a pulsed electron accelerator [21].

The OD EPR technique was used to study the primary charge carriers and the 
secondary radical ions in irradiated organic solutions [22–25]. Both the experimen-
tal method and the theoretical approaches were further developed. This consider-
ably extended the range of objects studied by techniques, which focus on spin-
correlated radical ion pairs generated in organic solutions by ionizing irradiation.

17.3 � Track Structure and Spin-Correlated Radical  
Ion Pairs

After an ionizing particle passes through an organic medium, within several pico-
seconds primary ion pairs are formed consisting of a radical cation (hole) of the 
matrix/solvent and an excess electron. The ejected electron reaches thermodynam-
ic equilibrium with the medium at a distance of about several nanometers [26]. 
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Typically, radical ion pairs (RIPs) do not arise as isolated objects, and there is a non-
zero probability of recombination of the charged species produced by ionization 
of different molecules. Such RIPs are called non-geminate. It is usually assumed 
that their recombination produces excited singlet and triplet states in the proportion 
S:T = 1:3. On the contrary, geminate RIPs, originating from the same molecule, can 
exhibit a non-trivial evolution of the S:T proportion in time, since these RIPs are 
spin-correlated.

For the approaches discussed in this chapter it is essential that this evolution 
also depends on the external magnetic field. Thus, the magnitude of the TR MFEs 
related to spin-correlated RIPs depends on the ionization density. For solutions of 
aromatic luminophores, the typical TR MFE magnitude decreases from 40 % for 
irradiation with fast electrons to several per cent for irradiation with helium ions 
[27] in accord with the expected decrease in the fraction of singlet RIPs. In refs [28, 
29] similar effect was observed on going from soft X-rays to fast electrons. The 
maximum amplitude of the TR MFE curves in recombination fluorescence—up to 
80 %—was observed under synchrotron radiation with quantum energy 15 eV [30]. 
For 40 eV quanta the effects were comparable to β-electron irradiation, decreasing 
to about 40 %.

A quantitative comparison of the local structure of the radiation track and the 
degree of the manifestation of spin correlation between the recombining ions can 
only be performed using computer simulation of the intra-track processes [31–33]. 
In particular, such simulations show that the ratio of the recombination rates for 
geminate and non-geminate RIPs in low viscosity liquids only weakly depends on 
time already after several nanoseconds.

17.4 � Theoretical Background

Although the theoretical basis of the method of optically detected EPR is similar 
to conventional EPR, the application of the other two techniques, TR MFE and 
MARY, required an essential development to study the spin-correlated RIPs. The 
principles of spin effects in the reactions of species with open electronic shells were 
discussed in many works, including several reviews and monographs (e.g., see [34–
38] and references therein). The experiments discussed in this chapter are focused 
on radical ions in non-polar solutions, and the measured value is the fluorescence 
intensity from the singlet-excited recombination products of RIPs. Such products 
are believed to arise from the recombination of RIPs in singlet spin state. Any phos-
phorescence generated upon the recombination of triplet pairs in solutions is either 
strongly quenched or can be rejected with an optical filter.

Thus, the intensity of the recombination fluorescence I(t) is generally determined 
by the recombination kinetics F(t) and the singlet state population ρSS(t) of the radi-
cal ion pairs. Importantly, in non-polar solutions the Coulomb interaction is likely 
to result in equally effective recombination from both singlet and triplet states, in-
dependently on the magnetic field. Therefore, for RIP recombination in non-polar 
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solvents F(t) and ρSS(t) are believed to be independent, and the experimentally ob-
served kinetics I(t) is given by a convolution involving their product. At any rate, 
there is no known experimental evidence that contradicts this statement. For a short 
fluorescence time of the luminophore the convolution turns into a simple product, 
and I(t) can be represented as follows:

� (17.1)

This relationship in turn lets us separate the problem of describing the RIP spin dy-
namics from the very sophisticated task of calculating the time dependent yield of 
singlet excited molecules. In this chapter, the Time-Resolved Magnetic Field Effect 
(TR MFE) is defined as the ratio:

�
(17.2)

The subscript and superscript B or 0 correspond to the measurements in high or zero 
magnetic field, respectively.

17.4.1  �Evolution of Spin State of Spin-Correlated Radical  
Ion Pairs

In terms of spin chemistry, the evolution of an ensemble of RIPs proceeds as transi-
tions between S and T states of the pair of unpaired electron spins of the radicals. 
The quantum beats between these states are driven by various interactions the two 
electron spins experience. These are, first of all, the interactions with external mag-
netic fields, either static or oscillating, and HFC with the magnetic nuclei of the 
radical ions. The interactions between the electron spins of the two organic radicals 
in a RIP are quite weak and can be neglected. Indeed, the exchange interaction 
has no effect for a RIP in non-polar solution, as the pairs mostly recombine from 
a distance of at least 10 Å [39] where these interactions are negligible. Also, due 
to the fast rotation of radicals in solution, only the isotropic components of both 
the hyperfine and g-tensors in each radical need to be considered. The fluctuating 
anisotropic components of the couplings can be accounted for as a contribution to 
paramagnetic relaxation.

Dynamics of Spin State of a Singlet Born RIP  The results of the calculations can 
be most concisely presented using the density matrix ρ̂(t)  of the spin system of 
the radical pair, as suggested by Schulten and Wolynes [40]. The population ρSS( t) 
of the singlet electronic spin state can be obtained using the projection operator 
P̂S = |S〉 〈S|  applied to the density matrix

� (17.3)
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where Tr is the trace over the electron and nuclear indices. If there is no interaction 
between the electron spins of the radicals in the RIP, expression (17.3) can be writ-
ten as

� (17.4)

in terms of the components of the correlation tensor T tik
( , ) ( )1 2

�
(17.5)

Here, i,k = {x,y,z}, 1,2 1,2 1,2 1,2
ˆ ˆˆ ˆ( ) ( ) ( )t exp iH t exp iH t= −S S  are the operators of the elec-

tron spins of the RIP partners in the Heisenberg representation, Tre is the trace over 
the electron spin variables, and the brackets mean averaging over the projections of 
the magnetic nuclei, H1 and H2 are the Hamiltonian terms (frequency units) for the 
interactions in each radical. This approach simplifies the solution of the quantum 
problem for two nearly isolated sub-systems whose initial state is entangled, and 
makes it possible to account for different types of interactions in the radicals.

An analytical expression for the components of the correlation tensor (17.5) only 
exists for several special cases. For an arbitrary magnitude of the magnetic field 
along the z axis, an exact solution of this problem has only been found for the sim-
plest case of one magnetic nucleus with spin I and HFC constant a [41, 42]. In this 
case, the components of the tensor are:

�
(17.6)
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In zero field, the tensor (17.6) becomes diagonal with the non-zero components 
equal to

� (17.7)

Expressions (17.6) and (17.7) can be generalized for the case of several magnetic 
nuclei with equal HFC constants. To this end, these expressions should be aver-
aged over I, the total nuclear spin [42]. In zero field an analytical solution can be 
obtained, for example, for n spin ½ nuclei with equal HFC constants a [43]:

�

(17.8)
In the limit of strong field B >>  an an analytical solution exists for an arbitrary set of 
magnetic nuclei with spins In and HFC constants an, with the nonzero components 
of the tensor equal to

�

(17.9)

There is also an analytical solution at B = 0 [44], although a quite cumbersome one, 
for two magnetic nuclei with different HFC constants, which can be generalized for 
two groups of equivalent nuclei.

For many magnetically non-equivalent nuclei with different HFC constants the 
semiclassical approximation can be used [40]. In this approximation, in the limit of 
strong field 2 21 3, where ( 1)n n nn

aB I Is s>> = × +∑  is the second moment of the 
EPR spectrum of the radical, the function G( t) in (17.9) takes the form

� (17.10)

For zero field the semiclassical approximation gives:

�

(17.11)

For an arbitrary magnetic field the expressions for the correlation tensor in the 
semiclassical approximation are quite cumbersome. These expressions were first 
provided by Bagryansky et al. [45].
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Paramagnetic Relaxation  In practice, it is also necessary to take into account 
paramagnetic relaxation. The simplest phenomenological way to take the relax-
ation into account is to multiply spin operators Ŝz(t) and Ŝx,y(t)  by factors 

1 2exp( / ) and exp( / )t T t T− − , respectively, where T1 and T2 are the longitudinal 
and the transverse paramagnetic relaxation times [46]. For zero field, assuming 
T T T1 2 0= = ,  this gives

�
(17.12)

For a strong field the expression for ρSS( t) can be written in compact form using the 
functions G(t) determined by the relevant expressions (17.9) or (17.10):

�
(17.13)

Here 1 0 1 2/ , ,T  is the sum of the corresponding relaxation rates of the two radicals.
Expressions (17.6–17.13) were derived for an isolated singlet-born RIP. In order 

to apply them for fitting the experimental TR MFE curves, it is usually assumed that 
the ensemble of RIPs in the track can be divided into two parts. One part consists of 
those RIPs that are singlet-born spin-correlated pairs, whose spin evolution obeys 
the above equations, while another part includes uncorrelated RIPs related to cross 
recombination. This picture is of course only approximate. It is generally not as 
easy as it might appear to distinguish between spin-correlated and non-correlated 
recombining ion pairs in an ensemble. Finer effects connected with the transfer of 
spin polarization between pairs can also be expected [47], although they have not so 
far been detected experimentally.

In this approximation, the total singlet spin state population of the RIPs is written 
as · ( ) (1 ) / 4SS tq r q+ −  [37], where θ is the fraction of spin-correlated pairs among 
all of the RIPs, which recombine at a given moment. Although this fraction should 
generally depend on time, it was demonstrated that for a radiation spur of moderate 
size it is almost independent on time after the first nanoseconds [32]. In this chapter 
θ is assumed to be constant.

Examples of TR MFE Curves  Figure 17.1 shows several TR MFE curves, i.e., 
the ratios of singlet state populations (17.2), calculated using Eqs.  (17.3–17.13), 
and several curves for two groups of spin ½ nuclei. Unresolved EPR spectra of the 
RIP partners with very different widths appear in the TR MFE curve as two different 
peaks (Fig. 17.1a) at t(ns) of about 9/σ(mT). The peaks disappear if paramagnetic 
relaxation is fast enough. If the EPR spectra of both partners are narrow, the rate of 
the singlet-triplet transitions caused by HFC and the rate of the increase in the TR 
MFE curve are low, letting observe the Δg-beats in a high enough field.

A HFC with magnetically equivalent nuclei manifests itself as periodic peculiari-
ties with positions in time determined by the HFC constant (Fig. 17.1b).
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The presence of nonequivalent magnetic nuclei changes the relative amplitudes 
of the peculiarities, peaks or dips. The change also depends on the relative sign of 
the HFC constants, since the spin state evolution at B = 0 depends on this sign. A 
finite paramagnetic relaxation would result in the damping of the peculiarities with 
time.

The model presented above in Eqs. (17.3–17.13) can be applied with success to 
describe the experimental TR MFE curves. As an example, Fig. 17.2a shows TR 
MFE curves for RIPs that have magnetically equivalent nuclei only in one partner, 
either the radical anion or the radical cation, while the contribution of the other 
partner to HFC is negligible [42, 48]. Figure 17.2b shows a TR MFE curve for the 
RIP that is composed of these two radical ions, now both having HFC. A simulation 
shows that the maxima of the peaks correspond to the moments of time when the 
population of the singlet state in zero field is low. Since SS(t) is determined by the 
product of contributions from each partner, the positions of the maxima in case (b) 
remain approximately the same. We also note that the amplitude of the experimental 
curve is lower as compared to the theoretical curves shown in Fig. 17.1, because in 
experiment θ < 1 [29, 31, 33].

Fig. 17.1   Calculated TR MFE curves for a singlet-born (θ = 1) RIP composed of partners with 
equal g-values in the absence of paramagnetic relaxation (except as otherwise noted). The RIP 
partners are assumed to either both have unresolved EPR spectrum (a) or only one of them has 
non-zero HFC (b). Panel (a): σ(1) = 1 mT, σ(2) = 0.1 mT ( solid curve 1); the same but T1 = 200 ns, 
T2 = T0 = 20 ns ( dashed curve 1); σ(1) = σ(2) = 0.1 mT ( solid curve 2); the same assuming the differ-
ence of g-values Δg = 0.002 for the RIP partners at magnetic field B = 1 T ( dashed curve 2). Panel 
(b): HFC constants with spin ½ nuclei a(12H) = 1 mT ( curve 1); a(12H) = 1 mT, and a(1H) = 0.5 mT 
( curve 2); a(13H) = 1 mT ( solid curve 3); a(12H) = 1 mT and a(1H) = –1 mT ( dashed curve 3) cal-
culated using the results reported in ref [44]
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17.4.2  �MARY Spectroscopy

The expressions given above can be used to calculate the dependence of the recom-
bination fluorescence intensity on the magnetic field strength in the conditions of 
continuous generation of radical ion pairs. Such dependences were named Magnetic 
Field Effect (MFE), or Magnetically Affected Reaction Yield (MARY) spectra (e.g., 
see [49–51]). For their theoretical description one has to calculate the integral yield 
of singlet states, S(B), upon the recombination of RIPs:

�
(17.14)

Even if F(t) is approximated by an exponential function, an analytical expression 
to describe the MARY spectra can only be obtained for the case of equivalent nu-
clei, Eq.  (17.6). Using a more experimentally adequate non-exponential kinetics 
requires, in practice, a numerical simulation [52].

The left-hand part of Fig. 17.3 qualitatively shows a typical view of the signal in 
MARY spectroscopy, exemplified by the calculated function S(B), for a pair with 
equivalent magnetic nuclei. When RIPs are generated in singlet spin state, one can 
always see a gradual increase of the luminescence intensity with the magnetic field, 
i.e., the so-called magnetic field effect. In zero field and in weak fields relatively 
sharp lines can also be observed where the energy levels of the radical ion pair cross 

( ) ( , ) ( )SSS B t B F t dtr= ⋅∫

Fig. 17.2   a Experimental (noisy) and calculated TR MFE curves for solutions of 0.1 M hexameth-
ylethane (+ 30 μM para-terphenyl-d14) in n-hexane ( upper curve, shifted by 0.15) ([42], adapted 
by permission of the PCCP Owner Societies) and 1 mM tetraphenylcyclopentadiene (TPCP) in 
n-decane (Adapted with permission from [48]. Copyright 1997, Mendeleev Communications). 
The smooth lines show the results of modeling for a(18H) = 1.22 mT (the radical cation of hexa-
methylethane) and a(2H) = 2.5 mT (the radical anion of TPCP). b Experimental (noisy) and cal-
culated TR MFE curves for solutions of 0.1 M hexamethylethane + 0.3 mM TPCP in n-octane 
(Adapted from Quantum beats in radical pairs. [38], Copyright 2007, Pleiades Publishing, Ltd). 
For both panels the temperature is 293 K, B = 0.1 T

 



63917  Study of Spin-Correlated Radical Ion Pairs in Irradiated Solutions …

[41]. The lines appear due to the fact that for a part of the ensemble of RIPs the rate 
of singlet-triplet transitions drops as a result of destructive interference of several 
available transition channels. The zero-field line, also known as the MARY line 
or the Low Field Effect [53], is universal and appears in a wide range of systems 
[54–57]. This peculiarity appears due to a higher symmetry of the system in the 
absence of the preferred direction of the external magnetic field.

The right-hand part of Fig. 17.3 shows a characteristic view of the first derivative 
of the field dependence, S(B), as obtained in the modulation experiment. The shape 
of this curve provides a quick estimate of the EPR spectrum width and the charac-
teristic lifetime τ* of the spin-correlated RIP. The former parameter is connected 
with the so-called magnetic field effect half-saturation width B1/2 first suggested by 
Weller [58], which was later adapted to the more convenient in this setting position 
of the maximum in the modulation spectrum Bp [59, 75]. The time τ* characterizing 
the overall rate of all processes shortening the lifetime of the spin-correlated state of 
the pair is connected with the width of the zero-field MARY line [41, 54, 60]. The 
connection between the width of the zero field line and the rate of decay of a spin-
correlated RIP allows using the stationary MFE for estimating the rates of reactions 
involving short-lived radical ions (see below).

Additional lines can appear for radical ion pairs that have only equivalent nuclei 
in one of the partners (see also Fig. 17.5). They are observed in the fields that are 
the multiples of the HFC constant [49, 61]. Such lines in non-zero fields have also 
been observed for RIPs with a more complex HFC pattern [55]. Due to the pres-
ence of the additional lines in the MFE curve with positions determined by the 

Fig. 17.3   A schematic diagram of the energy levels of a RIP and the field dependence of the sin-
glet yield S(B) ( left); a typical shape of the first derivative MARY spectrum ( right) in the region of 
low magnetic field with indicated major features and their relation to the second moments of the 
EPR spectra σ2, the lifetime of the spin correlated RIP τ*, and to HFC constant, aHFC, for the RIP 
with only equivalent nuclei in one of the partners. See text for more details
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structure of the radical ions and with shape and width determined by the processes 
they are involved in, the observation of such effects evolved into a spectroscopy, 
and the curves are now referred to as MARY spectra [50]. The term MARY has 
been in use since the 1970s to refer to the studies of the static applied magnetic field 
in photogenerated radical pairs [62–64], however, it was radiation-generated RIPs 
that turned it into spectroscopy in the mid-1990s. The physical principles, typical 
experimental approaches, and a review of some results it has provided for radiation-
generated pairs are discussed in detail elsewhere [49, 57].

17.4.3  �Optically Detected EPR

In the technique of OD EPR the measured value is the intensity of recombination 
fluorescence vs. the external magnetic field in the conditions of continuous genera-
tion of RIPs and with applied microwave field. When the microwave quantum is in 
resonance with the energy difference between the Zeeman sublevels of the triplet 
state of a RIP, an additional depletion of the RIP singlet state occurs. The resonances 
thus observed via the decrease in the intensity of recombination fluorescence re-
produce the EPR spectra of the radical ions composing the RIP. The theory of OD 
EPR [65–68] is similar to the theory outlined in Sect.  17.4.1, with a conversion 
to the frame of reference rotating with the microwave field frequency and using 
the strong field approximation valid for the region where the EPR resonances are 
actually located. Like in the case of MARY, the major difficulty in the quantitative 
simulation is the lack of information on the geminate recombination kinetics that 
needs to be convolved with the time dependent singlet state population. However, 
this uncertainty only affects the shapes of the lines in the described spectrum but 
not their positions.

At a low MW power OD EPR signals are very similar to the spectra observed in 
conventional EPR, but there are also some essential differences. One important pe-
culiarity should be mentioned: a very short spin-lattice relaxation time, of the order 
of T1 ~ 10 ns, makes the OD EPR line amplitude very small since the typical MW 
power (~ 1 W) cannot induce S-T transitions faster than the relaxation equilibrates 
the spin states. Increasing the MW power increases the signal but also results in 
a non-trivial saturation effect and a distortion of the OD EPR lines due to the so-
called spin locking [69].

17.5 � Experiment

17.5.1  �Techniques

The Method of Time Resolved Magnetic Field Effects  Figure 17.4 shows the 
experimental setup that was developed in the Institute of Chemical Kinetics and 
Combustion SB RAS (ICKC) [70] and provided most of the TR MFE data discussed 
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in this Chapter. The fluorescence is generated by short—about 1.5–3 ns—X-ray 
pulses with a characteristic energy of about 20 keV. This is mostly the characteristic 
radiation of a molybdenum target hit by a bunch of electrons with the energy of 30 
to 40 keV. The bunch is guided through a hole in the electromagnet pole to the target 
located 20 mm away from the irradiated sample, which is positioned between the 
poles of the electromagnet. The fluorescence is registered by the Time-Correlated 
Single Photon Counting (TCSPC) technique. The magnetic field at the sample can 
be controlled in the range of 0–1.9 Т.

As an example of the kinetics registered using this setup, Fig. 17.4 shows a raw 
kinetic curve of the fluorescence intensity decay for a solution of 0.1 M hexameth-
ylethane + 30 μM para-terphenyl-d14 ( pTP-d14) in n-hexane. The radical cation of 
hexamethylethane has HFC with 18 equivalent protons, which results in the pro-
nounced quantum beats. Although the shape of the kinetic curve itself only allows 
this kind of conclusion to be made for the features at 30 ns, Fig. 17.2 justifies that 
for a high enough operation stability the coherent features can also be observed at 
90 ns. The damping of the beats is due to the contribution from the HFC in the pTP-
d14 radical anion ( σ ≈ 0.068 mT) and to phase relaxation.

MARY Spectroscopy  To record a MARY spectrum, the static magnetic field at the 
irradiated sample has to be swept within several tens of mT through the zero of the 
field. To increase sensitivity, as in conventional EPR, lock-in detection with modu-
lation of the swept magnetic field is used. In contrast with the standard magnetic 
resonance techniques, no microwave power is applied to the sample. Figure 17.5 
shows a flow chart of the setup built in ICKC based on a commercial Bruker ER-
200D EPR spectrometer [49]. A sample placed in the cavity of the EPR spectrom-
eter is irradiated by an CW X-ray tube. The external magnetic field is generated by 
the magnet of the spectrometer, and its modulation coils are used to modulate the 
applied field at 12.5 kHz. To sweep through the zero of the field, a constant “nega-

Fig. 17.4   A flow chart of the fluorimeter ( left) and an example of the fluorescence decay kinetics 
( right) from an irradiated solution of 0.1 М hexamethylethane + 30 μM pTP-d14 in n-hexane in 
magnetic field B = 0 ( line) and B = 0.1 T ( circles), T = 293 K. The arrows show the positions of the 
features arising in the TR MFE curve (see Fig. 17.2)
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tive field shift” is applied by an additional coil. The PMT signal at the modulation 
frequency is recovered by an SR810 lock-in amplifier.

The right panel of Fig. 17.5 shows an example of a first derivative MARY spec-
trum with all the possible features: the MFE signal appearing as a curve with a max-
imum around 5 mT, a strong zero-field line in the phase opposite to the MFE in the 
first derivative, and the extra lines in the fields ≈ 40 and ≈ 80 mT due to the presence 
of six equivalent nuclei with a HFC constant of 13.7 mT in the C6F6 radical anion.

MARY spectroscopy proved to be a helpful indicatory express technique to study 
the extremely short-lived radical ions with lifetimes down to 1 ns and their fast re-
actions. Its ease of use and short-time sensitivity balances the loss of the structural 
information, and thus this method complements the more powerful TR MFE and 
OD EPR techniques that are more demanding to the conditions of observation of 
the radical ions.

Optically Detected EPR  The OD EPR spectra presented in this work were regis-
tered on the same setup described in the previous Section. The differences were that 
the sample was additionally exposed to a microwave field with a frequency about 
10 GHz, and that the magnetic field was swept near the resonances located around 
0.35 T [22, 71]. As can be seen in the examples below, the shape of the OD EPR 
spectra is similar to the shape of conventional EPR spectra.

A time-resolved version of the OD EPR technique was also developed using a 
pulsed electron accelerator [21, 72]. Here a pulse of the microwave field is applied 
to the sample with a controlled time lag after the irradiating pulse. Examples of the 
time-resolved OD EPR spectra can be found elsewhere [72–74].

Applications to Non-Alkane Solvents  In most cases, the techniques discussed in 
this chapter have been applied to study radical ions in liquid alkanes. The advan-
tages of alkanes, due to their low polarity, are the highest probability of the gemi-
nate ion recombination and the energy gain upon the ion pair recombination. The 
latter is due to the relatively low polarization energy of the recombining ions.

Fig. 17.5   A flow chart of the MARY spectrometer ( left) and an example of a MARY spectrum 
registered as the first derivative for a solution of 10 mM C6F6 and 1 mM pTP-d14 in n-decane 
( noisy line) and the corresponding S(B) dependence shown by the dashed line ( right)

 



64317  Study of Spin-Correlated Radical Ion Pairs in Irradiated Solutions …

In other solvents certain obstacles could arise for applying a particular technique. 
Thus, the use of TR MFE is rather problematic in aromatic liquids, since aromatic 
molecules typically have a long fluorescence time, which distorts the pattern of 
the quantum beats. However, MARY and OD EPR can be readily used with these 
solvents [73, 75].

In ethers and alcohols a very fast deprotonation of the primary radical cations 
occurring within picoseconds is possible, leading to independent neutral radicals 
and cations and thus separating the spin and charge [76]. As a result, the newly 
formed ion pairs do not contain spin correlated electrons, and their recombination 
fluorescence is not magnetosensitive. However, magnetic resonance spectra of the 
radical ions of some aromatic solutes in liquid ethers and even alcohols can be 
detected using the recombination fluorescence [73]. Therefore, a portion of the de-
layed fluorescence from the irradiated solutions of aromatic compounds in these 
solvents comes from the recombination of spin-correlated radical ions of the solute 
molecules. Very recently [77] the precursors of aromatic radical cations were found 
in a series of ethereal solvents. So, the use of non-alkane solvents for the studies 
of magnetosensitive luminescence response of irradiated solutions is a subject of 
further work.

17.5.2  �Experiment: Radical Anions

The mobility of electrons in alkanes is two to five orders of magnitude higher than 
the mobility of molecular ions. For concentrations of acceptors ~ 1 mM in liquid 
alkanes the radical anions (RAs) of the solute will quickly arise, while the solvent 
radical cations are not scavenged up to the times of the order of 100 ns (for viscos-
ity ~ 1 cP). In these conditions, it is easy to study the contribution of RAs to TR 
MFE curves. Another way to study the radical anions is the use of a positive charge 
acceptor that does not scavenge the excess electrons in alkanes, like tetramethyl-p-
phenylenediamine [78].

Radical Anions of Metaloles  OD EPR and TR MFE were used to study RAs of 
tetraphenyl-substituted 1-heterocyclopenta-2,4-dienes (metaloles), siloles and ger-
moles, including their chloro derivatives [79, 80]. Figure 17.6 shows the OD EPR 
spectra obtained for solutions of two of the studied compounds in a liquid alkane. 
The HFC constants were found to be about 1.5 mT for the two protons in the RA of 
compound (а) and 1.12 mT for 35Cl in compound (b).

The TR MFE curves obtained in alkane solutions of the same compounds clearly 
demonstrate quantum beats induced by HFC in the RAs, which is dictated by the 
experimental conditions, as mentioned above. The dominant HFC constants in the 
RAs were determined from the simulation of the TR MFE curves. A very good 
agreement between the two techniques was achieved, thus indicating that in the OD 
EPR spectrum the same species are observed that are formed as early as few nano-
seconds after the irradiation due to electron scavenging by the solute.

Radical Anions of Fluorobenzenes  The RAs of fluorobenzenes were investigated 
in many studies (e.g., [81, 82] and references therein). They are interesting due to 
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their special electron and spatial structure. The HFC constants in these RAs are 
abnormally high because the flat molecular structure is disturbed by pseudo Jahn-
Teller distortions in RAs [83]. The adiabatic potential energy surface (PES) for 
these RAs is a surface of pseudorotation with several minima. The motion along the 
pseudorotation trough modulates the HFC constants for the fluorines.

Because of their short lifetimes in solutions, these RAs cannot be studied using 
conventional EPR, but can be detected by OD EPR [84]. In particular, a nontrivial 
case of intra-molecular dynamics in a fluorobenzene RA was investigated in ref 
[85], where the OD EPR spectrum of the 1,2,3-trifluorobenzene (1,2,3-TFB) radical 
anion in a liquid squalane solution was registered (Fig. 17.7a).

The relatively high accuracy of measuring the HFC constants allowed detecting 
and analyzing the temperature dependence of the observed HFC. In Fig. 17.7b the 
experimental results are compared with the quantum chemical predictions. The pre-
dicted HFC constants were calculated by averaging in the model of fast exchange 
between the conformations along the pseudorotation trough. The relative weights 
of the conformations were estimated by the classical Boltzmann distribution, which 
gave a good agreement between the experiment and theory. Similar results were 
also obtained for the RAs of several other fluorobenzenes [86].

Symmetric 1,3,5-Trifluorobenzene  Among the partially fluorinated benzenes, 
1,3,5-TFB is remarkable for its highly symmetric structure. Its RA remained unob-
served for a long time. All attempts to register its EPR spectrum using matrix 
isolation [87] or OD EPR in low-temperature squalane solution [84] failed. The 
difficulties preventing the registration of the EPR spectra of 1,3,5-TFB RA were 
usually attributed to the fast spin relaxation due to Jahn-Teller effect in the RAs of 
aromatic molecules having at least a third order symmetry axis (e.g., see [88]).

Fig. 17.6   OD EPR spectra (adapted with permission from [80]. Copyright 1998, Mendeleev Com-
munications) and TR MFE curves (in the inserts, [79]. Copyright 1998, with permission from 
Elsevier BV) for solutions of compounds shown in the plots in liquid alkanes
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The RA of 1,3,5-TFB was successfully registered in MARY experiments [89] in 
an alkane solution at room temperature. In theory the MARY spectrum of this radi-
cal anion should have a characteristic line in the field 15aF/4, where aF is the HFC 
constant with the three equivalent fluorine nuclei. Indeed, a spectrum of this type 
was registered in a solution of 1,3,5-TFB in n-dodecane (Fig. 17.8a, the feature is 
shown with arrow), and its fitting provided the first estimate of the HFC constant of 
the 19F nuclei in this RA.

OD EPR was also successful in registering the RA of 1,3,5-TFB [90]. The HFC 
constants with three equivalent 19F nuclei in this RA estimated from MARY and 
OD EPR spectra are consistent and equal to a(3F) ≈ 7.4 mT. Quantum chemical cal-
culations predict a fast intramolecular exchange between the non-planar structures 
of this RA, thus confirming the observed equivalence of the fluorine nuclei. The 
lifetime of the spin-correlated state of the radical ion pair involving the 1,3,5-TFB 
RA was estimated from the width of the MARY line as ~ 20 ns.

Radical Anions of Al, Ga and In tris-8-Oxyquinolinates  Radical ionic states not 
only play an important role in chemistry, they are also critical for modern molecular 
electronic devices including organic light-emitting diodes (OLEDs). OLEDs are 
multi-layer heterogeneous films capable of emitting light when an electric current 
passes through them. Here, the layers of coordination compounds such as aluminum 
tris-8-oxyquinolinate (Alq3) functioning as electron transport and electrolumines-
cent layers are important. The charge transport proceeds via the formation of radical 
ionic states of the coordination compounds, while their recombination is the source 
of the optical emission of the device. Studying the properties of their isolated radi-
cal ions in model systems can help understand the potential ways to improve these 

Fig. 17.7   a OD EPR spectra for a squalane solution of 10 mM 1,2,3-TFB (+ 1.5 mM pTP-d14). 
Temperatures are given in the plot, b The temperature dependence of the experimentally measured 
averaged HFC constants ( open circles for the fluorine atom in the second position (F2) and squares 
for F1,3) and the calculated results for this dependence in the quasi-classical model (-o-). Adapted 
with permission from [85]. Copyright 2005 American Chemical Society
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electro-optical systems. As a system of this type, an X-irradiated solution of Alq3 
(as well as Inq3 and Gaq3) in benzene was used [75]. MARY spectra of radical ion 
pairs involving the RAs of the corresponding oxyquinolinate were successfully reg-
istered in these conditions, and their simulation provided the estimates of the HFC 
constants at the metal center (Fig. 17.9).

Experiments in liquid benzene demonstrated that the observed signal is produced 
by a pair consisting of the Mq3 radical anion and the solvent radical cation narrowed 
by degenerate charge exchange. The registered MARY spectra are typical of a series 
of systems with a similar structure and demonstrate an increase in the second mo-
ment of the EPR spectrum of the pair partner with the dominant HFC, which in this 
case is the RA of the corresponding oxyquinolinate. Since all these three coordina-
tion compounds have the same number of identical ligands, the different behavior 
of the MFE is due to the different nature of the central ion. The shown spectra 
were simulated in the approximation of exponential distribution over the coherent 
lifetime of the pair, considering only one nucleus with the spin of the central metal 
ion in the radical anion (I(27Al) = 5/2, I(70Ga) = 3/2, I(115In) = 9/2), the EPR spectrum 
width of the geminate pair partner, the benzene radical cation, could be neglected.

17.5.3  �Experiment: Radical Cations

As mentioned above, in alkane solutions the secondary radical cations (RCs) are 
usually formed later than the RAs due to the very high electron mobility in these 
solvents. This significant time delay makes the techniques of TR MFE and MARY 

Fig. 17.8   a A MARY spectrum of a solution of 10 mM 1,3,5-TFB (+ 1 mM pTP-d14) in n-dodec-
ane and the results of fitting for a radical ion pair with a dominant HFC at three equivalent spin ½ 
nuclei with a = 7.3 mT. The difference between the predicted and the experimental spectra is due to 
the additional signal from pairs “solvent RC/pTP-d14

−●” [89], b An OD EPR spectrum of a solution 
of 10 mM 1,3,5-TFB (+ 1.5 mM pTP-d14) in squalane at 309 K. The smooth line shows the fitting 
with a(3F) = 7.4 mT, g = 2.0039 in the radical anion. Reprinted from [90]. Copyright 2013, with 
permission from Russian Chemical Bulletin
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virtually inapplicable to study RCs in diluted solutions, although still allows ob-
serving the secondary RCs using OD EPR. To observe the secondary RCs by TR 
MFE or MARY, either a higher concentration of the solute is required, or a solvent 
with a high mobility of the primary radical cations, like some cycloalkanes [91–93] 
or squalane [93], can be used. Molecules that cannot scavenge electrons are more 
convenient for the study of their radical cationic states. A luminophore giving a 
radical anion with a suitable HFC pattern can then be used as an electron acceptor.

The discussed techniques were used to study the RCs of a series of olefins [95, 
96], aliphatic amines [97, 98], and aromatic compounds with negative electron af-
finity, like methyl substituted benzenes [99, 100]. This chapter focuses on the RCs 
of aliphatic hydrocarbons and their metalorganic analogues. For these compounds, 
the discussed techniques allowed obtaining EPR parameters of a series of their RCs 
in solution for the first time.

Data on Alkane Radical Cations from Other Techniques  The RCs of alkanes, 
along with the excess electrons, are the primary species arising upon irradiation of 
alkanes in liquid or solid phase, and the history of their studies counts decades. The 
structural information on the RCs of alkanes was mostly obtained for low molecular 
weight (up to 8–10 carbon atoms) alkanes stabilized in low temperature matrices 
(e.g., see review [101] and references therein).

The RCs of normal, branched, and cyclic alkanes exhibit very different electron 
and spin density distributions. The ground states of both the neutral molecules of 
n-alkanes and their radical cations were found to be the elongated all-trans confor-

Fig. 17.9   a The structure of tris-8-oxyquinolinate M(III), where M = Al, Ga, In, (Mq3). b Peak-to-
peak normalized MARY spectra of benzene solutions of 1 mM Al, Ga, In tris-oxyquinolinates with 
superimposed simulated spectra with the following parameters: (Alq3) a(I = 5/2) = 0.45 mT; (Gaq3) 
a(I = 3/2) = 0.8 mT, (Inq3) a(I = 9/2) = 0.6 mT. Reprinted from [75]. Registration of radical anions 
of Al, Ga, In tris-8-oxyquinolinates by magnetosensitive and spectrally resolved recombination 
luminescence in benzene solutions. Copyright 2012, with permission from Elsevier BV
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mation. In this conformation of the RCs the molecular orbital occupied by the un-
paired electron embraces the entire carbon skeleton. The major HFC of the unpaired 
electron are observed for the two protons of the methyl groups located in the plane 
of the carbon skeleton. The value of the HFC constants decreases with increasing 
the skeleton length from ~ 10 mT (propane) to ~ 2 mT ( n-decane).

In the RCs of branched alkanes the unpaired electron is mostly localized at one 
С-С bond, and thus more β-protons are involved in the hyperconjugation [101]. A 
typical value of the dominant HFC constants with the protons in the non-rotating 
methyl groups is 4–5 mT. The results from the studies of the RCs of cyclic and 
bicyclic alkanes in matrices (see, e.g., [102–104]) showed that many of them typi-
cally have several energetically close or identical structures with considerable HFC 
constants and substantially different distribution of spin density due to vibronic 
interaction [83].

Experiments on pulsed radiolysis of liquid alkanes demonstrated that the 
chemical lifetimes of the RCs of n-alkanes at ambient conditions should be in the 
range of several nanoseconds to several tens of nanoseconds [105]. For cyclohexane 
RC, numerous studies suggest that its lifetime in solution should be at least about 
a microsecond [92]. As for the RCs of branched alkanes, the usual techniques gave 
contradictory information on the lifetimes of the species in solution. In particular, 
in a study of neopentane and 2,2,4-trimethylpentane a hypothesis was put forward 
that these RCs transform into products in the sub-nanosecond time domain [106].

A study of the magnetic resonance parameters of alkane RCs in liquid phase 
became possible after the Optically Detected EPR and its time-resolved counterpart 
were developed. OD EPR was used to register the RCs of hexamethylethane, some 
cyclic alkanes with rigid structure like cis-decalin, norbornane etc. in solution [25, 
71, 107]. As the solvent, alkanes with a higher ionization potential (cyclopentane, 
n-pentane, n-hexane) were usually used. OD EPR lines about 0.3 mT wide attrib-
uted to the solvent RCs were successfully observed in irradiated pentadecane and 
squalane [107]. The small EPR spectrum width was explained by the degenerate 
electron exchange involving the primary radical cation.

A considerable progress in the investigation of alkane RCs in solutions was made 
using the TR MFE technique. These results are discussed below.

Normal Alkanes   In most cases the same approach was used to study alkane RCs 
in solutions: addition of the studied alkane (RH) in a concentration of 0.01 ÷ 1 M to 
an alkane with a higher ionization potential, usually n-hexane [108]. As the electron 
acceptor and luminophore, pTP-d14 at a low, 10-100 μM, concentration was used. 
Under these conditions the observed TR MFE is determined by spin evolution in the 
spin-correlated pairs (RH+●/pTP-d14

–●). The radical anion has small HFC constants, 
and its effect on the evolution of the RIP spin state becomes noticeable only at times 
longer than 50 ns.

Figure 17.10a shows TR MFE curves for solutions of n-alkanes at a relatively 
low concentration. A further increase in the n-alkane concentration modifies the 
curves as a result of slowing down the S-T transitions in the RIP due to the degener-
ate electron exchange, as discussed below. The shape of the curves clearly shows 
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that the RCs of n-alkanes with a sufficiently long carbon skeleton in solution have 
an unresolved EPR spectrum. A simulation of the TR MFE curves gives the σ val-
ues [108] for the EPR spectra from 0.81 mT ( n-C8) to 0.25 mT ( n-C16), which is 
much lower than the characteristic values for the spectra of the corresponding RCs 
in freon matrices. This is illustrated in Fig. 17.10a, where the experimental curves 
are fitted with Eqs. (17.10–17.13) taking the spectral exchange into account. For 
n-nonane solutions, a curve calculated for the value of σ typical for low temperature 
matrices is also shown with the dashed line. A small peculiarity at the time range 
< 10 ns is likely due to the effect of the RCs of either the solvent or isomeric hex-
anes, for which σ values of about 2 mT were observed (see below).

The significant decrease in the EPR spectrum width of n-alkane RCs on going to 
liquid solution was explained in ref [119] using quantum chemical calculations. It 
was shown that in solution, similar to solid matrices, the most probable conforma-
tions of an n-alkane RC were the all-trans structure and the structure differing from 
it by rotation of the ethyl fragment, as demonstrated in Fig. 17.10b by the example 
of the nonane RC. The transition barriers between these conformations are only 
23 kcal/mol [110]. The HFC constants are averaged not only by the fast rotation of 
the end methyl groups, but also by the rotation of ethyl fragments. Other conforma-

Fig. 17.10   a Experimental ( noisy) and calculated TR MFE curves for solutions of 0.1 M n-alkanes 
(indicated in the plot) in n-hexane (+ 30 μM pTP-d14) at 293 K. The smooth lines show the results 
of modeling with the second moment of the EPR spectrum of n-alkane RC corresponding to σ 
equal to 0.68, 0.5, 0.38, and 0.25 mT (C9–C16) in good accordance with data reported in Ref. 
[108]. For n-C9 the dashed curve demonstrates the change of the calculated TR MFE curve when 
σ is increased to 2.5 mT, which is typical for low temperature matrices [109]. b The all-trans struc-
ture of n-C9 RC and the conformations formed by rotation about either C2–C3 bond or C4–C5 bond 
by about 120°. The HFC constants with protons in mT and the relative values of the formation 
enthalpy as calculated by the UB3LYP/6–31G(d) method are also shown. Adapted with permission 
from [119]. Copyright 2006, American Chemical Society
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tions, even with a higher statistic weight, are unlikely to exist in solution due to high 
formation enthalpy.

Branched Alkanes  The radical cations of branched alkanes were studied using 
the same approach as described above for normal alkanes. In this case, additional 
features (Fig. 17.11a) in the TR MFE curves appear indicating the presence of a 
significant number of magnetically equivalent protons with HFC constants of 
about 1.3 mT [111, 112]. This value is nearly equal to the HFC value expected for 
β-protons with the hyperfine couplings averaged by the fast rotation of the methyl 
groups. The change of the second feature from peak to dip for some compounds 
is due to the different parity of the number of protons with the dominant HFC in 
the corresponding RCs (see also Fig. 17.1b). Spin density in the RCs of isomeric 
butanes and pentanes is localized near the tert-butyl moiety. For higher substituted 
alkanes, such as 2,2,4,4,6,8,8-heptamethylnonane (Fig. 17.11a), the TR MFE curve 
becomes closer to the curve expected for a RC with a large number of magnetically 
non-equivalent nuclei (see Fig. 17.1).

In the RC of 2,2,4-trimethylpentane (Fig. 17.11b) for angle φ ≈ 180° the predict-
ed HFC constant at the methine proton is about 7 mT. However, this large constant 
has no noticeable effect because in thermal equilibrium the parent neutral molecules 
mostly have conformations with |φ| < 120°. Since ionization is a vertical process, the 
RC appears in a similar geometry. A transition to the conformation with φ ≈ 180° 
required passing over a barrier of about 7 kcal/mol (Fig. 17.11b), which is unlikely 
at room temperature at times up to 50 ns where the quantum beats are observed. 
As one can see in Fig. 17.11a, a calculation neglecting the above conformation at 
φ ≈ 180° adequately describes the experiment.

Fig. 17.11   a Experimental (noisy) and calculated TR MFE curves for solutions of 0.1 M branched 
alkanes (structures are indicated in the plot) in n-hexane (+ 30 μM pTP-d14) at 293 K. Adapted with 
permission from [112]. Copyright 2012, American Chemical Society. The smooth lines show the 
results of modeling for the dominant HFC constants with β-protons of about 1.3 mT. b The relative 
energies of the stationary points at the energy profile for 2,2,4-trimethylpentane ( triangles) and 
its RC (–) for the rotation about the C3-C4 bond. Adapted with permission from [111]. Copyright 
2007, American Chemical Society
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The studied RCs were identified by the values of the HFC with protons and the 
g-values (~ 2.0035). Additionally, to check that the observed RCs are not the prod-
ucts of the possible decomposition of the parent alkane RC due to elimination of 
dihydrogen, TR MFE experiments for solutions of the corresponding alkenes were 
also performed. All these experiments confirmed that TR MFE allows registration 
of RCs of branched alkanes in solution and established that the lifetime of these 
RCs in solution at room temperature is at least tens of nanoseconds.

Cyclic Alkanes  The RC of cyclohexane was probably one of the most elusive spe-
cies that was sought by OD EPR in liquid solution. In pure cyclohexane the RC 
undergoes a fast degenerate electron exchange with the surrounding molecules, 
and it surely could be a precursor of the secondary RCs of solutes [15, 92, 113]. 
However, no signals were detected in the solutions where the cyclohexane RC was 
expected as an isolated species. A progress in studying this RC, as well as the RCs 
of alkylsubstituted cyclohexanes, was made using TR MFE, which allowed mea-
surement of spin-lattice relaxation rates in these RCs.

As Fig. 17.12a shows, the features in the TR MFE curves reflecting the second 
moment of the EPR spectrum can only be observed if a bulky substituent like tert-
butyl is present in the cyclohexane ring. In iso-propylcyclohexane, the effect of 
paramagnetic relaxation becomes more apparent as a faster decay of the TR MFE 
curve at longer times (see also Fig. 17.1a). In the RC of unsubstituted cyclohexane 
the time of spin-lattice relaxation in solution becomes so short ( T1 ~ 10 ns [114]) 
that this RC cannot be detected by OD EPR.

Fig. 17.12   a Experimental TR MFE curves for solutions of 0.1 M cyclic alkanes (structures are 
indicated in the plot) in n-hexane (+ 30 μM pTP-d14) at 293 K. b The correlation between the 
pseudorotation barrier height EB according to B3LYP calculations and the spin-lattice relaxation 
time T1 of cycloalkane RCs (in the order of increasing EB: cyclohexane, trans-decalin, ethylcy-
clohexane, 1,4-dimethylcyclohexane, methylcyclohexane, propylcyclohexane, iso-propylcyclo-
hexane, 1,1-dimethylcyclohexane, 1,2-dimethylcyclohexane, tert-butylcyclohexane, cis-decalin). 
The smooth line is given as an eyeguide. Reprinted with permission from [115]. Copyright 2012, 
American Institute of Physics
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Paramagnetic spin-lattice relaxation in the RCs of a series of cycloalkanes was 
analyzed from the viewpoint of the correlation between the relaxation rate and the 
structure of the adiabatic PES of the RCs [115]. The PES structure was obtained 
with DFT quantum chemical calculations. It was found that for RCs of all con-
sidered cycloalkanes, including alkyl-substituted ones, the corresponding adiabatic 
PES was a surface of pseudorotation due to avoided crossing composed of several 
minima on the PES separated by moderate potential barriers. A group of such mini-
ma forms a pseudorotation trough, along which the system moves without the rota-
tion of the molecule. A correlation was revealed between the spin-lattice relaxation 
time and the calculated barrier height (Fig. 17.12b).

To explain the abnormally high paramagnetic relaxation rate in some cycloal-
kane RCs, it was proposed [115] that relaxation in radicals with nearly degener-
ate low-lying vibronic states originated from stochastic crossings of the vibronic 
levels caused by fluctuations of the radical interaction with the solvent. In the case 
of cyclohexane RC, an estimate for the relaxation rate derived using the Landau-
Zener model of nonadiabatic transitions at the level crossing agrees well with the 
experimental data.

Radical Cations of Metalorganic Compounds  Radical cations of aliphatic com-
pounds with Group IV elements other than carbon were studied in alkane solutions 
using TR MFE [116, 117]. As an example, Fig. 17.13 shows TR MFE curves for 
solutions of tert-butyltrimethylsilane, tert-butyltrimethylgermane, and hexameth-

Fig. 17.13   Experimental ( noisy) and calculated TR MFE curves obtained at 293 K for solutions 
of: a 0.1 M tert-butyltrimethylsilane (1) and tert-butyltrimethylgermane (2, shifted vertically by 
0.12) in n-hexane (+ 30 µM pTP-d14) at B = 0.1 T. The model curves correspond to two sets of HFC 
constants: a(9H) = 1.87 mT and a(9H) ≈ 0.3 mT. The dashed line shows the experimental curve for 
a hexamethylethane solution in the same conditions. Reprinted from [117]. The study of radical 
cations of Me3C–SiMe3 and Me3C–GeMe3 in alkane solutions using the method of time-resolved 
magnetic field effect and DFT calculations. Copyright 2008, with permission from Elsevier; b 
0.06 M solutions of Me6Ge2 (+ 30 µM pTP-d14) in n-hexane at B = 0.03 M ( 1, shifted vertically by 
0.1) and 0.3 T (2). The simulation parameters correspond to the data for RC of Me6Ge2 ( g ≈ 2.03, 
a(18H) = 0.52 mT [116, 118]. Adapted by permission of the PCCP Owner Societies)
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ylethane (a), and hexamethyldigermane (b), together with the results of fitting using 
the theory described in Section 17.4.1.

According to experimental data (Fig. 17.13a), when a metalorganic compound of 
the type (СН3)3С–E(СН3)3 (E = Si, Ge) is added to n-hexane, a positive charge car-
rier appears that has a considerably shifted g-value and a resolved EPR spectrum. 
In these RCs, the HFC constants are larger than in the RC of hexamethylethane 
(the dashed line in Fig. 17.13a). Using quantum chemical calculations this was ex-
plained by the shift of spin density at the C–E bond towards the carbon atom almost 
to equal extent in both compounds. As a result, the features in the TR MFE curves 
appear earlier than for hexamethylethane and change their sign because the number 
of nuclei with the dominant HFC constants becomes odd instead of even. The value 
of the HFC constants agrees very well with the calculations.

For compounds (СН3)3E–E(СН3)3 (E=Ge, Sn) the RCs are less stable in solution, 
although at sufficiently short times a positive charge carrier was observed with the 
second moment of the EPR spectrum and the g-value similar to those of (СН3)3E–
E(СН3)3

●+ observed in low temperature matrix, provided that the HFC constants are 
averaged by rotation of the methyl groups [116]. As Fig. 17.13b shows, the experi-
mental curves are adequately fitted using the literature data.

The major qualitative result of the studies described in this Section is the estima-
tion of the lifetime of the radical cations of aliphatic heteroorganic compounds in 
solution, which amounts to at least tens of nanoseconds.

17.5.4 � Reactions of Radical Ions

Degenerate Electron Transfer  An electron transfer between a radical ion and a 
molecule modifies the magnetic environment of the unpaired electron. This is also 
valid for the degenerate electron transfer, which we shall discuss in this Section 
using the example of an alkane RC reaction

� (17.15)

involving the molecules of an alkane added as a solute. In this reaction, the mag-
netic environment changes many times. The uncorrelated spectral exchange de-
creases the steepness of the TR MFE curve rise. This becomes readily detectable 
when the condition of the fast spectral exchange cst <<2( ) 1 is met, as illustrated 
in Fig. 17.14a showing TR MFE obtained at various concentrations of n-nonane in 
n-hexane [119]. A simulation showed that the rate constant of reaction (17.15) for 
nonane is two orders of magnitude lower than the encounter rate for a radical cation 
and a molecule. The difference can be explained by assuming a noticeable prob-
ability of electron transfer in reaction (17.15) only if the n-alkane RC and its parent 
molecule are in the same conformation. As mentioned above, n-nonane RC can be 
found mainly in all-trans conformation, while the fraction of the appropriate con-
formations among the neutral nonane molecules in solution is quite low (~ 20 %). 
Another factor is the activation energy of the transfer (4–6 kcal/mol).

+ +RH + RH’ RH + RH’→i i
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If the RC has a considerable EPR spectrum width, the condition of the fast spec-
tral exchange (στ )2 � 1  cannot be met for a realistic solution viscosity. In this 
case, the increasing rate of the exchange does not significantly affect the TR MFE 
curve. However, the spectral exchange contributes to spin-lattice relaxation. Fig-
ure 17.14b shows in semi-log coordinates TR MFE curves registered in n-hexane 
solution of norbornane at different magnetic fields [120]. The curve decay pattern is 
close to exponential in accordance with Eq. (17.13), so the dependence of the spin-
lattice relaxation rate in the norbornane RC on the magnetic field and norbornane 
concentration can be determined. This, in turn, allows estimating the rate of reaction 
(17.15). Since the HFC in norbornane RC is determined by four equivalent protons 
(a(4H) ≈ 6.4 mT), the spin evolution can be calculated exactly [42] taking into ac-
count the reaction of charge transfer for any exchange rate. A comparison with the 
exact solution demonstrated that the Redfield theory of paramagnetic relaxation can 
be used even in weak magnetic fields at a low spectral exchange rate.

Irreversible Reactions Involving Geminate Radical Ions  In OD EPR the effect 
of a reaction involving geminate radical ions can be successfully observed if the 
initial radical ion and the final reaction product have resolved and sufficiently dif-
ferent spectra. For example, the reaction of RC dimerization was thus observed 
[100, 121]. The estimation of the rate constant of a reaction in OD EPR or FDMR 
experiment is not very accurate. Other techniques can estimate it with a relatively 
high accuracy, including through indirect information from the MARY spectrum.

A reaction resulting in the formation of a new radical ion with a different EPR 
spectrum affects the dynamics of the spin state of the ensemble of spin-correlated 
RIPs. An appropriate TR MFE experiment then allows the real-time observation of 
the entire process. Figure 17.15a shows the transformation of TR MFE curves due 
to electron transfer from a molecule of 1,3-dimethyladamantane (DMAD) to the 

Fig. 17.14   TR MFE curves in solutions of n-nonane а in the field В = 0.1 T for various alkane con-
centrations (shown in the figure, adapted with permission from [119]. Copyright 2006, American 
Chemical Society) and 0.2 М norbornane b at varying magnetic field, Т = 293 К, adapted with per-
mission from [120]. Copyright 2006, American Chemical Society. The structure of the norbornane 
molecule is shown in the plot
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RC of 2,2,4-trimethylpentane (iso-C8H18) in hexane solution. The DMAD RC has a 
short spin-lattice relaxation time [122], so its formation in reaction

� (17.16)

leads to a rapid loss of spin correlation in the radical ion pair DMAD+●/p-TP−● that 
produces fluorescence upon recombination. In this case, the extra decay rate of the 
TR MFE due to the reaction (17.16) is approximately equal to the rate of the forma-
tion of the rapidly relaxing species.

More complicated for analysis is the transformation of the TR MFE curves in the 
case shown in Fig. 17.15b, when the reaction modifies the hyperfine structure of the 
radical ion. This was demonstrated using the example of the formation of a distonic 
complex of a RC with a molecule in irradiated solution of tetramethylpiperidine 
(TMPP) [123]:

� (17.17)

The spin density distribution in this complex is similar to N-centered radicals.
The experimental TR MFE curves can be successfully described if the complex 

is considered to be formed from the RC with the rate constant of 6 × 109 M−1s−1, i.e., 
in a diffusion-controlled process involving molecular species. The process of the 
distonic complex formation was also detected in the OD EPR spectrum, although 
the rate constant of the reaction cannot be readily estimated from the spectrum.

+ +
8 18 8 18-C H + DMAD -C H + DMADiso iso→i i

+ +TMPP TMPP (T ...MPP TMPP )+ →i i

Fig. 17.15   Experimental ( noisy) and calculated TR MFE curves recorded for: a n-hexane solu-
tions of 0.1  M 2,2,4-trimethylpentane without ( curve 1) and with 1  mM ( curve 2) and 3  mM 
( curve 3) of 1,3-dimethyladamantane. The smooth lines show the results of calculation for reaction 
(17.16) at the rate constant of 1.5 × 1010 M−1s−1. Adapted with permission from [112]. Copyright 
2012 American Chemical Society. b cyclohexane solutions (+ 30 μM pTP-d14) of 3 mM ( curve 1), 
20 mM ( curve 2), and 30 mM ( curve 3) tetramethylpiperidine. The smooth lines show the results 
of calculation for reaction (17.17) at the rate constant of 6 × 109 M−1s−1. The curves are shifted 
vertically for convenience. Adapted from [123], Copyright 2008, Pleiades Publishing, Ltd
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Deprotonation of Alkane Radical Cations in MARY  Information about the 
decay rate of the geminate radical ions can be obtained from the measurement of 
steady-state MFE as well. As mentioned above, the shortening of the lifetime ( τ) 
of the pair increases the width ( ΔBpp) of the zero-field MARY line according to the 
relation for the Lorentz line contour ΔBpp(mT) ≈ 6.6/τ (ns) known in the theory of 
EPR [60].

Such a shortening of the lifetime occurs, for example, during a reaction that 
separates the spin and the charge in one of the partners in a RIP. In irradiated alkanes 
such a reaction can be the proton transfer from an alkane RC ( RH+●) to an aliphatic 
alcohol molecule, as Fig. 17.16a shows.

In refs [124, 125] it was shown that addition of an alcohol to a solution of hexa-
fluorobenzene (C6F6) in n-alkane ( n-C6 to n-C10) broadened the zero field MARY 
line proportionally to alcohol concentration in the range of up to ~ 20 mM, which 
is the threshold of alcohol association in alkane. From the analysis of the obtained 
MARY spectra it was determined, which of the decay channels of the spin-correlat-
ed radical ion pair RH+●/C6F6

−● was responsible for this broadening. As an example, 
Fig. 17.16b shows how the addition of an alcohol to a solution of pTP-d14 in alkane 
(RH) suppresses the characteristic signal from the pair RH+●/pTP-d14

−● leaving the 
signal from the other pair pTP-d14

+●/pTP-d14
−● unaffected. In this experiment it was 

established that there is no interaction between the radical anion in the pair and 
the alcohol molecule. As a result, in ref [124] it was concluded that a proton is 
transferred from the RC of a linear alkane to a monomeric molecule of an aliphatic 
alcohol with a diffusion-controlled rate.

Fig. 17.16   a The dependence of the width of the zero-field MARY line in a solution of 10 mM 
hexafluorobenzene in n-hexane vs. the concentration of four different alcohols. The slope of the 
dependences corresponds to the rate constant of the deprotonation reaction 2 ÷ 3 × 1010 M−1s−1. b A 
MARY spectrum for a solution of 2.5 mM pTP-d14 in n-hexane (the upper curve) and its change 
after adding methyl alcohol (the lower two curves) Adapted from [124]. Copyright 2003, with 
permission from Elsevier Science Ltd
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17.6 � Concluding Remarks

The methods of Optically Detected EPR, Time-Resolved Magnetic Field Effect, 
and MARY spectroscopy discussed in this chapter open new possibilities for reg-
istration and systematic investigation of radical ions in irradiated liquid solutions. 
Although invoking fluorescence for the detection, they can provide information on 
the radical ions of compounds exhibiting no luminescence. The methods are based 
on exploiting the spin correlation in the radical ion pairs generated in solution. This 
lends them sensitivity to the local track structure on the hitherto unexplored scale 
between a single pair and the entire path of high energy particles.

The methods have a very high sensitivity to the radical ions and open access to 
radical ions at the nanosecond time scale at their extremely low steady state con-
centrations in the irradiated sample. The method of OD EPR directly yields the CW 
EPR spectra of the radical ions of the pair partners. The method of TR MFE pro-
vides the time-resolved picture of the evolution of the spin state of the radical ion 
pairs, with simulations yielding the EPR spectral parameters. MARY spectroscopy 
proved to be a helpful indicatory express technique to estimate the width of the EPR 
spectra and the lifetimes of short-lived radical ions.

An advantage of the method of OD EPR is the conventional presentation of the 
spectrum and the simplicity of its interpretation. Furthermore, as opposed to time-
resolved methods, both CW OD EPR and MARY spectroscopy do not require lumi-
nophores with short luminescence lifetime. On the other hand, the major advantage 
of TR MFE is its ability to directly determine relaxation times in a wide range of 
magnetic fields in addition to HFC and g-values, as well as the possibility to follow 
the transformations of a radical ion at the nanosecond time scale.

Regarding the most interesting results provided as examples in this chapter, we 
first of all mention the registration of radical ions in solutions, which either could 
not be detected by other techniques, or the very formation of which under irra-
diation was under question. Other interesting application fields for these methods 
include the study of intramolecular conformational transitions and the formation 
of intermolecular complexes of short-lived radical ions, the study of the processes 
of degenerate electron exchange, the study of the peculiarities of spin relaxation of 
these elusive species. It is clear that the potential of these methods by now has been 
anything but exhausted.
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Abstract  Three questions are crucial to unravel the radiation chemistry of any 
solid-state molecular system: what is the structure of the radicals formed, how are 
they formed and why? Molecular modeling methods based on Density Functional 
Theory—in confrontation with experimental Electron Paramagnetic Resonance 
(EPR) results—can help in finding an answer to all three questions. In this contri-
bution, one view on how to perform such computational research is presented, with 
emphasis on the application of a periodic approach to biomolecules such as amino 
acids and carbohydrates. General strategies are outlined and common pitfalls are 
indicated. Topics include: effect of level of theory, model space and temperature 
on calculated EPR properties, formation mechanisms of radiation-induced radicals, 
and reaction path simulations for radiochemical transformations. In three case stud-
ies, these principles are applied to several radiation-induced radicals of sucrose.

18.1 � Introduction

The chemical processes and conformational changes to the radicals that are gener-
ated in condensed-phase systems as a consequence of radiation damage have been 
of interest for many years [1]. The advent of EPR spectroscopy and derived tech-
niques has sparked a way to elucidate these processes and analyze which radicals 
are generated in situ by radiation, owing greatly to their longevity in this phase.

Ever since the emergence of EPR as the leading technique to obtain insight 
into the radiation-induced processes, first-principles calculations—in some 
form or other—have been used to facilitate the analysis and interpretation of the 
spectroscopic properties. Ranging from the “simple” Heller-McConnell relations 
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[2, 3], over semi-empirical INDO calculations (e.g. [4]) to current-day density func-
tional theory (DFT) calculations, an interesting historical perspective on the use of 
calculations has been presented by Neese and Munzarova in the seminal book by 
Kaupp, Bühl and Malkin [5].

Disregarding the hardships in performing EPR measurements for a moment, 
deriving structural and mechanistic information from the resulting spectroscopic 
properties is usually hard and open to ambiguity, certainly for condensed-phase mo-
lecular systems. First-principles calculations, and DFT in particular, have provided 
the experimentalist with a formidable tool to reach new insight into the radiation 
chemistry. Not surprisingly, ever since 1995, joint computational-experimental re-
search in this respect has steadily grown in popularity.

In this contribution, I present my point of view on how molecular modeling 
methods can be applied to elucidate radiation chemistry in condensed-phase sys-
tems. I will draw heavily on experiences throughout 13-odd years of computational 
research, often in collaboration with several experimental EPR groups, focusing on 
two types of solid-state biomolecules: amino acids and carbohydrates. Both systems 
are abundantly present in the natural world and are vital to the existence of life in all 
its forms. They can therefore be considered as model systems to examine radiation 
chemistry and the principles that govern it on a molecular level.

Three questions are key to unravel the radiation chemistry for condensed-phase 
molecular systems:

1.	 WHAT?—What is the structural identity of the radiation-induced radicals that 
are generated in the (solid-state) matrix?

2.	 HOW?—Through which processes are these radicals formed and which confor-
mational changes take place to transform one radical structure into another?

3.	 WHY?—Why do we see the radicals that we see? Radiation clearly favors the 
production of specific radicals. What is the origin of this specificity? Or rather, 
why are only specific radicals formed by radiation?

It goes without saying that solution of question 2 or 3 requires a solution of all 
preceding questions. Below, I will outline how molecular modeling methods, in 
confrontation with experimental data, can contribute to solving these questions. For 
reasons that will become clear, I will rely solely on periodic DFT calculations (us-
ing the CP2K software package [6, 7]) since this methodology is most apt to treat 
the solid state.

Several radiation-induced radicals in (crystalline) sucrose will serve to illustrate 
the discussion via three case studies. The motivations for studying these radicals 
have already been elaborately discussed in Chap. 6 of this book. Recent develop-
ments on the radiation chemistry of sucrose were brought about by De Cooman et 
al., often relying on a combined experimental-computational approach [8–11]. In 
this work, new computational research will add to that body of work, although these 
new calculations mainly serve a didactic purpose.

Whenever possible, proper reference to key studies was made, but literature was 
not scanned exhaustively. I apologize if, in this process, an important study was 
overlooked.
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18.2 � Identifying Radiation-Induced Radicals—WHAT?

18.2.1 � General Strategy

An essential prerequisite to solving the WHAT? question is that the radiation-in-
duced radicals in the molecular system under question have already been examined 
with the aid of EPR spectroscopy. Without it, confrontation between computation 
and experiment is obviously not possible, and, despite 50-odd years of research, 
still not enough is known about radiation chemistry to start making educated guess-
es. When hyperfine coupling tensors and/or g-tensor (and possibly even zero-field 
splitting tensor) for a specific radical are available, confrontation with molecular 
modeling computations is possible. The general strategy to identify the structure of 
radiation-induced radicals in this way is illustrated in Fig. 18.1.

In the experimental setup, structural information regarding a radiation-induced 
radical species is deduced by thorough analysis of spectroscopic properties, ob-
tained through EPR, ENDOR and/or EIE studies. For instance, the principal direc-
tions of the hyperfine coupling tensors can be compared to interatomic directions 
observed in the pristine crystal structure, or conformational information can be 
obtained from the Heller-McConnell relations [2, 3]. Both have been applied fre-
quently to examine the radiation-induced radicals in carbohydrates, amino acids or 
other biomolecules (e.g. [12–15]).

In molecular modeling, this procedure is instead reversed and one starts out by 
proposing one or more radical models. Subsequently, the initial structures for these 
selected radical models are subject to some form of structure manipulation. Usually, 
a stable radical conformation—a global (or local) energetic minimum in terms of 
all possible degrees of freedom—is sought via an energy minimization algorithm. 
Alternatively, molecular dynamics simulations can be used here to explore the con-
formational space of the radical model. Next, the EPR properties are calculated for 
the optimal radical conformation. DFT is quite successful in determining such prop-
erties, owing largely to advances in the theoretical framework. See the reference 

Fig. 18.1   General strategy to identify the structure of radiation-induced radicals by confronting 
experiment and computation
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work by Kaupp, Bühl and Malkin [5] for an in-depth treatment on this subject. For 
the periodic implementations in the CP2K code, consult references [16, 17].

By now comparing measured and calculated EPR properties with each other, the 
validity of the radical model can be verified: if the spectroscopic properties match 
within reasonable extent, the proposed radical model in the DFT calculations is 
likely correct. If not, the experimentally observed radical species probably has a 
different structure.

A perfect agreement between theory and experiment with respect to the EPR 
properties is almost never obtained. To assess the agreement, one has to look at the 
characters of the hyperfine coupling tensors involved (α-type, β-type), the size of 
the isotropic and anisotropic couplings (or g-tensor components), the agreement be-
tween corresponding eigenvectors. Especially the eigenvector directions (for both 
g- and hyperfine tensors) turn out to be good gauges for the validity of a radical 
model [18], in contrast with the size of the isotropic coupling, which can vary con-
siderably with the density functional and the extent of the basis set chosen [19].

18.2.2  �Case Study 1: Sucrose Radical R2

In the body of work produced by De Cooman et al. on the radiation chemistry of 
sucrose, several radicals have been unequivocally identified using a combination 
of EPR experiments and a computational approach (see Chap. 6 and Refs. [8–11]). 
One of these is R2, a radical likely produced via the oxidative branch in the radia-
tion chemistry of sucrose. This species was observed after in situ X irradiation at 
10 K and EPR measurements at the same temperature [9]. R2 is one of four domi-
nant species present in the crystalline matrix at this low temperature, indicating 
that it is a primary radiation-induced radical. It is characterized by only one hyper-
fine coupling tensor (see Table 18.1) for a non-exchangeable proton, as determined 
from EPR measurements on deuterated crystals. Below, the procedure leading up 
to a positive structural identification for this radical is reprised, consistent with the 
methodology in Fig. 18.1.

Given that R2 is a primary radiation-induced radical, no major changes to the 
carbohydrate structure can be expected as a result of the radiative action: simple 
hydrogen abstractions may be considered as a first possibility. The measured hy-
perfine coupling tensor is indicative of a non-exchangeable β-type proton, which is 
therefore directly bound to a carbon adjacent the site of the unpaired electron. How-
ever, not all carbons C1 to C6 and C1′ to C6′ (see Fig. 18.2 for the atom numbering 
scheme in sucrose) are possible locations for net hydrogen abstraction and the site 
of the unpaired electron: one and only one hyperfine coupling tensor was recorded, 
excluding the possibility that α-type or other β-type protons would interact with 
the unpaired electron. In principle, this excludes sites C2, C3, C4, C5, C6 in the 
glucopyranose unit of sucrose, and C1′, C4′, C5′, C6′ in the fructofuranose unit, 
leaving as only remaining possibilities hydrogen abstraction from C1 or from C3′. 
The molecular structures of these models—referred to as M(C1) and M(C3′)—are 
shown in Fig. 18.2. In a very simplistic approach, only these radical models would 
be considered in the computational cycle.
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However, the hyperfine coupling of a β-type proton is very sensitive to its ori-
entation with respect to the site of the unpaired electron (which is immediately 
clear from the Heller-McConnell relation—see Chap. 6 or Ref. [2]). It is not incon-
ceivable that its orientation in the radical is such that the corresponding hyperfine 
coupling is weak in strength and that it remained undetectable in the EPR measure-
ments. Hence, the absence of a β-type coupling in the experiment does not neces-
sarily mean that there are no protons in the radical in a β-position with respect to the 
unpaired electron. Hydrogen abstractions from C2, C3, C4, C5, C4′ or C5′ should 
therefore not be rejected a priori. Only models M(C6), M(C1′) and M(C6′) can be 
safely disregarded as they would yield a clear α-type hyperfine coupling (which 
hardly goes undetected in EPR or ENDOR spectra). This brings the total of radi-
cal models to be investigated with DFT to eight: M(C1), M(C2), M(C3), M(C4), 
M(C5), M(C3′), M(C4′), M(C5′).

In the original paper by De Cooman et al. [9] a further reduction of tentative radi-
cal models was made. A point-dipole approximation was used and the direction of 
the eigenvector associated with the most positive principal hyperfine coupling value 
was compared with various interatomic directions in the pristine crystal lattice of 
sucrose. In this way, the list of potential candidates was reduced from eight to three. 

Table 18.1   Overview of EPR properties for radical species R2 (taken over from Ref. [9]) and 
for models M(C1) and M(C3′), as obtained from periodic DFT calculations. Isotropic (Aiso) and 
anisotropic hyperfine couplings (Aaniso) are in MHz. Principal directions are given with respect to 
the orthogonal < a*bc > reference frame. The last column indicates the angle (in degrees) between 
corresponding experimental and calculated eigenvector directions. Note that calculated tensors 
slightly differ from those reported in [9] since a larger periodic cell was considered in that study: 
the unit cell duplicated along the crystallographic c axis
Atom/
Coupling

Aiso Aaniso Principal directions Angle

Experiment: R2
HF1   29.88 − 5.93    0.759 − 0.001 − 0.651

− 4.80    0.272    0.909    0.316
 10.73    0.591 − 0.417    0.690

Computation: M(C1)
H(C2)   30.43 − 5.86    0.791    0.058 − 0.609   4.5

− 4.54    0.230    0.894    0.384   4.6
 10.40    0.567 − 0.444    0.694   2.1

Computation: M(C3′)
H(C1′) 13.13 − 2.17    0.441    0.898 − 0.009 70.2

− 0.79 − 0.766    0.381    0.517 72.4
   2.96    0.468 − 0.221    0.856 16.4

H(C4′)   96.45 − 6.16    0.893    0.348 − 0.284 30.3
− 0.95 − 0.266    0.920    0.289 31.3
   7.12    0.362 − 0.182    0.914 22.9

H(O2′) 120.63 − 8.40    0.032 − 0.040 − 0.999 47.6
− 5.97    0.998    0.061    0.030 70.3
 14.37    0.060 − 0.997    0.042 61.3



672 E. Pauwels

The validity of the point-dipole approximation, however, hinges on the structural 
and conformational similarity of the radical and the crystal structure. If the radical 
assumes a dramatically different conformation, the correct radical model might be 
falsely disregarded. In this work, all eight potential candidates are considered, albeit 
with more emphasis on models M(C1) and M(C3′) for illustrative purposes.

For all selected models, initial geometries are created, illustrated in Fig. 18.3 
for M(C1) and M(C3′). One of the molecules in the crystallographic unit cell 
of sucrose is adapted in accordance with the chemical structure of the radical 
model. In this case, the hydrogen bound to C1 or C3′ is simply removed from 
the periodic cell altogether, yielding the initial geometries. Subsequently, these 
are subject to energy minimization using a limited memory version of the Broy-
den–Fletcher–Goldfarb–Shanno (BFGS) algorithm [21]. The BLYP density 
functional [22, 23] is used in conjunction with the Gaussian and plane waves 
(GPW) dual basis set method [24] using a TZVP triple-ζ Gaussian basis set [25] 
and plane waves (400 Ry density cut-off) with GTH pseudopotentials [26, 27]. 
The optimized geometries are shown on the right hand side of Fig. 18.3. For both 
radical models, the final optimized conformation is very similar to that of the 
initial geometry. Similar energy minimizations are also performed for the other 
radical models.

The EPR properties can now be calculated for the optimized geometries of all 
eight radical models, relying on recent implementations [16, 17] in CP2K [6, 7] and 
the all-electron Gaussian and augmented plane wave (GAPW) method [28]. The 
density cut-off of the auxiliary plane wave basis is set to 200 Ry and the all-elec-
tron TZVP basis [29] is used. Note that not necessarily the same basis set, density 

Fig. 18.2   Top: molecular structure of sucrose and atom numbering scheme. Bottom: molecular 
structure of radical models M(C1) and M(C3′)
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functional or plane wave approach need to be followed in the EPR calculation and 
the structure manipulation steps. In fact, the dual methodology outlined above has 
proven quite successful in various other studies [30–33].

The calculated EPR properties are listed in Table 18.1 for models M(C1) and 
M(C3′), and in Table 18.2 for the other six radical models. From a qualitative point 
of view, only one radical model meets the one-hyperfine-tensor-only criterion: 
M(C1). All the others have at least one other significant proton hyperfine coupling 
interaction. Also, not many of the calculated tensors display the almost prototypical 
β-type character of the measured HF1 interaction in radical R2 (see Table 18.1): 
H(C2) in M(C1), H(C1) in M(C2), H(C6)a/b in M(C5) and H(C6′)a/b in model 
M(C5′). Of these, only H(C2) matches quantitatively with the experimental HF1 
coupling, both for the isotropic and anisotropic parts. Furthermore, the principal 
directions for this calculated hyperfine tensor are very similar to those of the ex-
periment. The deviation (expressed in degrees) between corresponding directions is 
below 5° at all times, which is an extremely good agreement. None of the principal 
directions in the other calculated hyperfine tensors come even close.

Reviewing the agreement between calculated and measured hyperfine tensors, 
there is very little doubt that the structure of radical R2 observed experimentally 
corresponds to that of radical model M(C1). Our new simulations therefore concur 
with the results of De Cooman et al. [9].

Fig. 18.3   From crystal structure to optimized geometry for radical models M(C1) (top) and 
M(C3′) ( bottom). In one molecule in the unit cell (shown as licorice), a single proton is removed 
(shown as sphere) to generate the initial geometry. Energy minimization of that structure yields the 
optimized geometry. 3D-renders produced with the aid of VMD [20]
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18.2.3 � Radical Model Generation and Selection

As case study 1 points out, selecting a radical model to initiate the DFT calculation 
cycle is not trivial. Nor is generating an initial structure for the selected model. 
Usually, an initial structure for the radical is generated by introducing alterations 
to the crystallographic structure of the molecule under study, e.g. by removing a 
hydrogen atom. These alterations should reflect the action of the radiation dam-
age, but proposing and executing these alterations is very hands-on. One can usu-
ally draw on prevailing radiation chemistry theories [34] for inspiration, but human 

Table 18.2   Overview of calculated EPR properties for various hydrogen abstraction radical mod-
els of sucrose. Isotropic (Aiso) and anisotropic hyperfine couplings (Aaniso) are in MHz. The angle 
(in degrees) indicates the agreement in direction between the calculated eigenvectors and those of 
the experimental HF1 tensor (see Table 18.1)
Atom Aiso Aaniso Angle Atom Aiso Aaniso Angle
M(C2) M(C3)
H(C1)  26.61   − 5.72 32.7 H(C2) 96.60   − 4.61 52.6

  − 3.86 66.7   − 2.35 56.5
   9.58 56.8    6.95 27.6

H(C3)  98.33   − 5.15 23.8 H(C4) 84.43   − 4.85 75.2
  − 0.97 28.6   − 1.68 43.7
   6.12 24.3    6.53 76.2

H(O2)   3.48 − 10.60 H(O3) − 7.44 − 11.55
  − 9.10   − 8.30
   19.70    19.85

M(C4) M(C5)
H(C3)  88.79 − 5.57 81.8 H(C4) 94.55   − 5.29 43.3

− 0.77 63.4   − 1.24 46.4
6.34 79.0    6.54 18.0

H(C5)  88.67 − 4.33 29.2 H(C6)a   2.84   − 6.00 63.8
− 2.65 28.9   − 3.54 75.0

6.98 17.8    9.54 63.6
H(O4) − 5.11 − 11.27 H(C6)b 15.61   − 6.01 75.1

− 8.35   − 3.49 59.0
19.62    9.50 60.1

M(C5′) H(O6) − 4.31   − 7.59
H(C4′)  69.20   − 4.92 37.0    0.45

  − 2.31 39.6    7.14
   7.24 30.0 M(C4′)

H(C6′)a    5.40   − 5.75 64.8 H(C3′) 81.90   − 5.14 71.5
  − 3.45 22.1   − 1.58   7.9
   9.20 60.2    6.72 71.6

H(C6′)b    9.31   − 6.39 72.8 H(C5′) 80.11   − 4.52 26.3
  − 3.43 46.0   − 2.62 39.9
   9.83 64.7    7.14 45.8

H(O6′) − 5.36   − 8.80 H(O4′) − 4.00 − 12.21
   0.70   − 9.16
   8.10    21.38
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interaction is always required. Also, often a large amount of candidate structures 
must be examined before a radical model is found with calculated EPR properties 
that successfully match with experiment. The case of R2 is ‘lucky’ in that respect, 
since only eight models were required. But in some cases, even a cornucopia of can-
didate models is not enough to home in on the true identity of a radiation-induced 
radical: the structure of the room-temperature radical in β-D-fructose is still a mys-
tery [35] even though over 60 different models have been examined.

The level of ‘realism’ that is introduced by the structural alterations in the com-
putational approach is also important. Removing a hydrogen atom altogether from 
the crystal structure corresponds to the situation where radiation has knocked off 
the hydrogen, which has then—somehow—diffused throughout the crystal, away 
from the radical site. This simple approach has worked wonderfully well in various 
carbohydrates, amino acids and other biomolecules (e.g. [8–11, 13, 18, 35–43]). Al-
ternatively, the abstracted hydrogen might stick around in the vicinity of the radical, 
influencing its molecular environment and also its EPR properties. This latter situ-
ation is even more likely to apply when larger molecular fragments are involved, 
such as abstracted hydroxyl or even larger groups. In these cases, it might be neces-
sary to include those abstracted fragments in the molecular model in order to get a 
good agreement between measured and calculated EPR properties. Knowing exact-
ly in what way the radiation damage proceeds, which processes and conformational 
changes are involved (i.e. solving the HOW? question) then becomes a prerequisite 
for identification. In alanine, such an examination was required to identify the struc-
ture of the main room temperature stable radical [30].

As problematic cases (such as the elusive room-temperature radical in β-D-
fructose [35]) point out, coming up with new radical models to input at the com-
putational side of the identification process can be a limiting factor. This is due to, 
what I often call, the human Monte Carlo algorithm that is used to furnish new 
radical models: a human needs to come up with a bright new idea of what structure 
a particular radical could have. Inspiration from established radiation chemistry 
[34] or human imagination only go so far, and so this poses a big challenge to joint 
computational-experimental EPR studies into radiation chemistry.

One way to surpass this bottleneck is by automating the way in which possible 
radical models are generated: implementing a non-human Monte Carlo algorithm. 
To the best of my knowledge, no substantial research has been conducted in this 
field. Perhaps the approach by Tachikawa et al. [44, 45] comes close: direct ab-ini-
tio molecular dynamics is used to examine the structural and conformational events 
immediately following a drastic change in the potential energy surface (e.g. going 
from a neutral to an ionized and paramagnetic state). Whether a similar approach 
could be useful as a semi-automated generator for potential radical models in car-
bohydrates or other biomolecules requires further computational research [46].

18.2.4 � Model Space

For condensed phase systems, the most important computational parameter through-
out the computational cycle is the model space: the extent with which the molecular 
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environment of a radiation-induced radical is taken up in the DFT calculation. This 
aspect is of importance in the ‘structure manipulation’ as well as the ‘EPR calcula-
tion’ steps. Three types of model space approaches can be distinguished. Illustrative 
examples for sucrose are shown in Fig. 18.4.

Single Molecule Approach  The simplest approximation is to completely neglect 
the molecular environment. In this approach, the optimal conformation of the radi-
cal is determined in a vacuum. The obvious benefit is the simplicity of the model 
and concomitant speed of the calculation. The downside is that all-important inter-
molecular interactions in the solid state are not at all incorporated in the compu-
tational model. Nevertheless, this approximation can be used with success and 
remains quite popular.

Cluster Model Approach  One rung up is to include the medium in a so-called 
cluster model: a small part of the crystal lattice is explicitly modeled, by placing 
discrete molecules around the target radical. Though this offers an immediate, easy 
way of including some intermolecular interactions (e.g. all hydrogen bonds in the 
crystal), this model space can be totally unreliable [40]. For the main radiation-
induced radical in solid-state α-glycine, for example, the selection of the number 
and position of the pristine molecules surrounding the radical proved to determine 
the results heavily, but in a seemingly unphysical way: larger clusters offered a 
worse description of the solid state than smaller ones. In addition to their unreli-
ability related to the biased or arbitrary selection of molecules to include, cluster 
models tend to impose a considerable computational burden, especially in compari-
son with a periodic approach. Furthermore, constraints have to be imposed to the 
molecules at the outskirts of the cluster. These molecules are in contact with the 

a
b ca b c

Fig. 18.4   Illustration of the three model space approaches applied to the R2 radical structure of 
sucrose: single molecule (a), cluster (b) and periodic approach (c). The radical is represented by 
“ball-and-stick”, its molecular environment in the model space approach by lines. Note that, in 
the cluster approach, considerably more surrounding molecules must be taken up in the model as 
compared to the periodic approach. 3D-renders produced with the aid of VMD [20]

 



67718  Uncovering Radiation Chemistry in the Solid State Through …

vacuum and need to be held in place in one way or another to prevent the entire 
cluster from distorting, possibly altering the bulk-like interactions at the center of 
the cluster. This can give rise to boundary problems [18].

Periodic Approach  This approach offers the most natural and cost-effective way 
of describing the solid-state environment. The model space consists of the actual 
crystallographic unit cell, which is subject to periodic boundary conditions, in 
which a certain amount of radical defects has been introduced. In the sucrose exam-
ple outlined below, this is achieved by altering one of the two molecules in the unit 
cell. Depending on how densely the molecules are packed together in the crystal, it 
might be necessary to double the original unit cell in one or more crystal directions, 
to ensure that the radical defects are sufficiently separated from each other under 
periodic boundary conditions.

The model space treatment in any computational approach has a severe impact 
on the results that are obtained. In an energy minimization (‘structure manipula-
tion’ step), neglect of the medium can lead to erroneous conformations. Sometimes 
this is blatantly apparent: zwitterionic amino acids cannot be properly described in 
a single molecule approach and undergo intramolecular proton transfer [36]. But 
in other cases the effect can be more subtle, leading to erroneous identification 
of radical structures (e.g. in fructose [47]) or unjustified rejection of a candidate 
radical structure. An extensive analysis of the effect of the model space on radical 
conformation (and concomitantly the EPR properties) has been conducted on the 
main glycine radical [18].

The model space is also important in the calculation of the EPR properties, irre-
spective of its effect on the conformation of the radical. As shown by Declerck et al. 
on glucose and fructose radicals [37], the model space alone can have a direct influ-
ence on the hyperfine coupling tensors: calculated principal directions can easily 
deviate by 30°, and the isotropic coupling size can vary by as much as 20 MHz. But 
even more fundamentally, an appropriate model space approximation needs to be 
in place to properly compare the calculated principal directions of g- and hyperfine 
tensors with their experimental counterparts.

In experiment, principal directions are specified as direction cosines with respect 
to the crystal axes (or an orthogonal projection of them). Calculated principal direc-
tions must therefore also be specified with respect to the same reference frame for 
proper comparison. In a periodic or cluster approach, some part of the undamaged 
crystal is comprised in the model space and consequently the orientation of the 
crystal axes is always known. Thus, whatever conformational changes the radical 
undergoes during the ‘structure manipulation’ step, the absolute orientation of the 
resulting structure(s) with respect to the crystal axes can at all times be traced. In a 
single molecule approach, on the other hand, no such information is retained during 
the calculation, and analysis of calculated principal directions becomes more cum-
bersome. One way to get by this problem is to assume that the global orientation of 
the radical does not change dramatically with respect to the pristine crystal structure 
(in the Gaussian software [48], this is most easily achieved via the NOSYM key-
word), or alternatively, to perform a least-squares fit on the radical prior to the EPR 
calculation. This is illustrated in Fig. 18.5a. This method is by far not always valid: 
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the structure of a radical often differs substantially from the undamaged crystal 
structure. In several radiation-induced carbohydrate radicals, for example, the ring 
structure is dramatically broken up (see Chap. 6).

Another way to cope with the unavailability of the crystal axes’ orientation in 
the single molecule approach is to consider the relative orientations of two or more 
EPR spectroscopic properties (see Fig. 18.5b). The angles can be determined be-
tween the principal directions (1, 2, 3) of one hyperfine coupling tensor and those 
(1′, 2′, 3′) of another hyperfine tensor, or the g-tensor. The resulting data matrix can 
then be compared to that determined in a similar fashion for the experimental data. 
Yet, application of this complex procedure to identify radiation-induced radicals in 
fructose has worked out rather disappointingly. The structure predicted in this way 
[47] for the most abundant room-temperature stable radical was later shown to be 
not correct [35]. An absolute analysis of the principal directions of hyperfine and 
g-tensors remains preferential, unless of course there is no direct link to the crystal-
lographic axes in the experiment itself. This is frequently the case in EPR studies 
of biomolecules (e.g. proteins) where crystals are hard to grow and measurements 
are much easier to perform in powders or frozen solution. In that case, a relative 
analysis of the principal directions does make sense [38, 41].

As stated, the model space is the single most important computational param-
eter. Its impact should never be underestimated, especially not in favor of other, 
more technical parameters such as the density functional or extent of the basis set. 
Although the latter parameters are obviously of importance and of interest, I do not 
believe that any novelty density functional or extended basis set can make up for 
the neglect of the molecular environment in, e.g. a single molecule approximation 

Fig. 18.5   a In a single molecule approach, the calculated principal directions of, e.g. a hyperfine 
tensor in a radical (represented by an ellipsoid—black) can be referred to the crystallographic axes 
< abc > by first performing a least-squares fit between the radical structure and the pristine crystal 
structure ( red). b Alternatively, the relative orientations of the principal directions from two differ-
ent hyperfine tensors can be used as a measure to compare with experiment: for instance the angles 
between principal directions 1 and 1′, 1 and 2′, and so on

 



67918  Uncovering Radiation Chemistry in the Solid State Through …

of what would be a condensed-phase molecular system. In a nutshell: efforts should 
first go to providing a sufficient computational description of the model space; only 
then should other parameters be contemplated. In line with that view, a periodic ap-
proach is always followed throughout this chapter, usually with triple-ζ basis sets 
[25, 29] and the BLYP functional [22, 23].

18.2.5  �Temperature

Usually, the calculations in the ‘structure manipulation’ and ‘EPR calculation’ steps 
(see Fig. 18.1) are static. That is, only one radical conformation is considered, typi-
cally one obtained from an energy minimization. These algorithms (e.g. LBFGS 
[21]) do not guarantee that the resulting conformation is effectively the global en-
ergetic minimum on the potential energy surface in terms of all possible degrees 
of freedom. They are only able to locate a minimum, possibly a local one. This is 
illustrated in Fig. 18.6 where, starting from an initial structure (black circle) the 
algorithm drops into the nearest local minimum (black cross), instead of the central 
global energetic minimum. Hence, static structure manipulation calculations could 
result in a ‘wrong’ conformation, and the ensuing radical model identification might 
be equally erroneous.

But even when the ‘correct’ radical conformation is obtained, a static EPR cal-
culation on this one conformation only does not exactly correspond to reality either. 
From a methodological point of view, this amounts to simulating the radical at 0 K, 
whereas experimental measurements on the radical occur at a finite temperature. 
And in reality, the radical and its environment undergo rapid conformational chang-
es that do affect the spectroscopic properties: an average property is measured over 
a considerable time epoch (of the order of ms) during typical EPR experiments, be 
they continuous wave or pulsed. Therefore, for the hypothetical potential energy 
surface of Fig. 18.6, the observed EPR properties will be the Boltzmann-weighted 
average of the spectroscopic properties for all three minima. Those of the central, 
global minimum will certainly dominate, but the properties of the local minima will 
contribute as well.

Going beyond the static approximation in a computational approach is possible 
by using, e.g. molecular dynamics (MD) in which Newton’s equations of motion are 
solved iteratively. In a series of consecutive discrete timesteps (typically 1 fs), the 
atomic coordinates of a radical model evolve in time. For each step, the force due 
to the potential energy (calculated at the DFT level of theory) and a kinetic energy 
contribution (finite temperature) is evaluated and integrated. This yields a trajec-
tory, an ensemble of snapshots (one for each timestep) that represent the atomic 
motion of the molecular system during the total simulated time. On current-day 
High Perfomance Computing facilities, it usually takes several seconds to evalu-
ate the ab-initio forces for a molecular system at one timestep (1 fs). Hence, MD 
simulations relying on DFT usually span just several ps or ns only. The effective 
calculation time for such a simulation often takes several weeks or even months!
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Relying on MD as the main algorithm in the ‘structure manipulation’ step of-
fers the possibility to locate new, more stable minima. Even when a poor initial 
conformation is chosen (e.g. the red sphere in Fig. 18.6), a large part of the multidi-
mensional potential energy can still be reached: the introduction of kinetic energy 
enables that barriers in the potential energy surface can be crossed. Sufficiently 
long MD simulations, then, allow complete sampling of the potential energy sur-
face. More optimal conformations will occur more during the trajectory, with their 
probability of occurrence directly (but inversely) related to their potential energy 
(illustrated at the top of Fig. 18.6).

An MD trajectory can also be used to account for temperature effects on the cal-
culated EPR properties. Instead of determining these for just one conformation (e.g. 
the black cross in Fig. 18.6), a whole bunch of conformations attained during the 
MD can be considered. Usually, a subsampling of the trajectory is used—100–1000 
snapshots (e.g. the red diamonds in Fig. 18.6)—for which the EPR properties are 
each time calculated. Subsequently, the resulting data is averaged. This is straight-
forward for scalar data, such as the isotropic hyperfine coupling tensor, but for other 
tensorial data care should be taken that diagonalization is only performed after the 
averaging.

If EPR properties are calculated for N snapshots from an MD trajectory, the aver-
age hyperfine coupling tensor (for example) is:

�
(18.1)

Subsequently, this average tensor is diagonalized:

�
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Fig. 18.6   Illustration of a 
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surface and the effect of an 
energy minimization algo-
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This yields three average eigenvalues A1 – A3 (expectation values) and their cor-
responding principal directions V1 – V3. The same procedure can obviously be used 
for the g tensor.

Although temperature does affect the calculated EPR properties, the effect is 
usually quite subtle for solid-state radicals. Solvated radicals are much more flex-
ible (e.g. [49]) than those trapped inside a crystalline matrix, with concomitant ef-
fect on their spectroscopic properties. In fact, static EPR calculations usually suffice 
for structural identification purposes. The added value of dynamic calculations is 
that insight is obtained in the structural dependence of the spectroscopic properties 
involved. For instance, in the main α-type glycine radical, out-of-plane motion of 
the paramagnetic center has a marked effect on the hyperfine coupling tensor of the 
associated α-carbon and α-proton (e.g. [40, 42]).

18.2.6  �Case Study 2: Sucrose Radicals T2/T3

The radicals that are stable at room temperature in irradiated sucrose have been 
elaborately characterized by De Cooman et al. in joint experimental-computational 
studies [8, 10, 11]. Three different radicals are present in the irradiated crystalline 
matrix, labeled T1, T2 and T3. The latter two radicals are very similar, as can be 
seen from their spectroscopic properties (Table 18.3), and both were identified as 
having the same chemical structure. The origin of the minor differences in spec-
troscopic properties for both radicals is still unclear, although it is suspected that 
changes in the molecular environment might be the cause [8, 10, 11].

The structure of the T2/T3 radicals is shown in Fig. 18.7. Considerably more 
than simple hydrogen abstraction has occurred: the glycosidic linkage between the 
glucose and fructose unit is broken, a carbonyl group is present at C2 and the un-
paired electron is localized at C1. In the original publication [8], this structure was 
identified from a limited set of plausible radical models that was first obtained by 
adopting the point-dipole approximation. Subsequent DFT calculations, relying on 
the CPMD software [50] for periodic structure calculations and ensuing cluster cal-
culations with Gaussian [48], yielded the conclusive identification.

Repeating the identification in a uniform periodic approach with the aid of CP2K 
[6] and the same computational parameters mentioned in paragraph 18.2.2, at first 
an initial geometry is generated starting from the crystallographic unit cell. The 
H2 and HO2 hydrogens are removed, and an additional proton is placed at the O1 
position. The C1–O1 bond is broken during the energy minimization, by applying a 
restraint force keeping both atoms apart, followed by an unrestrained minimization. 
The structure resulting from this rather straightforward approach, in line with that 
in the previous showcase, is shown in Fig. 18.8a and will be referred to as radical 
model M(T2/T3-a).

Calculated EPR properties for this radical model are given in Table 18.4 and the 
nice agreement with the experimental properties of Table 18.3 is immediately clear. 
The proton at C1 gives rise to an α-type hyperfine coupling, the other couplings are 
due to γ-protons H(C3) and H(C5). Even though the size of the isotropic coupling 
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for H(C1) is slightly underestimated in the calculations, this agreement can still be 
considered as very good, especially considering the agreement between the corre-
sponding principal directions: calculated and measured eigenvectors align to within 
~10° for radical T3 and even less than 5° for radical T2. These calculations yield 
similar results as those of the cluster calculations by De Cooman et al. [8], although 
there slightly better isotropic values were obtained (possibly owing to the use of the 
B3LYP functional [51] in the EPR calculation step).

Table 18.3   Overview of EPR properties for radical species T2/T3 (taken over from Ref. [8]). 
Principal directions are given with respect to the orthogonal < a*bc > reference frame. Although 
g-tensor information is also available [10], the focus in this chapter will be on the hyperfine cou-
pling tensors
Coupling Aiso Aaniso Principal directions

T2
Hα − 38.69 − 19.66 0.424 − 0.163 − 0.891

  − 2.11 0.886 0.280 0.371
   21.77 0.189 − 0.946 0.263

Hβ1    16.37   − 2.32 0.869 − 0.355 − 0.344
  − 1.72 − 0.209 0.368 − 0.906
   4.04 0.448 0.86 0.246

Hβ2    13.68   − 3.09 0.718 − 0.65 0.248
  − 2.17 0.638 0.473 − 0.608
   5.26 0.278 0.595 0.754

T3
Hα − 35.81 − 18.98 0.584 − 0.184 − 0.79

  − 2.11 0.755 0.481 0.446
   21.09 0.298 − 0.857 0.420

Hβ1    16.42   − 2.1 0.84 − 0.541 − 0.034
  − 1.77 0.178 0.334 − 0.926
   3.87 0.512 0.772 0.377

Hβ2    12.24   − 3.62 0.528 − 0.822 0.214
  − 2.12 0.804 0.402 − 0.439
   5.74 0.275 0.403 0.873

Fig. 18.7   Molecular structure for radicals T2/T3, identified by De Cooman et al. in [8]
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To go beyond this static approach, ab initio MD simulations are initiated on the 
optimized structure of radical model M(T2/T3-a). Simulations are performed in the 
NVT ensemble, employing a time step of 1 fs for a total of 11,000 steps (11 ps). A 
fast velocity-rescaling thermostat algorithm [52] is used in the first 1000 steps, after 
which the Nosé-Hoover thermostat [53, 54] is selected for the final 10 ps (which 
are considered of production quality). An illustration of the conformational changes 
to the radical model is given in Fig. 18.9, where several snapshots throughout the 
production part of the MD trajectory are shown.

In the glucose unit, mostly the planarity of the radical center (C1) changes as it 
undergoes an umbrella-like motion. In the fructose unit, the position changes of the 
hydroxyl proton on oxygen O1 (which constituted the former glycosidic linkage). 
The former molecular motion can be quantified to some extent by the improper di-
hedral angle H(C1)–C2–O5–C1, the latter molecular motion by the dihedral angle 
H(O1)–O1–C2′–C3′. The variation of these two angles throughout the MD trajec-
tory is shown in Fig. 18.10.

The conformation of the radical center (blue) remains planar on average, but 
out-of-plane digressions of about −20°/+20° occur due to the umbrella-like mo-
tion. The orientation of the hydroxyl proton on oxygen O1 (red) changes by 60° 
after about 2 ps in the MD: clearly a new, stable conformation is obtained. This is 
confirmed when the last snapshot from the MD trajectory is subject to full energy 
minimization. The resulting conformation M(T2/T3-b), shown in Fig. 18.8, has an 
absolute energy of −513.57366 a.u. which is lower by about 35 kJ/mol than that of 
conformation M(T2/T3-a) at −513.56042 a.u.

The EPR properties of this new energetic minimum M(T2/T3-b) are quite similar 
to those of the other conformation (see Table 18.4). The isotropic hyperfine coupling 
values for protons H(C3) and H(C5) are slightly raised, but the anisotropic parts have 
hardly changed and the principal directions are roughly in the same direction as for 

Fig. 18.8   Conformation of the radical models corresponding to measured radicals T2/T3: a M(T2/
T3-a) after ‘simple’ energy minimization starting from the adapted crystallographic unit cell struc-
ture. b M(T2/T3-b) after energy minimization ensuing an 11 ps MD run. 3D-renders produced with 
the aid of VMD [20]
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conformation M(T2/T3-a). This can be expected, since the main changes between 
both conformations have not happened to the radical center itself but merely in its vi-
cinity. Accordingly, one cannot easily state that one conformation or the other agrees 
better with experimental data. But given that it has a lower potential energy, confor-
mation M(T2/T3-b) is much more likely to correspond with reality.

So far still, the EPR properties were calculated in a static fashion: for one confor-
mation only (even though its structure might have sprung from a dynamic simula-
tion). To go beyond that, EPR properties are calculated for 1000 snapshots, regularly 
sampled (every 10 fs) during the last 10 ps of the MD simulation. The variation of 
the spectroscopic properties is illustrated in Fig. 18.11, where the isotropic hyper-

Table 18.4   Calculated EPR properties for radical models M(T2/T3-a) and M(T2/T3-b). Isotropic 
(Aiso) and anisotropic hyperfine couplings (Aaniso) are in MHz. The angle (in degrees) indicates the 
agreement in direction between the calculated eigenvectors and those of the experimental tensors 
of radicals T2 and T3, respectively (see Table 18.3)
Atom Aiso Aaniso Angle (T2) Angle (T3) Coupling

M(T2/T3-a)
H(C1) − 23.20 − 16.91 1.1 9.9 Hα

− 4.99 4.6 10.5
21.90 4.5 8.3

H(C3) 21.04 − 2.19 7.7 14.3 Hβ1
− 1.85 7.8 14.7

4.04 2.3 8.7
H(C5) 13.44 − 3.26 14.7 24.5 Hβ2

− 1.72 16.3 24.5
4.99 12.0 1.0

M(T2/T3-b)
H(C1) − 24.65 − 15.88 2.5 9.3 Hα

− 4.76 5.9 9.9
20.64 6.3 6.0

H(C3) 24.00 − 2.38 1.7 21.4 Hβ1
− 1.63 8.9 21.4

4.01 9.0 1.0
H(C5) 15.80 − 3.49 13.0 21.5 Hβ2

− 1.81 14.4 21.5
5.30 13.1 0.3

time

Fig. 18.9   Conformations of radical M(T2/T3) representatively sampled throughout the last 10 ps 
of the MD simulation. 3D-renders produced with the aid of VMD [20]
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fine coupling values of H(C1), H(C3) and H(C5) are plotted as a function of simula-
tion time.

The isotropic couplings vary considerable as (even minor) conformational 
changes occur during the MD run. Yet, on average, the values fluctuate about 
−23.47 MHz for H(C1), 21.11 MHz for H(C3), and 16.51 MHz for H(C5), close 
to what is found in the static approaches for conformations M(T2/T3-a/b). The 
variation of the proton coupling values during the dynamics is perhaps best seen 
in a histogram (Fig. 18.12). This type of plot reverberates the typical experimental 
EPR spectra, but more importantly gives insight in the “variability” that can be at-
tained in a prototypical computational approach. For the H(C1) α-type coupling, 
the isotropic value easily covers the interval −30 to −20 MHz. The variability for 
the γ-type couplings H(C3) and H(C5) is even bigger. Here, the dispersion in values 
can be of the 20 MHz order. Note that this is not an “error” nor standard deviation 
for the computational setup; this analysis merely indicates how susceptible the cal-
culated EPR properties are to (minor) conformational changes during the molecular 
dynamics.

To fully analyze the calculated hyperfine tensor data for the snapshots from the 
MD simulation, an average tensor is calculated according to Eqs.  (18.1)–(18.2). 
To distinguish the possible effect of the H(O1) hydroxy proton rearrangement (see 
Fig. 18.10) on the calculated EPR properties, average hyperfine tensors are calcu-
lated for three time epochs: one for the snapshots in the time range 0.00–2.25 ps, 
another for the range 2.35–10.00 ps, and another for all snapshots from the MD 
simulation. These results are presented in Table 18.5.

Fig. 18.10   Variation of dihedral angles H(C1)–C2–O5–C1 ( blue) and H(O1)–O1–C2′–C3′ 
( green) in sucrose radical model M(T2/T3) during the last 10 ps of an MD simulation at 300 K
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There are no major differences between the average hyperfine tensors for the 
three time epochs. Isotropic and anisotropic values differ by 1 MHz at most, eigen-
vector directions change by merely a couple of degrees. Clearly, the hydroxy proton 
rearrangement in the vicinity of the radical has no significant influence on the EPR 
properties, in line with the observations on the static calculations for conformations 
M(T2/T3-a and b). Furthermore—and unfortunately—the hydroxy proton confor-
mational change cannot explain the difference in spectroscopic properties between 
T2 and T3.

From a comparison between the results in Tables 18.4 and 18.5 (e.g. those for all 
snapshots in the MD), it can be concluded that the dynamic treatment does not yield 
a better agreement with experiment than the static approach. It can give insight, 
however, into which molecular motions modulate the hyperfine coupling tensor. 
α-type tensors (such as that for H(C1)) are known to depend near-quadratically on 
the planarity of the radical center [42]. Although this effect is less pronounced and 
less clear than in glycine, it is still apparent (with some imagination) from a scatter-
plot of the isotropic hyperfine coupling versus the radical planarity, as measured by 
the H(C1)–C2–O5–C1 improper dihedral angle (Fig. 18.13).

This showcase illustrates that going beyond a static approach to simulate the EPR 
properties in a dynamic fashion is not always necessary, especially if the intention is 
only to identify a radical structure. But an MD approach may lead to the identifica-
tion of new conformational minima that are more optimal in energetic terms.

Fig. 18.11   Variation of the isotropic hyperfine coupling values (in MHz) of protons H(C1) (in 
blue), H(C3) (in green), H(C5) (in red) for sucrose radical model M(T2/T3) during a 10 ps MD 
simulation at 300 K
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18.3 � Uncovering Radical Formation—HOW? and WHY?

18.3.1 � General Strategy

Once the structure of a radical has been identified, the obvious question springs to 
mind: which radiation-induced molecular processes lead up to the formation of this 
particular radical? Sometimes, as for “simple” hydrogen abstraction products, the 
underlying radiochemical reactions may seem trivial. For other radicals, that have 
undergone more elaborate changes with respect to the pristine crystal structure, 
these processes might be entirely unclear. Yet, caution should always be in place 
when considering the formation mechanisms of radicals, even when it concerns the 
“simplest” radiation-induced species. A fine example of this is solid-state alanine. 
This model system for radiation damage in proteins has attracted numerous stud-
ies and its radiation chemistry is commonly considered to be well established [55]. 
Yet, a recent study [30] has shown that several of the radiation-induced reactions 
and rearrangements involved were poorly understood, highlighting the value of a 
computational approach supporting available (experimental) data.

An even more fundamental question that is raised when the identity and forma-
tion of a specific radical have been established is: why is this particular radical 
formed as a result of irradiation? Consider the example of a model decamer DNA 

Fig. 18.12   Histograms of isotropic hyperfine coupling values encountered during a 10 ps MD 
simulation of sucrose radical model M(T2/T3) at 300 K. Blue, green, and red boxes, respectively, 
indicate the occurrence for proton couplings H(C1), H(C3) and H(C5)
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system [56] in which a main radiation-induced radical was identified as being de-
protonated at one specific carbon in the deoxyribose sugar subunit of a guanine 
base. The regioselectivity involved is very intriguing: four other similar carbon 
centers are present in the sugar at which site deprotonation could occur. To date, no 
satisfying explanation for this regioselective action of radiation has been presented, 
for the model DNA system, or for various other biomolecular systems. Here, as 
well, a computational approach can be of assistance.

Molecular modeling, and DFT methods in particular, can be applied to gain in-
sight in (radio)chemical reactions [57]. Once stationary points have been found and 
characterized for the reactant and product states, the structural rearrangements that 
transform one into the other can be determined by mapping all elementary steps 
along the reaction coordinate(s). Hence, by shedding light on the conformational 
changes, these methods can help to solve the HOW? question. The variation of the 
(potential) energy along this reaction path, or the energy difference between key 
points along that path, can assist in solving the WHY? question.

This is illustrated in Fig.  18.14 for a hypothetical (potential) energy surface. 
Once stationary points A and B have been identified, molecular modeling algo-
rithms allow the characterization of the pathway connecting both states. From that, 
the changes in the conformational dimensions can be deduced, indicating how con-
formation A transforms into conformation B and what the nature is of the transition 
state connecting both minima. At the same time, the changes in energy along the 

Fig. 18.13   Variation of the H(C1) isotropic hyperfine coupling value as a function of the radi-
cal planarity, measured by the improper dihedral angle H(C1)–C2–O5–C1, for 1000 snapshots 
sampled from a 10 ps MD simulation at 300 K of sucrose radical model M(T2/T3)
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path enable an estimation of the barrier height (or activation energy), giving insight 
in the rate of the transformation. This, together with the absolute (potential) energy 
differences between conformational states can be applied to rationalize preferential 
formation. In the hypothetical example of Fig. 18.14, reaction from state A towards 
B is preferred over C, both thermodynamically as well as kinetically.

Several molecular modeling algorithms exist to characterize reaction pathways, 
but their usefulness for solid-state systems depends on the implementation and on 
the desired model space approach. Transition state searches in terms of internal 
coordinates [58] (e.g. in Gaussian [48]) have been used for single-molecule treat-
ments in amino acids and DNA/RNA sugars [39, 43, 59, 60], but are difficult from a 
computational point of view in condensed states, due to the multitude in degrees of 
freedom. Reaction pathway modeling in solid-state systems that are described with 
a periodic approach can be achieved with the aid of the Nudged Elastic Band (NEB) 
method [61–63]. In this approach, the minimal energy path between two stable mo-
lecular conformations is sought by optimizing the energy of a set of intermediate 
replicas that represent the gradual transition between both end points and that are 
successively connected by harmonic springs. This is illustrated in Fig. 18.14 for the 
path from A to B, where seven replicas discretize the “true” energy path. Though 
this method likely yields an underestimate of the actual reaction path, it has been 
used successfully to get insight in the radiation chemistry of amino acids [64] and 
sugars [31]. This method will also be applied in this chapter.

When comparing different radiation-induced reaction pathways—in an attempt 
to solve the WHY? question—the stoichiometry involved in those reactions needs 
to be consistent. This implies that all “waste”-products generated in a radiolysis 
reaction (e.g. net hydrogen abstraction) are sustained inside the simulation cell. 
This is certainly a hard requirement in NEB simulations and effectively mimics 
reality. In a real organic crystal, such abstracted products would diffuse through-
out the lattice and either reconnect with another neighboring molecule or remain 
trapped close to the radical site. Depending on the distance between this reattached 
or trapped residue and the radiation-induced radical, certain interaction effects can 
be expected. In a more simplified approach, these radiolysis products are eliminated 
altogether from the simulation and its energetic contribution assumed to be the same 
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Fig. 18.14   Hypothetical (potential) energy surface illustrating reaction pathway concepts
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for a variety of similar radiochemical reactions. Such a methodology is adopted in 
the determination of, e.g. bond dissociation energies [65], ionization potentials [39, 
66] or electron attachment energies [65, 66]. These correspond to very rudimentary 
reaction pathways, since only the formation energy of a particular radical fragment 
is considered without looking at barriers encountered. It might nevertheless yield 
useful information on the selective action of radiation.

18.3.2  �Case Study 3: Conversion of Sucrose  
Radical R2 into T2/T3

A hypothesis put forward by De Cooman et al. [67] is that sucrose radical R2 is a 
precursor for radical T2/T3. The proposed transformation process (illustrated in 
Fig. 18.15) involves first a 1,2-H-shift [68, 69], where a hydrogen atom is transferred 

Fig. 18.15   Sucrose radical R2 (which has only been detected at temperatures below ~100  K) 
transform into radicals T2/T3 at room temperature via a 1,2-H-shift followed by a beta-elimination 
reaction
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from carbon C2 to the adjacent C1. Then, this intermediate species undergoes beta-
elimination [68, 69]: the hydroxy proton at O2 is transferred to the oxygen (O1) of 
the glycosidic linkage, the C1–O1 bond is ruptured and a C2 = O2 carbonyl group is 
introduced in the glucose subunit of sucrose. The entire process would rationalize 
the fact that R2 can only be observed at low temperatures. When enough thermal 
energy is available, energy barriers can be surpassed and the transformation process 
is initiated, up until T2/T3 species is formed. The driving force is likely the greater 
stability of the latter radical species, which is consistent with the fact that T2/T3 
have only been observed at room temperature.

A computational approach in line with the previous general strategy serves 
to shed light on this tentative transformation process. Although the full radiation 
chemistry of sucrose is not explored exhaustively, the new results presented below 
provide a sufficient treatment of the formation of radical R2 up to the transforma-
tion into T2/T3.

Selective Formation of R2-Radical Model M(C1)  As reviewed in Sect. 18.2.2, 
the structure of radical R2 has been positively identified as corresponding to that 
of radical model M(C1), where a net hydrogen abstraction from carbon C1 in the 
pristine sucrose structure has occurred. Yet, several other, similar hydrogen abstrac-
tions from carbon are possible in the sucrose structure: from C2, C3, C4, C5, C6, 
C1′, C3′, C4′, C5′ and C6′. Why is abstraction from C1 seemingly favored?

Although the primary effects of radiation damage on a molecular level remain 
debated, current understanding is that radiation leads to the formation of primary 
oxidative (one-electron loss) and reductive (one-electron gain) free radicals [69]. 
Subsequently, these primary species decay and transform into more stable (radical) 
fragments. In carbohydrates, this is likely achieved by the ejection of a proton or 
even a hydride anion, which then can diffuse through the crystal lattice or be trapped 
near the original radical site. To a first approximation, the fate of this ejected proton/
hydride can simply be disregarded. This simplifies tremendously a comparison of 
the formation energies for the various possible radical models. All models share a 
common reference (the pristine sucrose structure) and preferential formation can be 
deduced from the relative energy differences between the possible radical models.

Energy minimizations are performed for radical models M(C1) to M(C6′) using 
the same computational parameters as mentioned in Sect. 18.2.2. The final (poten-
tial) energies for these species are compared in Table 18.6. Formation of M(C1) and 
M(C2) is energetically favored, with slight preference (6 kJ/mol) for the latter. This 
does not correspond entirely to the findings of low-temperature EPR experiments 
[9]. In that study, six radical species were found to be generated at low temperature, 
three of which were structurally identified: radical models M(C1) and M(C6), and 
an alkoxy radical formed by abstracting a hydrogen from oxygen O3′.

Though the simple energy computations in the present work confirm that M(C1) 
is among the preferentially formed radical species, they do not explain the observa-
tion of M(C6) in the experiment: the energy of M(C6) is 149 kJ/mol higher than that 
of M(C1), based on which one would expect this radical not to be formed. The com-
putations also don’t explain why radical M(C2) is not observed in experiment. It has 
the lowest potential energy and would clearly be the most favorably formed species.
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Obviously, the assumptions made in the computations above are flawed and the 
potential energy only is not a very good approximation of the formation energy. 
For instance, an abstracted proton or hydride will likely be trapped in a different 
site when it is ejected from either C1 or C3, or will at least disturb the immediate 
surrounding of the radical in a different fashion when it diffuses through the lattice. 
This will have a concomitant effect on the relative (formation) energies (as was al-
ready demonstrated in case study 2). The fate of these abstracted atomic or molecu-
lar fragments should therefore not be disregarded. Also, it should not necessarily be 
assumed that a radiochemical formation reaction is thermodynamically controlled. 
Kinetic control could also be in place, requiring knowledge on the barriers associ-
ated with radical formation. Unfortunately, this considerably complicates relative 
comparison of formation energies since the HOW? question should be solved in 
detail for every radical model contemplated. This approach was used successfully 
to explain selective alkoxy radical formation in rhamnose crystals [31], but at a 
substantial computational cost.

So, for now, the question why hydrogen abstraction from C1 is seemingly fa-
vored by radiation remains unanswered. In all further calculations, the abstracted 
hydrogen from C1 is not considered in the simulation cell.

Conversion of M(C1) to M(C2) via 1,2-H-Shift  Nevertheless, using M(C1) as 
a starting point, it is possible to determine the energetic landscape for the reaction 
pathway subsequent to the initial radiation damage. For that, Nudged Elastic Band 
simulations are used to determine the minimal energy path between consecutive 
minima and obtain an estimate of the associated energy profile. Each time, ten rep-
licas are used together with a combined steepest descent—DIIS optimizer [71]. The 
initial guess for the band is generated by linear interpolation between optimized 
radical structures. The IT-NEB algorithm [62] is then applied for several cycles, 
followed by CI-NEB [63] until sufficient convergence is reached. The replica with 
maximal energy along the NEB path is taken as an approximation to the transition 
state. The resulting energy path, compounded for all reactions discussed below, is 
shown in Fig. 18.16.

H-abstraction model Relative energy (kJ/mol)
M(C1) 6.0
M(C2) 0.0
M(C3) 150.6
M(C4) 152.5
M(C5) 153.7
M(C6) 155.1
M(C1′) 141.7
M(C3′) 163.7
M(C4′) 153.8
M(C5′) 147.1
M(C6′) 142.3

Table 18.6   Energy com-
parison for all radical models 
where one hydrogen has been 
abstracted from a carbon in 
sucrose. The absolute energy 
of M(C2) is used as refer-
ence: −513.5641 a.u.
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According to the NEB runs, the 1,2-H-shift from M(C1) to M(C2) is associated 
with a huge energy barrier, 230 kJ/mol, although this is not unsurpassable consider-
ing the energy amount deposited by irradiation. M(C2) has a lower potential en-
ergy than M(C1) and so this process is thermodynamically favored. Representative 
points along the reaction path are shown in Fig. 18.17. Near the transition state, the 
transferred hydrogen is virtually shared by both carbons C1 and C2. It is not unlike-
ly that this transfer would be assisted by another molecular fragment in the vicinity 
of that hydrogen, lowering the energy barrier. However, exploratory computational 
runs in this respect have not yielded any candidates: certainly hydroxyl groups in 
the vicinity are not prone for such an interaction.

Fig. 18.17   Molecular structure of representative points along the energy path from sucrose radical 
model M(C1) to M(C2) via a 1,2-H-shift reaction. Left M(C1). Center near the transition state. 
Right M(C2). 3D-renders produced with the aid of VMD [20]

 

M(C1) M(C2) M(T2/T3)pre

M(T2/T3)

M(C2) M(beta3)

Fig. 18.16   Compound minimal energy path for the radiation-induced transformation pathway of 
sucrose radical model M(C1) into M(T2/T3) as obtained from NEB simulations. A competitive 
transformation path from M(C2) to M(beta3) is shown on the right. Stationary points are repre-
sented by circles, intermediate replica along the NEB path by crosses. The absolute energy of the 
M(T2/T3) species is used as a reference: −513.5737 a.u.
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Conversion of M(C2) to M(T2/T3) via Beta-Elimination  Once M(C2) is gener-
ated, it can convert into M(T2/T3) but several molecular rearrangements need to 
occur, illustrated in Figs. 18.18 and 18.19.

Before the hydroxy proton on O2 can come near the O1 oxygen of the glycosidic 
linkage, it needs to reorient. In model M(C2) (and in the pristine crystal structure), 
the proton of O2 is involved in a hydrogen bond to oxygen O6′ of an adjoining su-
crose molecule in the lattice. This hydrogen bond is broken when the O2 hydroxyl 
group reorients, but a new hydrogen bond is almost immediately made with O1′ of 
the radical (compare structures (a) and (b) in Fig. 18.18). These concomitant reori-
entations give rise to a considerable barrier: the first cusp in Fig. 18.16 corresponds 
to structure (b) and is almost 90 kJ/mol higher in energy than M(C2).

Subsequent to the reorientation, hydroxy proton H(O2) attaches to the glycosidic 
oxygen and triggers rupture of the C1–O1 bond, effectively separating the glucose- 
and fructose subunits in sucrose. The structure near the transition state for this ensuing 
process is shown in Fig. 18.18c. Although the energy rise is not as much as for the 

Fig. 18.18   Molecular structure of representative points along the energy path from sucrose radi-
cal model M(C2) to M(T2/T3)pre via a beta-elimination reaction. a M(C2), b O2 hydroxyl group 
reorientation, c proton transfer to O1 and C1–O1 bond rupture, d local energetic minimum M(T2/
T3)pre. 3D-renders produced with the aid of VMD [20]
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hydroxyl rearrangement, the total energy barrier for rearrangement and bond rupture 
is at ~125 kJ/mol with respect to the potential energy of M(C2). This barrier should be 
easily surpassed, since sufficient (thermal) energy is available in the irradiated sucrose 
crystal after the M(C1)  M(C2) transformation has occurred.

After the C1–O1 bond has been ruptured, a local energetic minimum is obtained: 
radical model M(T2/T3)pre, corresponding to structure (d) in Fig. 18.18. Its potential 
energy is actually higher by 9 kJ/mol than that of M(C2). The entire process would 
therefore not be thermodynamically favored were it not that subsequent hydroxyl 
reorientations in model M(T2/T3)pre, give rise to a considerable drop in energy to 
arrive at the final structure M(T2/T3). These conformational rearrangements are 
illustrated in Fig. 18.19. First, the newly formed hydroxyl group involving oxygen 
O1 (the former glycosidic oxygen) reorients by almost 180°: its hydroxy proton no 
longer points towards O1′ but now makes a hydrogen bond with O6′. Concomi-
tantly, the hydroxy proton on O6′ reorients as well, to arrive at the final M(T2/T3) 
structure. Note that all these conformational changes do not take place in the radical 

Fig. 18.19   Molecular structure of representative points along the energy path from sucrose radi-
cal model M(T2/T3)pre to M(T2/T3). a M(T2/T3)pre, b O1 hydroxyl group reorientation, c O6′ 
hydroxyl group reorientation, d M(T2/T3). 3D-renders produced with the aid of VMD [20]

 



69718  Uncovering Radiation Chemistry in the Solid State Through …

fragment itself (which is in the glucose subunit) but in the fructose subunit, which 
is in the near vicinity of the radical center. The changes in energy are, however, 
considerable. After a small barrier (13 kJ/mol) has been passed, the energy quickly 
drops by 34 kJ/mol between structures M(T2/T3)pre and M(T2/T3).

Total Transformation Process of M(C1) into M(T2/T3)  The NEB simulations 
give unique insight into the conformational changes that occur throughout the over-
all transformation process of M(C1) into M(T2/T3), and therefore solve the HOW? 
question for this particular process. They also shed light on WHY? radicals T2/T3 
(corresponding to model M(T2/T3)) can only be observed at room temperature. The 
entire transformation process is thermodynamically favored: M(T2/T3) is 30.6 kJ/
mol lower in potential energy than M(C1). However, the 1,2-H-shift associated with 
the M(C1) to M(C2) conversion constitutes the rate determining step, with a signifi-
cant energy barrier of 230 kJ/mol. Enough thermal energy needs to become avail-
able in the sucrose crystal, before this process can proceed. But, once this particular 
barrier has been surpassed, all subsequent transformation steps can proceed without 
further debilitation, and the intermediate radical species encountered throughout 
this process would not be observed in experiment.

Competitive Beta-Elimination Products from M(C2)?  In the above, M(T2/
T3) was obtained from radical model M(C2) via beta-elimination. Yet, this same 
mechanism applied to model M(C2) could also lead to another radical M(beta3), as 
outlined in Fig. 18.20. However, this species has not been detected in experiment, 

Fig. 18.20   Could a competitive beta-elimination reaction from sucrose radical model M(C2) lead 
to the formation of another product M(beta3)?
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at low temperature nor at room temperature. Could NEB simulations give insight 
into why this species is not formed, or rather, why formation of radical M(T2/T3) 
is favored over M(beta3)?

Representative snapshots along the NEB reaction path are shown in Fig. 18.21. 
In this beta-elimination reaction, the hydroxy proton on O2 approaches oxygen O3 
and connects to it. This causes rupture of the C3–O3 bond and a water molecule 
is formed. In radical model M(beta3), this molecule remains in the vicinity of the 
radical (see Fig. 18.21d). The variation of the energy throughout the NEB path is 
also included in Fig. 18.16 (in red). The barrier is similar in height to that between 
M(C2) and M(T2/T3), but it is clear that formation of M(beta3) is not advantageous 
from a thermodynamical point of view: the potential energy of M(beta3) is 11 kJ/
mol higher than that of M(C2).

Although in this particular example, all possible transformation processes have 
not been exhaustively explored, it is clear by far that the energy landscape really 
dictates the transformation process. By exploring these pathways via NEB simula-
tions, it is possible to gain insight into preferential formation pathways ensuing 

Fig. 18.21   Molecular structure of representative points along the energy path from sucrose radical 
model M(C2) to M(beta3) via a beta-elimination reaction. (a) corresponds to M(C2), (d) to radical 
model M(beta3). (b) and (c) are intermediate points 3D-renders produced with the aid of VMD 
[20]
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radiation damage to biomolecules, and so, solve the WHY? question along with the 
HOW? question.
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14.	 Krivokapić A, Øhman KT, Nelson WH et al (2009) Primary oxidation products of 5-meth-
ylcytosine: methyl dynamics and environmental influences. J Phys Chem A 113:9633–9640. 
doi:10.1021/jp904747j



700 E. Pauwels

15.	 Øhman KT, Sanderud A, Hole EO, Sagstuen E (2006) Single crystals of L-O-serine phos-
phate X-irradiated at low temperatures: EPR, ENDOR, EIE, and DFT studies. J Phys Chem 
A 110:9585–9596. doi:10.1021/jp061265o

16.	 Declerck R, Pauwels E, Van Speybroeck V, Waroquier M (2006) First-principles calculations 
of hyperfine parameters with the Gaussian and augmented-plane-wave method: application 
to radicals embedded in a crystalline environment. Phys Rev B 74:8. doi:245103 10.1103/
PhysRevB.74.245103

17.	 Weber V, Iannuzzi M, Giani S et al (2009) Magnetic linear response properties calculations 
with the Gaussian and augmented-plane-wave method. J Chem Phys 131:11. doi:014106 
10.1063/1.3156803

18.	 Pauwels E, Van Speybroeck V, Waroquier M (2004) Evaluation of different model space 
approaches based on DFT to examine the EPR parameters of a radiation-induced radical in 
solid-state alpha-glycine. J Phys Chem A 108:11321–11332. doi:10.1021/jp049251a

19.	 Hermosilla L, Calle P, de la VJMG, Sieiro C (2006) Density functional theory study of N-14 
isotropic hyperfine coupling constants of organic radicals. J Phys Chem A 110:13600–13608. 
doi:10.1021/jp064900z

20.	 Humphrey W, Dalke A, Schulten K (1996) VMD: visual molecular dynamics. J Mol Graph 
14:33–38, 27–28. doi:10.1016/0263-7855(96)00018-5

21.	 Byrd RH, Lu PH, Nocedal J, Zhu CY (1995) A limited memory algorithm for bound con-
strained optimization. SIAM J Sci Comput 16:1190–1208. doi:10.1137/0916069

22.	 Becke AD (1988) Density-functional exchange-energy approximation with correct asymptot-
ic-behavior. Phys Rev A 38:3098–3100

23.	 Lee CT, Yang WT, Parr RG (1988) Development of the Colle-Salvetti correlation-energy 
formula into a functional of the electron-density. Phys Rev B 37:785–789

24.	 Lippert G, Hutter J, Parrinello M (1997) A hybrid Gaussian and plane wave density func-
tional scheme. Mol Phys 92:477–487

25.	 VandeVondele J, Hutter J (2007) Gaussian basis sets for accurate calculations on molecular 
systems in gas and condensed phases. J Chem Phys 127:9. doi:114105 10.1063/1.2770708

26.	 Goedecker S, Teter M, Hutter J (1996) Separable dual-space Gaussian pseudopotentials. 
Phys Rev B 54:1703–1710

27.	 Hartwigsen C, Goedecker S, Hutter J (1998) Relativistic separable dual-space Gaussian 
pseudopotentials from H to Rn. Phys Rev B 58:3641–3662

28.	 Krack M, Parrinello M (2000) All-electron ab-initio molecular dynamics. Phys Chem Chem 
Phys 2:2105–2112

29.	 Godbout N, Salahub DR, Andzelm J, Wimmer E (1992) Optimization of gaussian-type basis-
sets for local spin-density functional calculations. 1. Boron through neon, optimization tech-
nique and validation. Can J Chem Can Chim 70:560–571

30.	 Pauwels E, De Cooman H, Waroquier M et al (2010) On the identity of the radiation-induced 
stable alanine radical. Phys Chem Chem Phys 12:8733–8736. doi:10.1039/c004380j

31.	 Aalbergsjo SG, Pauwels E, De Cooman H et al (2013) Structural specificity of alkoxy radical 
formation in crystalline carbohydrates. Phys Chem Chem Phys 15:9615–9619. doi:10.1039/
c3cp50789k

32.	 Pauwels E, Declerck R, Van Speybroeck V, Waroquier M (2008) Evidence for a Grotthuss-
like mechanism in the formation of the rhamnose alkoxy radical based on periodic DFT 
calculations. Radiat Res 169:8–18

33.	 Tarpan MA, De Cooman H, Sagstuen E et al (2011) Identification of primary free radicals in 
trehalose dihydrate single crystals X-irradiated at 10 K. Phys Chem Chem Phys 13:11294–
11302. doi:10.1039/c0cp02616f

34.	 Box HC (1977) Radiation effects: ESR and ENDOR analysis. Academic Press, New York
35.	 Tarpan MA, Pauwels E, Vrielinck H et al (2010) Electron magnetic resonance and density 

functional theory study of room temperature X-irradiated β-D-fructose single crystals. J Phys 
Chem A 114:12417–12426. doi:10.1021/jp107777v

36.	 Barone V, Adamo C, Grand A et al (1995) Structure and ESR features of glycine radical. J Am 
Chem Soc 117:12618–12624. doi:10.1021/ja00155a026



70118  Uncovering Radiation Chemistry in the Solid State Through …

37.	 Declerck R, Pauwels E, Speybroeck V Van, Waroquier M (2008) Molecular environment 
and temperature dependence of hyperfine interactions in sugar crystal radicals from first 
principles. J Phys Chem B 112:1508–1514. doi:10.1021/jp076571w

38.	 Kay CWM, Schleicher E, Hitomi K et al (2005) Determination of the g-matrix orientation in 
flavin radicals by high-rield/high-frequency electronnuclear double resonance. Magn Reson 
Chem 43:S96–S102. doi:10.1002/mrc.1667

39.	 Kumar A, Pottiboyina V, Sevilla MD (2012) One-electron oxidation of neutral sugar radicals 
of 2 `-deoxyguanosine and 2 `-deoxythymidine: a density functional theory (DFT) Study. J 
Phys Chem B 116:9409–9416. doi:10.1021/jp3059068

40.	 Pauwels E, Asher J, Kaupp M, Waroquier M (2011) Cluster or periodic, static or dynamic-the 
challenge of calculating the g tensor of the solid-state glycine radical. Phys Chem Chem Phys 
13:18638. doi:10.1039/c1cp21452g

41.	 Pauwels E, Declerck R, Verstraelen T et al (2010) Influence of protein environment on the 
electron paramagnetic resonance properties of flavoprotein radicals: a QM/MM study. J Phys 
Chem B 114:16655–16665. doi:10.1021/jp109763t

42.	 Pauwels E, Verstraelen T, De Cooman H et al (2008) Temperature study of a glycine radical 
in the solid state adopting a DFT periodic approach: vibrational analysis and comparison with 
EPR experiments. J Phys Chem B 112:7618–7630. doi:10.1021/jp711997y

43.	 Petrenko TL (2002) Transformation and structure of cation radicals in L-alpha-alanine. J 
Phys Chem A 106:149–156. doi:10.1021/jp0106395

44.	 Tachikawa H, Takada T (2013) Ionization dynamics of the water trimer: a direct ab initio MD 
study. Chem Phys 415:76–83. doi:10.1016/j.chemphys.2012.12.027

45.	 Tachikawa H, Fukuzumi T (2011) Ionization dynamics of aminopyridine dimer: a direct ab 
initio molecular dynamics (MD) study. Phys Chem Chem Phys 13:5881–5887. doi:10.1039/
c0cp01542c

46.	 Aalbergsjø SG, Pauwels E, Van Yperen-De Deyne A, Van Speybroeck V, Sagstuen E (2014) 
Automated generation of radical species in crystalline carbohydrates using ab initio MD 
simulations. Phys Chem Chem Phys 16: 17196-17205. doi: 10.1039/c4cp02179g

47.	 Pauwels E, Lahorte P, Vanhaelewyn G et  al (2002) Tentative structures for the radiation-
induced radicals in crystalline beta-D-fructose using density functional theory. J Phys Chem 
A 106:12340–12348. doi:10.1021/jp0264174

48.	 Frisch MJ, Trucks GW, Schlegel HB et al (2009) Gaussian 09, Revision A.02. Gaussian Inc 
Wallingford CT 34:Wallingford CT. doi:10.1159/000348293

49.	 Asher JR, Kaupp M (2008) Car-Parrinello molecular dynamics simulations and EPR prop-
erty calculations on aqueous ubisemiquinone radical anion. Theor Chem Acc 119:477–487. 
doi:10.1007/s00214-007-0408-1

50.	 CPMD. http://www.cpmd.org, 1990–2008, Copyright IBM Corp 1997-2001, Copyright MPI 
für Festkörperforschung Stuttgart

51.	 Becke AD (1996) Density-functional thermochemistry.4. A new dynamical correlation 
functional and implications for exact-exchange mixing. J Chem Phys 104:1040–1046. 
doi:10.1063/1.470829

52.	 Bussi G, Donadio D, Parrinello M (2007) Canonical sampling through velocity rescaling. J 
Chem Phys 126:014101. doi:10.1063/1.2408420

53.	 Hoover WG (1985) Canonical dynamics: equilibrium phase-space distributions. Phys Rev A 
31:1695–1697. doi:10.1103/PhysRevA.31.1695
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Abstract  Applications of EPR and ENDOR simulations of relevance in radiation 
research involving free radicals, radical pairs, triplet states and to less extent metal 
complexes are treated. Early fundamental work involving in situ radiolysis of liq-
uids and stickplot analysis of spectra is reviewed, while single crystal analysis is 
only briefly discussed. The analysis of data obtained with continuous wave meth-
ods of species trapped in disordered solids, “powders” is emphasized. Simulations 
based on first and second order and exact theory are described and exemplified. 
Methods to obtain parameters for the dynamics of radicals in irradiated solids and 
for the simulation of spectra at microwave saturation are discussed. Procedures for 
the simulation of powder ENDOR spectra of radicals are described in detail, with 
special emphasis on the influence of nuclear quadrupole couplings due to nuclei 
with I ≥ 1. EPR and ENDOR simulation programs known to us are presented in an 
Appendix, including addresses for downloading when available.

19.1 � Introduction

The assignment of the EPR spectral features to specific paramagnetic species is of 
fundamental importance to clarify the radiation induced reactions in a sample. A 
majority of the studies has involved free radicals. For those systems the assignment 
is mainly based on the hyperfine structure, and to some extent on the g-factors ob-
tained by an analysis of the EPR spectra. The assignment of the radicals formed in 
X-irradiated amino acids and other solid bio-materials was first considered in work 
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initiated almost 60 years ago [1]. The well resolved EPR spectra obtained by in situ 
radiolysis of liquids, reported some years later, were in most cases interpreted by 
stick plot analyses of the hyperfine structure. The features due to 1H or 2H nuclei 
of the radicals formed in liquid hydrocarbons during irradiation with 2.8-MeV 
electrons were thus analysed by this method in studies initiated more than 50 years 
ago [2].

The applications of EPR in radiation research have since then been reviewed 
in several treatises both on the general technique [3–13] and on special subjects 
[14–19]. Simulation methods are frequently applied for the refinement of the pa-
rameters in recent work. In solids the parameters are usually anisotropic, i.e. their 
values depend on the orientation of a crystal sample in the magnetic field. The 
structure is then deduced from the g-, hyperfine coupling ( hfc) and for nuclei with 
I ≥ 1 also nuclear quadrupole coupling ( nqc) tensors. For systems with S > ½ one 
may also need to take into account the zero-field splitting ( zfs) or fine structure as 
well. The treatise [16] dealing with studies of primary radiation effects and damage 
mechanisms in molecules of biological interest is also valuable as a source of in-
formation of ENDOR spectroscopy of primary paramagnetic components formed 
after irradiation at liquid helium temperature. Other specialised treatises of free 
radicals in irradiated solids involve studies of inorganic systems [14], disordered 
systems [17], radical ionic systems [18] and radicals on surfaces [19]. The Land-
olt- Börnstein database [20, 21] provides useful structural information. The book 
by Rånby and Rabek [22] about EPR spectroscopy in polymer research contains 
more than 2500 references. The development of advanced methods in this field 
has been treated in a recent work [23]. The developments, including multiple fre-
quency EPR and pulsed methods in addition to the established continuous wave 
EPR and ENDOR techniques, have been further treated in a series of books from 
the Royal Chemical Society [24] and in a recent review [25]. In many instances 
the experimental studies were complemented by simulations as well as quantum 
chemistry calculations to support the assignments. In the present treatment the 
methods employed for the simulation of CW-EPR and ENDOR spectra are re-
viewed with emphasis on applications to disordered solid systems of interest in 
radiation research.

19.2 � Liquids

The well resolved EPR spectra obtained in early studies of radicals formed by in 
situ radiolysis of liquids were in most cases interpreted by stick plot analyses of the 
hyperfine structure. The EPR lines were narrow permitting assignment of the radi-
cal species by the accurate hfc constants for a large number of organic radicals [2]. 
We refer to the literature for similar early studies in aqueous solution by radiolysis, 
see e.g. [26], and to [27–29] for studies of the kinetics and spin dynamics of radicals 
by pulse radiolysis with EPR detection.



70519  Applications of EPR and ENDOR Spectrum Simulations in Radiation Research

19.2.1  �Stick Plot Analysis

The analysis of EPR spectra of free radicals in liquid solution by means of stick 
plots to obtain the hfc constants due to 1H is described e.g. in [5, 8].

Equivalent Protons  A special case occurs when several nuclei are chemically 
equivalent as in the methyl radical; one proton gives rise to a doublet splitting of 
the energy levels, two protons a triplet since two levels coincide, three protons a 
quartet. The relative intensities depend on the degeneracies of the levels. Four lines 
split by aCH3 = 2.304 mT with intensities 1:3:3:1 were thus observed in the liquid [2] 
in accordance with the binomial distribution (19.1) and the selection rule ΔmI = 0.

� (19.1)

N is the number of equivalent protons or other I = ½ nuclei, giving rise to totally 
N + 1 lines, with intensity Ri of line i. The values can also be obtained from the so-
called Pascal triangle [5, 8] which is practical to apply when the number of equiva-
lent nuclei with I = ½ is not too high.

Isotropic couplings have also been observed in solids, for instance in the spec-
trum at 210 K of the methyl radical in γ-irradiated NaA zeolite/CH4 [30]. Extremely 
well resolved EPR spectra of matrix-isolated methyl radicals were also observed 
after X-irradition at 4 K of methane in argon. We refer to [31] for an analysis of the 
quantum effects observed in this system.

Inequivalent Nuclei  The hyperfine structure of the alkyl radicals formed during 
irradiation of liquid hydrocarbons with 2.8-MeV electrons was frequently attributed 
to two or more sets of chemically inequivalent 1H or 2H nuclei. The hfc constants 
were typically in the range 2.1–2.3 mT for Hα and usually slightly larger for the 
methyl protons in alkyl radicals of the type H3C─ĊHα─R─, while larger variations 
occurred for the methylene protons (R = CH2) [2]. The ethyl radical for example 
gave a spectrum with twelve lines that could be attributed to the hfc constants of two 
groups of equivalent protons, one from the methylene, aCH2 = 2.238 mT, the other 
from the methyl group, aCH3 = 2.687 mT. This gives rise to a spectrum with 3 × 4 
lines, yielding the stickplot in Fig. 19.1a.

Nuclei With I > ½  Isotopic substitution, particularly with 2H ( I = 1) has frequently 
been employed in radiation chemistry studies. The Pascal triangle method does not 
apply to nuclei with spins I > ½; two equivalent 2H nuclei yield for example a quin-
tet hyperfine pattern in the 1:2:3:2:1 ratio, three 2H gives a septet pattern with inten-
sities 1:3:6:7:6:3:1. A stick plot analysis of the deuterated ethyl radical thus predicts 
a total of 5 × 7 lines due to the deuterons of the CD2 and CD3 groups. The coupling 
constants, aCD2 = 0.347 mT and aCD3 = 0.408 mT are smaller, approximately by the 
factor aD/aH = gD/gH = 0.153 compared to C2H5, yielding the stickplot for the deuter-
ated ethyl radical schematically shown in Fig. 19.1b.

An algorithm reproduced in [32] can be used for the calculation of more complex 
diagrams to first order.

!
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Large hfc Constants  The analysis of hfc constants in the EPR spectra of liquids dif-
fers from the first order treatment when the high field approximation, ,Ba g Bm�  
does not strictly apply. In comparison with the “first order” spectrum the hyperfine 
lines are shifted towards lower field by second order effects according to (19.2) 
where the hfc constant a is in magnetic field, e.g. mT units [5].

� (19.2)

The displacement is proportional to a2/B and therefore needs to be taken into ac-
count when the hfc is relatively large compared to the electron Zeeman energy. Due 
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Fig. 19.1   Stick diagrams of  
a the ethyl radical, H2Ċ─CH3, 
with aCH2 = 2.238 mT and 
aCH3 = 2.687 mT. b the deuter-
ated ethyl radical, D2Ċ–CD3, 
with aCD2 = 0.347 mT and 
aCD3 = 0.408 mT. The line-
widths of the second deriva-
tive simulated spectra were 
adjusted for best fit to the 
experimental ones in liquid 
solution [2]
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to this displacement the g-factor is not obtained at the centre of the spectrum, but at 
a higher field, 0 / .BB h gn m=  For nuclei with I > ½ the separation of the hyperfine 
lines is not constant but increases towards high field. The Pascal triangle method 
for equivalent I = ½ nuclei does not apply when the high-field approximation does 
not hold.

One of the first EPR studies where second and even higher order perturbation 
theory had to be used was in the analysis of the fluorinated methyl radicals formed 
during radiolysis of liquid fluorocarbons [33]. The 19F nuclei (I = ½) are chemi-
cally equivalent. Effective nuclear spin values, Ieff ( NI), were calculated by vector 
addition of the angular momenta of the individual spins. The multiplicity NI is the 
number of times a specific value of Ieff appears. The resulting values of Ieff ( NI), 1.5 
(1), and 0.5 (2) were then used to obtain the line positions and intensities by second 
and third order formulas, as schematically shown in Fig. 19.2.

Radical anions formed by radiation induced electron attachment to perfluoro-
cycloalkanes in frozen matrices have been investigated experimentally and theo-
retically [34, 35]. Nearly isotropic EPR spectra were observed in hexamethylethane 
(HME) and tetramethylsilane (TMS) matrices. Effective nuclear spin values, Ieff = 0, 
1, 2 and 3, with multiplicities NI = 5, 9, 5 and 1, were employed in a stick plot analy-
sis of the c-C3F6

− radical anion with an isotropic hfc constant, aF = 19.9 mT, for the 
six equivalent 19F nuclei, see Chapter 3 for additional details. The corresponding 
stickplot for the c-C4F8

− radical anion is reproduced in Fig. 19.4. A Matlab script 
was employed to obtain this and other stickplots to second order in this chapter.

One reason to use high microwave frequencies and corresponding high fields is 
that the analysis becomes simpler—the first order analysis can be applied to mea-
sure larger hfc constants than is possible at X-band. Not all EPR laboratories can 
afford the price and running costs of a high field EPR spectrometer equipped with a 
superconducting magnet, however. The larger samples used at X-band may also be 
more conveniently prepared. Thus the need for analysis beyond first order remains.

-30 -20 -10 0 10 20 30

B-B0 (mT)

Fig. 19.2   Stickplot of the 
perfluoro methyl radical, ĊF3, 
obtained by second order 
perturbation theory with 
aF = 14.475 mT. The line-
width of the second deriva-
tive spectrum, calculated with 
the Breit-Rabi equation [36], 
was adjusted for best fit to 
the experimental spectrum 
obtained in liquid solution 
[33]
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19.2.2  �Simulation of Isotropic EPR Spectra

A stick plot analysis can often provide a satisfactory analysis for isotropic EPR 
spectra of free radicals with well resolved hyperfine structure due to a few magnetic 
nuclei. In more complex systems the values of the coupling constants may, how-
ever, need refinement by simulation, after a preliminary assignment by stickplots 
has been made.

19.2.2.1 � Approximate Treatments

A majority of the paramagnetic species that so far have been observed in irradiated 
liquid systems are free radicals with relatively small hfc constants. The spectrum 
can then be simulated by the superposition of Lorentz, Gauss or Voigt line-shapes 
[5, 8] on the stick plot obtained to first or second order as exemplified in Figs. 19.1 
and 19.2. Some free-ware and commercial simulation programs are presented in the 
Appendix.

Multi-Component Spectra  It is usually quite difficult to control the experimental 
conditions so that only one paramagnetic species is present in an irradiated mate-
rial. The field-swept ENDOR method [37] is capable of discriminating between 
different species but has lower sensitivity than EPR and is not always available. 
A simple procedure for the analysis of an EPR-spectrum containing two compo-
nents is illustrated in Fig. 19.3 for a sample containing methylmetacrylate, MMA, 
adsorbed on silica gel γ-irradiated and recorded at 77  K. The seven equidistant 
lines split by 2.2 mT, labeled MMA-h in the figure, were assigned to the radical 
(CH3)2ĊCOOCH3 formed by a hydrogen atom addition to the vinyl group. The 
hydrogen atoms originated partly from the hydroxyl groups on the surface of the 
silica gel as verified by an experiment in which a sample of MMA adsorbed on deu-
terated silica gel was irradiated. The spectrum obtained from this system, Fig. 19.3 
(Exp.), was assumed to be composed of the ordinary 7-line spectrum (MMA-h) 
due to (CH3)2ĊCOOCH3 and a 6-line structure (MMA-d) with a splitting constant 
of 2.2 mT assigned to the radical (CDH2)Ċ(CH3)COOCH3. In the latter species the 
five equivalent methyl protons gave rise to the sextet, while the hyperfine structure 
of the added deuterium atom was too small to be resolved. Standard programs like 
Excel, software for graphic manipulations like Origin, or Matlab scripts for least 
squares fits as in Fig. 19.3 have been used to superimpose the component spectra in 
an appropriate ratio.

A more advanced procedure for the fitting of multi-component isotropic spectra 
[38] was employed for the analysis of irradiated fluorinated polymers to obtain hfc 
constants, g-factors, linewidths, and concentrations of up to seven different radicals 
in polyvinylidene fluoride based polymers [39, 40]. A Simplex algorithm in the 
WinSim program [41] was used to refine the parameters.
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19.2.2.2 � Exact Treatments

Exact methods have recently been employed for the simulation of radiation induced 
radicals in liquid solution, see e.g [42] for a reanalysis of the EPR spectra of radicals 
of the type ĊX3, X = 1H, 2H, 19F. The spectrum was then calculated by employing a 
spin-Hamiltonian of the type (19.3).

� (19.3)

Here K is the number of nuclei, while the other symbols have their usual meaning. 
The line positions and intensities were obtained by diagonalizing the Hamiltonian 
matrix to obtain the transition energies and intensities. In recent applications the 
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Fig. 19.3   Top: Experimental and simulated EPR spectra of MMA/SiO2-d γ-irradiated and recorded 
at 77 K. Bottom: Component spectra MMA-h and MMA-d used in the the least squares fit (Sim.) 
to the experimental spectrum (Exp.)
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spectra were usually calculated in frequency space [43]. We refer to the Appen-
dix for software known to us.

For radicals with equivalent spin nuclides a method based on the Breit-Rabi 
equation (19.4) can provide a simpler alternative when accurate values of the inten-
sities are not required.

� (19.4)

Here the symbols ,N
I I

B

g g
m

m
=′  ( ) ,

I

B
e

B
x g g

W
m

= − ′
∆

 and 2( 1/ ) ,W I a∆ = +  have 

been introduced. The plus and minus signs correspond to the two possible values 
of F = I ± ½ having 2F + 1 components of MF in the range – F to + F. The equation 
[36], originally derived for a single nucleus with hfc a, also applies for a group of 
equivalent nuclei, provided that effective nuclear spin values, Ieff( NI), are used while 
the intensities of the lines are set equal to the number of times ( NI) each Ieff value 
appears. The isotropic spectra obtained by γ-irradiation of the perfluorocyclalkanes 
c-C3F6, c-C4F8, and c-C5F10 in plastically crystalline HME or TMS matrices showed 
for example second-order hyperfine structures with six, eight and ten equivalent 
19F nuclei (I = ½), attributed to the corresponding radical anions. The experimental 
spectra of the C4F8

− radical anion at increased temperature were in fact similar to the 
simulated one in Fig. 19.4 [34, 35].
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Fig. 19.4   Isotropic X- band 
EPR spectrum calculated 
with the Breit-Rabi equa-
tion and the correspond-
ing stickplot for the 
c-C4F8

− anion radical with 8 
equivalent 19F ( I = ½) nuclei 
with aF = 14.8 mT, see [34, 
35] for comparison with the 
experimental spectra in the 
γ-irradiated HME and TMS 
matrices
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19.3 � Solids

EPR spectra obtained from irradiated solids are usually much less resolved than 
those observed in liquid solution. This applies particularly in studies of disordered 
systems, “powders”, where the anisotropic features of the g-factor and the hfc con-
stants have frequently been difficult to extract by inspection. Simulation programs 
to facilitate the interpretation of powder spectra were therefore developed at an 
early stage [44, 45].

19.3.1  �Simulation of S = 1/2 EPR Powder Spectra

A program for the simulation of free radical spectra in amorphous samples [45] 
was the first general treatment taking into account the anisotropy of the g- and hfc-
tensors and the occurrence of satellite lines for nuclei of any spin with I ≤ 3/2 by 
perturbation theory. The program has frequently been employed by experimental-
ists for the interpretation of spectra of irradiated samples in the past. Perturbation 
theory was also employed in a commercially available program [46]. The latter pro-
gram was apparently not intended for the simulation of the spectra where satellite 
lines occur, however. Such lines, commonly but somewhat misleadingly attributed 
to ΔmI = 1 transitions, have often been observed in spectra of organic radicals having 
an anisotropic proton hfc of the same magnitude as the 1H nuclear Zeeman split-
ting at X-band [47, 48]. This “direct field effect” can also affect the line shape of 
the powder spectra, see e.g. [49] for an illustration concerning the malonyl radical 
(HOOC)2ĊH.

19.3.1.1 � First Order Simulation Methods

The methods used in [45] were adequate for the simulation of a majority of the EPR 
spectra observed in the past of irradiated solids, even though the nqc in radicals con-
taining nuclei with I ≥ 1 were neglected. The 14N nqc interaction is for example usu-
ally weaker than the hfc term and affects the EPR spectrum only to a minor extent. 
Simulations of this type can be performed with several of the presently available 
software packages described in the Appendix.

A procedure for the simulation of the EPR spectra of radicals containing nuclear 
spins with appreciable nqc due e.g. to 23Na, 27Al, 33S, 35Cl, 37Cl, 79Br, 81Br was 
presented in [50–52]. An anisotropic radical system containing several nuclei was 
considered, assuming that the electronic Zeeman term is dominant while the rela-
tive magnitudes of the hyperfine and nuclear terms are arbitrary. The perturbation 
operator consisting of the hfc, nqc and nuclear Zeeman interactions for each nucleus 
(i) with Ii > ½ is then given by (19.5).

� (19.5)i l i u i i i N i iH S gm= + −′ I A u I Q I BI
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The unit vector =u gB gB  is along the effective field direction, the other symbols 
have their usual meaning. The first order energies cannot be obtained by traditional 
perturbation theory, but have to be computed by diagonalization of the correspond-
ing perturbation matrices [50–53]. The transition energies for each nucleus were ob-
tained from the energy differences between the eigenvalues for the mS = + ½ and − ½ 
electronic manifolds, while the intensities were calculated using the corresponding 
eigenfunctions of (19.5). The spectrum at each orientation of the magnetic field was 
obtained by superimposing a lineshape on the stickplot, as for isotropic spectra. The 
first derivative powder EPR line shape S(B, P) at the static magnetic field B was 
approximated by the formula (19.6) where f is a Gauss, Voigt or Lorentz derivative 
function, with a width, w, that may be orientation dependent. The symbols φ and θ 
denote the polar angles describing the orientation of the magnetic field.

� (19.6)

The summation is over the transitions between the states p and q. Ipq is the transi-
tion probability and Bpq is the resonance field. The microwave frequency is constant 
and the spectrum is calculated as a function of the applied magnetic field B. The 
shape of the spectrum is determined by a set of parameters, P, representing the 
components of the g and hfc tensors, the nuclear terms, the line width, and the total 
intensity C. The spectrum in Fig. 19.5c, calculated with this method, is seen to agree 
well with that obtained in (b) by an exact calculation, indicating that the procedure 
is applicable even when the hfc and nqc interactions are of comparable magnitudes. 
The second order perturbation methods employed in [54, 55] are not suitable to 
simulate spectra under those conditions, as seen in Fig. 19.5a, however.

A factor, 
2 2

2 2 21 ( ( ) ),
8
B B

G Tr
g

m
= −g ug u  was proposed to account for the anisot-

ropy of the g-tensor on the EPR intensity [53] under the normal experimental con-
dition with the static field perpendicular to the microwave magnetic field B1. The 
factor might improve the accuracy in the simulations of spectra with significant 
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19.3.1.2 � Second Order Simulation Methods

Several second order perturbation treatments of general spin Hamiltonians have 
been presented in a suitable form for the development of simulation programs, see 
e.g. [54, 55]. The second order corrections were computed for arbitrary orientations 
of the g-, hfc- and nqc- tensors under the assumption that the nqc (I > ½) is small, 
i.e. nqc < hfc. Energy cross terms involving the hfc of two nuclei, were taken into 
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are of the same magnitude, nqc ≈ hfc, however, as was illustrated in Fig. 19.5a. An 
extension of the method in [50, 51] to treat this case to second order was discussed 
in [52], but was not fully implemented in the simulations. Powder simulations tak-
ing all interactions into account by exact theory [58–62] can nevertheless be per-
formed quite rapidly for calculations like that in Fig. 19.5b.

In the absence of nqc, the second-order hfc due to equivalent nuclei can be ob-
tained as in isotropic systems by the effective nuclear spin values, Ieff, and the num-
ber of times they appear, NI, for any number and value of the nuclear spin. The 
total spectrum can thereby be obtained by adding the separate spectra of each Ieff, 
weighted by NI. This procedure was applied to simulate the spectrum in Fig. 19.6 of 
Ag3

2+ trapped in an irradiated zeolite matrix. The experimental spectrum contains in 
addition signals from other species, but the simulation in Fig. 19.6b, is in agreement 
with the parts attributed to 109Ag3

2+ as indicated by the stick diagrams. The agree-
ment with a simulation based on exact theory [59] was also satisfactory, indicating 
that a second order treatment of the hyperfine structure due to equivalent nuclei 
might be employed, unless high accuracy is required. As seen by comparison with 
Fig. 19.6c it is necessary to use the effective nuclear spin values, Ieff. The procedure 
was, however, not successful for systems containing several nuclei with large, dif-
ferently oriented hfc-tensors as discussed in the following section.

19.3.1.3 � Exact Simulation Methods

Simulations of powder spectra based on perturbation methods may deviate sig-
nificantly from those obtained by an exact treatment in the presence of large hfc 
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Fig. 19.5   Simulated EPR powder spectra for the > Ċ–81Br radical [57] with gx = 2.0003, 
gy = 2.0240, gz = 2.0215, Ax = 10.0 mT, Ay = − 2.0 mT, Az = − 3.2 mT, and e2qQ = 330 MHz simulated 
with Easyspin [60], a by the second order perturbation theory in [55], b exactly, c by the perturba-
tion method in [50–52]. Two β protons with Ax = 3.8 mT, Ay = 3.9 mT, Az = 3.7 mT and Ax = 3.8 mT, 
Ay = 4.7 mT, Az = 3.7 mT and a weak 14N hyperfine interaction with Ax = 0.095 mT, Ay = − 0.385 mT, 
Az = − 0.289 mT were also included in the simulations



714 R. Erickson and A. Lund

constants, see e.g. [59]. Powder spectra were therefore calculated by exact theory 
rather than by perturbation methods even in early work. This applied particularly 
for systems containing ions of transition metals [43], but also for free radicals and 
triplet state molecules. Exact theory was for instance employed in early work for the 
analysis of strong nqc interactions in the radiation induced chlorodisulfanyl (ClSS·) 
radical [63]. Several software packages employing exact theory have since then 
been developed [58–62]. Some applications involving EPR simulations of radiation 
induced radicals in low and high molecular fluorinated compounds, including the 
trifluoromethyl radical, are presented below. Quite large anisotropic splittings due 
to 19F hyperfine structure were often observed [64–69], both for the neutral radicals 
formed in the pure systems and in matrices in which ionic radical species were 
frequently trapped.
The trifluoromethyl radical, ĊF3 The EPR spectra of UV-irradiated CF3I in rare 

gas matrices at 4.2 K were interpreted in terms of randomly oriented, non-inverting 
ĊF3 radicals with nearly axial hfc tensors in early work [64, 65]. The complex shape 
of the EPR spectrum was attributed to the different orientations of the principal 
directions of the three 19F hfc tensors with equal, strongly anisotropic principal val-
ues. The anisotropic hfc constants calculated by INDO and ab initio theory obtained 
for an assumed pyramidal structure of the radical were close to the experimental 
values, Ax = 26.2 mT, Ay = 8.7 mT, Az = 8.0 mT [66]. The largest splitting did not 
occur perpendicular to the C-F bond as previously assumed, but at an angle α with 
the C3v symmetry axis as indicated in Fig. 19.7. The result was explained by the 
contribution to the dipolar couplings from spin density on fluorine as well as carbon 
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Fig. 19.6   a Experimental first derivative EPR spectrum of Ag3
2+, trapped in a γ-irradiated zeolite 

matrix, showing second order hfc splittings due to three equivalent 109Ag nuclei, b simulated by 
second order theory, with g|| = 1.958, g⊥ = 1.981, A|| = 21.88 mT, A⊥ = 22.16 mT, Gaussian peak-
peak line-width = 0.5 mT, using effective nuclear spins Ieff = 3/2 and ½, c simulated by second 
order theory using Simfonia [46] with I = ½ for the three nuclei. Adapted from [52] with kind 
permission from Acta Chemica Scandinavica using experimental spectrum provided by Prof. 
J. Michalik
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2p orbitals. Values of α in the range 20–27°, were estimated. It was concluded that 
in this instance bond directions cannot be obtained from EPR data without detailed 
analysis of the electronic structure. As can be seen in Fig. 19.7 the experimental 
spectrum is well accounted for by the exact simulation with α = 17.8°, while the 
extra lines in the centre part could not be reproduced with second order perturba-
tion theory in Fig. 19.7c, It is nevertheless remarkable that the 19F hfc tensor of the 
ĊF3radical, could be accurately determined by an analysis of the X-band spectrum 
in rigid rare gas matrix at an early stage [64, 65], in spite of the difficulties to obtain 
satisfactory simulations based on perturbation theory.

Fluorinated Polymers  The anisotropic 19F hfc constants of the chain, –CF2ĊFCF2–, 
and propagating, –CF2ĊF2, radicals in γ-irradiated polytetrafluoroethylene and lin-
ear perfluoroalkanes were reported in early EPR studies at low temperatures [67]. 
The values agreed well with those obtained in DFT calculations and were also con-
sistent with data from EPR studies of fluorinated radicals in single crystals [68, 69]. 
Simulations were not employed, however. Considerably smaller isotropic couplings 
were obtained for the long-lived radicals observed in the radiolysis of liquid per-
fluorocarbons [70].
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Fig. 19.7   Experimental and simulated X-band EPR spectra of ĊF3 in rigid state with g|| = 2.0024, 
g⊥ = 2.0042 (||-direction along the 3-fold symmetry axis), Ax = 26.2 mT, Ay = 8.7 mT, Az = 8.0 mT, 
with symmetry-related principal axes of the three 19F [64–66] (x-direction (α = 17.8°) for one 
nucleus indicated by an arrow). The line widths in the simulations were adjusted to fit the experi-
mental spectrum provided by Prof. J. Maruani. a experimental spectrum in rare gas matrix at 
4.2 K, b exact simulation using EasySpin, c second order perturbation simulation using EasySpin. 
Adapted from [8] with kind permission from Springer Science + Business Media (2011)
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Fluorobenzenes  The EPR spectra of γ-irradiated fluorobenzenes in halocarbon 
solid matrices were analysed by simulation to have axially symmetric hfc constants 
due to fluorine nuclei and were attributed to cation radicals by comparison with 
calculated values from ab initio calculations [71], see further Chapter 3.

Perfluorocycloalkanes  The identification of the radical anions of perfluorocycloal-
kanes produced by γ-irradiation in frozen matrices was confirmed by generating 
identical EPR spectra in photoionization experiments as described in Chapter 3. 
Density functional theory (DFT) predicted geometrical structures that were signifi-
cantly altered by the electron attachment. Electron attachment to c-C4F8resulted 
for example in a geometrical change from the puckered D2d to the planar D4hsym-
metrical structure. The isotropic 19F hfc constants computed by the B3LYP method 
were in almost perfect agreement with the experimental values. The corresponding 
calculated anisotropic couplings were also quite close to the experimental values as 
indicated by simulations [35], further elaborated below.

Simulation of c-C4F8
− EPR Spectra in Frozen Matrices  Simulations were applied 

to further analyse the anisotropic spectra of the radical anions at 77 K of perfluoro-
cycloalkanes reported in [35]. The principal hfc values and the direction cosines of 
the tensor axes obtained from DFT calculations were employed for the simulation. 
The spectrum in Fig. 19.8 (Sim.), calculated with an exact method [60], shows a 
similar structure of the outer features as observed in Fig. 19.8 (Exp.). Those features 
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Fig. 19.8   X-band EPR spectrum of a solid solution of 1 mol% c-C4F8 in MTHF, γ-irradiated and 
recorded at 77 K, and simulated spectrum of c-C4F8

− computed exactly with Easyspin, using the 
isotropic and anisotropic 19F hfc tensors obtained by DFT calculations [35]. Adapted from [35] by 
permission of the American Chemical Society (2007)

 



71719  Applications of EPR and ENDOR Spectrum Simulations in Radiation Research

could also be reproduced by simulation (not shown) using the second order option 
in Easyspin [60]. Similar results were obtained in earlier work [35] with software 
described in [72, 73]. The inner features differed significantly between the exact 
and approximate treatments, however, like for the spectra of ĊF3 (Fig. 19.7).

Because of the high symmetry the same 19F hfc splitting is expected for all 
eight 19F nuclei of c-C4F8

− along the C4 symmetry axis (Z in Fig. 19.9). In the XY 
plane two different splittings are expected, due to the two diagonally placed sets 
of four nuclei in the structure formula shown. As seen in the figure the individual 
19F splittings evaluated from the hfc tensors obtained by DFT vary quite much with 
the direction of the magnetic field in the XY-plane. The effective splitting should, 
however, vary as the average of the two 19F splittings, yielding the observed outer 
features in the experimental and simulated spectra in Fig. 19.8. The small apparent 
anisotropy of the outer hyperfine features of c-C4F8

− observed experimentally was 
thus accounted for by considering the effective 19F hfc splittings.

Simulation of c-C3F6
− EPR Spectra in Frozen Matrices  The six 19F nuclei would 

all have the same splitting constant along the C3 symmetry axis. In the plane per-
pendicular to the axis three different hfc splittings are expected from groups of two 
19F nuclei. According to DFT theory the individual splittings are quite anisotropic, 
but the average of the three 19F hf splittings varied much less than for c-C4F8

−. The 
asymmetric sharp outermost features observed in Fig. 9 of [35] may therefore result 
from the angular variation of the effective splittings in the XY plane, consistent 
with the line shape simulations, predicting a quite small apparent axial anisotropy 
of the outermost features. A small apparent anisotropy was also predicted for the c-
C5F10

− anion. The experimental spectrum was not sufficiently resolved to make an 
analysis, however, see further Chapter 3.
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Fig. 19.9   Schematic variation with the magnetic field orientation in the XY plane of the two 
different 19F hf splittings, A(I) and A(II) due to the two diagonally placed sets of four nuclei of 
c-C4F8

− with symmetry D4h. The line marked “[A(I) + A(II)]/2” corresponds to the average 19F 
hfc splitting due to I and II nuclei. Adapted from [35] by permission of the American Chemical 
Society (2007)
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c-Perfluoroalkenes  The experimental anisotropic spectra of c-C4F6
−, c-C5F8

− and 
CF2 = CF2

− were also satisfactorily reproduced by the EPR spectral simulation 
method using the computed hfc principal values and orientations of 19F nuclei [74], 
see further Chapter 3.

19.3.2  �Simulation of Radical Pair and Triplet State EPR Spectra

EPR signals assigned to radical pairs and triplet state molecules were observed in 
early studies of solids exposed to ionizing or UV radiation at low temperature [3, 
75]. A sharp ΔmS = 2 line was frequently present at approximately half the centre 
field of the two ΔmS = 1 transitions. The latter became broadened in the powder 
spectra, due to the anisotropy of the zfs.

19.3.2.1 � Radical Pair EPR Spectra

The dipolar interaction between the two unpaired electrons gives rise to a doublet of 
ΔmS = 1 transitions with an anisotropic splitting. The average distances, R, between 
the radicals, typically in the range 0.5–1 nm, are usually estimated by the point di-

pole formula, 0
3

3 ,
2 4

Bg
D

R
m m

p
=  with the zfs D in field units. In an initial study [75] 

a distance R = 0.56 nm was for example obtained for the radical pairs trapped in X-
irradiated dimethylglyoxime. The hfc splittings, if present, are one half of those in 
the separated radicals. Numerous studies have since then been performed to obtain 
information about the trapping sites of radical pairs in irradiated solids [76–97], as 
well as the structure of the radical constituents in certain organic systems of funda-
mental importance, like methane. An EPR spectrum attributed to a H…CH3 radical 
pair separated by one methane molecule was thus observed in an early EPR study 
of irradiated solid methane at 4.2 K [82]. A spatial distribution of the H…CH3and 
D…CD3 distances was proposed in a later study [78]. Highly resolved EPR spectra 
of selectively D-labelled radical pairs of a series of D-labeled methyl radicals were 
recently observed for X-irradiated solid Ar containing CH4, CH2D2 and CD4 mol-
ecules at 4.2 K [98]. The EPR spectra due to the triplet radical-pairs H…CH3, H…
CHD2, D…CH2D and D…CD3 were identified by the Δms = 1 and Δms = 2 transi-
tions. Three different sets of zfs parameters corresponding to separation distances of 
R = 0.87, 0.83, and 0.82 nm were resolved and supported by simulation. The most 
probable location of the counter H-atom was at an interstitial site of the Ar lattice.

Singlet-Triplet Splitting Effects  Provided that the exchange interaction between the 
two unpaired electrons is stronger than the Zeeman term the spectrum can be anal-
ysed as for the triplet state systems discussed in Sect. 19.3.2.2. In the opposite case 
a theoretical analysis that took the effect of singlet-triplet splitting into account 
was required for the interpretation of the EPR spectra of radical pairs in irradiated 
solids. A theory for the EPR spectra of weakly interacting radical pairs developed 
by Itoh et al. [99] was applied to the radical pair in dimethylglyoxime. An observed 
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unequal spacing between the 14N hfc lines was attributed to the influence of a small 
singlet-triplet interaction, J = − 3000 ± 300 MHz. For the radical pair produced by 
X-irradiation of pentaerythritol crystals at 26 K [100] the trace of the zfs deviated 
significantly from zero, and the zfs depended on the different strengths of the mag-
netic fields at X-and Q-bands. A procedure derived from a second order perturba-
tion calculation was employed to obtain the g-tensors of the monoradicals, the zfs 
tensor, and the exchange term, J = 8200 MHz. The radical pair was ascribed to an 
alkoxy…alkyl radical pair, (CH2OH)3CH2O•·∙•CH2(CH2OH)3. The assignment was 
supported by simulations. Attempts to analyze the EPR results using pure triplet 
states for H…H, H…D and D…D, spin-pair radicals in rare gas matrices at 4 K 
[101, 102] yielded significantly different D values for each different isotopomer, 
while a theoretical model that treated these spin-pairs as weakly interacting atoms 
gave a consistent set of magnetic parameters. Spectra were simulated by exact 
diagonalization using a phenomenological Hamiltonian of the individual hydrogen 
atoms denoted a and b, the zero field, Sa·Dab·Sb, and Heisenberg spin exchange, 
J·Sa·Sb, terms. The latter term accounted for the effects of singlet-triplet mixing in 
the simulation of the observed EPR spectra. A similar study of the 14N…14N and 
15N…15N spin-pair radicals reported in [103] was interpreted on the basis of weakly 
interacting atoms developed for the H…H spin-pair. The 15N…15N radical pair in 
the dominant trapping site in neon matrix had magnetic parameters g = 2.0016, A 
(15N) = 15.9 MHz, D = − 178 MHz and J = 468 MHz, corresponding to a N…N sepa-
ration distance of 6.41 Å using the point dipole approximation.

19.3.2.2 � Triplet State EPR Spectra

The work by Kottis and Lefebvre [104] might be the first where S = l EPR pow-
der spectra were calculated exactly. No assumption was made about the relative 
strengths of the electronic Zeeman and zfs terms. The eigenfunctions of the spin 
Hamiltonian matrix, expressed in the T basis of the zero-field Hamiltonian [3], were 
employed to obtain the intensities of the electronic transitions. The powder spectra 
were computed by numerical integration over the orientation of the magnetic field 
like in Eq.  (19.6). A cubic equation was derived for the calculation of the field 
strengths at which the electronic transitions occur at a constant value of the mi-
crowave energy in a later study [105]. The procedure was adopted in [106] for the 
simulation of single crystal EPR spectra of ground state triplet trimethylenemethane 
(TMM), (H2C)3C. The influence of the zfs was thus treated exactly while the energy 
contributions due to the hyperfine and nuclear interactions of the methylene groups 
were obtained as for the free radical case by diagonalization of the perturbation ma-
trix (19.5). A similar “hybrid” method is an option in modern simulation programs 
like Easyspin and SOPHE [60, 62].

Anomalous hfc and the Sign of the zfs  As first pointed out by Minakata and Iwasaki 
[107] the hfc splitting of the mS = − 1 ↔ 0 and mS = 0 ↔ + 1 electronic transitions can 
be entirely different. This anomaly was attributed to the combined effects of the 
hyperfine and the nuclear Zeeman interactions which had previously often been 
neglected. In addition, the anomalous features of the spectra made it possible to 
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determine the relative signs of the hfc and the zfs. The method was applied in a study 
of triplet state TMM, formed by the radiolysis of methylenecyclopropane. The sign 
of the zfs could accordingly be determined relative to the signs of the hfc tensor 
components of the methylene protons by simulations of single crystal spectra, sup-
porting the assignment D > 0 [108]. The difference in the hfc of the two electronic 
transitions is apparent in the powder spectra calculated by the hybrid and exact 
methods in Fig. 19.10b and c, and also with simulations [52] using the method in 
[106], but not with second order theory, Fig. 19.10a. The observed powder spectrum 
[109] was not sufficiently resolved for an experimental determination of the sign.

Triplet state spectra featuring large hfc and/or nqc splittings are best simulated 
with the exact methods in the Appendix. We refer to the literature [110] for experi-
mental studies by the highly sensitive ODMR (optically detected magnetic reso-
nance) method.

19.3.3  �Simulation of Transition Metal Complexes

Irradiated samples of complexes containing metal ions have been investigated both 
in fundamental studies e.g. of metal ions in unusual valence states [111] and from 
technological points of view [112], for instance in treatment of nuclear waste. EPR 
spectra of transition metal complexes have frequently been simulated exactly in 
recent treatments [43, 58–62, 113–117]. The second order equations for the transi-
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Fig. 19.10   Powder EPR spectra of S = 1 trimethylenemethane, (H2C)3C, simulated with 
D = 0.0248 cm−1, |E| ≤ 0.0003 cm−1 and A = (− 14, − 38, − 26) MHz of the six methylene protons 
with principal axes related by the threefold symmetry axis of the molecule with a second order 
theory, b the “hybrid” option (see text), c matrix diagonalization in Easyspin. The computer times 
are indicated
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tion energies and intensities obtained for a general spin Hamiltonian in an arbitrary 
coordinate system [55] have also been employed for the analysis of  zfs and hfc 
patterns and were in fact implemented in publically available software packages 
[49, 60]. This method might be of advantage in high field EPR where the high field 
approximation applies for larger values of the hfc or zfs than at X-band.

19.4 � EPR Analysis of Motional Effects

Studies of reversible changes of the EPR spectra with temperature can provide in-
formation about internal (or intramolecular) motions within a paramagnetic spe-
cies and of the motions of diamagnetic molecules probed by spin labels. The terms 
“chemical exchange” and “slow-motion EPR” are frequently used in those contexts.

Motional Studies with Nitroxide Spin Probes  The analysis of the temperature 
dependence in the EPR spectra of nitroxide radicals, commonly used as spin labels 
and probes in studies of polymeric and biological samples, is well established using 
methods based on the stochastic Liouville equation (SLE) [118]. Chain and local 
molecular motions of spin-trapped radicals were experimentally studied in ther-
mally treated or irradiated polymers, see for example [121, 122].

Motional Studies with Peroxy Spin Probes  Motional effects have been inves-
tigated, particularly in irradiated polymers and on surfaces. Peroxy radicals  
–CF2CFOO

.
CF2– and –CF2CF2OO

.  
were stabilized when PTFE was irradiated in air. 

Temperature dependent effects were probed [123] using simulations based on the 
modified Bloch equations to obtain information about the dynamics of motions like 
chain axis rotation, bond rotations, and motions of the polymer chain ends from the 
observed averaging of the g anisotropy. We refer to the literature for a related study 
of the motional dynamics of O2

− adsorbed on titanium supported surfaces [124].

Chemical Exchange  The analysis of intramolecular motion of radicals in irradi-
ated systems [125–141] has in general been made by comparison of experimental 
spectra recorded at different temperatures with simulations of spectra at different 
interchange rates between two or more geometric configurations. Procedures based 
on the Liouville formalism for the analysis of intramolecular motions in anisotropic 
systems have been developed [125–131]. Non-perturbative simulations of the tem-
perature-dependent EPR line-shapes were employed in studies of ring puckering in 
heterocyclic radical systems [132–134]. Powder spectra were also analysed by this 
method. A complementary use of simulations of the temperature dependent EPR 
spectra by the density matrix formalism and potential energy surface calculations 
has been proposed as a means to obtain a picture of the motions of larger radicals 
[129–131]. Software designed for the simulation of chemical exchange in liquids 
has been used even for solid systems when the hfc constants of the nuclei involved 
in the dynamics were isotropic. This condition was found to approximately apply 
for the treatment of the dynamics in a number of irradiated frozen matrices. The 
temperature dependent spectra of cationic and neutral radicals [138–141] were for 
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instance analyzed by the Heinzer method [142, 143] for exchange-broadened iso-
tropic EPR spectra. This method was also employed for the study of the intramo-
lecular motion of radiation induced radicals trapped in zeolites [144–146]. Strongly 
temperature dependent EPR spectra observed for the [(CH3)3NCH2]

+• species in 
Al-offretite and SAPO-42 were attributed to methyl-group rotation about the C-N 
bond, with activation energies of Ea = 9 kJ/mol in Al-offretite and Ea = 11 kJ/mol in 
SAPO-42, Fig. 19.11.

The dynamics involved a three-site jump model for each methyl group in the 
temperature range 110–300 K. It was concluded that the size of the channels or 
cages affected the dynamics.

19.5 � Simulation of Microwave Saturated EPR Spectra

CW-microwave saturation studies were performed at an early stage in EPR studies 
of irradiated solids and frozen glasses [147–152]. The interest in this old method has 
been revived in part due to recent developments in EPR dosimetry, see e.g. [153]. 
To increase the sensitivity such studies have often involved measurements at high 
microwave power. Attempts were therefore made to simulate the EPR line shape 
at saturation conditions, taking into account the different saturation properties of 
allowed (ΔmI = 0) and forbidden (ΔmI = 1) hyperfine lines in the standard L-alanine 
EPR dosimeter and other organic materials. Two approaches have been attempted 
[48, 154, 155] by adaption of locally used software [50–52].

In [155] the influence of microwave power P was taken into account by a satu-
ration factor (1 + βl P/P0)

−α for each transition ( l) with transition probability βl in a 
spectrum of L lines in Eq. (19.7):

� (19.7)
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Fig. 19.11   Arrhenius plots 
of the exchange rates, ln 
k (s−1) vs. T−1(K−1) for 
[(CH3)3NCH2]+• in SAPO-
42 (■) and Al-offretite (●). 
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A Gaussian derivative line-shape f of line-width ΔBG that is unaffected by saturation 
was employed, i.e. inhomogeneous broadening was assumed. In theory a value of 
α = ½ should then apply [156], while a larger value might indicate that the assump-
tion of a Lorentzian line-width much smaller than the Gaussian width is not valid. 
In practice the parameter α was adjusted empirically to be in the range ½ ≤ α ≤ 3/2, 
the upper limit corresponding to a homogeneous line when the first derivative is 
recorded. The saturating power, P0, was estimated from microwave saturation mea-
surements at room temperature [155]. The EPR spectrum was dominated by the 
so-called “stable alanine radical” (SAR), CH3ĊHCOO−. The g- and hfc-tensor data 
of this radical, including the interaction with three distant protons were used for 
the simulation of the EPR spectra obtained at different microwave powers. At high 
power the intensity of satellite lines, attributed to ΔmI = 1 transitions due to the dis-
tant protons, became prominent. Good agreement was obtained in the fits of single 
crystal spectra over a wide microwave power range. The simulated powder spectra 
at saturation conditions deviated more from those obtained experimentally, pos-
sibly due to the influence of two other radicals known to be present in irradiated 
L-alanine. The unsaturated powder spectrum could in fact be accurately simulated 
as a superposition of three components [157]. The saturation properties of the two 
minor components are not known, however.

A theory utilising the saturated Voigt line shape function was employed as a 
physically more satisfactory method for the simulation of EPR spectra at satura-
tion [48] when the assumption of a Lorentzian line-width much smaller than the 
Gaussian width is not valid. The method was based on the assumption that the EPR 
line shape is a convolution of a Gauss and a saturated Lorentz function [150], i.e. 
the Voigt function V( x) in (19.8). The function was evaluated by a standard pro-
cedure [158–160], while its derivative employed in the simulation was obtained 
numerically.

� (19.8)

The differences in the transition probability β accounted for the different saturation 
properties of the main and satellite lines. The parameter P0 was adjusted empirically 
to obtain a semiquantitative description of the dependency of the microwave power 
P [48].

19.6 � Simulation of ENDOR Powder Spectra

Spectra from CW ENDOR (termed ‘ENDOR’ in the following) of species observed 
in radation research are commonly fairly simple in solutions and single crystals, 
and may be interpreted without simulation. However, in disordered solids (termed 
‘powders’ in the following) the ENDOR spectrum may not be trivial to interpret. 
The spectral lines are often broad and anisotropy of hfc and nqc tensors can produce 
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complex lineshapes. Intensities are also affected by a number of factors, e.g., hyper-
fine enhancement, magnetic relaxation, instrumental factors, and angular selection, 
some of which are orientationally dependent, contributing to the complexity of the 
lineshape. It may be difficult to determine accurately the magnitude and anisotropy 
of the couplings from the observed spectral features without performing simula-
tions. Concerning the angular selectivity, the ENDOR spectrum originates from a 
single position in the EPR spectrum, since the magnetic field is kept constant in the 
experiment, and in a powder sample the EPR resonance condition is met only for 
a certain range of orientations1. This is in contrast to the EPR spectrum which is a 
superposition of spectral intensities from all possible orientations. Anisotropy of the 
magnetic couplings results in different resonance conditions for each orientation. In 
cases when the EPR spectrum is dominated by a single anisotropic coupling it is 
sometimes possible to resolve portions that correspond to a single orientation. Rist 
and Hyde were the first to use the dominating g-anisotropy of Cu and Ag complexes 
to obtain single crystal-like ENDOR spectra at g-value extrema in the powder EPR 
spectrum [161]. In free radicals, especially carbon-centered species, there is usually 
no single dominating coupling and it is impossible to obtain such ‘single crystal’ 
spectra. Instead, ENDOR spectra are made up of a large number of orientations. 
Computer simulation can take into account the angular selectivity and predict the 
ENDOR spectrum at a specific position in the EPR spectrum. Paired with other 
electron magnetic resonance (EMR) methods and the chemical and physical knowl-
edge of the species, ENDOR simulations can facilitate the determination of hfc and 
nqc tensors.

It should be emphasized that the lack of a dominant g-anisotropy in many free 
radicals can actually be an advantage in some cases. An example is when the single 
crystal EPR spectrum consists of an odd number of lines and the g-anisotropy is 
small. In the centre of the corresponding powder spectrum, contributions from all 
orientations will more or less overlap. An ENDOR spectrum obtained at this posi-
tion will contain contributions from practically all directions. In this case it may be 
possible to observe all the principal components of, e.g., a hfc tensor in the same 
spectrum. This is demonstrated by simulations of experimental spectra made of 
both the biphenyl [162] and the naphthalene radical cations [163].

Several powder ENDOR simulation methods, including appropriate theory, have 
been described in the literature [61, 117, 162–186]. ENDOR transition frequencies 
are calculated by taking the difference between appropriate eigenvalues of the spin 
Hamiltonian involved, using perturbation theory methods or exact diagonalisation 
of the spin Hamiltonian [52, 58, 59, 61, 117, 164, 169, 172–175, 183, 184]. But 
whereas transition intensities in EPR can often be predicted with good agreement 
with experiment, simulation of ENDOR intensities often show poorer agreement. 
As mentioned above, ENDOR intensities are affected by a number of factors. Theo-

1  This is valid when the electron spin-spin cross relaxation rate is much slower than the electron 
spin-lattice relaxation rate, so that only the EPR transitions located at the field setting are brought 
into resonance by the microwaves, see further Sect. 19.6.1.
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ries to account for hyperfine enhancement, angular selection, and the distribution 
of orientations of the resonant paramagnetic species relative to the radio frequency 
(RF) field, have been developed, and are commonly incorporated in simulation soft-
ware for solid state ENDOR spectra. However the majority of simulation software 
packages for solid state ENDOR currently known to us, ignore spin relaxation, and 
possible instrumental factors. A model of relaxation in solution ENDOR has been 
worked out by Freed and co-workers [165]. Clarkson et al [166–168] have applied 
a theory, developed by Dalton and Kwiram [169], to the powder 1H ENDOR spectra 
of perylene●+ generated on silica-alumnina catalysts. Transition probabilities were 
calculated to first order and relaxation effects were taken into account. Orientational 
selectivity was neglected, as the method assumed that all possible orientations are 
observed simultaneously in the ENDOR spectrum, independent of the EPR field 
position. However, none of the other simulation software packages for solid state 
ENDOR known to us [58–61, 117, 172–175] seem to have included relaxation ef-
fects. The detailed knowledge of all relaxation rates needed in a theoretical model 
makes the calculations complex and only a few experimental investigations [170, 
171] have been made of relaxation in ENDOR of solid samples at low tempera-
tures. The neglect of relaxation in simulations may contribute to the discrepancies 
between simulated and experimental ENDOR intensities observed. However the 
use of exact or first order transition probabilities and angular selection to predict 
intensities, while neglecting relaxation, can still in many cases give a sufficiently 
good fit to facilitate a spectral interpretation, as demonstrated e.g. in Refs. [162, 
163, 172] and the examples in Sect. 19.6.2.5.

Methods to compute ENDOR signals from transition metal complexes obtained 
at arbitrary field positions have been developed by Hoffman [173–176], Henderson 
[178–179], Gochev [180] and their coworkers. In general it is impossible to resolve 
the g-value extrema of all three principal values in EPR spectra, in order to obtain 
single crystal-like ENDOR spectra from all three principal directions. Instead sig-
nals acquired at general positions in the EPR spectrum must be analysed. Orienta-
tional selectivity was taken into account in their theories but ENDOR probabilities 
were not computed. Kreiter and Hüttermann [117] have described a general theory 
to calculate powder ENDOR spectra due to arbitrary zfs, hfc and nqc constants. 
Magnetic energies and wave functions were calculated by exact diagonalization 
of the spin Hamiltonian. ENDOR transition probabilities were calculated to zeroth 
order, neglecting hyperfine enhancement effects. A similar theory, but incorporat-
ing first order transition probabilitites, has been described by Keijzers et al. [61]. A 
general treatment of simulating both CW and pulsed ENDOR spectra in solids has 
been developed by Stoll and Schweiger [60, 183, 184]. The theory for transition 
frequencies was based on exact diagonalization of the spin Hamiltonian, and transi-
tion intensities were calculated in a similar way as by Keijzers [61]. The theory is 
implemented in the Matlab software EasySpin, see the Appendix. EasySpin also 
includes the option to calculate frequencies using perturbation theory according to 
Iwasaki [55], but transition intensities are then not computed and instead set equal 
to one [60, 164].
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19.6.1  �The ENDOR Powder Lineshape

Ignoring spin relaxation and instrumental effects the first derivative line shape at 
the ENDOR frequency f and static magnetic field B can be modelled by the formula 
[172]:

�
(19.9)

Equation (19.9) is similar to the ENDOR lineshape function derived by Kreiter and 
Hüttermann [117], following the principles of powder ENDOR lineshapes given by 
Hoffman and coworkers [173–175]. The summations run over the EPR transition 
fields Bj( θ,φ) and the ENDOR transition frequencies, νjk( θ,φ), connected to EPR 
transition j, with the corresponding transition probabilities Ij

2( θ,φ) and Wjk
2 ( θ,φ,ψ). 

The signal is integrated over all angles ( θ,φ) of the static field B in the molecular 
frame and the ENDOR transition probability Wjk

2( θ,φ,ψ) is in addition integrated 
over angle ψ, the angle relating the molecular frame to the RF-field B2, for each 
direction of the static field B: This is further explained in Sect. 19.6.2.4.

The function t is a convolution function describing the line shape of the ENDOR 
transition. The component EPR line shape function s, defined in the magnetic field 
domain, acts as a weighting function and selects the transitions that contribute to 
the ENDOR signal at a particular field setting. Similar principles taking into ac-
count angular selectivity have been adopted in other ENDOR simulation theories 
such as [92, 183]. In the program Easyspin, see the Appendix, based on the theory 
in [183] the angular selectivity is set in the frequency domain, by the square root of 
the squared sum of an excitation window around the microwave frequency, and a 
residual line width due to broadening from unresolved hyperfine couplings [164]. 
The angular selectivity depends on the ratio between the electron spin-spin relax-
ation rate (Txe

−1) and the electron spin-lattice relaxation rate (Tle
−1) [169]. Angular 

selectivity is efficient if Txe
−1 « Tle

−1, which is the common situation for transition 
metal complexes and radicals in frozen solution above 77 K [181] The ENDOR 
spectrum is then the sum of all transitions that are connected to the EPR transitions 
in resonance. In the other limit, when Txe

−1 » Tle
−1, the ENDOR spectrum is the sum 

of all possible orientations irrespective of which part of the EPR spectrum that is 
monitored. This situation has been encountered for organic radicals at very low 
temperatures, < 4 K [169, 181]. This case is not dealt with in Eq. (19.9) but has been 
treated for I = 1/2 nuclei by Dalton and Kwiram [169].

19.6.2  �First Order S = 1/2 ENDOR Spectra

To simulate ENDOR spectra of S = 1/2 radicals with multiple interacting nuclei a 
first order method was developed [52, 172], based on the perturbation treatment 
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for EPR spectra described in Sect. 19.3.1.1 [50–52]. The treatment formed the ba-
sis for calculation of corresponding ENDOR transition frequencies and intensities. 
ENDOR frequencies were calculated neglecting second-order hyperfine contribu-
tions. ENDOR transition probabilitities were computed to first order, including nqc 
and hyperfine enhancement effects. The theory differed from the usual perturba-
tion schemes for multiple nuclei in that nqc of the same order as the hfc could be 
treated. First-order formulas given previously [182, 185] neglected nqc splittings. 
Orientational selection was taken into account in a similar way as in Ref. [117]. The 
method has been implemented in the simulation program ENDORF2, see further 
the Appendix.

19.6.2.1 � Calculation of ENDOR Transition Frequencies

The ENDOR transition frequency between two nuclear eigenstates |hj > and |ki > , 
∆ms = 0, is obtained using the eigen-energies of the perturbation (19.5) as

�
(19.10)

where |hj > and |ki > belong to the same mS-manifold. Note that in general the eigen-
states are mixtures of nuclear spin states. E′( hj) and E′( ki) are the first-order nuclear 
energies of the two states, calculated by diagonalisation of the spin Hamiltonian 
(19.5). The neglect of higher-order terms is justified for hfc splittings smaller than 
40–60 MHz, measured at high magnetic fields, unless they are also interacting with 
nuclei with very large hfc, as described in [52]. Simulated ENDOR frequencies of 
nuclei in the tyrosyl free radical in ribonucleotide reductase from Escherichia coli, 
incorporating hfc up to 60.8 MHz, were shown in [52] to agree within 0.1 MHz 
with experimental observations from [187], using proton hfc parameters from the 
same reference. For cases incorporating larger couplings the second order correc-
tions proposed in [52] can be applied. However, they were not implemented in 
our ENDOR program, since the major application was to measure small hfc split-
tings that are unresolved in the EPR spectra. Another second-order effect occurs 
for magnetically equivalent nuclei where cross terms may split the basic, first order 
ENDOR frequency into several transitions, but these are generally too small to be 
resolved in broad powder ENDOR lines. For the four equivalent protons of naph-
thalene●+, described in [163], the largest second-order splitting is ca. 0.023 MHz 
occuring for a hfc tensor component of − 7.9 MHz [186]. Since the linewidth is 
0.6 MHz the splitting is not resolved. The second-order splitting might be notice-
able for larger hfc measured in single crystals. Splittings/shifts of up to 0.2 MHz 
have been observed by Toriyama and coworkers [182] for methyl protons with a hfc 
of c:a 60 MHz in a single crystal of CH3COOLi · 2H2O. These are not taken into ac-
count in Eq. (19.10), but as mentioned above, the second order correction formulas 
proposed in [52] can be applied, if necessary.

( ) ( )
j ih k j in E h E k= −′ ′
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19.6.2.2 � Calculation of ENDOR Transition Probabilities

The probability for a radiation induced transition in ENDOR between nuclear spin 
states |hj > and |ki > , ∆ms = 0, for a nucleus with spin I, is given by Fermi’s golden 
rule [6, 7, 182]:
�

(19.11)

where ρ(ω) is the frequency distribution function of the radiation, and

�
(19.12)

The Hamiltonian operator used in Eq. (19.12) represents the coupling between the 
RF-field, B2, and the electron and nuclear magnetic moments. The transition prob-
ability, W2, selects the allowed transitions and predicts the relative intensities, ne-
glecting relaxation effects. The theory developed uses first-order eigenfunctions, 
see Ref. [172] for details. The use of first-order wavefunctions is important to pre-
dict ENDOR transition probabilities properly. Thus, as described by Schweiger and 
Günthard [185] first-order probabilities show good performance, whereas zeroth-
order formulas may differ from exact values by orders of magnitude. An example of 
the resulting difference in simulated intensities using zeroth and first order transi-
tion probabilitites is discussed in Sect. 19.6.2.5, for 14NO-ligated ferrocytochrome 
c-heme a3. The transition probability in a single crystal is, in general, anisotropic 
and depends on the orientation of the molecule relative to both the static and the RF 
field [182, 185]. In powders transition probabilities require integration over the di-
rections of both the static and the RF field, as discussed further below. Zeroth-order 
transition probabilities only show orientational dependence when the static field is 
oriented away from the principal axes of the hfc tensor [6, 7]. Further, zeroth-order 
calculations are insufficient to predict hyperfine enhancement effects.

19.6.2.3 � Formulae of ENDOR Transition Probabilities in Single Crystals

The transition probability, Eq.  (19.12), calculated with first order wavefunctions 
derived in [52, 172] is given by

�
(19.13)

for a transition between nuclear states |hj > and |ki > , ∆ms = 0, of a nucleus with spin 
I in a single crystal. The nuclear index j has been dropped to simplify the formula. 
The term C is defined as:
� (19.14)
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where symbol A is the hfc matrix, 1 is the identity matrix, νN is the nuclear Larmor 
frequency. Symbols B2 and r are the strength and direction of the RF field B2, ori-
ented perpendicular to the microwave field, and the static field direction l, as found 
in conventional ENDOR spectrometers. The static field B has the strength B.

Equation (19.13) covers the case of strong nqc, compared to the hfc, in which 
case the usual ∆mI = ± 1 selection rule breaks down. In Table 19.1 the equation is 
collected as Eq.  (19.16a) together with formulae neglecting nqc. With zero nqc 
Eq. (19.13) can be simplified to an analytical formula, Eq. (19.16b) of Table 19.1, 
first reported by Toriyama et  al. [182]. The reported formulae in the previously 
mentioned work [169] were derived under similar assumptions. Without nqc the 
nuclear spins are quantised along the direction:
�

(19.15)

The nuclear wavefunctions are then eigenstates |mI > to the operator Ik = I · k. In 
Eq. (19.16a), and hence also (19.16b), it is assumed that the g-anisotropy is small 
enough that the relation (1/g2)rggl < < 1 is valid. Here r is assumed to be perpen-
dicular to the static field. The relation is fulfilled for most free radicals since their 
g-anisotropy amounts only to a few percent of the isotropic value.

For large g-anisotropy, but neglecting nqc splittings, Schweiger and Günthard 
[185] have derived a very accurate formula, given in our notation as Eq. (19.16d) 
in Table 19.1. The equation shows perfect agreement with exact numerical calcula-
tions even for g-anisotropies exceeding 30 % of the isotropic value [185]. Inspection 
of the equation gives that it agrees with Eq. (19.16b) if rggl/g2-terms are neglected. 
For g-anisotropies up to a few percent these terms have negligible effect. For a 

k = C Cl l/ | | .

Table 19.1   First order ENDOR transition probabilities, W2, in multiples of ( B2/B)2 in a single 
crystal for a transition between nuclear states | a > ⇔ | b > , ∆ms = 0 of a nucleus with spin I
Case W2 (in multiples of (B2/B)2) Ref.

(19.16a) Arbitrary A, Q
Modest g-anisotropya

| < a|ICr|b > |2 [172]

(19.16b) Q = 0
Arbitrary A
Modest g-anisotropya

f ± 2[rCCr − (rCCl )
2/(lCCl )] [52, 182b, 185b, 186]

(19.16c) Q = 0
B// principal axis i of A
B2// principal axis j of A
Isotropic g

f ± 2νN
2[1 − msAj /νN]2 [52, 182b, 185b, 186, 189b]

(19.16d) Q = 0
Arbitrary A, g

f ± 2[rCCr − (rCl )
2 + (rCl − rggl 

· νN /g2)2 − (rCCl − rggl · lCl · νN /g2)2/
(lCCl )]

[185c]

Notation:
C = msAg/g − νN1
f ± 2 = [I( I + 1) − mI ( mI ±1)]/4

Formulas for W 2 when Q = 0, cases (19.16b)–(d), apply to  
|a > = |mI ±1 >, |b > = |mI > . Wave functions | m I  > are eigenfunc-
tions of Ik = I · k where k = Cl/ |Cl |

a The g-anisotropy is here defined as modest if g fulfills: (1/g2)rggl < < 1 when r · l = 0
b Corresponding expressions have been published in Refs. [182, 185] (case b) and [182, 185, 189] (case c)
c Adapted to the notation of this chapter
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larger anisotropy of 10 % Eq.  (19.16b) is, as a rule of thumb, accurate to within 
1–2 % of the more exact value of Eq. (19.16d). For a methylene proton in Cu(II)-
doped α-glycine, with g and proton hfc tensors g = (2.0434, 2.0715, 2.2644) and 
A = (6.35, 1.99, 1.14) MHz [188], the relative difference between the two equations 
varies from 0.4 % up to 1.5 % of the ‘exact’ value, for twelve transitions calculated 
for different combinations of B and B2 parallel to either of the crystal axes a, b and 
c′ [52]. The largest discrepancy of 1.5 % occurs for the ms = + 1/2 transition with B 
along crystal axis b and B2 along a [52].

19.6.2.4 � Formulae of ENDOR Transition Probabilities in Powders

Calculating the transition probability W2 in a powder sample requires integration of 
Wjk

2 over angle ψ, for each set of the polar coordinates θ and φ of B, in the molecular 
frame. The angle ψ relates the orientation of the molecule to the direction of the RF 
field B2 for each direction of B. In a powder all molecules with the same orientation 
with respect to B will have the same resonance frequency, but they will be randomly 
oriented relative to B2. The variation in W with the orientation of B2 can be signifi-
cant, as pointed out by several authors [172, 185, 189]. Although the effect of the 
RF field orientation had been known it was for many years never fully taken into 
account when calculating ENDOR transition probabilities in powders. Analytical 
integration of W 2 over the distribution of B2 directions in the plane perpendicular to 
B gives the expression [172]:

�
(19.17)

Here α is a vector with the components < h | Ix| k >, < h |Iy| k > and < h |Iz| k > , and 
α* is obtained by complex conjugation of the components. The nuclear index i has 
been dropped for simplicity. The integration is done in a similar fashion as by Kottis 
and Lefebvre [104] for triplet state EPR spectra. Analytical integration avoids the 
need for a time consuming numerical integration of W2 over ψ.

19.6.2.5 � Applications of first Order ENDOR Theory

The accuracy of the theory was tested against data of 14NO-ligated ferrocytochrome 
c-heme a3. Powder ENDOR spectra obtained by LoBrutto et  al [190] have been 
simulated [117] employing an exact diagonalization of the spin Hamiltonian, but 
with transition probabilities to zeroth order. Nitrogen ENDOR signals were de-
tected from the histidine and NO ligands of the central ferrous ion. The calculated 
spectrum (absorbtion lineshape) in Fig. 19.122 was made with the parameters from 
Refs. [117, 190], see also the figure legend. The nqc constants are small compared 

2  Note that there is a misprint in Table 1 of Ref. [172] in the order of the principal components of 
Q(14N-His).
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to the hfc. All tensors have parallel principal directions except the A-tensor of the 
NO-nitrogen which is rotated 17.5° around the x-direction.

The spectra were obtained at g = 2.079, near the principal value g = 2.082. The 
peak positions obtained with the first order perturbation theory in Fig. 19.12a agree 
well with those obtained with Easyspin using exact diagonalisation, Fig.  19.12b 
and second order perturbation theory, Fig. 19.12c, except for the peak with highest 
intensity, near 15.8 MHz, which is shifted to higher frequency by around 0.15 MHz 
in (a). Line positions of Fig. 19.12a agreed within less than 0.07 MHz with results 
obtained with a previous simulation employing exact diagonalisation [117], and 
agreement with experimental peak positions was as good as in [117]. The transi-
tion probabilities in Fig. 19.12a are calculated by Eq. (19.17). This is valid to first 
order since the g-anisotropy fulfils the condition (1/g2)rggl < < 1. To account for 
angular selectivity the simulation in (a) employed a line width of 0.6 mT in the 
weight function s (Gaussian shape) of Eq.  (19.9). The simulations in (b) and (c) 
employed an equivalent excitation width of 16.8 MHz, zero strain, and an ENDOR 
line width of 0.6 MHz (Lorentzian shape). Excitation widths up to 150 MHz have 

4 6 8 10 12 14 16 18 20 22 24

c

b

a
14N NO14N Histidine

2nd order, Easyspin

Exact, Easyspin

1st order, ENDORF2

MHz

Fig. 19.12   Simulated powder ENDOR spectra (in absorption) of 14NO-ligated ferrocytochrome 
c heme a3, at the field setting (g = 2.079) in the X-band ESR spectrum (ν = 9.32  GHz), using; 
a ENDORF2 (first order theory), b Easypin (exact calculation) and c Easyspin (second order 
theory). Transition probabilities are calculated to first order in (a), exactly in (b), while Easyspin 
in (c) sets them equal to one for all allowed transitions [164]. For experimental spectra see [190], 
for simulation with an exact method, but to zeroth order in transition probabilities, see [117]. 
All simulations employed g = (2.082, 1.979, 2.008), A(14N-His) = (16.5, 16.1, 19.3) MHz, Q(14N-
His) = (+0.45, +0.67, –1.12) MHz, A(14N-NO) = (30.56, 30.56, 59.90) MHz, Q(14N–NO) = (+ 1.03, 
– 0.51, – 0.52) MHz. The simulation in a) employed a line width of 0.6 mT in weight function s 
(Gaussian shape) and a line width of 0.5 MHz in the ENDOR convolution function t (Lorentzian 
shape) of Eq. (19.9). The simulation in (c) employed an equivalent excitation width of 16.8 MHz, 
and an ENDOR line width of 0.6 MHz (Lorentian shape). The spectrum in (a) is adapted from 
[172] with permission from Elsevier (1996)
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been successfully tested for this case. For biphenyl●+, described later in this sec-
tion, even the default value (infinite excitation width) was acceptable. However, 
as shown in Fig. 19.13 there are cases where the dependency of the lineshape on 
the excitation width is more substantial, and needs to be investigated for a more 
accurate interpretation of the spectrum. The relative intensities of the histidine and 
NO-nitrogen lines are similar in Fig. 19.12a, b, but are quite different from (c), as 
well as the simulation in Ref. [117], where transition probabilities are calculated to 
zeroth order. Zeroth order probabilities do not take into account hyperfine enhance-
ment effects [6, 7, 185, 189] which can be important for nuclei with low magnetic 
moments such as 14N. The intensity distribution in Fig 19.12a and b does not per-
fectly reproduce the experiment in Ref. [190], but the agreement with experiment is 
substantially better than simulations obtained in either (c) or using the zeroth order 
intensites in [117] exhibit.

To further test the capability of the theory developed we have investigated the 
ENDOR spectrum of the ĊH2NHCOC6H5 radical formed in X-irradiated polycrys-
talline hippuric acid, Fig. 19.13. Only the region containing 14N-signals is shown. 
The lowest ENDOR lines cannot be experimentally observed as the region below 
2 MHz is affected by a sharp decline in baseline and other instrumental effects. The 
experimental spectrum was obtained at 110 K in the centre of the EPR spectrum. 
The system has been investigated with ENDOR in single crystal at 77 K [191], and 
powder ENDOR [172]. The nitrogen nucleus is characterized by a substantial nqc 
term compared to the hfc and nuclear Zeeman splittings. The microwave frequency, 
field setting, and α-1H and 14N-parameters in [172] were used in the simulations in 
Fig. 19.13; (b), (d), and (e) including, but (c) excluding nqc terms. The nitrogen 
parameters A(14N) = (− 7.58 − 8.47 − 9.44) and Q(14N) = (− 0.843 0.582 0.261) MHz, 
are those of Ref. [191] apart from the two smaller principal hfc values, which were 
slightly altered from − 7.38 and − 8.77 MHz of Ref. [191] to improve the fit.3 The 
hfc tensors of the two α-protons included in the calculation were as in Ref. [191]. 
The g-anisotropy is small and was neglected [191]. Simulations (b) and (c) em-
ployed a Gaussian weight function s (see Eq. (19.9)) with line width 0.1 mT and 
Lorentzian convolution function t with line width 0.5 MHz. Simulations (d) and 
(e) employed a line width of 0.35 MHz, and (d) 2.8 MHz and (e) infinite excitation 
width respectively. A finite exciation width (b) and (d) gave a signficantly better fit 
to the experimental curve, (a), than the infinite excitation width in (e).

A comparison of the simulations Fig. 19.13b and d, using similar finite weight/
excitation widths, shows that the first order simulation in (b) agrees very well with 
the exact simulation in (d), apart from slightly more pronounced resonances in the 
region of 3.5  MHz in (d) than in (b), which also agrees slightly better with the 
experiment in (a). This can partly be attributed to a smaller ENDOR line width 
in (d). The simulations obtained with finite weight/excitation widths, (b) and (d), 
agree considerably better with experiment in the region below 5.5 MHz, than using 

3  Note that in [191] the vectors of the Q(14N)-tensor are not orthogonal, apparently due to 
a misprint in the sign of one of the direction cosines of the smallest nqc principal component 
0.261  MHz; ( + 0.050 + 0.909 + 0.415). The vectors become orthogonal with a sign change to 
(− 0.050 + 0.909 + 0.415), which has been used in the simulations.
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infinite excitation width, (e). Further comparison of the ENDORF2 simulations in 
Fig. 19.13b and c shows that the nqc terms must be included to fit the observed line 
positions. The hfc tensor is fairly isotropic in character. Neglect of the nqc therefore 
produces essentially two broad ENDOR lines not observed experimentally [172]. 
Inclusion of the nqc in Fig. 19.13b gives a better fit of the line positions and ac-
counts well for the intensity distribution observed experimentally.

Fig. 19.13   Experimental a and simulated b–e ENDOR spectra at 110 K of the ĊH2NHCOC6H5 
radical formed in X-irradiated polycrystalline hippuric acid. Only the region containing 14N-sig-
nals is shown. The 14N parameters in [172] were used in simulations; (b), (d), and (e) includ-
ing, but (c) excluding nuclear quadrupole terms. The hfc tensors of the two α-1H were as in Ref. 
[191]. Simulations in (b) and (c) employed a Gaussian line width of 0.1 mT in weight function s 
of Eq. (19.9), and an equivalent excitation width (e.w) in (d) of 2.8 MHz. The simulation in (e) 
employed an infinte excitation width (e.w). Simulations in (b) and (c) employed a Lorentzian con-
volution function t with line width 0.5 MHz, and in (d) and (e) an ENDOR line width of 0.35 MHz. 
(Figures (a)–(c) adopted from [172] with kind permission from Elsevier 1996)
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An interesting comparison can be made between the powder ENDOR simulation, 
Fig. 19.14b, and the single crystal simulations presented in Ref. [172], Figs. 4b–d. 
These were obtained along the principal directions of the hfc tensor, at the same 
field position. The hfc and nqc tensors have nearly parallel principal axes and the 
g- anisotropy is very small in this system. The strongest intensity found at 6.3 MHz 
is near the high frequency transition of the three principal directions. The three 
lowest peak positions are near the low frequency transitions of the three directions 
respectively. Experimental intensities are also reproduced quite well.

As described in the theoretical section the transition probability formula (19.17), 
represents the averaged probability of all radicals in the powder with the same set 
of θ and φ values. These are randomly ordered with respect to the RF-field. The 
significance of taking this average was demonstrated in Ref. [172]. The transition 
probabilities for the 14N-transitions in a single crystal case with B// X, located at 
2.42, 4.04, 4.51 and 6.11 MHz respectively, were calculated as function of the B2-
orientation in the YZ-plane, described by the angle ψ. The orientational variations 
of the transition probabilities were significant enough to require that an average is 
taken in a powder. The relative differences, ( W2

max − W2 
min)/W2 

min × 100 %, amount-
ed to 29, 150, 16 and 73 %, respectively. Here W2 

min and W2
max refer to the minimum 

and maximum values of W2 of each transition over the ψ-range.
Simulations have also been applied to the ENDOR spectra from ring protons 

of the α-proton type in radical cations of biphenyl (Ph2
+●) in frozen CFCl3 [162] 

and naphthalene on H-ZSM-5 zeolite [163]. In these cases the hfc anisotropy is 
of the same order as the isotropic contribution. ENDOR was beneficial since the 
EPR spectra of the irradiated samples had low resolution in both matrices. Well 
resolved signals were observed despite the pronounced anisotropy since the princi-
pal components are fairly small, 5–30 MHz. The transitions are hence spread over 
a relatively small region compared to radicals with localized spin density where 
α-couplings are of the order 30–90 MHz. The matrices were polycrystalline, and 
single crystals of sufficient size were not available. Experimental [162] and simu-
lated ENDOR spectra of Ph2

+● in CFCl3 are shown in Fig. 19.14. The spectra were 
obtained at the centre of the EPR spectrum. The simulations were made employ-
ing the parameters in [162], using; (b) the perturbation theory of this chapter; (c) 
Easyspin with exact theory and including hyperfine enhancement; and (d) Easyspin 
with second order perturbation theory for the transition frequencies. Note that in 
this option all transition probabilities are set equal [164]. The assigned lines are 
caused by intensity build-up at positions corresponding to principal values of the 
anisotropic para and ortho proton hfc tensors. The lines are placed symmetrically 
around the proton Larmor frequency vH, near vH ± A/2 MHz, where vH = 14.54 MHz. 
Fluorine matrix nuclei and meta protons with small hfc constants were excluded in 
the simulations. They produce lines in the region 10.5 to 16.5 MHz in the experi-
mental spectrum [162]. As can be seen from Fig. 19.14 the lines below νHare of 
lower intensity than the matching lines above, which we attribute to the hyperfine 
enhancement effect. In the simulation Fig. 19.14b, intensities are calculated to first 
order using Eq. (19.17), but relaxation and instrumental effects are neglected. The 
relative intensity distribution is predicted, but slightly overestimated in the calcu-
lated spectrum. The simulations (c) and (d) were both made using Easyspin [184], 
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case (c) with exact calculation including hyperfine enhancement, and case (d) using 
second order perturbation theory of Iwasaki [55].

19.7 � Summary

Approximative or exact simulation methods may be employed depending on the 
system, the experimental conditions, the required accuracy, and the computer re-
sources. The following considerations, in part based on our own experience, apply 
particularly for disordered, “powder”, samples frequently investigated in radiation 

Fig. 19.14   Experimental (a), and simulated first order (b), exact (c) and second order (d) powder 
ENDOR spectra of the biphenyl radical cation in CFCl3 matrix at 120 K. The simulated spec-
tra were calculated using the spin Hamiltonian parameters from Ref. [162], at magnetic field 
B = 341.40 mT and microwave frequency ν = 9.5670 GHz. The simulations included para- and 
ortho-protons (spectral lines above 1H-Larmor frequency indicated), but matrix fluorine and meta 
protons were excluded in the simulations. The weight function s and convolution function t (see 
Eq. (19.9)) had line widths of 0.1 mT, and 0.3 MHz (both Gaussian shaped) in (b). Simulations 
in (c) and (d) employed an equivalent excitation width of 2.8 MHz, and an ENDOR line width of 
0.35 MHz. Figures (a)–(b) adapted from [172] with kind permission from Elsevier (1996)
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research. One should note, however, that not all simulation software packages pre-
sented in the literature [46, 49, 58–62, 113–117] were available to us.

EPR Spectra of Radicals with Small hfc  Simulation of hfc structure by first order 
theory is an adequate method when the high field approximation, hfc < < gµBB, 
applies as usually observed for organic radicals. Simulation of anisotropic proton 
hfc should include the effect of the nuclear Zeeman term, because of the unusually 
large gH factor. The effect, introduced in earlier programs [45, 50–52] is taken into 
account in [49], but not with the perturbation option in [60] or with Simfonia [46], 
according to our test runs (not shown) for the malonyl radical, HĊ(COOH)2.

EPR Spectra of Radicals with Moderately Large hfc  Simulation by second order 
theory may be employed for hfc, up to ca. 10 % of the Zeeman energy, using the 
theory in [55], unless high accuracy is required. Small nqc terms, nqc < hfc, can be 
taken into account for nuclei with I > ½. Effective nuclear spins should be employed 
for the hfc of equivalent nuclei. It is not clear that this feature has been implemented 
in publically available software, however. Exact calculations may therefore be nec-
essary in this case, unless the codes can be modified.

EPR Spectra of Radicals with Large hfc and/or nqc  Simulation by exact theory can 
be computed quite rapidly (within minutes) for small systems ( ≤ 6 nuclei) using 
a modern PC with the software [60] we have been able to test. For large systems 
many hours may be required as for the radical C4F8

− discussed in Sect. 19.3.1.3.

Radical Pair EPR Spectra  Software for the simulation of S = 1 EPR spectra is ade-
quate, provided that the exchange rate ( J) is rapid, J > > gμBB/h. In the opposite case 
simulations are best made with the exact methods exemplified in the Appendix. 
Such simulations might be an alternative to the special methods discussed in 
Sect. 19.3.2.1 to obtain the values of the zfs and exchange terms. Test runs with 
Easyspin [60] have indicated that the calculation times are relatively short.

Triplet State EPR Spectra  Test runs have indicated that exact calculations can 
become tedious in the presence of hfc even with modern software, see Fig. 19.10 
for a comparison with the second order and hybrid options in [60]. A similar hybrid 
option, with exact treatment of the electronic terms and perturbation theory for the 
nuclear and hyperfine parts, has been proposed as a reasonable balance between 
efficiency and accuracy for the simulation of relatively small hfc of several nuclei 
[52, 106, 108].

EPR Spectra of Transition Metal Ions  Simulation based on full matrix diagonaliza-
tion is a standard method in the software packages of the general type given in the 
Appendix. Efficient procedures for the integration of powder spectra have been 
described [115].

Special Perturbation Methods  Diagonalization of the matrix containing the hfc, 
nqc, and nuclear Zeeman terms for an I > ½ nucleus can occasionaly be employed 
for the simulation of radical and triplet state EPR spectra when the three interactions 
are small but of comparable magnitudes, see Sect. 19.3.1.1. The method is particu-
larly suited for the ENDOR simulations presented in Sect. 19.6.
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ENDOR Spectra with hfc due to I = ½ Nuclei  Calculations by matrix diagonalization 
are quite fast for free radical systems with hfc due to a few nuclei ( ≤ 6), as indicated 
by simulations for the biphenyl cation radical, Fig. 19.14. Hyperfine enhancement 
effects had to be taken into account for best agreement with experiment. Simulation 
based on the perturbation treatment in [55] differed slightly (Fig. 19.14d), while the 
spectrum obtained by the method described in Sect. 19.6 agreed well with experi-
ment and exact calculation. Perturbation methods may be employed for systems 
with hfc due to several nuclei.

ENDOR Spectra with hfc > nqc due to I ≥ 1 Nuclei  The similarity of the spectra in 
Fig. 19.12, calculated by matrix diagonalization [60] and by the method in Sect. 19.6 
indicates that also the latter method is applicable for S = ½ systems, provided that 
the high field approximation applies. The intensity distribution obtained with the 
second order perturbation option in Easyspin deviated considerably from those in 
an exact calculation and experimentally, however.

ENDOR Spectra with hfc ≈ nqc due to I ≥ 1 Nuclei  The condition may occur in bio-
logical samples with weakly coupled 14N nuclei, but also in irradiated substances 
[191]. As shown in Fig.  19.13 the spectrum shape may strongly depend on the 
excitation width in Easyspin [164] and the corresponding weight function, s, in 
ENDORF2 [172]. The method employed in Sect. 19.6 yields intensity distributions 
of very similar quality as those obtained by matrix diagonalization. This may be 
attributed to the use of formula (19.17) for the intensity in a powder sample.

Appendix

EPR and ENDOR Simulation Software

A large number of simulation methods has been presented during the last 50 years, 
the earlier ones, e.g. in [45, 46] being based on perturbation theory. Methods based 
on exact diagonalization of the spin Hamiltonian have been developed more recent-
ly and in many instances replaced the perturbation methods [43, 58–63]. The simu-
lated CW-EPR spectra have traditionally been assumed to have the form (19.6), but 
a more recent method of calculation in frequency space [43] has been employed 
in several of the programs listed in Table 19.2. The programs of the general type 
are usually applicable both for EPR and ENDOR simulations of general spin sys-
tems. The fitting by visual inspection is not an objective method, and efforts were 
therefore made even at an early stage to make the final refinement by automatically 
optimising the coupling constants and the line width of the computed spectrum 
to the experimental one, see e.g. [38]. Optimised values of hfc constants can also 
be obtained with several of the recently developed programs. The references in 
Table 19.2 may be consulted for details. Hyperfine enhancement and angular selec-
tion effects are taken into account in the programs dedicated to the simulation of 
powder ENDOR spectra. Several commercial and free-ware program packages can 
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be downloaded electronically, where updates are also reported. Some previously 
commonly used programs, e.g. in [45, 104] were excluded as it was not clear that 
they were still available or had been maintained. We refer to a literature survey 
[52] for programs dedicated to the powder spectrum simulation of free radicals and 
triplet state molecules.

Isotropic Spectra

Public electron spin resonance software tools from National Institute of Environ-
mental Health Sciences are available electronically [41]. Software may also be 
available at the International EPR (ESR) Society, which also provides contact de-
tails with a number of EPR-groups [113, 114]. Codes primarily intended for calcula-
tions of powder spectra can as a rule also be employed, e.g. the following software.

EasySpin  The tools for isotropic CW-EPR in EasySpin apply to S = ½ species with 
arbitrary number of nuclei [60]. Resonance fields are calculated exactly. The mag-
netic field range is automatically determined. A least-squares fitting to an experi-
mental spectrum can be made. Matlab must be installed on the computer and is not 
provided with EasySpin.

HRESOL  High resolution spectra are calculated of radicals in fluid isotropic media 
with hfc of several nuclei of any spin, taking into account the second order shift of 
resonance lines and the dependence of the line widths on the magnetic quantum 
number mI of the nucleus [49]. The program is written in APL, which must be 
obtained separately.

SimFonia  Spectra of radicals in fluid solution are calculated using up to third order 
perturbation theory for isotropic hfc constants [46]. Parameters for the simulation 
are given in an easy-to-use graphical interface. The software is a commercial prod-
uct but one version might still be available free of charge.

Anisotropic Spectra

Definite simulation procedures were published already in 1965 for the analysis of 
the hfc structure of free radicals in amorphous solid samples [45]. Improved sec-
ond order as well as exact methods have been implemented in the more recently 
developed free-ware and commercial software packages, presented in Table 19.2. 
The programs of the general type are usually applicable both for EPR and ENDOR 
simulations, and can handle complex spin systems. The references in the table may 
be consulted for details.
EasySpin  Tools are included for CW and pulse EPR and ENDOR spectra of solid 
samples [60, 183, 184]. An arbitrary number of electron and nuclear spins can be 
treated taking all interactions, including high-order operators and nuclear quadru-
pole couplings into account by exact and second order treatments. Line broadening 
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by g, A and D strain and unresolved hfc splittings are considered as well as non-
equilibrium populations. Spectra with perpendicular and parallel detection modes 
can be analysed. EasySpin is available free of charge. Matlab version 7.5 or later 
must, however, be installed on the computer and is not provided with EasySpin.

EPR-NMR  This program was written primarily for the handling of magnetic reso-
nance spectra of single crystals and powders, but spectra of liquids can also be dealt 
with [116]. The number of spins included is arbitrary, as is their assignment as either 
electronic or nuclear. The program sets up spin-Hamiltonian matrices, and deter-
mines their eigenvalues using “exact” diagonalization. A variety of applications 

Table 19.2   Programs for the simulation of EPR and ENDOR spectra
Program Order Supplier
EasySpina (general) Exact http://www.easyspin.org/
EPR-NMRb (general) Exact http://www.chem.queensu.ca/eprnmr/
HRESOLc 2 http://www.esr-spectsim-softw.fr
RIGMATc 2
MULTIPc 2
HMLTc Exact
Simfonia 1–3 http://www.bruker.com/products/mr/epr/

epr-software/simulation-suites/overview.
html

XEMRd (general) Exact http://xemr.sourceforge.net/
SOPHEe (general) Exact http://www.bruker.com/products/mr/epr/

epr-software/simulation-suites/overview.
html

Simf (general) Exact
MAGRESg (general) Exact
MSPENh (EPR/ENDOR) Exact
GENDORi (S = ½) 1 http://chemgroups.northwestern.edu/

hoffman/endor_files/simulationpro-
grams.htm

ENDOR F2k (S = ½) 1 http://www.liu.se/simarc/
downloads/?l=en

a Matlab toolbox for simulating EPR and ENDOR spectra. Matlab version 7.5 or later must be 
installed on the computer and is not provided with EasySpin
b EPR-NMR simulation of single crystal and powder spectra for any computer capable of running 
32-bit Fortran77 [116]
c EPR simulation programs for the simulation of radicals or metal ions in rigid glassy or polycrys-
talline matrices. APL must be installed on the computer
d Spectrum manipulation and EPR and ENDOR simulation package written for Linux systems
e The SOPHE simulation software suite is described in [115]
f Programs developed by Dr H. Weihe, Department of Chemistry, University of Copenhagen for 
treatment of general spin Hamiltonians
g General program for EPR, ENDOR and ESEEM [61]
h Simultaneous EPR and ENDOR powder spectra synthesis by direct Hamiltonian diagonalization 
[117]
i Simulation of powder ENDOR spectra featuring angular selection due to g-factor anisotropy
k Simulation of powder ENDOR spectra treating hfc-, nqc- and nuclear Zeeman interactions as a 
joint perturbation [172]

http://www.easyspin.org/
http://www.chem.queensu.ca/eprnmr/
http://www.esr-spectsim-softw.fr
http://www.bruker.com/products/mr/epr/epr-software/simulation-suites/overview.html
http://www.bruker.com/products/mr/epr/epr-software/simulation-suites/overview.html
http://www.bruker.com/products/mr/epr/epr-software/simulation-suites/overview.html
http://xemr.sourceforge.net/
http://www.bruker.com/products/mr/epr/epr-software/simulation-suites/overview.html
http://www.bruker.com/products/mr/epr/epr-software/simulation-suites/overview.html
http://www.bruker.com/products/mr/epr/epr-software/simulation-suites/overview.html
http://chemgroups.northwestern.edu/hoffman/endor_files/simulationprograms.htm
http://chemgroups.northwestern.edu/hoffman/endor_files/simulationprograms.htm
http://chemgroups.northwestern.edu/hoffman/endor_files/simulationprograms.htm
http://www.liu.se/simarc/downloads/?l=en
http://www.liu.se/simarc/downloads/?l=en
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can be treated as energy-level calculation, spectrum simulation, comparison with 
observed data, and parameter optimization. EPR-NMR contains capabilities for 
NMR as well as EPR calculations and for handling of several unpaired electronic 
spins. Boltzmann factors are also available. The program, including the source code 
and utilities, runs on any computer capable of running 32-bit FORTRAN 77.

Sim  Software for simulation and fitting of EPR spectra has been developed during 
long time at the University of Copenhagen. Simulations are performed by diago-
nalization of the spin Hamiltonian used to model the complex under study. General 
Hamiltonians can be treated like exchange-coupled complexes of transition metal 
ions. Single crystal and powder spectra can be analysed. Fits to experimental spec-
tra are obtained by the least squares method. The software was developed by Dr 
Høgni Weihe, Department of Chemistry, University of Copenhagen.

HRESOL, RIGMAT, MULTIP, HMLT  A suite of EPR simulation programs prepared 
by Dr C. Chachaty are available free of charge [49]. Simulation can be made for 
radicals or metal ions of electron spin S = ½, and of triplet states, of biradicals, 
radical or ion pairs in rigid matrices for ΔmS = 1 and ΔmS = 2 transitions. The second 
order treatment in [55] was utilized. Diagonalization of the spin Hamiltonian matrix 
can also be applied to free radicals in liquid phase and to triplet states, biradicals or 
ion pairs in rigid matrices.

SOPHE  The XSophe-Sophe-XeprView computer simulation software suite is appli-
cable for the analysis of isotropic, randomly oriented, and single crystal CW and 
pulse EPR spectra from isolated and clusters of paramagnetic centres [62]. XSophe 
provides a graphical user interface to the Sophe computer simulation software pro-
gramme. The simulations available include CW-EPR spectra, orientation dependent 
CW-EPR spectra, energy level diagrams and transition surfaces diagrams. Spectra 
are simulated based on full matrix diagonalization. Superhyperfine interactions may 
be treated with up to third order perturbation theory. Isolated systems, magnetically 
coupled systems for unlimited electron and nuclear spins including multiple nuclear 
isotopes can be treated. Details are given in [115].

Xemr  Xemr is an EPR, ENDOR, and TRIPLE (electron-nuclear-nuclear triple 
resonance) spectrum manipulation and simulation package written for Linux sys-
tems [59]. First order simulation is restricted to S = ½ and to electron Zeeman and 
hyperfine interaction whereas a numerical method can handle electron and nuclear 
Zeeman, hyperfine, electron-electron, and nuclear quadrupole interactions exactly 
in simulations of both EPR and ENDOR spectra. Absorption, first derivative and 
second derivative spectra can be generated. The powder spectrum integrator can 
be added on top of these methods. The parameters for the simulations are provided 
interactively. The program is distributed free of charge under the GNU general pub-
lic license.

ENDORF2  ENDORF2 is an ENDOR simulation program for S = ½, treating hfc-, 
nqc-, and nuclear Zeeman interactions as a joint perturbation. Numerical diagonali-
sation of the perturbation matrix is used for nuclei with I = 2 and higher, but for I = 1 
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and 3/2 species the eigen-energies and -waveforms can be obtained by the analytical 
formulas in [192]. These are implemented in ENDORF2, together with the simple 
case of species with I = 1/2. The program is written in FORTRAN77 and is distrib-
uted free of charge. Details are given in [52, 172, 186], see also http://www.liu.
se/simarc/downloads/?l=en?l=en.

Motional Effects

Procedures for the analysis in the slow motional region are well documented, while 
computer programs for the simulation of intramolecular motion are not always pub-
lically available or are in obsolete code.

Slow Motion  Several programs for the CW spectrum simulation of reorienting 
nitroxide radicals used as spin labels described in [118–120] are freely available. 
The software packages include the original PC version of the CW spectrum simu-
lation programs, and the least squares version of the program described in [119]. 
CW- EPR spectra of a slow tumbling nitroxide radical can also be simulated in the 
EasySpin package, see [120] for details of the algorithm. The EasySpin program 
runs with Matlab 7.5 or later.

Chemical Exchange  The program ESREXN [142, 143] simulates multiline 
exchange- broadened EPR spectra from the coupling constants, the line widths, 
and the populations of the different chemical configurations. The original program 
might not be available. Heinzer’s intramolecular exchange model is, however, 
implemented in the XEMR spectrum manipulation and simulation package written 
for Linux systems. A slightly modified stand-alone version was used in the works 
[144–146]. We are not aware of publically available software for the treatment of 
chemical exchange in anisotropic systems.
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Table 1   Fundamental constantsa

Quantity Symbol Value SI unit
Speed of light c 2.99792458 × 108 m s−1

Elementary charge e 1.602176 × 10−19 C
Faraday constant F = NA e 9.648456 × 104 C mol−1

Boltzmann constant k 1.38065 × 10−23 J K−1

Gas constant R = NAk 8.31447 J K−1 mol−1

Planck constant h
ћ = h/2π

6.626068 × 10−34

1.054571 × 10−34
J s
J s

Avogadro constant NA 6.02214 × 10−23 mol−1

Atomic mass unit u 1.66054 × 10−27 kg
Mass

Electron
Proton
Neutron

me
mp
mn

9.10938 × 10−31

1.67262 × 10−27

1.67493 × 10−27

kg
kg
kg

Vacuum permittivity ε0=1/c2μ0 8.854188 × 10−12 F m−1

a CODATA recommended values of the fundamental physical constants 2006, National Institute 
of Standards and Technology, Gaithersburg, Maryland 20899-8420, USA; http://physics.nist.gov/
cuu/Constants/

http://physics.nist.gov/cuu/Constants/
http://physics.nist.gov/cuu/Constants/
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A coupling given in a unit of the 1st column is calculated in other units by mul-
tiplication with the factor in the corresponding row.

Calculations of g from measured values of microwave frequency νe (GHz) and 
resonance field B (T), of resonance field, and of nuclear frequency νN (MHz):

a � The factors were obtained from CODATA recommended values of the constants 
in Table 1; http://physics.nist.gov/cuu/Constants/

b � Mohr PJ, Taylor BN, Newell DB (2008) Rev Mod Phys 80:633; J Phys Chem 
Ref Data 37:1187 

( ) ( )0.071447656 , ( ) 0.071447656
( )

e e e e

B B

GHz GHzh hg B T
B B T g g
n n n n

m m
= ⋅ = = ⋅ =

( ) 7.622 593 84 ( )N
N N NMHz g B g B T

h
m

n = ⋅ = ⋅

Table 2   Magnetic constants in SI unitsa

Quantity Symbol Numerical value Unit
Magnetic constant μ0 = 4π × 10−7 12.566370 × 10−7 N A−2

Bohr magneton μB ( βe) 927.400915(23) × 10−26 J T−1

Nuclear magneton μN ( βN) 5.05078324(13) × 10−27 J T−1

Electron g-factor ge 2.0023193043617(15)
Electron gyromagnetic 
ratio

γe 1.760859770(44) × 1011 s−1 T−1

μB/h μB/h 13.9962464(35) × 109 Hz T−1

μB/hc μB/hc 46.6864515(12) m−1 T−1

μN/h μN/h 7.62259384(19) MHz T−1

a CODATA recommended values of the fundamental physical constants 2006, National Institute 
of Standards and Technology, Gaithersburg, Maryland 20899-8420, USA; http://physics.nist.gov/
cuu/Constants/

Table 3   Conversion factors for EPR (ESR) coupling constants
Unit MHz mT cm−1

MHz 1 0.07144766/g 0.333564095 × 10−4

mT 13.99625 g 1 4.668645 × 10−4 g
cm−1 2.99792458 × 104 0.2141949 × 104/g 1

http://
http://
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Table 4   Other useful conversion factors
1 eV 1.602 18 × 10-23 J

96.485 kJ mol−1

8065.5 cm−1

1 cal 4.184 J
1 atm 101.325 kPa
1 cm−1 1.9864 × 10−23 J
1 D (Debye) 3.33564 × 10−30 C m
1 Å 10−10 m
1 T 104 G (or gauss)
1 L atm = 101.325 J
θ/ºC = T/K − 273.15

Table 5   Symbols, variables and units in EPR (ESR)
Symbol Name or description Unit and/or value
A, a Hyperfine coupling (splitting) constant MHz, mT (milli-Tesla)
D Zero-field splitting, fine structure cm−1, MHz, mT
B (H) External magnetic field T (Tesla)
e Electron charge 1.602177 × 10−19 A s
g g-factor Dimensionless
G Radiation yield μmol J−1

h Planck constant 6.626068 × 10−34 J s
I Nuclear spin angular momentum J s
I Nuclear spin quantum number Dimensionless
J Heisenberg exchange coupling cm−1, MHz, mT
k Boltzmann constant 1.380658 × 10−23 J K−1

L Orbital angular momentum J s
l Orbital quantum number Dimensionless
me Electron mass 0.910939 × 10−30 kg
mI Nuclear magnetic quantum number Dimensionless
mS Electron magnetic quantum number Dimensionless
P Microwave power J s−1

Q Nuclear quadrupole coupling cm−1, MHz, mT
S Electron spin angular momentum J s
S, s Electron spin quantum number Dimensionless
v Speed m s−1

λ Spin-orbit coupling constant cm−1

μ Magnetic moment A s
μB, (βe  ) Bohr magneton 9.274015 × 10−24 J T−1

μN, (βN  ) Nuclear magneton 5.050787 × 10−27 J T−1

ν Frequency Hz
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Abbreviation Name or description Chapter
Magnetic resonance
CW Continuous wave 16,19
DEER Double electron-electron resonance 16
DQC Double quantum coherence 16
EIE ENDOR-induced EPR 6
ELDOR Electron double resonance 16
EMR Electron magnetic resonance 6,19
ENDOR Electron nuclear double resonance 2, 6, 7, 11
EPR (ESR) Electron paramagnetic resonance (Electron 

spin resonance)
1–12

EPRI Electron paramagnetic resonance imaging 14
EQQ Electric quadrupole-quadrupole 4
ESE Electron spin echo 16
ESEEM Electron spin echo envelope modulation 7, 15, 16
FDMR Fluorescence detected magnetic resonance 17
FF ENDOR Field frequency ENDOR 6
FID Free induction decay 16
HF (hf) Hyperfine 3, 6, 11
HFC(C) (hfc(c)) Hyperfine coupling (constant(s)) 4, 8, 17, 19
HFS (hfs) Hyperfine splitting 10
HYSCORE Hyperfine sublevel correlation 6, 15
MW (mw) Microwave 11, 16, 17
NQC (nqc) Nuclear quadrupole coupling 19
OD EPR Optically detected EPR 17
ODMR Optically detected magnetic resonance 11, 19
P2P Peak-to-peak 13
PC Paramagnetic center 16
PDS Pulsed dipolar spectroscopy 16
PEANUT Phase-inverted echo-amplitude detected 

nutation
15

PELDOR Pulsed electron double resonance 8, 16
Photo EPR Photoexcitation EPR 11
RF Radio frequency 19
SOPHE (Simulation) Software nickname for EPR 

simulation programme (Sydney OPera 
HousE)

19

TCSPC Time-correlated single photon counting 17
TR MFE Time-resolved magnetic field effect 17
TRIPLE Electron-nuclear-nuclear triple resonance 19
ZFS (zfs) Zero-field splitting 19

Table 6   Abbreviations
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Abbreviation Name or description Chapter
Radiation chemistry
BNCT Boron neutron capture therapy 14
CR Charge resonance 1, 12
DEA Dissociative electron attachment 8, 12
HRD High dose rate 14
IMRT Intensity modulated radiotherapy 14
IMTE Inter-molecularly trapped electron 6
LDR Low dose rate 14
LE Local excitation 1
LET Linear energy transfer 5, 8, 14, 16
Linac Linear accelerator 1
MARY Magnetically affected reaction yield 17
RA Radical anion 17
RC Radical cation 17
RIP Radical ion pair 17
TLD Thermoluminescence dosimetry 14
TNI Transient negative ion 6
VMAT Volumetric modulated arc therapy 14
Chemistry and biochemistry
3′-AMP Adenosine 3′-monophosphate 9
3′-CMP Cytidine 3′-monophosphate 9
3′-GMP Guanosine 3′-monophosphate 9
4-PyOBN α-(1-oxy-4-Pyridyl)-N-tert-butylnitrone 9
5-BrU 5-Bromouracil 9
5-BrUrd 5-Bromouridine 9
5-BrdU 5-Bromodeoxyuridine 9
5-CU 5-Chlorouracil 9
5-CUrd 5-Chlorouridine 9
5-CdU 5-Chlorodeoxycytidine 9
5-FU 5-Fluorouracil 9
5-FUrd 5-Fluorouridine 9
5-FdU 5-Fluorodeoxyuridine 9
5′-AMP Adenosine 5′-monophosphate 9
5′-CMP Cytidine 5′-monophosphate 9
5′-GMP Guanosine 5′-monophosphate 9
5′-dAMP 2′-Deoxyadenosine 5′-monophosphate 9
5′-dCMP 2′-Deoxycytidine 5′-monophosphate 9
5′-dGMP 2′-Deoxyguanosine 5′-monophosphate 9
AAc Acrylic acid 10

Table 6  (continued)
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Abbreviation Name or description Chapter
Ado Adenosine 9
Alq3 Aluminum tris-8-oxyquinolinate 17
BD Butadiene 10
BOB Bis(oxalato)borate (B[ox]2) 12
BuCl Buthylchloride 1
CE Crown ether(s) 12
ClSS· Chlorodisulfanyl radical 19
Cyd Cytidine 9
Cyt c Cytochrome c 1
DFOB Difluorooxalatoborate 12
DMAD 1,3-Dimethyladamantane 17
DME Dimethyl ether 3
DMPO 5,5-Dimethyl-1-pyrroline N-oxide 9
DNA Deoxyribonucleic acid 1
DPPH 1,2-Diphenylpicrylhydrazyl 2
GLPC Germanium lone pair center 7
Guo Guanosine 9
H-ZSM-5 Zeolite Socony Mobil–5 with H+ (proton) 19
HCAP 1,1,2,4,5,5-Hexacyano-3-azapentadienide 12
HFBD Hexafluoro-1,3-butadiene 3
HME Hexamethylethane 3, 19
IL Ionic liquid 12
IOM Insoluble organic matter 15
K2G1P Dipotassium glucopyranose-1-phosphate 6
LH Left-handed (quartz) 7
MMA Methyl-methacrylate 10, 19
MMA-d MMA deuterium (heavy hydrogen) 

substituted
19

MMA-h MMA hydrogen (light hydrogen) 
substituted

19

MNP 2-Methyl-2-nitrosopropane 9
MTHF (2-)Methyltetrahydrofuran 1
Mb Myoglobin 1
NBOHC Non bridging oxygen hole centre 7
NEP Neopentane 3
PA Polyamide 10
PAN Polyacrylonitrile 10
PBN α-Phenyl-N-tert-butylnitrone 9
PCCP 1,2,3,4,5-Pentacyanocyclopentadienide 12

Table 6  (continued)
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Abbreviation Name or description Chapter
PCP 1,1,2,3,3-Pentacyanopropenide 12
PCS Polycarbosilane 10
PE Polyethylene 10
PMMA Poly(methyl methacrylate) 14
POR Peroxy radical 7
PP Polypropylene 10
PTFE Polytetrafluoroethylene 10
PVC Polyvinyl chloride 14
PVDF Poly(vinylidene fluoride) 10
Ph2 Biphenyl 19
RH Right-handed (quartz) 7
SAPO-42 Silicoaluminophosphate-42 19
SAR Stable alanine radical 19
SiC Silicon carbide 10
TBP Trigonal bipyramid structure; 

tri( n-butylphosphate)
2, 12

TCAP Tetracyano-2-azapropenide 12
TCPD 1,1,3,3-Tetracyanopropanediide 12
TDCP 1,2,3-Tris(dicyanomethylene)

cyclopropanediide
12

TFB Trifluorobenzene 17
TMM Trimethylenemethane 19
TMP Thymidine 5′-monophosphate 9
TMPD N, N,N′,N′-tetramethyl-p-phenylenediamine 3
TMPP Tetramethylpiperidine 17
TMS Tetramethylsilane 3, 19
TSIL Task-specific IL 12
UHMWPE Ultra-high molecular weight polyethylene 10
Urd Uridine 9
dA 2′-deoxyAdenosine 9
dC 2′-deoxyCytidine 9
dG 2′-deoxyGuanosine 9
dT Thymidine 9
dU 2′-deoxyUridine 9
ddTMP 2′,3′-dideoxyThymidine 5′-monophosphate 9
dsb Double strand break 8
o-H2 Ortho hydrogen 4
p-H2 Para hydrogen 4
pTP para-Terphenyl 17
ssb Single strand break 8

Table 6  (continued)
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Abbreviation Name or description Chapter
Quantum chemistry
B3LYP Becke, three parameter, Lee-Yang-Parr 19
BFGS Broyden–Fletcher–Goldfarb–Shanno 18
CNDO Complete neglect of differential overlap 3
CPMD Car-Parrinello Molecular Dynamics 6
DFT Density functional theory 2, 3, 6, 7, 12, 18, 19
DFT-LDA Density functional theory in the local den-

sity approximation
11

GAPW Gaussian and augmented plane wave 
(method)

18

GPW Gaussian and plane waves (dual basis set 
method)

18

HOMO Highest occupied molecular orbital 3
INDO Intermediate neglect of differential overlap 3,19
J-T Jahn-Teller 3
LUMO Lowest unoccupied molecular orbital 3
MD Molecular dynamics 18
MO Molecular orbital 3
MP Møller-Plesset 4
NEB Nudged elastic band method 18
NPLs No-phonon lines 11
PES Potential energy surface 17
SH Spin Hamiltonian 6
SLE Stochastic Liouville equation 19
SOMO Singly occupied molecular orbital 2,3
TD DFT Time-dependent DFT 3
UHF MO Unrestricted Hartree-Fock MO 3
Others
BIPM Bureau international des poids et mesures 13
CT Computer tomography 14
CVD Chemical vapor deposition 11
DLTS Deep level transient spectroscopy 11
ECL Electrochemical luminescence 1
FCC (fcc) Face centered cubic 4
FRET Fluorescence resonance energy transfer 1
FTIR Fourier transform IR 5
HCP (hcp) Hexagonal close packed 4
HPSI High-purity semi-insulating 11
HTCVD High temperature chemical vapor 

deposition
11

Table 6  (continued)
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Abbreviation Name or description Chapter
IP Ionization potential 5
IR Infrared 5
IT Information technology 13
LHe Liquid helium 4
LT Low temperature 6
M2 Second moment 16
MLCFA Maximum likelihood common factor 

analysis
6

MSDA Magnetic circular dichroism of the 
absorption

11

NIST National institute of standards and 
technology

13

NMI National metrology institute 13
OA Optical absorption 7
OLED Organic light-emitting diode 17
PL Photoluminescence 11
PMT Photomultiplier tube 17
PVT Physical vapor transport 11
RT Room temperature 6
SI Semi-insulating 11
UV Ultraviolet 16

Table 6  (continued)

Isotope Atomic number 
(Z)

Natural abun-
dance (%)

Nuclear spin (I) Nuclear g-factor 
(gN)

1H 1 99.985 0.5 5.58569
2H 1 0.0148 1 0.85744
3He 2 0.00014 0.5 − 4.25525
6Li 3 7.5 1 0.82205
7Li 3 92.5 1.5 2.17096
9Be 4 100 1.5 − 0.785
10B 5 19.8 3 0.60022
11B 5 80.2 1.5 1.79242
13C 6 1.11 0.5 1.40482
14N 7 99.63 1 0.40376
15N 7 0.366 0.5 − 0.56638
17O 8 0.038 2.5 − 0.75752
19F 9 100 0.5 5.25773
21Ne 10 0.27 1.5 − 0.4412
23Na 11 100 1.5 1.47839

Table 7   Magnetic properties of stable and long-lived isotopesa,b,c
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25Mg 12 10 2.5 − 0.34218
27Al 13 100 2.5 1.4566
29Si 14 4.67 0.5 − 1.1106
31P 15 100 0.5 2.2632
33S 16 0.75 1.5 0.42911
35Cl 17 75.77 1.5 0.54792
37Cl 17 24.23 1.5 0.45608
39K 19 93.26 1.5 0.26099
40K 19 0.0117 4 − 0.32453
41K 19 6.73 1.5 0.14325
43Ca 20 0.135 3.5 − 0.37641
45Sc 21 100 3.5 1.35906
47Ti 22 7.4 2.5 − 0.31539
49Ti 22 5.4 3.5 − 0.31548
50V 23 0.25 6 0.55659
51V 23 99.75 3.5 1.46836
53Cr 24 9.5 1.5 − 0.3147
55Mn 25 100 2.5 1.3819
57Fe 26 2.15 0.5 0.1806
59Co 27 100 3.5 1.318
61Ni 28 1.13 1.5 − 0.50001
63Cu 29 69.2 1.5 1.484
65Cu 29 30.8 1.5 1.588
67Zn 30 4.1 2.5 0.35031
69Ga 31 60.1 1.5 1.34439
71Ga 31 39.9 1.5 1.70818
73Ge 32 7.8 4.5 − 0.19544
75As 33 100 1.5 0.95965
77Se 34 7.6 0.5 1.0693
79Br 35 50.69 1.5 1.40427
81Br 35 49.31 1.5 1.51371
83Kr 36 11.5 4.5 − 0.2157
85Rb 37 72.17 2.5 0.54125
87Rb 37 27.83 1.5 1.83427
87Sr 38 7 4.5 − 0.24291
89Y 39 100 0.5 − 0.27484
91Zr 40 11.2 2.5 − 0.52145
93Nb 41 100 4.5 1.3712
95Mo 42 15.9 2.5 − 0.3656
97Mo 42 9.6 2.5 − 0.3734
99Ru 44 12.7 2.5 − 0.249
101Ru 44 17 2.5 − 0.279
103Rh 46 100 0.5 − 0.1768
105Pd 46 22.2 2.5 − 0.256
107Ag 47 51.83 0.5 − 0.22725

Table 7  (continued)
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109Ag 47 48.17 0.5 − 0.26174
111Cd 48 12.8 0.5 − 1.19043
113Cd 48 12.2 0.5 − 1.2454
113In 49 4.3 4.5 1.22864
115In 49 95.7 4.5 1.23129
115Sn 50 0.38 0.5 − 1.8377
117Sn 50 7.75 0.5 − 2.00208
119Sn 50 8.6 0.5 − 2.09456
121Sb 51 57.3 2.5 1.3455
123Sb 51 42.7 3.5 0.72876
123Te 52 0.89 0.5 − 1.4736
125Te 52 7 0.5 − 1.7766
127I 53 100 2.5 1.1253
129Xe 54 26.4 0.5 − 1.55595
131Xe 54 21.2 1.5 0.46124
133Cs 55 100 3.5 0.73785
135Ba 56 6.59 1.5 0.55884
137Ba 56 11.2 1.5 0.62515
138La 57 0.089 5 0.74278
139La 57 99.911 3.5 0.7952
141Pr 59 100 2.5 1.6
143Nd 60 12.2 3.5 − 0.3076
145Nd 60 8.3 3.5 − 0.19
147Sm 62 15.1 3.5 − 0.2322
149Sm 62 13.9 3.5 0.1915
151Eu 63 47.9 2.5 1.389
153Eu 63 52.1 2.5 0.6134
155Gd 64 14.8 1.5 − 0.1723
157Gd 64 15.7 1.5 − 0.2253
159Tb 65 100 1.5 1.342
161Dy 66 19 2.5 − 0.189
163Dy 66 24.9 2.5 0.266
165Ho 67 100 3.5 1.192
167Er 68 22.9 3.5 − 0.1618
169Tm 69 100 0.5 − 0.466
171Yb 70 14.4 0.5 0.9885
173Yb 70 16.2 2.5 − 0.27195
175Lu 71 97.39 3.5 0.63943
176Lu 71 2.61 7 0.452
177Hf 72 18.6 3.5 0.2267
179Hf 72 13.7 4.5 − 0.1424
181Ta 73 99.9877 3.5 0.67729
183W 74 14.3 0.5 0.23557
185Re 75 37.4 2.5 1.2748
187Re 75 62.6 2.5 1.2878
187Os 76 1.6 0.5 0.1311

Table 7  (continued)
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189Os 76 16.1 1.5 0.488
191Ir 77 37.3 1.5 0.097
193Ir 78 62.7 1.5 0.107
195Pt 78 33.8 0.5 1.219
197Au 79 100 1.5 0.09797
199Hg 80 16.8 0.5 1.01177
201Hg 80 13.2 1.5 − 0.37348
203Tl 81 29.5 0.5 3.24451
205Tl 81 70.5 0.5 3.2754
207Pb 82 22.1 0.5 1.1748
209Bi 83 100 4.5 0.938
235U 92 0.72 3.5 − 0.1

a Raghavan P (1989) At Data Nucl. Data Tables 42:189
b http://ie.lbl.gov/toipdf/mometbl.pdf
c Values for the isotropic and anisotropic hyperfine couplings of the isotopes are reported in Weil 
JA, Bolton JR (2007) Electron paramagnetic resonance: elementary theory and practical applica-
tions, 2nd edition. Wiley

Table 7  (continued)
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Archean, 544, 550, 551, 554–556, 562
Argon-like xenon, 156
Aryloxyl, 473
A spins, 598, 600, 602

B
Back-transfer, 243
Base(s), 357

moiety, 372
Beam profiles, 515
Benzene radical ions, 91
1-Benzyl-3-methylimidazolium, 462
1-Benzylpyridinium, 462, 473
Beta (β)-elimination, 692
β-hydrogen splittings, 355
β-hydroxyl proton coupling, 203
β-proton, 197
Bio-Gel P-2 column, 370
Biosignature, 544, 547, 548
Biradical model, 264
Bis(ethylhexyl)phosphoric acid, 476
Bis(fluorosulfonyl)imide, 470
Bis(oxalato)borate, 469
Bistriflimide, 459
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Blended alanine dosimeters, 532
Bloch equations, 596
BLYP (Becke, Lee-Yang-Parr), 672
Bond scissions, 242
Boron neutron capture therapy (BNCT), 532
Branched alkanes, 650
Br atom, 461
Br(CH2)nBr+, 80, 81
Breit-Rabi equation, 707, 710
Broken-ring radicals, 237
5-BrU, 361
B spins, 598, 600, 602, 606, 607, 617, 618
Butadiene, 389

C
13C, 191

enrichment, 237
isotopic substitution, 207

C6F6
+ (cation), 93, 97

C6F6
− (anion), 96, 97

C6H5F
+, 93

(C6H5F)2
+, 99

C6H6
+, 91

(C6H6)2
+, 99

C6HF5
+, 93

1,2-C6H4F2
+, 93

1,3-C6H4F2
+, 93

1,4-C6H4F2
+, 93

(1,4-C6H4F2)2
+, 99

1,2,4-C6H3F3
+, 93

1,2,4,5-C6H2F4
+, 93

1,2,4,6-C6H2F4
+, 93

Carbohydrates, 668
Carbon

fiber, 399
ion beams, 528

5-Carbon aromatic cation, 471
6-Carbon aromatic cations, 472
Carbonate, 469
Carbon-centered radicals, 201
Carbonyl, 206
Carrier compensation, 417
Carrier lifetime, 425
Cations of biphenyl, 734
c-C3F6

−, 70, 72
c-C3F4

−, 83
c-C4F6

−, 83
c-C4F8

−, 70, 72
c-C5F10

−, 70, 72
c-CnF2n

− (n = 3–5), 72
c-CnF2n-2

− (n = 3–5), 82
Cd+ ions, 614
Ceramic fiber, 400

CF2=CF2
−, 81

CF2=CFBr+, 85
CF2=CFCF3

+, 89
CF2=CFCl+, 85
CF2=CFH+, 89
CF=CFX− (X = Cl, Br, I), 84
CF2=CH2

+, 89
CF3CF=CFCF3

−, 83
CF3X

− (X = Cl, Br, I), 73
CH2NHCOC6H5, 732
CH2OH, 610-612, 615
CH3CH2F

+, 76
CH3F

+, 76
CH3OCH2Cl+, 100, 102
CH3OCH2F

+, 100
CH3OCH3

+, 100
CH4

+, 76
Chain

reaction, 455
scissioning, 388

Charge resonance, 473
Chemical exchange, 721, 741
Chert, 542, 543, 545, 550, 551, 559, 562
Chlorofluorocarbons, 69
Choline chloride, 457
Clarno chert See also Chert, 549, 554, 560
Cl(CH2)3Cl+, 103
Cl(CH2)nCl+, 79
ClCH2OCH2Cl+, 102, 103
Clinical electron beams, 510
Cloc (local concentration), 592, 595
Cluster

calculations, 209
model approach, 676

Clustered damage, 300
3′-CMP, 366
5′-CMP, 366
CNDO/2 calculations, 80
Conduction band, 422, 425, 433, 441, 443, 

444
Convolution function, 726, 732, 733, 735
Correlation tensor, 634
Coulomb repulsion, 422
CP2K (code), 670
Cross

recombination, 636
relaxation, 601, 607, 616

Crosslinking, 388
Crown ethers, 478
Cryostats, 163
Crystalline, 389
Crystallites, 394
5-CU, 361
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CW ENDOR, 723
CW-EPR, 586, 588, 593, 595, 596, 610, 704, 

737, 738
spectra, 740

Cyclic perfluoroalkane radical anions
electron delocalization, 70

Cyclohexadienyl radical, 175
Cyclohexane RC (radical cation), 651, 652
5′,6-Cyclo-5,6-dihydro-2′- deoxyuridine, 374
5′,6-Cyclo-6-hydrocytidine C5 radical, 374
Cyd (cytidine), 366
Cylindrical phantom, 519
Cytosine, 361

related compounds, 373

D
D2

+

in ground vibrational state, 120
2′-dA, 372
2′-dC, 359
5′-dCMP, 366
D2(H2)D2

+, 130, 133
D2O, 191
Dangling bonds, 423, 444
Dating, 551
Deadtime, 603
Dealkylation, 475
Decomposition, 223
Deep level, 424
DEER (double electron-electron resonance), 

582, 616–618, 620, 621
Degenerate electron

exchange, 648, 651
transfer, 653

Dehalogenation, 459
Density matrix, 600, 633
3′-Deoxyadenosine (cordycepin), 372
Deoxyribose, 689
Deprotonation, 179, 241, 465, 643
Detector material, 511
Deuterated, 191

methane radical cations, 76
Deuteration, 599
Deuterium(D)-isotope effects, 100
DFT (density functional theory), 71, 93, 99, 

262, 462
calculations, 189
computations, 73

D-glucose, 362
Diacetonyl radical anion, 180
Dialkylamidogen, 478
Diamagnetic radiation products, 216
Diatomic inorganic radicals, 173
Dicyanamide, 466

Dielectron, 612
Dienyl radical, 395
Diffusion equation, 391
Difluorooxalatoborate, 469
Diglycolamides, 478
Dihedral angles, 207
5,6-Dihydrothymidine-5-yl radical, 360
Di-interstitial, 417
Dimensions of the tracks, 612
Dimer-monomer equilibrium, 356
Dimer radical cations

of fluorinated benzenes, 98
Dimer radical ion, 462
1,3-Dimethyladamantane, 654
Dipolar coupling, 588

Dipolar interaction, 582, 583, 585, 593, 
595,

598, 599, 604, 606, 607
Dipotassium glucose-1-phosphate, 189
Diradical, 565, 570, 572
Direction cosines, 198
Direct(-type) effect(s), 300, 301
Disaccharides, 216
Disordered solid, 703, 704, 723
Distonic complex, 655
Di-t-butyl nitroxide, 355, 361
Divacancy, 417, 432–436
D-mannose, 362
ΔmI = 1 transitions, 711, 723
ΔmI = ± 1 selection rule, 729
ΔmS = 1 transitions, 718
ΔmS = 2 line, 718
DMPO, 367
DNA, 354, 373, 378, 687

helix, 190
irradiated, 620

DNase I, 378
Dosimeter material, 512
Dosimetry, 190

codes, 514
Double quantum coherence (DQC), 617, 620
Dresser chert, 559, 561–563
dT (thymidine), 359
2′-dU, 359
5′-dUMP, 366

E
E′1 center, 257, 258, 264, 265
E′2 center, 258, 262
E′3 center, 258, 264
E′5 centers, 258
E′7 center, 264
E′8 center, 264
E′9 center, 258, 264, 265
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E′10 center, 258
e‒

aq, 300
Easyspin, 715–717, 719, 720, 725, 726, 731,

734, 736, 737, 738, 740
Echo decay, 613, 615
Effective 

19F hfc, 717
nuclear spin, 707

E′Ge (defect), 274, 281
generation mechanisms of, 286

Electrolyte, 469
additives, 470

Electron(s), 458, 612, 616
affinity, 68
arc treatment, 521
attachment to fluorocarbons, 69
beam, 400, 497
bubbles, 141
capture, 190
delocalization, 463
irradiation, 417, 418, 431, 443
transfer, 653
traps, 438

Electron and hole transfer, 67
Electron and photon irradiation, 512

treatment, 524
Electronegative, 431
Electronic

reorganization, 242
structure, 68, 417

Elimination reactions, 242
Embedding, 209
ENDOR (electron nuclear double resonance) 

96, 99, 255, 256, 704
convolution function, 731
powder lineshape, 726
simulation method, 724
spectra, 704, 723, 725, 726, 732

with hfc due to I = ½ nuclei, 737
with hfc ≈  nqc due to I ≥  1 nuclei, 737
with hfc > nqc due to I ≥  1 nuclei, 737
in powders, 730

transition 
frequencies, 724, 726
probability, 726, 728

ENDORF2, 727, 733, 734, 740, 741
ENDOR-induced EPR (EIE), 195
Energy

minimization, 669
Enzymatic digestion, 367
EPR (electron paramagnetic resonance) 68, 

151, 255
analysis of motional effects, 721
calculation, 673
spectral simulation, 84

EPR dosimetry, 509, 528, 533
clinical applications of, 533
in vivo, 523, 526

EPR imaging (EPRI), 517
Equivalent magnetic nuclei, 638
Equivalent protons, 705, 727
ESE (electron spin echo), 583, 588, 596

envelope modulation (ESESM), 255, 256, 
266

ESR (electron spin resonance) See also EPR, 
68, 299, 353

1-Ethyluracil, 358
Ethynyl radical, 171
Exact

simulation, 713
treatments, 709

Exchange
interaction, 590, 601
rate, 736

Excitation, 239
width, 731–733, 735, 737
window, 726

Excited state, 301, 424, 434
External beam radiotherapy, 524
Extraction agents, 475
E′α center, 272, 276
E′β center, 271
E′γ (1) center, 275
E′γ (2) center, 275
E′γ center, 271, 274
E′δ center, 272, 277, 279, 280

F
Fast electron(s), 159
Fast neutron radiotherapy, 532
F-center, 461
Fermi level, 437, 439, 442
19F hf(c), 70, 716
FID (free induction decay), 597, 598
Field-frequency ENDOR (FF-ENDOR), 195
Field-swept ENDOR, 708
Fine-structure, 430

parameter, 436
splitting, 426

First order 
ENDOR theory

applications of, 730
ENDOR transition

probability of, 729
S = 1/2 ENDOR spectra, 726
simulation, 711
spectrum, 706

Five-membered ring, 80
Fluorinated

alkanes, 70

Index
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benzene, 91, 644
radical anions, 96
radical cations, 92

methane (CH3F), 76
pyridines, 96

Fluorine-containing organic radicals, 69
Fluorobenzenes, 643
Fluorocarbons, 69
Fluoroethylene related radical cations, 85
Forbidden (ΔmI = 1) hyperfine lines, 722
Formation energy, 420, 431
Fourier deconvolution, 594, 595
Four-membered ring, 80
fpc(r) (radial distribution function), 591, 592, 

595, 596, 603, 616, 620, 621
Fraction of spin-correlated pairs, 636
Free radicals in amorphous solid, 738
Frenkel pair, 427, 428, 429, 441
Freon matrix technique, 157
Frequency

domain, 726
space, 710

Fructose, 189, 675, 678
5-FU, 361
Fuel cycle, 455
5-FUrd, 362

G
Gamma (γ)-ray, 497
γ-proton, 210
Ge(1) (defect), 273, 274, 281–283
Ge(2) (defect), 273, 274, 281–283
Ge (germanium)

E′1 center, 260
E′2 center, 262
lone pair center (GLPC), 283

Gel fraction, 402
Gel permeation chromatography, 376
Geminate 

ion, 582
recombination, 642

radical ions, 656
recombination, 120, 142
RIP (radical ion pair), 632

Generation mechanisms, 283
[GeO4] 

−
I, II, 270

[GeO4/Li]0
A,C, 270

Geometry optimizations, 209
Germoles, 643
g(-) 

factor, 194, 582, 594
tensor, 198

Glucose, 191
Glycine, 677, 681

Glycosidic bond, 205
Gordy-Bernhard, 206
Graft polymerization, 388
Gunflint chert, 560, 561, 567, 568

H
H2

+, 120
in ground vibrational state, 120
-core H6

+, 121, 122
-core H14

+, 121
H3

+, 120
-core H6

+, 121
H6

+ (ion), 120, 125
H-abstraction, 205
Halide, 460
Halocarbon matrices, 69
5-Halodeoxyuridine, 361
Halogenated

alkanes, 77
dimethyl ethers, 100

Halogeno-trifluoroethylene radical anions  
See also CF2=CFX−, 84

H atom(s), 120
shifts, 242

H(CH2)nH
+, 75

H(CH2)nX
+ (X= Cl, Br; n = 1, 2), 76

Hcp cage, 138
HD+

in ground vibrational state, 120
H5D

+, 125
H4D2

+, 125, 129
H2D4

+, 125
H2(D2)D2

+, 130, 131, 133
HD(H2)HD+, 132, 133
Heavy ions, 510
Heinzer method, 722
Heisenberg spin exchange, 719
Heller-McConnell relation, 206, 671
Heptamethylnonane, 650
Heteroorganic compounds, 653
Hexafluoro-1,3-butadiene radical cation

(HFBD+), 89
photoisomerization of, 89

Hexafluorocyclobutene anion See also 
c-C4F6

−, 83
Hexamethylethane (HME), 70
H2(HD)H2

+, 133
H2(H2)D2

+, 130, 133
H2(H2)HD+, 132, 133
H2(H2)H2

+, 133
High density PE, 393
High dose rate, 523
Highest occupied molecular orbital (HOMO), 

67, 93

Index
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High field approximation, 706
High-LET radiation, 512, 530
High-level nuclear waste, 455
High-performance liquid chromatography

(HPLC), 354
Histone H1, 379
2H labeled, 191
HLi2O4, 271
H2O elimination, 205
H3O4, 271
H4O4

+, 271
Hole, 458, 612, 614

hopping diffusion, 141
transfer, 301
trapping, 471

Hot radical cations, 178
Hot reaction channels, 155
1,2-H-shift, 691
HXeCC, 176
HXeO, 176
Hydrated electrons, 356
Hydrogen (H) atoms, 164, 596, 608, 614, 616
Hydrogen-bound, 209
5-Hydroxymethyluracil, 378
Hyperfine (HF; Hf; hf), 68, 72, 74, 77, 82

anisotropy, 594
coupling (hfc), 354
enhancement, 724, 734
interaction, 427
splitting, 395
structure, 274, 276, 279, 281, 418, 420, 

422, 426, 432, 436, 443

I
Identification, 189
Imidazolium, 470
Imide, 467
Imidyl, 470
Implantation, 425
IMRT (intensity modulated radiotherapy), 

510, 526
dose distributions, 522

Indirect effects, 300, 301
INDO calculations, 83
Inequivalent nuclei, 705
Inert-gas matrix, 69
Influence quantities (dosimeter response), 495
In situ X-irradiation, 193
Insoluble organic matter, 543, 544
Instantaneous diffusion, 599, 601–603, 613, 

616, 619, 621
Instrumental factors, 724
Interactions with matrix, 76

Inter-molecularly trapped electron (IMTE), 
218

Interstitial, 417, 422, 424, 426–428, 440
sites, 166

Intramolecular
conversions, 242
exchange, 645

Intra-operative radiotherapy, 523
Intrinsic defects, 438
In vivo dosimetry, 522
Ion

exchange, 455
irradiation, 513
recombination, 630

Ion-irradiated EPR dosimeter, 529
Ionization, 190

chamber measurements, 527
density, 511, 512, 531
energy (potential), 68

Ionizing radiation, 68, 69, 77, 510
Ionometry, 511, 527
Ionophores, 475
Irradiated solids, 711
Irradiation, 429, 433, 435, 440, 444
IR spectroscopy, 151
Isochronal annealing, 439
Isotope condensation, 139

of H6
+, 141

Isotropic, 70
g1-tensor, 586
hyperfine-coupling, 133
PC (paramagnetic center), 588

J
Jahn-Teller (J-T) 

distortion, 76, 420, 644
effects, 76, 91

K
Kerogen, 542, 544, 546–548
Kolbe reaction, 459

L
Lactose, 362
L-α-alanine, 511
Lanthanides, 475
Large hfc constants, 714
Large precessional motion, 133, 138
Larmor frequency range, 195
Left-handed (LH) quartz, 257, 258, 262
LET, 607, 610, 612, 620

dependence, 530
Level crossing, 652

Index
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Libration motion, 138
Lifetime 

control, 425
of radical cations, 648, 653

Li-ion batteries, 469
6Li enriched lithium formate, 532
Linear alkane radical cations See also 

H(CH2)nH
+, 75

Liquid-liquid extraction, 455
Lithiumdithionate, 532

Lithium formate, 520
dosimeters, 530
EPR 

dosimeters, 531
dosimetry, 517, 522

monohydrate, 513
Long-range charge-induced dipole and

quadrupole interactions, 141
Low density PE, 393
Low dose rate (LDR), 523
Lowest unoccupied molecular orbital

(LUMO), 67
Low field effect, 639
Low-LET

photons, 530
radiation, 512

Low-temperature stabilization, 153
Luminescence response, 630
Lysozyme, 366

M
Madelung correction, 421
Magnetic

field effect, 638
relaxation, 724

Magnetically
diluted systems, 590
equivalent nuclei, 636
equivalent protons, 650
non-equivalent nuclei, 635, 650

MARY spectra, 638, 640, 641, 645, 646, 656
Matrix

catalysis, 179
isolation, 68, 69, 153
switching between reaction channels, 179

McConnell, 206
Metalorganic compounds, 652
Metastable, 215

defects, 431
Meteorites, 544–546, 551, 556, 560–562, 564, 

565, 569, 572
Methane (CH4), 76
Methanol, 609–612
Methyl-group rotation, 722

Methyl-methacrylate, 390
2-Methyl-2-nitrosopropane (MNP), 353
1-Methyluracil, 359
Microscopcically tunable excess electron 

capture, 181
Microsolvation model, 181
Microwave field

effect of, 631
Microwave 

power saturation, 529
pulse, 598, 600, 604

Migration, 392
Mini-ALA dosimeters, 519
Minidosimeters, 515
Minimal energy path, 690
Minor actinides, 475
MNP-H adducts, 361
Model space, 675, 677
Molar absorbance coefficients, 356
Molecular dynamics (MD), 679
Molecular hosts, 157
Monosaccharides, 216
Monte Carlo

algorithm, 675
calculations, 519
simulations, 511, 512, 533

Motional narrowing effect, 135
2-MTHF matrix., 98
Multi-component spectra, 708
Multi-composite EPR spectra, 197
Multimer radical anion, 463
Multistep formation mechanisms, 215
Murchison meteorite, 545, 547

N
N-alkane RC (radical cation), 649
Negative-U center, 421, 422, 424, 425
Ne matrices, 120
Neopentane (NEP), 70
Neutron

absorption, 532
dosimetry, 532
irradiation, 418, 530

Nitroxide spin probes, 721
N, N,N′,N′-tetramethyl-p-phenylenediamine 

(TMPD), 70
Noble gas(es), 153

hydrides, 168
Non bridging oxygen hole centres 

(NBOHC), 272, 280
Nonequivalent HFCCs, 129
Nonequivalent magnetic nuclei, 637
Non-geminate RIPs (radical ion pairs), 632
Non-polar solution, 633

Index
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Norbornane RC (radical cation), 654
Normal alkanes, 648
NOSYM, 677
Nqc of the same order as the hfc, 727
Nuclear spin diffusion, 609
Nuclear Zeeman term, 736
Nucleosides, 357
Nucleotides, 357

O
O, 83
O–, 613
O2

–, 259, 266, 267
O3

–, 266
O2

3–, 266, 269
OD EPR spectra, 645
17O

enriched crystal, 260, 270
hyperfine, 259, 270, 320, 322

OH radical (•OH), 300, 356
Oligo(dC)10, 376
Oligo(dT)10, 376
Optical absorption (OA), 275, 281

band, 272
Optical bleaching, 219, 594
Optimized geometries, 672
Organic solids, 190
Orgueil, 547

meteorite, 559, 560, 562, 563, 567–570, 
572

Origin of life, 542–544, 556
Orthohydrogen, 118
Oxidation, 241

product, 221
Oxidative, 692

fragmentation, 459
path, 300

Oxygen
radical ions, 612
vacancy, 275, 278, 279

model, 275, 276
Oxyquinolinate, 646

P
Pake 

doublet, 588
pattern, 588

Parahydrogen, 118
Paramagnetic relaxation, 636, 652
Para-ortho 

conversion, 128
ratio, 128

Pascal triangle, 705, 707
P-centered radicals, 230
PCS (fiber), 400

PELDOR (pulsed electron double resonance), 
194, 582, 588, 617

Perfluoro-2-butene radical anion See also 
CF3CF=CFCF3

−, 83
Perfluoroalkene radical anions See also 

c-CnF2n-2
−

structural distortion, 81
Perfluorocycloalkane radical anion See also 

c-CnF2n
−, 72

Periodic, 677
boundary conditions, 209

Peroxy radical (POR), 272, 280, 393
Peroxy spin probes, 721
Phanerozoic, 550
Phenyl radical, 172
Phosphate ester bond, 244
Photoelectric absorption, 159
Photoinduced electron transfer

reaction, 73
Photolysis, 616
Photoresist, 464
Piperidine treatments, 377
Pi(π)-sandwich dimer radical cation, 472
π-systems, 470
π* and σ* orbital mixing, 83
PMMA phantom, 514, 516, 521
Point-dipole approximation, 671
Poly(A), 376
Polyacrylamide gel electrophoresis (PAGE), 

377
Polyacrylonitrile fiber, 399
Polyamide, 388
Polycarbosilane, 400
Polyenyl radical, 395
Polyethylene, 388
Poly(I), 376
Polymers, 388, 465
Polynitrile anion, 467
Polypropylene, 388
Polytetrafluoroethylene, 388
Poly(U), 376
Poly(vinylidene fluoride), 394
Positron annihilation spectroscopy, 443
Potassium dithionate, 531
Potential energy, 679
Powder 

EPR, 197
spectrum, 201

Power saturation, 595
Precessional motion, 135, 138
Pre-irradiation, 393
Primary radical

cations, 647
species, 193

Principal directions, 198, 677
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Principal g values, 271
Processing of spent nuclear fuel, 455
Propargyl radical, 172
Protamine, 379
Proterozoic, 550, 551, 554, 555
Proton, 510

HF (hf) tensors, 189
shuffle, 241
transfer, 656

Proton and heavy ion irradiation, 526
Pseudohalide, 460
Pseudorotation, 91, 644, 652
Pulse annealing, 217
Pulsed dipolar spectroscopy, 582, 617
Pure hydroxyalkyl radical, 206
Purine 

nucleosides, 375
nucleotides, 375

Pyrolysis, 405
4-PyOBN, 360

Q
Q-band, 194
Quantum 

beats, 631, 633, 641, 643
memory, 263

Quartz, 255, 256
flat cell, 357

Quasi-classical approximation, 635
Quasi-direct effect, 300
Quaternary ammonium and phosphonium, 470

R
Radiation, 388

chemical yield, 610, 611, 615
chemistry, 458, 668
curing, 400
damage, 426
doses, 190
induced 

acidification, 459
defects, 418, 430, 431, 439, 441
effects, 285
fragmentation, 457
free radicals, 509
radicals, 189

quality, 512
stability, 456, 475

Radical 
anion(s), 67, 180

of perfluorocycloalkanes, 716
pairs, 73

cation, 67, 68, 154
of hexamethylethane, 641

diion, 458

evolution, 216
ion(s), 68, 614

pairs (RIPs), 630, 632
pair 

EPR spectra, 718, 736
Radioprotection, 475
Radiotherapy, 510, 522

applications of, 533
output factors, 515

Reaction
pathway, 690
rate constants, 356

Recombination, 594
fluorescence, 632, 638, 643

Reduction, 240
radiation products, 221

Reductive, 692
path, 300

Regio-selective, 189
Regioselectivity, 689
Relative effectiveness, 512
Relative signs of the hfc and the zfs, 720, 721
Reverse micelles, 476
Reverse-phase HPLC, 355
Rhamnose, 220
Rhombicity, 201
RH (right-handed), 257

crystals, 258
quartz, 266

Ring formation, 79
Ring-opened species, 246
RNA, 690
Rotational state, 118
Ruby, 494

S
Schonland 

ambiguity, 189, 199
conjugate, 199

Secondary
electron, 239
processes, 242

Second microwave pulse, 599
Second moment, 595
Second order 

hyperfine term, 122
perturbation

method, 712
theory, 707, 715, 731, 734, 735, 736
treatments, 712

simulation, 712
Semi-empirical theory, 205
Sephadex G-25, 355, 379
SEP-PAK C18 cartridge, 355, 364
‘2 + 1’ Sequence, 617, 620
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29Si 
hyperfine, 259, 264
nucleus, 271

SiC micro tube, 410
≡Si−O−O•, 266
Silicon carbide, 400
Silicon nitride fibers, 412
Siloles, 643
Simfonia, 714
Simulation

methods, 735
of ENDOR powder spectra, 723
of isotropic EPR spectra, 708
of microwave saturated EPR spectra, 722
of S = 1/2 EPR powder spectra, 711

Single crystal, 189
EPR, 256

Single molecule
approach, 676
calculations, 209

Single-oxygen-vacancy model, 259
Singlet spin state, 632
Singlet state population, 632, 636
Singlet-triplet (S-T)

mixing, 719
splitting, 718

effects, 718
transitions, 636, 648

Singly occupied molecular orbital (SOMO), 
67, 72, 78, 84, 93

SiO2, 255
SO4

−, 609
ion radicals, 608

Solar system, 542, 543, 551, 563, 564, 572, 
573

Solid 
electrolyte interphase, 470
hydrogen, 117
parahydrogen, 117

Solid state sugars, 189
Solute cation–matrix chlorine interactions, 78
Solvated electron, 458
Solvent RC (radical cation), 643, 646, 648
SOPHE, 740
Sorbose, 189
Spatial distributions, 591, 614
Special perturbation methods, 736
Spectral diffusion, 598, 599, 601, 604, 605

kernel, 606
Spectrum decomposition, 190, 228

Statistical, 223
Spin-adduct, 354
Spin-correlated RIP, 639
Spin 

correlation, 630, 631

delocalization, 208
density, 68, 421, 423, 428, 444, 445
diffusion, 601
echo, 597, 617
Hamiltonian, 125
labels, 582
locking, 640
packet, 597
polarization, 206

Spin-lattice relaxation, 263, 607, 640, 652, 
654

Spin-spin interaction, 430
Split interstitial(s), 430, 443
Spur, 619
Stable radical formation, 189
Standards, 492
Stick plot analysis, 705, 707
Stimulated echo, 601
Strand break, 190, 299
Stretched Lorentzian, 551, 552, 554, 555, 565
Strong nqc, 729

interaction, 714
Structural distortion, 83
Structural relaxations, 215
Structure manipulation, 669
Styrene, 394
Substitutional sites, 166
Sucrose, 189, 670, 671, 681, 691
Sugar moiety, 372
Sugar-phosphate bonds, 230
Sugar radical, 301
Sulfonium, 473
Supercell, 209

calculations, 429, 432, 435
Superexcited, 240
Superhyperfine structure, 256, 461
Symmetry-related 

ambiguities, 189, 205
sites, 199
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