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PREFACE

Preface to the ESPA-2012 special issue

Published online: 27 April 2013

� Springer-Verlag Berlin Heidelberg 2013

This issue of Theoretical Chemistry Accounts contains a

recollection of some of the work presented and discussed at

the 8th edition of the Electronic Structure: Principles and

Applications (in short, ESPA-2012). The ESPA events are

biennial international research conferences organized

within the activities of the Spanish Theoretical Chemistry

groups that co-organize the Interuniversity Doctorate in

Theoretical Chemistry and Computational Modeling. The

main aim behind all ESPA conferences, shared by the

organizers of ESPA-2012, is promoting scientific excel-

lence and exchange of ideas among their Ph. D. students, in

a friendly environment. ESPA-2012 follows previous

events held in Madrid, San Sebastián, Sevilla, Valladolid,

Santiago de Compostela, Palma de Mallorca, and Oviedo.

ESPA-2012 took place in Barcelona from the 26th up to

the 29th of June 2012, in a magnificent location: the Audi-

torium of CosmoCaixa in Barcelona, the Science Museum

created and supported by ‘‘La Caixa’’ savings bank in the

hills that overlook Barcelona from the North. We all

remember the superb auditorium facilities, together with its

amazing views to the Science Museum and the city of

Barcelona. The conference was organized by Prof. Juan J.

Novoa (Chairman), helped by (al alphabetical order) Albert

Bruix (Ph. D. student), Prof. Rosa Caballol, Marçal Cap-

devila (Ph. D. student), Dr. Mercè Deumal, Prof. Javier

Luque, Dr. Iberio de P. R Moreira, Dr. Fernando Mota, Dr.

Jordi Ribas-Ariño, Prof. Ramón Sayós, Dr. Carmen Sousa,

and Sergi Vela (Ph. D. student). A picture of the Organizing

Committee is displayed in Fig. 1.

ESPA-2012 was designed guided by three main princi-

ples: (1) passion for discovery, (2) scientific excellence,

and (3) a friendly environment. For sure, all ESPA-2012

participants shared the same emotions beautifully descri-

bed by Herman Melville in his ‘‘Moby Dick’’ book: ‘‘…
but as for me, I am tormented with an everlasting itch for

things remote. I love to sail forbidden seas, and land on

barbarous coasts.’’ Concerning our passion for Science, for

sure, most ESPA-2012 participants went to Barcelona with

the aim of reporting their discoveries while ‘‘sailing the

Theoretical Chemistry and Computational Modeling seas,’’

and also listening at other participant’s reports. After all,

modern scientific research is a cooperative effort, where it

is still valid Isaac Newton’s statement: ‘‘If I have seen

further is by standing on the shoulders of giants.’’

In relation to excellence, it is sometimes stated that the

quality of a conference can be measured, at least partially,

by the stature of its invited speakers. Aiming at excellence,

in ESPA-2012, we had as invited speakers some of the

world leaders in the field of Theoretical Chemistry and

Computational Modeling. Each one gave one of the nine

Invited Plenary Talks: The Opening Plenary Talk was

delivered by Prof. M. A. Robb (Imperial College London;

Fellow of the Royal Society of Chemistry) and the Closing

Plenary Talk was given by Prof. W. L. Jorgensen (Yale

University, CT, USA, Co-editor of Journal of Chemical

Theory and Computation). The remaining seven Invited
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Plenary Talks were presented (in alphabetical order) by

Prof. Johan Aqvist (Uppsala University), Prof. Bjork

Hammer (Aarhus University), Prof. Pavel Hobza (Institute

of Organic Chemistry and Biochemistry), Prof. Frank Ne-

ese (Max Planck Institute for Bioinorganic Chemistry),

Prof. Matthias Scheffler (Fritz Haber Institute), Prof. Sason

S. Shaik (The Hebrew University), and Prof. Manuel Ya-

ñez (Universidad Autónoma de Madrid). Each Invited

Plenary Talk had an allocated time of 45 min (40 min of

presentation, followed by 5 min of questions, that is,

400 ? 50 talks). Besides them, there were 25 Contributed

Talks (150 ? 50 each), selected by the Organizing Com-

mittee among all propositions, and about 200 posters, also

previously evaluated by the Organizing Committee. Two

poster sessions were allocated for their presentation by one

of their authors (each session lasting 2 hours).

Fig. 1 a Picture of the ESPA-

2012 Organizing Committee

taken in the Main Entrance to

the Chemistry Building of the

University of Barcelona. Lower
row (from left to right): J.

J. Novoa, C. Sousa, R. Sayós, J.

Ribas-Ariño, I. de P. R Moreira,

M. Deumal; Upper row (from

left to right): J. Luque, R.

Caballol, A. Bruix, S. Vela, M.

Capdevila, F. Mota. b ESPA-

2012: A cooperative work,

illustrated by a picture of a six-

floor Human Castle, a Catalan

tradition

Fig. 2 Detailed Wednesday 27 Program

Theor Chem Acc (2013) 132:1369
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For didactic reasons, all presentations were grouped into

one of the following four thematic areas that we have

drawn on for the presentation of this TCAC Volume: [1]

Theory, methods and foundations (TMF), [2] Chemical

Reactivity (CR), [3] Biomolecular Modeling (BM), and (4)

Materials Science (MS). In order to further facilitate the

effort of the audience, they were presented in thematic

sessions, constituted by one Plenary Talk and three Con-

tributed Talks, whenever possible. There were two morning

sessions, separated by a coffee break, on 3 days with sci-

entific sessions (27, 28, and 29 of June) and two afternoon

sessions, separated by another coffee break, on the 27th

and also on the 29th. There was a first poster session on the

afternoon of the 27th (posters of the thematic areas TMF

and MS) and another on the afternoon of the 29th (poster of

thematic areas CR and BM).

It was in our stated aim to make the atmosphere of

ESPA-2013 as friendly as possible. With this idea in mind,

we prepared a rich social program, with events every day

and non-overlapping in time with the scientific program.

The ESPA-2012 Conference started in the afternoon of the

26th with the Registration and Welcome Party. All par-

ticipants were asked to register at the Historical Building of

University of Barcelona, located downtown Barcelona.

Registration was followed by the first social activity: a

Welcome Party that took place, in the late afternoon hours,

under the shade of the old trees planted in the Historical

Building gardens. All participants had a chance to meet old

friends and make new ones, while enjoying live piano

music and a snack served with wine or non-alcoholic

beverages. The activities of the social program ended with

a Conference Dinner on the 29th, in a restaurant over-

looking Barcelona and with superb views over the city

night-lights. In between these two events, on 27th, there

was an ‘‘A night at the Opera’’ event for all participants

interested on opera, which took place at the Barcelona

Opera House (whose local nickname is ‘‘El Liceu’’), where

we watched and listened the start-up performance of

‘‘Pelléas et Mélisande,’’ a Debussy’s opera. On 28th, we all

had a ‘‘paella’’ at the Barcelona Olympic Harbour, fol-

lowed by an afternoon visit to the three most impressive

Gaudi’s architectural masterpieces located in Barcelona:

‘‘Parc Guell,’’ ‘‘Sagrada Familia,’’ and ‘‘La Pedrera.’’

Besides these activities, lunch on the 27th and 29th was

arranged by the Organizing Committee for all participants

in a high-end restaurant located nearby CosmoCaixa

Auditorium (a bus shuttle service was provided by the

organization, both directions).

The scientific program of ESPA-2012 started in the

morning of June 27, with the Opening Ceremony presided

by the Chancellor of the University of Barcelona, Prof.

Didac Ramirez. Afterward, we had the six morning ses-

sions, two afternoon sessions, and two poster sessions, and

their speakers and titles are shown in Figs. 2, 3, and 4 (for

Wednesday 27, Thursday 28, and Friday 29). The scientific

part of ESPA-2012 ended on the afternoon of June 29th

Fig. 3 Detailed Thursday 28 Program

Theor Chem Acc (2013) 132:1369
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with the Closing Remarks Ceremony. The ceremony star-

ted with the presentation of the four poster prizes to their

winners, one per each of the four thematic areas in which

all posters were grouped (see above). Afterward, the

Conference Chairman wished a safe trip back home to all

participants and also strength for the difficult economic

times still to come. The Closing Remarks Ceremony ended

with a special ‘‘see you soon, friends,’’ using the first two

verses of a beautiful farewell Catalan song: ‘‘If you tell me

farewell, I wish that it would be in a clear and bright day.’’

Then, following the traditions of this part of Spain, all

participants had a chance to say farewell while drinking a

cup of Catalan cava, served chilled in the gardens of

CosmoCaixa.

There were 261 participants at ESPA-2012, 165 of them

with a Ph. D. degree and 96 Ph. D. students. Most

participants were Spanish. All others came from 20 dif-

ferent countries (in alphabetical order, Argentina, Algeria,

Austria, Brazil, Bulgary, Chile, Czech Republic, Denmark,

France, Germany, India, Israel, Italy, Mexico, New Zea-

land, Portugal, Russia, Sweden, United Kingdom, and the

United States of America).

As you have seen, we all enjoyed the meeting at ESPA-

2012: Lots of good scientific ideas, time to talk with our

old and new friends about them, time to enjoy visiting

Barcelona and some of its cultural highlights.

We hope to see you again at the next ESPA, ESPA-

2014! In the meantime, our best wishes to all with a final

quote, attributed to Albert Einstein: ‘‘The most beautiful

thing we can experience is the mysterious. It is the source

of all true Art and all Science.’’

Fig. 4 Detailed Friday 29 Program

Theor Chem Acc (2013) 132:1369
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REGULAR ARTICLE

The one-electron picture in the Piris natural orbital
functional 5 (PNOF5)

Mario Piris • Jon M. Matxain •

Xabier Lopez • Jesus M. Ugalde

Received: 20 August 2012 / Accepted: 26 October 2012 / Published online: 8 January 2013

� Springer-Verlag Berlin Heidelberg 2013

Abstract The natural orbital functional theory provides

two complementary representations of the one-electron

picture in molecules, namely, the natural orbital (NO)

representation and the canonical orbital (CO) representa-

tion. The former arises directly from the optimization

process solving the corresponding Euler equations,

whereas the latter is attained from the diagonalization of

the matrix of Lagrange multipliers obtained in the NO

representation. In general, the one-particle reduced-density

matrix (1-RDM) and the Lagrangian cannot be simulta-

neously brought to the diagonal form, except for the special

Hartree-Fock case. The 1-RDM is diagonal in the NO

representation, but not the Lagrangian, which is only a

Hermitian matrix. Conversely, in the CO representation,

the Lagrangian is diagonal, but not the 1-RDM. Combining

both representations we have the whole picture concerning

the occupation numbers and the orbital energies. The Piris

natural orbital functional 5 leads generally to the locali-

zation of the molecular orbitals in the NO representation.

Accordingly, it provides an orbital picture that agrees

closely with the empirical valence shell electron pair

repulsion theory and the Bent’s rule, along with the theo-

retical valence bond method. On the other hand, the

equivalent CO representation can afford delocalized

molecular orbitals adapted to the symmetry of the mole-

cule. We show by means of the extended Koopmans’

theorem that the one-particle energies associated with the

COs can yield reasonable principal ionization potentials

when the 1-RDM remains close to the diagonal form. The

relationship between NOs and COs is illustrated by several

examples, showing that both orbital representations com-

plement each other.

Keywords Molecular orbitals � Orbital energies �
One-particle reduced-density matrix �
Natural orbital functional � PNOF5

1 Introduction

One-electron pictures have long helped to our under-

standing of chemical bonding. The simplest one-electron

model is based on the independent-particle Hartree-Fock

(HF) approximation [8, 12]. However, it shows limitations

due to the lack of the electron correlation. Many-electron

effects can be taken into account with an adequate

approximation of the 2-RDM since the molecular energy is

determined exactly by the two-particle reduced-density

matrix (2-RDM). Correlated wavefunction theory (WFT)

approximations provide accurate 2-RDMs, hence Brueck-

ner [2] and Dyson orbitals [23, 35] are reliable methods

for determining a set of one-particle functions [36].
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Unfortunately, such theories demand significant computa-

tional resources as the size of the systems of interest

increase.

On the other hand, the density functional theory (DFT)

[37] has become very popular in the computational

community because electron correlation is treated in an

effective one-particle framework. DFT replaces the two-

particle problem with a one-particle exchange-correla-

tion potential. In doing so, a calculation comparable to a

HF one is possible with a relatively low computational

cost, even though practical DFT methods suffer from

several errors like those arising from electron self-

interaction, the wrong long-range behavior of the Kohn-

Sham (KS) [17] potentials, etc. Current implementations

of DFT are mainly based on the KS formulation, in which

the kinetic energy is not constructed as a functional of the

density, but rather from an auxiliary Slater determinant.

Since the non-interacting kinetic energy differs from the

many-body kinetic energy, there is a contribution from a

part of the kinetic energy contained in the correlation

potential. The incorrect handling of the correlation

kinetic energy is one main source of problems of present-

day KS functionals.

The density matrix functional theory (DMFT) has

emerged in recent years as an alternative method to con-

ventional WFT and DFT. The idea of a one-particle

reduced-density matrix (1-RDM) functional appeared few

decades ago [9, 21, 22, 56]. The major advantage of a

density matrix formulation is that the kinetic energy is

explicitly defined, and it does not require the construction

of a functional. The unknown functional only needs to

incorporate electron correlation. The 1-RDM functional is

called natural orbital functional (NOF) when it is based

upon the spectral expansion of the 1-RDM. The natural

orbitals (NOs) [25] are orthonormal with fractional occu-

pancies, allowing to unveil the genuine electron correlation

effects in terms of one-electron functions. Valuable liter-

ature related to the NOF theory (NOFT) can be found in

Refs. [42] and [43].

It is important to note that functionals currently in use

are only known in the basis where the 1-RDM is diagonal.

This implies that they are not functionals explicitly

dependent on the 1-RDM and retain some dependence on

the 2-RDM. So far, all known NOFs suffer from this

problem including the exact NOF for two-electron closed-

shell systems [11]. The only exception is the special case of

the HF energy that may be viewed as a 1-RDM functional.

Accordingly, the NOs obtained from an approximate

functional are not the exact NOs corresponding to the exact

expression of the energy. In this vein, they are NOs as the

orbitals that diagonalize the 1-RDM corresponding to an

approximate expression of the energy, like those obtained

from an approximate WFT.

One route [51, 52] to the construction of approximate

NOF involves the employment of a reconstruction func-

tional based on the cumulant expansion [19, 29] of the

2-RDM. We shall use the reconstruction functional pro-

posed in [41], in which the two-particle cumulant is

explicitly reconstructed in terms of two matrices, D nð Þ and

P nð Þ; n being the set of the occupation numbers. The D nð Þ
and P nð Þ matrices satisfy known necessary N-represent-

ability conditions [30, 32] and sum rules of the 2-RDM, or

equivalently, of the functional. Moreover, precise con-

straints that the two-particle cumulant matrix must fulfill in

order to conserve the expectation values of the total spin

and its projection have been formulated and implemented

for the matrices D nð Þ and P nð Þ [46]. Appropriate forms of

the matrices D nð Þ and P nð Þ led to different implementa-

tions of NOF, known in the literature as PNOFi (i = 1–5)

[41, 44, 45, 47, 48]. A detailed account of these functionals

can be found elsewhere [43]. Because PNOF theory is

based on both the 1- and the 2-RDMs, it has connections to

the parametric 2-RDM methods of Refs. [31, 54]

It has recently been pointed out [28] that PNOF5 [24,

27, 44] can provide a NO picture that agrees closely with

the empirical valence shell electron pair repulsion theory

(VSEPR) [10] and the Bent’s rule [1], along with the

popular theoretical valence bond (VB) method [13, 58].

Although PNOF5 can predict additionally three- and four-

center two-electron bonds, in general, the solutions of the

PNOF5 equations lead to orbital hybridization and to

localization of the NOs in two centers, providing a natural

language for the chemical bonding theory.

Nevertheless, in some systems the electronic structure is

better understood through orbital delocalization. Typical

cases are the aromatic systems like benzene molecule. This

point of view was introduced by Hund [14] and Mulliken

[34] within the framework of the linear combination of

atomic orbitals–molecular orbital (LCAO-MO) theory, in

which orbitals can extend over the entire molecule. Later,

Koopmans [18] demonstrated, using the HF approximation

in the framework of the LCAO-MO theory, one of the most

important connections between orbitals and the experi-

ment: the HF orbital energies are directly associated with

ionization energies. Accordingly, it raises the question of

how to achieve a delocalized one-particle orbital repre-

sentation that complements the NO representation in

PNOF5.

In this paper, we introduce an equivalent orbital repre-

sentation to the NO one, in which the molecular orbitals are

delocalized. These orbitals are not obtained arbitrarily, but

arise from the diagonalization of the matrix of Lagrange

sentation, so we will call them canonical orbitals (COs) by

analogy to the HF COs. It is important to recall that only

for functionals explicitly dependent on the 1-RDM, the
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to the diagonal form by the same unitary transformation

[6]. On the contrary, in our case, the functional still

depends on the 2-RDM, hence both matrices do not com-

mute. Moreover, we cannot expect that it should be pos-

sible to bring the 1-RDM and the Lagrangian

simultaneously to diagonal form in the case of finite order

of the one-particle set [25]. In summary, only in the HF

case, it is possible to find one representation in which both

matrices are diagonal. For all the other known NOFs, there

are two unique representations that diagonalize separately

each matrix.

In the NO representation, the 1-RDM is diagonal, but

not the Lagrangian, so the eigenvalues of the former afford

the occupation numbers of the NOs corresponding to the

proposed approximate functional. On the other hand, in the

CO representation, the matrix of Lagrange multipliers is

diagonal, but not anymore the 1-RDM. Taking into account

the terminology developed by Coulson and Longuet-Hig-

gins [3], we have in the CO representation the charge order

of the orbital in the diagonal elements of the 1-RDM and

the bond order of two orbitals in the off-diagonal elements.

But even here, the charge order may be interpreted as the

average number of particles in the orbital under consider-

ation [25].

In contrast to the NO representation, the diagonal ele-

ments of the Lagragian in the CO representation can be

physically meaningful. We demonstrate below, using the

extended Koopmans’ theorem (EKT) [4, 5, 33, 55], that

the new one-particle energies can describe satisfactorily the

principal ionization potentials (IPs), when the 1-RDM is

close to the diagonal form in the CO representation. These

one-particle energies account for the electron correlation

effects, but evidently they neglect relaxation of the orbitals

in the (N - 1)-state and consequently tend to produce too

positive IPs. In the next section, the theory related to

PNOF5 COs is presented. The relationship between NOs

and COs is examined then by several examples.

2 Theory

The Piris natural orbital functional (PNOF) for singlet

states reads as [41]

E ¼ 2
X
p

npHpp þ
X
pq

PqpLpq

þ
X
pq

nqnp � Dqp

� �
2Jpq � Kpq

� � ð1Þ

where p denotes the spatial NO and np its occupation

number (ON). Hpp is the pth matrix element of the kinetic

energy and nuclear attraction terms, whereas

Jpq = hpq|pqi and Kpq = hpq|qpi are the usual Coulomb

and exchange integrals, respectively. Lpq = hpp|qqi is the

exchange and time-inversion integral [40, 50]. Note that if

D and P vanish, then our reconstruction yields the HF

energy, as expected. Moreover, for real orbitals exchange

integrals and exchange and time-inversion integrals

coincide, Lpq = Kpq. In PNOF5, we have adopted the

following expressions [44]

Dpq ¼ n2
pdpq þ npn~pd~pq ð2Þ

Ppq ¼ npdpq � ffiffiffiffiffiffiffiffiffi
npn~p

p
d~pq ð3Þ

The ~p-state defines the coupled NO to the orbital

p, namely, ~p ¼ N � pþ 1; N being the number of

particles in the system. Bounds that stem from imposing

N-representability-necessary conditions on the 2-RDM

imply that the ON of the ~p level must coincide with that

of the hole of its coupled state p, namely,

n~p ¼ hp; n~p þ np ¼ 1; ð4Þ
where hp denotes the hole 1 - np in the spatial orbital p. In

accordance to the Eq. (4), all occupancies vanish for

p[N. Assuming a real set of NOs, the PNOF5 energy for

a singlet state of an N-electron system is cast as [44]:

E ¼
XN
p¼1

np 2Hpp þ Jpp
� �� ffiffiffiffiffiffiffiffiffi

n~pnp
p

Kp~p

� �
þ
XN
p;q¼1

00nqnp 2Jpq � Kpq

� �
;

ð5Þ

The double prime in Eq. (5) indicates that both the

q = p term and the coupled one-particle state terms p ¼ep are omitted from the last summation. One must look

for the pairs of coupled orbitals ðp; ~pÞ that yield the

minimum energy for the functional of Eq. (5). The actual

p and ~p orbitals paired are not constrained to remain

fixed along the orbital optimization process. As a

consequence, an orbital localization occurs generally,

which corresponds to the most favorable orbital

interactions [28]. This situation contrasts with our

previous approximations PNOFi (i = 1–4) [41, 45, 47,

48], in which, the off-diagonal elements Dpq and Ppq

were formulated for all possible (p, q) pairs, leading to

delocalized NOs.

The solution is established by optimizing the energy

functional (5) with respect to the ONs and to the NOs,

separately. PNOF5 allows constraint-free minimization

with respect to the ONs, which yields substantial savings of

computational time [44]. Therefore, one has to minimize

the energy (5) with respect to the real orbitals up rð Þ� �
under the orthonormality constraints. Introducing the

matrix of symmetric Lagrange multipliers K ¼ kqp
� �

; the

functional whose extremum we seek is given by

Theor Chem Acc (2013) 132:1298
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X ¼ E � 2
X
pq

kqp \upjuq [ � dpq
� � ð6Þ

The Euler equations for the functions up rð Þ� �
are,

npV̂p up

		 
 ¼X
q

kqp uq

		 
 ð7Þ

Multiplying Eq. (7) by uq

� 		; the matrix representation of

this equation is

np uq

� 		V̂p up

		 
 ¼ kqp ð8Þ

The one-particle operator V̂p is given by

V̂p 1ð Þ ¼ Ĥ 1ð Þ þ Ĵp 1ð Þ �
ffiffiffiffiffi
hp
np

s
K̂~p 1ð Þ

þ
XN
q¼1

00 nq 2Ĵq 1ð Þ � K̂q 1ð Þ� � ð9Þ

with

Ĵq 1ð Þ ¼ uq

� 		 �1
12 uq

		 

; K̂q 1ð Þ ¼ uq

� 		r�1
12
bP12 uq

		 

The P̂12 operator permutes electrons 1 and 2, and the

integration is carried out only over the coordinates of 2.

Notice that the V̂p operator is pth orbital dependent, it is

not a mean field operator like, for instance, the Fock

operator. One consequence of this is that the Lagrangian

matrix K and the 1-RDM C do not conmute; K;C½ � 6¼ 0;

therefore, they cannot be simultaneously brought to

diagonal form by the same unitary transformation

U. Thus, Eq. (7)–(8) cannot be reduced to a pseudo-

eigenvalue problem by diagonalizing the matrix K.

Actually, apart from the special HF case, where the

1-RDM is idempotent and the energy may be viewed as a

1-RDM functional, none of the currently known NOFs

have effective potentials that allow to diagonalize

simultaneously both matrices C and K.

In this paper, the efficient self-consistent eigenvalue

procedure proposed in [53] is employed to solve Eq. (7). It

yields the NOs by iterative diagonalization of a Hermitian

matrix F. The off-diagonal elements of the latter are deter-

mined from the hermiticity of the matrix of the Lagrange

multipliers K. An expression for diagonal elements is

absent, so a generalized Fockian is undefined in the con-

ventional sense; nevertheless, they may be determined from

an aufbau principle [53].

Using the expressions for diagonal elements of K; let us

rewrite the energy functional (5) as follows:

E ¼
XN
p¼1

npHpp þ kpp
� � ð10Þ

Let us recall that the trace of an N 9 N square matrix is the

sum of its diagonal elements, then the Eq. (10) can be

rewritten as

E ¼ Tr HCþ Kð Þ ð11Þ
Taking into account that the trace of a matrix is invariant

under a unitary transformation U, the energy (11) keeps

constant under such transformation of the orbitals, that is,

Tr HCþ Kð Þ ¼ Tr UyHUUyCUþ UyKU
� �

¼ Tr H0C0 þ K0ð Þ ð12Þ

Accordingly, it is always possible to find a matrix U such

that the transformation K0 ¼ UyKU diagonalizes K. It is

worth to note that the transformed 1-RDM C0 ¼ UyCU is

not anymore a diagonal matrix. Such unitary transforma-

tion exists and is unique. Orbitals vp rð Þ� �
; for which the

matrix of Lagrange multipliers is diagonal, will be called

COs by analogy to the HF COs. One should note that the

Lagrangian K is a symmetric matrix only at the extremum;

ergo, this procedure for obtaining the COs can be solely

used after the NOs have been obtained. In contrast to

PNOF5 NOs, which are localized, more in line with our

intuitive feeling for chemical bonds, the PNOF5 COs will

generally be delocalized.

Analogously to HF COs, PNOF5 COs may also form a

basis for an irreducible representation of the point group of

the molecule. Similar to the Fock matrix, the Lagrangian K
depends itself on the orbitals that have to be determined. It

is well known that if there is any symmetry present in the

initial guess of the HF COs, then this symmetry will be

preserved at the SCF solution [15]. In this vein, if the initial

guess for the NOs was adapted to the point group sym-

metry of the molecule, although optimal NOs are mostly

not adapted to the symmetry, the Lagrangian contains all

symmetry information, so the latter can be transferred to

the COs after diagonalization of K. It is worth to notice that

the matrix of the Lagrange multipliers plays the role of the

generalized Fock matrix in the NOFT.

Both up rð Þ� �
and vp rð Þ� �

sets of orbitals are pictures

of the same solution; therefore, they complement each

other. In the Sect. 3, the obtained results are discussed.

2.1 Orbital energies and ionization potentials

The Eq. (10), which now includes correlation effects, looks

exactly the same as the total energy of an independent-

particle system, hence kpp can be considered as a one-

particle energy of the spatial orbital p. However, in contrast

to the HF one-particle energies, -kpp are not IPs of the

molecule via the Koopmans’ theorem [18]. The IPs in the

NOFT [20, 38, 49] must be obtained from the extended

Koopmans’ theorem [4, 5, 33, 55]. The equation for the

EKT may be derived by expressing the wavefunction of the

Theor Chem Acc (2013) 132:1298
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(N - 1)-electron system as the following linear combi-

nation

WN�1
		 
 ¼X

i

Ciâi W
N

		 
 ð13Þ

In Eq. (13), âi is the annihilation operator for an electron in

the spin-orbital /ij i ¼ up

		 
� rj i r ¼ a; bð Þ; WN
		 


is the

wavefunction of the N-electron system, WN�1
		 


is

the wavefunction of the (N - 1)-electron system and

Cif g are the set of coefficients to be determined.

Optimizing the energy of the state WN�1 with respect to

the parameters Cif g and subtracting the energy of WN gives

the EKT equations as a generalized eigenvalue problem,

FC ¼ CCm ð14Þ
where m are the EKT IPs, and the transition matrix elements

are given by

Fji ¼ WN
� 		âyj Ĥ; âi

� �
WN
		 
 ð15Þ

Eq. (14) can be transformed by a symmetric

orthonormalization using the inverse square root of the

1-RDM. Hence, the diagonalization of the matrix C1=2FC�1=2

yields the IPs as eigenvalues. In a spin-restricted NOFT, it is

not difficult to demonstrate that transition matrix elements are

given by -kqp [49]. Accordingly, the diagonalization of the

matrix m with elements

mqp ¼ � kqpffiffiffiffiffiffiffiffiffi
nqnp

p ð16Þ

affords the IPs in the NO representation. If the off-diagonal

elements of the Lagrangian may be neglected, then from

Eq. (16) follows that -kpp/np will be good approximations

for the ionization energies. Our calculations have shown

that this rarely occurs. On the other hand, �K0 corresponds

to the transition matrix F0 in the CO representation, hence

the diagonalization of the matrix m0 with elements

m0qp ¼ �
X
r

C0
qr

� �1=2

k0rr C0
rp

� �1=2

ð17Þ

provides alternatively the IPs too. In many cases, we have

found that the 1-RDM remains close to the diagonal form

in the CO representation, so the values �k0pp=C
0
pp may be

taken as ionization energies. We show below, in Sect. 4,

that the one-particle energies associated with the COs

may be considered as good estimations of the principal

ionization potentials, for several molecules, via this

formula.

3 PNOF5 orbitals

In general, PNOF5 yields localized orbitals in the NO

representation, whereas it affords delocalized orbitals in the

CO representation. The former ones arise directly from the

energy minimization process. The COs are obtained from

the diagonalization of the matrix of Lagrange multipliers

after the NOs have been obtained. Here, both NO and CO

representations of PNOF5 valence orbitals are given for a

selected set of molecules, namely, H2O, CH4, (BH3)2,

BrF5 and C6H6. These molecules have been chosen to show

the equivalency between both pictures of the orbitals and

how these two pictures are connected. In all figures, the

corresponding diagonal elements of the matrix of Lagrange

multipliers and 1-RDM have been included. For the latter,

twice of its values are reported, for example , the double of

the occupancies in the case of the NO representation, and

the double of the average number of particles in the orbital

under consideration, for the CO representation.

−0.8538 (1.9818)

−0.7238 (1.9931)

−0.0179 (0.0182)
−0.0084 (0.0069)

E

−1.3458 (1.9868)

−0.7167 (1.9816)

−0.5821 (1.9869)
−0.5057 (1.9915)

−0.0186 (0.0184)−0.017 (0.0184)
−0.0085 (0.0085)

−0.0075 (0.0079)

Canonical Orbital RepresentationNatural Orbital RepresentationFig. 1 PNOF5 valence natural

and canonical orbitals for H2O,

along with their corresponding

diagonal Lagrange multipliers

in Hartrees, and diagonal

elements of the 1-RDM, in

parenthesis
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All calculations have been carried out at the experi-

mental geometries [16], using the PNOFID code [39]. The

correlation-consistent cc-pVDZ-contracted Gaussian basis

sets [7, 57] have been employed. No important differences

were observed for orbitals obtained with larger basis sets.

In Fig. 1, the PNOF5 valence natural and canonical

orbitals calculated for the water molecule are shown. It is

observed that NOs agree closely to the picture emerging

from chemical bonding arguments: the O atom has sp3

hybridization, two of these orbitals are used to bound to H

atoms, leading to two degenerate oxygen-hydrogen r
bonds, and the remaining two are degenerated lone pairs.

NO representation provides a theoretical basis to the

VSEPR model. On the other hand, in the CO representa-

tion, the obtained orbitals are symmetry adapted and

resemble those obtained by usual molecular orbital theo-

ries, for example, HF or DFT.

The valence natural and canonical orbitals of methane

are depicted in Fig. 2. The NO representation describes the

bonding picture in methane as four equivalent C–H bonds,

resembling those that can be obtained with the VB method.

Carbon is hybridized to form four sp3-type orbitals. Each of

such orbitals form a covalent bond with the 1s of one of the

H atoms. The calculated orbital energies and occupation

numbers are the same for these four orbitals.

On the contrary, the COs are symmetry adapted, and one

can observe that the fourfold degeneracy is broken into one

orbital of a1 symmetry and threefold degenerate t2 orbitals.

Focussing on the diagonal elements of the 1-RDM in

both representations, we note that these values are close to

1 or 0. Moreover, the off-diagonal elements are exactly

zero in the NO representation, and they can be neglected in

the CO representation; ergo, the 1-RDM is practi-

cally idempotent in both representations. Because the

−0.0126 (0.0160)

−0.6517 (1.9840)

E

Natural Orbital Representation

−0.9458 (1.9840)

−0.5521 (1.9840)

−0.0141 (0.0160)

−0.0120 (0.0160)

Canonical Orbital RepresentationFig. 2 PNOF5 valence natural

and canonical orbitals for CH4,

along with their corresponding

diagonal Lagrange multipliers

in Hartrees, and diagonal

elements of the 1-RDM, in

parenthesis

E

−0.5702 (1.9843)

−0.6809 (1.9891) −0.6809 (1.9891)

−0.0090 (0.0109)−0.0090 (0.0109) −0.0111 (0.0157)

−0.8875 (1.9866)

−0.5630 (1.9870)
−0.5196 (1.9851)

−0.0124 (0.0149)

−0.0096 (0.0126) −0.0092 (0.0138)

Canonical Orbital RepresentationNatural Orbital RepresentationFig. 3 PNOF5 valence natural

and canonical orbitals for

(BH3)2, along with their

corresponding diagonal

Lagrange multipliers in

Hartrees, and diagonal elements

of the 1-RDM, in parenthesis
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off-diagonal elements of the Lagrangian are not negligible

in the NO representation, -kpp cannot approximate the IP,

and it is completely wrong to expect one valence ionization

energy fourfold degenerate in methane. On the contrary,

the obtained �k0pp may be considered as good estimation

for the IP. In [26], it was shown that PNOF5 is able to

describe the two peaks of the vertical ionization spectra of

methane via the EKT. The obtained here IPs for methane,

by means of the negative value of the CO energies, are

15.02 and 25.74 eV, which are very close to the PNOF5-

EKT values of 15.14 and 25.82 eV, and to the experimental

IPs of 14.40 and 23.00 eV, respectively [26]. This is an

example of how both one-electron pictures complement

each other. It is evident that the NO representation agrees

perfectly with the chemical bonding arguments, whereas

the CO representation solves the problem raised for the

ionization potentials.

Diborane (BH3)2 is an electron deficient molecule. The

PNOF5 valence NO scheme predicts three-center two-

electron (3c–2e) bonds, linking together both B atoms

through intermediate H atoms, as can be seen on the left

side of Fig. 3. Four degenerated B–H r bonding orbitals

are predicted to be coupled with their corresponding anti-

bonding orbitals, while two degenerated B–H–B bonding

orbitals are coupled with their corresponding antibonding

orbitals. The CO scheme, depicted on the right side of

Fig. 3, shows a similar delocalized picture as the standard

molecular orbital calculations. According to this picture,

the 3c–2e bonds are correctly described.

In Fig. 4, the PNOF5 orbitals calculated for BrF5 are

given. The NO representation depicts the bonding in this

molecule as four degenerated Br–F r bonds on the equa-

torial plane, and one Br–F r bond on the axial axis. Each F

atom has sp3 hybridization, having the three lone pairs (not

−1.1427 (1.9992)
−1.0075 (1.9816) −0.9155 (1.9829)−0.9155 (1.9829)

−0.0182 (0.0171)−0.0182 (0.0171) −0.0196 (0.0184)

−0.6845 (1.9838)

−0.8823 (1.9886)

−0.8689 (1.9881)

−0.5452 (1.9852)

−0.6971 (1.9895)

−0.0232 (0.0174) −0.0232 (0.0174)−0.0253 (0.0182)

E

Natural Orbital Representation Canonical Orbital RepresentationFig. 4 PNOF5 valence natural

and canonical orbitals for BrF5,

along with their corresponding

diagonal Lagrange multipliers

in Hartrees, and diagonal

elements of the 1-RDM, in

parenthesis

Natural Orbital Representation

−0.3938 (1.9587)

−0.0155 (0.0413)

−0.3403 (1.9573)

E

−0.5012 (1.9587)

−0.0169 (0.0427)
−0.0122 (0.0413)

Canonical Orbital RepresentationFig. 5 PNOF5 valence natural

and canonical orbitals for C6H6,

along with their corresponding

diagonal Lagrange multipliers

in Hartrees, and diagonal

elements of the 1-RDM, in

parenthesis
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shown in the figure) as far apart as possible, in accordance

to the VSEPR model. In principle, this NO representation

of the PNOF5 orbitals provides a picture that could

resemble that predicted by the molecular orbital theories.

In the axial Br–F bonds, the quasilinear F–Br–F two bonds

are constructed mainly by the same bromine p orbital.

Consequently, these two bonds are ‘‘connected’’ by the

same p orbital in the center.

A better agreement with the molecular orbital pictures is

indeed obtained in the complementary CO representation.

It may be observed that COs describe perfectly the three-

center four-electron (3c–4e) bonds, where four electrons

are delocalized along the quasilinear F–Br–F bonds. Fur-

thermore, the obtained COs are symmetry-adapted.

Benzene can be considered as a model molecule for

aromatic systems. It is well known that aromaticity can be

described by both localized and delocalized orbitals. VB

theory describes the p delocalization by combinations of

structures containing localized p bonds between adjacent

carbon atoms. On the other hand, HF approximation can

predict the delocalization effects with only one Slater

determinant, in accordance to the Huckel model. The six p

orbitals of carbon atoms involved in the p system form six

molecular orbitals, one with 0 nodes, 2 degenerate orbitals

with 2 nodes, 2 degenerate orbitals with 4 nodes and finally

a totally antibonding orbital with six nodes.

In Fig. 5, the PNOF5 NOs and COs for benzene are

shown. For the sake of clarity, only the orbitals involved in

the p system are depicted. Focusing on the NO represen-

tation, three degenerate p orbitals are obtained, coupled

with their corresponding antibonding orbitals. According to

this picture, one could infer that the delocalization effects

are not fully taken into account for benzene; however, there

are significant values for the off-diagonal elements of the

matrix of Lagrange multipliers that contain this informa-

tion. The CO representation corroborates this hyphothesis

showing the typical orbital picture. It should be mentioned

that, in the NO representation, the remaining r-type orbi-

tals are localized C–C and C–H bonds, while in the CO

representation, these r-type orbitals are delocalized along

the molecule. The obtained COs are symmetry adapted as

in above described cases. Accordingly, PNOF5 can also

handle aromatic systems.

4 Vertical ionization potentials

We have shown above, in Subsect. 2.1, that if the 1-RDM

keeps close to the diagonal form in the CO representation,

then the values �k0pp=C
0
pp may be considered as good

estimations of the principal ionization potentials. Even

more, if the 1-RDM is almost idempotent, the negative

values of the CO energies may be taken as well. In this

section, the calculated vertical ionization energies of an

enlarged set of molecules are shown.

Table 1 lists the obtained vertical IPs calculated as �k0pp
for a selected set of molecules. For these systems, the

1-RDM is close to the corresponding idempotent matrix,

with diagonal elements near to 1 or 0. For comparison, the

ionization energies obtained at the HF level of theory, by

means of KT, as well as the PNOF5 IPs via the EKT have

been included.

We observe that the negative values of the corresponding

orbital energies in the CO representation agree well with the

experimental data. The better agreement between the HF IPs

and the experiment is due to the partial cancellation of the

electron correlation and orbital relaxation effects, an issue

that has been long recognized in the literature. In our case,

�k0pp takes into account the electron correlation, but neglect

the orbital relaxation in the (N - 1)-state, hence, the

corresponding orbital energies in the canonical orbital rep-

resentation tend to produce too positive IPs.

Table 2 collects a selected set of molecules with vertical

IPs, calculated as �k0pp, that are smaller than the IPs

obtained via EKT. In the CO representation, these mole-

cules have 1-RDMs which could be considered rather

Table 1 First vertical ionization potentials, in eV, obtained at the HF

and PNOF5 levels of theory by means of the KT and EKT, respec-

tively, along with the negative values of the corresponding orbital

energies in the canonical orbital representation (�k0pp)

HF-KT PNOF5-EKT �k0pp EXP

N2 rg 17.05 (1.45) 16.45 (0.85) 16.98 (1.38) 15.60

F2 pg 18.03 (2.16) 17.23 (1.36) 18.12 (2.25) 15.87

LiH r 8.17 (0.47) 7.53 (-0.17) 8.60 (0.90) 7.70

HF p 17.12 (0.93) 16.76 (0.77) 17.55 (1.36) 16.19

HCl p 12.82 (0.09) 12.63 (-0.06) 12.99 (0.22) 12.77

CO r 14.93 (0.92) 14.16 (0.15) 14.81 (0.80) 14.01

SiO r 11.78 (0.17) 11.82 (0.21) 11.98 (0.37) 11.61

H2O b1 13.42 (0.64) 13.06 (0.28) 13.76 (0.98) 12.78

NH3 a1 11.41 (0.61) 11.05 (0.25) 11.67 (0.87) 10.80

H2CO b2 11.84 (0.94) 11.74 (0.84) 12.24 (1.34) 10.90

C6H6 e1g 9.05 (-0.20) 9.20 (-0.05) 9.26 (0.01) 9.25

CO2 pg 14.59 (0.81) 13.96 (0.18) 14.89 (1.11) 13.78

SO2 a1 13.24 (0.74) 13.00 (0.50) 13.47 (0.97) 12.50

BrF5 a1 14.46 (1.29) 13.62 (0.45) 14.84 (1.67) 13.17

ClF3 b1 14.52 (1.47) 13.53 (0.48) 14.66 (1.61) 13.05

CH3CClO a0 10.73 (-0.30) 11.13 (0.10) 12.65 (1.62) 11.03

HCOOH a0 12.43 (0.93) 12.29 (0.79) 12.98 (1.48) 11.50

CH3OCH3 b1 11.36 (1.26) 11.24 (1.14) 11.62 (1.52) 10.10

HOC–CHO ag 11.75 (1.15) 11.58 (0.98) 12.02 (1.42) 10.60

HCONH2 a00 11.20 (1.04) 10.34 (0.18) 11.49 (1.33) 10.16

CH3SH a 9.56 (0.12) 9.33 (-0.11) 9.73 (0.29) 9.44

Differences between theoretical values and the experiment, in parenthesis. The

cc-pVDZ basis sets have been employed
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diagonal instead of idempotent. Certainly, the off-diagonal

elements of the CO 1-RDM can be neglected, and in most

cases diagonal values C0
pp differ significantly from 1 and 0.

In these particular systems, where both C0 and K0 can be

considered diagonal matrices, the estimated IPs via EKT

reduces to �k0pp=C
0
pp according to Eq. (17). We observe an

outstanding agreement between the fourth and fifth col-

umns of Table 2.

Exceptions are HCN and CH3CN. These molecules have

values different from 1 and 0 in the diagonal of the new

1-RDM C; and in addition, the off-diagonal elements cannot

be neglected as in previous cases. Accordingly, the orbital

energy in the CO representation yields an smaller estimation

for the IP than EKT, but the corrected value obtained dividing

�k0pp by the corresponding diagonal element of C0 is larger

than it.

5 Conclusions

It has been shown that PNOF5 provides two complemen-

tary pictures of the electronic structure of molecules,

namely, the NO and the CO representations. In the NO

representation, the matrix of Lagrange multipliers is a

symmetric non-diagonal matrix, whereas the 1-RDM is

diagonal. Conversely, the matrix of Lagrange multipliers is

transformed to yield a diagonal matrix in the CO repre-

sentation, but the 1-RDM becomes a symmetric non-

diagonal matrix. This transformation can be done only after

solving the problem in the NO representation because K is

symmetric only at the extremum. Hence, we are forced to

obtain firstly the NOs which minimize the energy, and

afterward, K is transformed from the NO representation, in

which it is not diagonal, to the CO representation in which

it is diagonal. Unfortunately, both matrices cannot be

diagonalized simultaneously; however, NO and CO repre-

sentations are unique one-particle pictures of the same

solution, ergo, complement each other in the description of

the electronic structure.

PNOF5 NOs are localized orbitals that nicely agree with

the chemical intuition of chemical bonding, VB and

VSEPR bonding pictures. On the contrary, PNOF5 COs are

symmetry-adapted delocalized orbitals similar to those

obtained by molecular orbital theories. The shape of COs

obtained for diborane (BH3)2, bromine pentafluoride (BrF5)

and benzene (C6H6) supports the idea that PNOF5 is able to

describe correctly the electronic structure of molecules

containing three-center two-electron (3c–2e) bonds, three-

center four-electron (3c–4e) bonds and the delocalization

effects related to the aromaticity.

The new COs arises directly from the unitary transfor-

mation that diagonalizes the matrix of Lagrange multipliers

of the NO representation. The values of this diagonal

Lagrangian in the CO representation can be interpreted in

the same vein as HF case, but including electron correla-

tion effects, that is, the ionization energies are the negative

of the corresponding orbital energies. We have shown

theoretically and numerically that this approximation is

valid when the obtained CO 1-RDM is close to the idem-

potent one. In some particular cases, where both the

Lagrangian and 1-RDM can be considered diagonal

matrices, the corrected value obtained dividing by the

corresponding diagonal element of the 1-RDM yields

practically same estimations as the EKT.
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8. Fock VA (1930) Näherungsmethode zur Lösung des quanten-

mechanischen Mehrkörper- problems. Z Phys 61(1–2):126–148

9. Gilbert TL (1975) Hohenberg-Kohn theorem for nonlocal exter-

nal potentials. Phys Rev B 12(6):2111–2120

10. Gillespie RJ, Nyholm RS (1957) The valence-shell electron-pair

repulsion theory. Quart Rev Chem Soc 11:339–80

11. Goedecker S, Umrigar CJ (2000) Natural Orbital Functional

Theory. In: Cioslowski J (ed.) Many-electron densities and

reduced density matrices, pp 165–181. Kluwer, New York

12. Hartree DR (1928) The wave mechanics of an atom with a non-

coulomb central field. Part I. Theory and Methods. Proc. Camb

Phil. Soc. 24(1):89–110

13. Heitler W, London F (1927) Wechselwirkung neutraler Atome
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Received: 31 October 2012 / Accepted: 6 January 2013 / Published online: 30 January 2013

� Springer-Verlag Berlin Heidelberg 2013

Abstract The suitability of di-thiosubstituted derivatives

of formic acid dimer, both in hydroxyl and carbonyl

position, as possible hydrogen-bonded electron transfer

linkers in a hypothetical donor–acceptor dyad for photo-

voltaic cells and artificial photosynthesis reactors has been

studied from a theoretical point of view. To this purpose,

the valence singlet electronic excited states of the four

possible di-thiosubstituted isomers have been characterized

through multi-state complete active space second-order

perturbation theory (MS-CASPT2). These hydrogen-bon-

ded systems present electronic spectra consisting of np*

and pp* excitations, both intra- and intermonomer. The

eventual comparison of the calculated spectroscopic char-

acteristics of the isolated hydrogen-bonded linkers with the

experimental spectrum of the chromophore in a donor–

acceptor dyad could allow establishing whether the linker

would compete with the electron donor in the photon

absorption process. Additionally, the analysis of the

structural changes undergone by these species upon elec-

tronic excitation to the S1 would allow determining

whether the population of this state of the linker upon

UV–vis light absorption could compromise the formation

of the charge transfer complex, key in the performance of

photovoltaic devices.

Keywords Hydrogen-bonded linkers � Formic acid

dimer � Di-thiosubstituted derivatives � MS-CASPT2 �
Solar cells � Charge transfer � Donor–acceptor dyad

1 Introduction

In the last decades, the increasing demand of new materials

and electronic nanodevices for high-performance organic

solar cells [1–5] has motivated a growing interest on solar

energy convertors based on the same key process, a pho-

toexcitation leading to a charge separation [1, 5]. The

simplest version of such photovoltaic devices is a donor–

acceptor dyad at least composed by an electron donor

chromophore, an electron acceptor and a linker that con-

trols their distance and electronic interactions. In an

organic photovoltaic cell, the dyad is connected to two

electrodes, which convey the two-formed charges in a

circuit, producing electrical current.

The process of charge separation starts when a photon

hits the chromophore, generating an exciton. Under normal

conditions, the exciton does not travel long distances, and

the chromophore remains in the so-called excited state that

usually decays rapidly, relaxing either radiatively or ther-

mally. Nevertheless, under certain circumstances, the

above relaxation mechanisms compete with other pro-

cesses such as charge transfer (CT), for instance in those

cases where the chromophore is connected to a strong

electron acceptor. In these situations, the exciton could be

forced to dissociate driving the system into a CT complex,
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where the electron has been transferred to one of the

acceptor’s lowest lying unoccupied MOs (LUMOs) and the

hole still remains on one of the donor highest lying occu-

pied MOs (HOMOs). This hybrid state, lying at the inter-

face between donor and acceptor moieties, governs in solar

cells both the voltage-dependent photocurrent as well as

the open circuit voltage [5]. The efficiency and the rate of

this final step depend on macroscopic values as charge

carriers’ average mobility, materials’ average dielectric

constant, and distance below which the CT complex

polarons thermally relax, [5, 6] but also on microscopic

aspects such as coulombic interactions caused by mole-

cules orientation toward the heterojunction [5, 7].

Inspired by the efficiency of biological photosynthesis,

the number of biomimetic studies on the control of electron

transfer reactions through a network of hydrogen bonds

(HBs) has significantly increased [4, 8]. Indeed, it has been

shown that hydrogen-bonded donor–acceptor assemblies

ensure more efficient electronic communication than

comparable r- or p-bonding networks [9, 10].

However, in the event that the electronic absorption

spectra of the hydrogen-bonded connector and that of the

electron donor overlap, the efficiency of the entire device

can be seriously compromised, directly, due to the reduc-

tion in potentially absorbable photons by the electron

donor, preventing the formation of excitons, or indirectly,

since geometric changes in the hydrogen-bonded linker,

due to its electronic excitation, could interfere with the

formation of the CT complex and/or its dissociation, ulti-

mately provoking a collapse of the hydrogen-bonded

photovoltaic device. Therefore, the spectroscopic charac-

terization of the connector is of fundamental importance

for the successful design of a charge separation reaction

center. The aim of this paper is to present such a spectro-

scopic characterization for the linkers built-up from the

substitution of two oxygen atoms in formic acid dimer and

leading to the four hydrogen-bonded complexes: HCSSH–

HCOOH, HCOSH–HCSOH, HCSOH–HCSOH, and

HCOSH–HCOSH, shown in Fig. 1. Similar species based

on double HB interactions between a carboxylate anion and

an amidinium cation have been used in dyads with pho-

tovoltaic activity. The comparison of the results for the di-

thiosubstituted dimers with those obtained for formic acid

dimer and its mono-thiosubstituted derivatives will allow

determining the effect that a second sulfur atom has in the

UV absorption spectra of these systems and whether their

spectroscopic properties could broaden the range of chro-

mophores with which the new linkers can be used.

Finally, the characterization of the structure and bonding

of the first electronic excited state in these systems will

allow estimating the impact that, in the CT complex of the

photovoltaic device, has the change in the structure of

the linker in the hypothetical case, these electronic states

are populated by UV–vis photons.

To our knowledge, no experimental spectroscopic

studies on formic acid dimer di-thiosubstituted derivatives

have been reported to date (Table 1).

2 Computational details

The ground state structures of the four studied dimers were

optimized using the B3LYP [11, 12] functional in

Table 1 Summary of formic acid dimer and its monosubstituted

derivatives vertical energies and oscillator strengths for the electronic

transitions absorbing below 10 eV, analyzed in Ref. [27]

HCOOH–

HCOOH

HCOSH–

HCOOH

HCSOH–

HCOOH

DE/eV f DE/eV f DE/eV f

Intra-monomer

nc¼op�c¼o 6.13 0.000 6.17 0.001 6.27 0.001

nc¼xp�c¼x Sð Þ 6.21 0.001 4.94 0.000 3.82 0.000

pc¼op�c¼o 8.25 0.655 8.31 0.456 8.33 0.471

pc¼xp�c¼x Sð Þ 7.56a 0.000 5.98 0.396 5.58 0.477

Inter-monomer

nc¼xp�c¼x 9.13 0.002 8.71 0.000 8.92 0.001

nc¼xp�c¼x Sð Þ 9.17 0.000 10.63 0.000 8.62 0.002

pc¼xp�c¼x 9.80 0.000 9.59 0.004 9.84 0.035

pc¼xp�c¼x Sð Þ 9.93 0.005 9.71 0.011 8.73 0.003

(S) only applies to HCOSH–HCOOH and HCSOH–HCOOH dimers

and denotes, in the intramonomer section, transitions occurring in the

thiosubstituted monomer and, in the intermonomer section, transitions

where the electron is promoted from an orbital from the thiosubsti-

tuted monomer
a Excitation energy underestimated due to the very low reference

weight in the CASPT2 calculation. This transition is expected to peak

at 8.25 eV [27]

Fig. 1 Formic acid dimer di-thiosubstituted derivatives
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conjunction with the Pople basis set 6-311??G(3df,2p)

[13], recommended in previous works for the optimization

of species containing sulfur atoms [14–16]. Tables 2, 3, 4,

and 5 collect the valence vertical electronic excitation

energies and oscillator strengths, calculated with the

CASSCF method [17] along with a triple-zeta contracted

set of natural orbitals ANO-L (C,O[4s3p2d]/S[5s4p2d]/

H[3s2p]) [18]. Other excitations (double or Rydberg tran-

sitions) above the highest valence states were not included

in the tables for simplicity.

Four active spaces of the sizes (12,14), (12,11), (12,14),

and (12,10) were employed to model the UV absorption

spectra of HCSSH–HCOOH, HCOSH–HCSOH, HCSOH–

HCSOH, and HCOSH–HCOSH. All the above active

spaces have in common two lone pairs, nc=x (X=O, S),

lying at the dimer plane and sitting at the carbonyl/thio-

carbonyl position, and 3 pairs of frontier p orbitals,

including a bonding p1
c¼x

� �
, a non-bonding p2

c¼x

� �
and an

antibonding p�c¼x

� �
orbital, where in the first two cases the

superindex represents the number of nodes of the corre-

sponding MO, (See Fig. 2).

All the remaining orbitals until completing the final

sizes correspond to virtual orbitals included to avoid

intruder states. All CASSCF calculations were carried out

using the state average formalism, under Cs symmetry

constraints, entailing the number of roots necessary for

describing all valence excited states, that is, 8 roots of both

A0 and A00 symmetries for HCSSH–HCOOH, 6 and 3 roots

of A0 and A00 symmetries for HCOSH–HCSOH, 8 and 6

roots of A0 and A00 symmetries for HCSOH–HCSOH, and 5

and 3 roots of A0 and A00 symmetries for HCOSH–HCOSH.

Dynamic correlation was incorporated via a second-order

perturbation theory treatment of the CASSCF wave func-

tion through the MS-CASPT2 method [19]. A real level

shift [20] parameter of 0.3 was employed in order to

remove further problems connected to intruder states.

Excited state geometry optimizations were performed at

the CASSCF/aug-cc-pVTZ [21–23] level of theory, using

the (8,6) active space defined in Fig. 2. The same protocol

was employed for optimizing the ground states in order to

analyze the structural changes undergone by these species

Fig. 2 Exemplary SA-CASSCF valence molecular orbitals used in

the calculation of A0 and A00 electronic transitions of the HCSSH–

HCOOH dimer. Sulfur and oxygen atoms are represented in yellow
and red, respectively. The n superindex of pn orbitals denotes the total

number of nodes of the MO. Similar orbitals or linear combinations of

them were obtained in the excited state calculations of the rest of di-

thiosubstituted dimers. Framed in green, the orbitals included in the

active space employed in the geometry optimizations of the S1 states

Table 2 MS-CASPT2 excitation energies DE (eV, nm), configura-

tion interaction coefficients (CI) and oscillator strengths (f), for the

valence lower-lying excited states of the HCSSH–HCOOH dimer

State

symmetry

MS-CASPT2//CASSCF(12,14)/ANO-L

Main

configuration

CI

coefficient

DE/eV DE/nm f

11A00 (S1)a nc¼s ! p�c¼s -0.94 2.79 444 0.4901

21A0 (S2)a
p

2

c¼s ! p�c¼s
0.91 4.50 276 0.0864

21A00 (S3)a nc¼o ! p�c¼o -0.85 5.93 209 0.1802

31A0 (S4)a
p

1

c¼s ! p�c¼s
0.76 6.84 181 0.1704

DE -0.50

31A00 (S5)b nc¼o ! p�c¼s 0.87 7.34 169 0.0211

41A00 (S6)b nc¼s ! p�c¼o -0.84 7.42 167 0.0006

41A0 (S7)b
p

2

c¼o ! p�c¼s
-0.71 7.86 158 0.0289

p
2

c¼o ! p�c¼o
-0.55

51A0 (S8)a
p

2

c¼o ! p�c¼o
-0.56 8.36 148 0.0000

p
2

c¼s ! p�c¼o
0.53

p2
c¼o ! p�c¼s

0.45

61A0 (S9)a DE -0.79 8.56 145 0.0009

71A0 (S10)b
p

2

c¼s ! p�c¼o
-0.70 9.28 134 0.0002

p
2

c¼o ! p�c¼o
-0.43

81A0 (S11)a DE -0.69 9.46 131 0.0008

p
1

c¼s ! p�c¼s
0.49

Ground state total energy:

-1023.972452 Eh

DE double excitations
a Intramonomer excitations, b intermonomer excitations
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upon electronic excitation. Finally, the bonding in the

excited states will be investigated in the frame of the AIM

theory of Bader [24], through the mapping of the topology

of the electron density and localization of bond and ring

critical points.

Ground and excited state geometry optimizations were

carried out using Gaussian 09 [25], while vertical energies

and oscillator strengths were calculated with MOLCAS 7.4

[26] suite of programs.

3 Results and discussion

3.1 UV vertical excitation energies

Before start discussing the calculated UV vertical absorption

energies of di-thiosubstituted dimers, we shall briefly revisit

the main characteristics of the electronic spectra of formic

acid dimer and its monosubstituted derivatives, analyzed in

detail in ref. [27]. For the sake of clarity, a summary of the

vertical energies and oscillator strengths for the electronic

transitions absorbing below 10 eV for these species has been

included in Table 1. The calculated UV spectra of these

three species are characterized by an imaginary division line

which separates intramonomer transitions, taking place in a

single moiety, and intermonomer or CT transitions involving

the two constituting monomers.

Within both regions, electronic transitions were found to

be arranged according the two established patterns: np* -

np* - pp* - pp* characteristic of formic acid dimer

spectrum and np* - pp* - np* - pp* governing the

absorption spectrum of the mono-thiosubstituted dimers.

This change of pattern has its origin in a red-shift of the

electronic vertical excitation energies which unevenly

affects np* and pp* transitions upon sulfur substitution,

which was also found to affect the oscillator strengths of

these excitations.

Table 4 MS-CASPT2 excitation energies DE (eV, nm), configura-

tion interaction coefficients (CI) and oscillator strengths (f), for the

low-lying excited states of the HCSOH–HCSOH dimer

State

symmetry

MS-CASPT2//CASSCF(12,14)/ANO-L

Main

configuration

CI

coefficient

DE/eV DE/nm f

11A00 (S1) nðA�BÞ ! p�ðAþBÞ -0.79 3.56 348 0.0119

nðAþBÞ ! p�ðA�BÞ -0.47

21A00 (S2) nðA�BÞ ! p�ðA�BÞ 0.70 3.67 337 0.6679

nðAþBÞ ! p�ðAþBÞ 0.58

21A0 (S3) p
2

ðAÞ ! p�ðAþBÞ -0.62 5.03 246 0.0109

p
2

ðBÞ ! p�ðA�BÞ 0.35

31A0 (S4) p
2

ðBÞ ! p�ðAþBÞ -0.65 5.44 228 0.0009

p
2

ðAÞ ! p�ðA�BÞ 0.47

p
2

ðBÞ ! p�ðA�BÞ 0.32

31A00 (S5) DE 6.01 206 0.0000

41A00(S6) DE 6.19 200 0.0000

51A00 (S7) nðA�BÞ ! p�ðA�BÞ 0.59 6.90 180 0.0000

nðAþBÞ ! p�ðAþBÞ -0.69

61A00 (S8) nðA�BÞ ! p�ðAþBÞ 0.48 7.06 176 0.0000

nðAþBÞ ! p�ðA�BÞ -0.76

41A0 (S9) DE 7.08 175 0.0000

51A0 (S10) DE 7.09 175 0.0008

61A0 (S11) p
2

ðBÞ ! p�AþBÞ 0.37 7.21 172 0.0000

p
2

ðBÞ ! p�ðA�BÞ 0.66

71A0 (S12) p2
ðAÞ ! p�ðAþBÞ 0.42 7.36 168 0.0000

p
2

ðBÞ ! p�ðAþBÞ -0.37

p
2

ðAÞ ! p�ðA�BÞ -0.68

Ground state total energy:

-1023.974778 Eh

DE double excitations

(A) and (B) denote the two identical dimer moieties. (?) and (-) stand for

positive and negative linear combinations of the orbitals of the different

dimer moieties

Table 3 MS-CASPT2 excitation energies DE (eV, nm), configuration

interaction coefficients (CI), and oscillator strengths (f), for the

valence lower-lying excited states of the HCOSH–HCSOH dimer

State

Symmetry

MS-CASPT2//CASSCF(12,11)/ANO-L

Main

configuration

CI

coefficient

DE/eV DE/nm f

11A00 (S1) nc¼s ! p�c¼s -0.94 3.62 343 0.2494

21A00 (S2) nc¼o ! p�c¼o -0.91 4.95 251 0.6738

21A0 (S3) p
2

c¼s ! p�ðc¼oþc¼sÞ 0.74 5.34 232 0.0051

p
2

c¼s ! p�ðc¼o�c¼sÞ -0.48

31A0 (S4) p
2

c¼o ! p�ðc¼oþc¼sÞ -0.71 5.77 215 0.0066

p
2

c¼o ! p�ðc¼o�c¼sÞ -0.47

31A00 (S5) nc¼s ! p�c¼o -0.94 6.28 198 0.0000

41A0 (S6) p
2

c¼s ! p�ðc¼o�c¼sÞ -0.70 7.42 167 0.0000

p
2

c¼s ! p�ðc¼oþc¼sÞ -0.55

51A0 (S7) p
2

c¼o ! p�ðc¼o�c¼sÞ -0.70 7.84 158 0.0000

p
2

c¼o ! p�ðc¼oþc¼sÞ 0.54

Ground state total energy:

-1023.966949 Eh

(?) and (-) stand for positive and negative linear combinations of the

orbitals of the different dimer moieties
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3.1.1 HCSSH–HCOOH

The MS-CASPT2//SA-CASSCF vertical absorption ener-

gies for HCSSH–HCOOH dimer are collected in Table 2.

According to these results, its UV absorption spectrum

would consist of a very intense band peaking at 2.8 eV (S1)

followed by three less intense absorptions in the region of

4.5–7 eV (S2–S4). The S1 and S3 states present an np*

character and are localized in the thiosubstituted monomer

and in the formic acid moiety, respectively, while the S2

and S4 have a predominant pp* nature.

A careful comparison between Tables 1 and 2 reveals

that di-thio-substitution within the same monomer breaks

the clear division between intra- and intermonomer exci-

tations characteristic of the unsubstituted and monosubsti-

tuted dimers. In addition, no clear pattern among np* and

pp* transitions is observed in the electronic spectrum

summarized in Table 2 in contrast to HCOOH–HCOOH,

HCSOH–HCOOH or HCOSH–HCOOH [27].

There are, however, some absorptions common to the

electronic spectra of these four species, such as the intra-

monomer transitions taking place in the common moiety to

the four dimers, that is, the HCOOH monomer. Specifically,

the nc¼o ! p�c¼o and pc¼o ! p�c¼o excitations, peaking

around 6.1 and 8.3 eV for the unsubstituted and monosub-

stituted dimers [27] (See Table 1), were calculated at 5.93

and 8.36 eV for HCSSH–HCOOH (See Table 2). The small

energy differences registered for the above transitions can be

either attributed to the use of different basis sets in both

works or alternatively to the different chemical environ-

ments surrounding the fragment where the excitations occur.

Interestingly, the oscillator strength of these transitions is

also affected by the introduction of a second sulfur atom in

the molecule. Thus, the intensity of the np* transition

becomes 100 times stronger in the HCSSH–HCOOH dimer,

while the pp* transition goes from being one of the

most intense absorptions in HCOOH–HCOOH and its

mono-thiosubstituted derivatives to a dark state in HCSSH–

HCOOH.

In general, double thio-substitution within the same

monomer affects in a larger extent the rest of the transi-

tions. Specifically, intramonomer excitations occurring in

the sulfur-substituted monomer and CT transitions shift to

lower energies as compared to HCSOH–HCOOH or

HCOSH–HCOOH, being this shift slightly larger when the

second sulfur substitution takes place in the carbonyl

position.

Finally, it is interesting to mention that simultaneous

substitution of the hydroxyl and carbonyl oxygens by sul-

fur in the same monomer greatly stabilize the p1
c¼s ! p�c¼s

transition. As a consequence, while this transition is

observed at 6.84 eV for the HCSSH–HCOOH complex, it

was not found among the transitions absorbing below

10 eV in formic acid dimer or its mono-thiosubstituted

derivatives.

3.1.2 HCOSH–HCSOH

Table 3 summarizes the MS-CASPT2-calculated valence

vertical transition energies and relative intensities for for-

mic acid dimer di-thiosubstituted in the carbonyl and the

hydroxyl positions of different monomers. The nc¼o !
p�c¼s transition is not reported because it was omitted from

the calculation due to the huge number of double excita-

tions which precede it and that complicated the perturba-

tion treatment.

Similarly to HCSSH–HCOOH, the electronic absorption

spectrum of HCOSH–HCSOH is governed by np* intra-

monomer excitations, which carry the largest oscillator

strengths, see Table 3. A closer look to this table reveals

that intra- and intermonomer excitations localize into two

different regions of the spectrum, reminding unsubstituted

and monosubstituted dimers spectra, although in this case,

intra- and intermonomer pp* excitations are difficult to

distinguish since the p* orbitals involved in these transi-

tions spread over the whole molecule.

Also for this species, we find some absorptions peaking at

the same wavelengths as in the spectra of monosubstituted

Table 5 MS-CASPT2 excitation energies DE (eV, nm), configura-

tion interaction coefficients (CI), and oscillator strengths (f), for the

low-lying excited states of the HCOSH–HCOSH dimer

State

symmetry

MS-CASPT2//CASSCF(12,10)/ANO-L

Main

configuration

CI

coefficient

DE/eV DE/nm f

11A00 (S1) nðBÞ ! p�ðBÞ -0.95 4.89 253 0.0000

21A00 (S2) nðAÞ ! p�ðAÞ -0.92 4.96 250 0.8380

21A0 (S3) p2
ðA�BÞ ! p�ðAþBÞ -0.73 5.73 216 0.0190

p2
ðAþBÞ ! p�ðA�BÞ -0.58

31A0 (S4) p
2

ðA�BÞ ! p�ðA�BÞ 0.64 6.01 206 0.0000

p2
ðAþBÞ ! p�ðAþBÞ 0.71

41A0 (S5) p
2

ðA�BÞ ! p�ðA�BÞ -0.71 8.06 154 0.0000

p
2

ðAþBÞ ! p�ðAþBÞ 0.63

51A0 (S6) p
2

ðA�BÞ ! p�ðAþBÞ 0.59 8.08 153 0.0000

p2
ðAþBÞ ! p�ðA�BÞ -0.74

31A00 (S7) nðBÞ ! p�ðAÞ 0.94 8.27 150 0.0001

Ground state total energy:

-1023.962576 Eh

(A) and (B) denote the two identical dimer moieties. (?) and (-) stand for

positive and negative linear combinations of the orbitals of the different

dimer moieties
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derivatives. In particular, this applies to nc¼s ! p�c¼s and

nc¼o ! p�c¼o transitions peaking at 3.62 and 4.95 eV, also

present in HCSOH–HCOOH and HCOSH–HCOOH dimers,

respectively. This also applies to pp* S3 and S4 states, which

appear red shifted by 0.2 eV, most probably due to the p*

orbital mixing mentioned above. Red-shifts between 1.3 and

2.8 eV were also registered for the transitions S5–S7 taking

the thiohydroxyl and thiocarbonyl-substituted derivatives as

a reference, leading fortuitously to the recovery of the

np* - np* - pp* - pp* ordering characteristic of formic

acid dimer.

3.1.3 HCSOH–HCSOH

An inspection of Table 4, containing the vertical excitation

energies and oscillator strengths for HCSOH–HCSOH,

reveals that both the lone pairs and p* orbitals describing

the lower-lying excitations in this dimer appear as linear

combinations of the former orbitals sitting on the two

monomers, preventing the discrimination between intra-

monomer and CT transitions, similarly to what observed

for the dimer described in Sect. 3.1.2. Also in this case, the

pattern np* - np* - pp* - pp* was found to govern

the two regions in which can be divided the spectrum,

typically associated to intra- and intermonomer regions.

The organization of the transitions according to this pat-

tern is attributed, in this case, to the high symmetry of this

dimer, C2h, which leads to the degeneration or near

degeneration (recall that all the calculations were per-

formed under Cs symmetry constraints) between pairs of

transitions with the same character. The first pairs of np*

and pp* transitions peak at ca. 3.6 and 5.4 eV very close

Fig. 3 Optimized geometries for the ground (S0, first column) and

the first excited (S1, second and third columns) states of

di-thiosubstituted derivatives of formic acid dimer. Values in normal

font correspond to B3LYP/6-311??G(3df,2p) optimized parameters

and CASSCF(8,6)/aug-cc-pVTZ optimized parameters are in square
brackets. Bond distances are given in Angstrom and angles in degrees

Theor Chem Acc (2013) 132:1338

123 Reprinted from the journal22



to the wavelengths where the same electronic states

absorb in the dimer monosubstituted in the carbonyl

position, pointing to the very little influence of the nature

of the monomer where the excitation does not take place.

As expected, this is not the case of S7–S8 np* and S11–S12

pp* transitions which experience red-shifts that can

amount up to 2.5 eV.

Also interesting, the comparison of the present spectrum

with that calculated for the di-thiosubstituted dimer in the

hydroxyl and carbonyl position in Table 3 allows estab-

lishing the effect of the position of di-thio-substitution—

carbonyl or hydroxyl—on the electronic energies. Thus,

from the generalized red-shift of the electronic spectrum of

HCSOH–HCSOH compared with that of HCOSH–

HCSOH, we conclude that a second oxygen-by-sulfur

substitution occurring in carbonyl position has a larger

effect on the electronic energies.

Introducing a second sulfur atom in carbonyl position

has also a great impact in the oscillator strengths and

therefore in the shape of the electronic spectrum. In this

respect, the intramonomer pp* transitions, which were

predicted to contribute to the greatest extent to the UV

spectrum of the HCSOH–HCOOH dimer, become darker

states in this dimer, while the opposite is observed for

intramonomer np* excitations which become the brightest

transitions in the di-thiosubstituted monomer.

Fig. 4 Molecular graphs for the ground (left) and first excited state minima (right) of HCSSH–HCOOH, HCOSH–HCSOH, HCSOH–HCSOH,

and HCOSH–HCOSH. Electron densities at the BCPs (blue) and RCPs (yellow) are in a.u
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3.1.4 HCOSH–HCOSH

Finally, this section analyzes the calculated UV absorptions

for the di-thiosubstituted dimer in the hydroxyl positions.

This species only differs from the dimer discussed in the

previous section, HCSOH–HCSOH, in a double proton

transfer, being the former species 3.8 kcal/mol more stable.

At 298 K, this process involves an energy barrier of

5.5 kcal/mol that would prevent interconversion between

both species.

Due to its C2h symmetry, this dimer shares some of the

features already described for the electronic spectrum of

the thiosubstituted dimer in both carbonyl positions. As for

HCSOH–HCSOH, the lowest lying np* and pp* transitions

in this dimer appear grouped in pairs of doubly degenerate

excited states absorbing at the same energy as their mon-

osubstituted analog HCOSH–HCOOH, whereas the

remaining excitations are shifted to lower energies with

respect to the same species. Contrary to the expectations,

however, these doubly degenerated transitions do not

follow the np* - np* - pp* - pp* sequence observed

for the other C2h system. Indeed, the only calculated CT

np* transition, S7, (the other was omitted from the multi-

configurational calculations to avoid problems in the per-

turbation treatment) appears above the least stable pp*

transitions, breaking the pattern.

Finally, the comparison of this spectrum with those of

the other two di-thiosubstituted dimers in different mono-

mers allows confirming our conclusions on the larger effect

which has the position of thio-substitution on the shift of

the electronic energies. In fact, the electronic spectrum for

this species is significantly shifted to higher energies than

that calculated for the hydroxyl and carbonyl substituted

dimer, which in turn is blue shifted compared to that of

HCSOH–HCSOH.

Neither the position nor the dimer in which second thio-

substitution occurs seem to have any effect on the oscillator

strength since as for the other species studied here the most

intense absorption corresponds to an intramonomer np*

transition.

At this point, it is worth stressing that HCOSH–HCOSH is

the only dimer among all the studied not absorbing above

280 nm. This, coupled to the fact that interconversion between

HCOSH–HCOSH and HCSOH–HCSOH is not likely to

occur, turns this dimer into a potential linker to be used in

photovoltaic devices working in the visible/near UV regime.

3.2 Geometries and bonding of the first excited states

Considering that a large change in the geometry of the

hydrogen-bonded linker upon excitation might seriously

affect the efficiency of the photovoltaic device, hindering

the formation of the CT complex, we have optimized the

first excited state S1 of all the dimers. Recall that,

according to the results discussed in the previous sections,

this state corresponds to the brightest transition in HCSSH–

HCOOH and has a non-negligible oscillator strength for

HCOSH–HCSOH. Although for the two other dimers,

HCSOH–HCSOH and HCOSH–HCOSH, the S1 does not

correspond to the brightest state, due to their symmetry,

analogous geometries as the ones optimized here are

expected for the states carrying the largest oscillator

strengths, that is, S2, which involve similar excitations.

Figure 3 collects the CASSCF geometries for the

ground and first excited states of all the dimers considered

in this work. The most remarkable difference between

these pairs of structures is the out of plane deviation of

the carbonyl/thiocarbonyl group of the monomer where the

excitation takes place. This loss of planarity of the mole-

cule is accompanied by a rearrangement of the bond

distances and bond angles. Specifically, the population of

the p* orbital after the promotion of an electron from the

lone pair sitting in the same moiety results in a stretching

by 0.01–0.04 Å of the C–XH (X=O, S) bond distance and

in a considerably larger elongation of the C=X (X=O, S)

bond which in average amounts to 0.17 Å.

This excitation also affects the two HBs that hold

together the two monomers, which significantly weaken in

the excited state, but has no influence in the geometry of

the moiety acting as a spectator during the excitation.

These changes in the geometries lead to a reorganization

of the electron density of these species, see Fig. 4. Thus, on

going from the S0 to the S1, we register an average decrease

in the electron density which amounts to 0.037, 0.143,

0.008, and 0.029 e.a.u-3 for the C=S, C=O, C–SH, and

C–OH bonds, respectively.

These results are useful in providing the trends which

should be expected in the geometry changes upon excita-

tion. It is important, however, not to forget the well-known

poor performance of CASSCF for the description of

hydrogen-bonded structures. Hence, the CASSCF geome-

tries and electron densities of Figs. 3 and 4 are only

qualitatively interesting. A quantitatively meaningful

description requires a method capable of accurately char-

acterizing excited states and at the same time including

dynamic correlation.

4 Concluding remarks

This paper reports on the calculated valence excited states

of the four di-thiosubstituted formic acid dimer derivatives

which differ in the position (carbonyl and hydroxyl) and

subunit which occupy the two sulfur atoms.

Due to the dimeric structure of these species, their

absorption spectrum can be divided in two regions,
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typically ascribed to intra- and intermonomer or charge

transfer absorptions. Except in the case of HCSSH–

HCOOH where intra- and intermonomer transitions appear

mixed, for the rest of the dimers excited states appear

organized into two different regions of the spectrum, sep-

arated by an energy gap comprised between ca. 0.5 and

2.0 eV.

Interestingly, all the dimers studied here present one or

several np* and pp* excitations peaking at the same

wavelength as in the mono-substituted dimers with which

they share the moiety where the excitation takes place.

This evidences the very little effect the electronic

structure of the monomer acting as a spectator has in the

intramonomer transitions. Obviously, this does not hold for

the highest lying np* and pp* states, typically of CT

character, where the nature of the two moieties involved in

the excitations determines the position of the absorption. In

general, the above transitions shift further to the red upon

introducing a second sulfur atom, especially if the second

thio-substitution takes place in the carbonyl position. This

is consistent with the fact that the calculated transitions for

HCSOH–HCSOH appear at lower energies compared with

HCOSH–HCSOH, whose spectrum is in turn red-shifted

with respect to HCOSH–HCOSH. Finally, these shifts,

which affect irregularly the different electronic transitions,

lead to the organization of the np* and pp* according to

different patterns. Thus, an np* - np* - pp* - pp*

pattern similar to the one found for formic acid dimer was

registered for HCOSH–HCSOH, HCSOH–HCSOH, and

the lowest energy region of the HCOSH–HCOSH spec-

trum. In contrast, no apparent ordering among the np* and

pp* electronic transitions was found in HCSSH–HCOOH,

and an unexpected pattern was observed for the highest

energy region of the HCOSH–HCOSH spectrum, where

pp* excitations appear slightly stabilized with respect to

the np* transition.

Similarly to formic acid dimer and its mono-thiosub-

stituted derivatives, theory predicts transitions absorbing in

the lower energy segment in which can be divided the

spectrum to contribute to a larger extent to the UV

absorption spectrum. However, whereas in the case of

formic acid dimer and its mono-thiosubstituted derivatives,

the largest oscillator strength is calculated for pp* excita-

tions, introducing a second sulfur atom in the molecule

renders these transitions dark and augments significantly

the intensity of the np* transitions which dominate the

spectrum of di-thiosubstituted derivatives.

In sum, except for HCOSH–HCOSH which is trans-

parent in the visible, UVA and UVB regions, caution

should be exercised when using the remaining dithiosub-

stituted dimers as hydrogen-bonded linkers in photovoltaic

devices with chromophores absorbing above 280 nm, see

Fig. 5. Moreover, the corresponding electronic excitations

could lead to the out of plane displacement of the carbonyl/

thiocarbonyl moiety where the excitation takes place,

potentially compromising the formation of the charge

transfer complex.
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Abstract Electronic structure computations have been

performed on diradical systems composed of two carborane

radicals CB11H12
� connected through acetylene, ethylene

and ethane bridge units, leading, respectively, to a linear

and two trans structures. Each cage possesses one unpaired

electron and the total system can thus be coupled to a

singlet or a triplet state. Numerical determinations using

the spin-projected method with a hybrid B3LYP functional

show that these compounds have singlet ground states with

low singlet–triplet energy gaps of 0.004 eV (acetylene

bridge), 0.080 eV (ethylene bridge) and 0.0005 eV (ethane

bridge). Spin population analyses point out a left/right

localized spin distribution in the spin-projected wave

function. The possibility of mapping these results onto a

Heisenberg spin Hamiltonian is considered, in order to

predict low-lying excited states in extended carborane

chains.

Keywords Carboranes � Spin population � Heisenberg

spin Hamiltonian � Heisenberg coupling constants

1 Introduction

Polyhedral boron chemistry embraces fields of research in

inorganic chemistry at both molecular and solid-state levels

and, in combination with organic moieties and metals [1],

provides applications of interest in material sciences [2],

design of pharmacophores [3] and medicine [4]. Thus, a

wide variety of molecular and solid-state architectures have

been synthesized since the first days of the synthesis of the

closo-borane cages, particularly with the well-known ico-

sahedral closo-borane anion B12H12
2- [5]. One of the most

challenging aspects of polyhedral boron chemistry is the

study of low-lying excited states, as opposed to the (more)

well-known excited state chemistry of carbon-derived

compounds in organic chemistry—see for instance refer-

ences [6, 7]. When boron cage atoms are substituted by

carbon atoms in the icosahedral B12H12
2- dianion, one then

obtains the clusters from the series CnB12-nH12
(n-2), the so-

called carboranes [8]. In the last few years, we have been

interested in the electronic structure of ground states and

excited states derived from polyhedral borane and carbo-

rane molecules, as isolated units [9–11], or connected in

linear [12, 13] and triangular configurations [14, 15]. The

versatile combination of charge and spin in these systems

offers the possibility of tuning the properties of molecular

architectures based on heteroborane cage units.

The CB11(CH3)12
� radical [16]—with one unpaired

electron—can be connected in 1D, 2D and 3D architectural
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constructions thus involving a polyradical system with a

determined number of unpaired electrons. So far to our

knowledge, only the diradicals �(CH3B)11C–C:C–

C(BCH3)11
� and trans-�(CH3B)11C–CH=CH–C(BCH3)11

�

have been synthesized [17]. Recently, we have studied the

electronic structure of the simplified diradical �(HB)11C–

C:C–C(BH)11
� [12] using high-level quantum chemical

models—CASPT2 [18]—for the calibration of the spin-

projected method with the hybrid functional UB3LYP.

These studies have shown that the ground state in the

diradical is of singlet state nature, having a low-lying

triplet state 0.005 eV (CASPT2) higher in energy (kBT at

room temperature is 0.025 eV/0.6 kcal/mol). This energy

difference corresponds to the microwave region of the

electromagnetic spectrum and therefore one could in

principle populate selectively the triplet state using

microwave photons, provided that intersystem crossing

and spin–orbit interactions are significant. This energy

difference also corresponds to rotational modes in gas-

phase molecules, molecular motions in liquids and pho-

nons in solids [19].

Let us now consider two icosahedral closo-carborane

CB11H12
� radicals, each of them with one unpaired electron

(S = �), that might be connected in para position through

the carbon atom of the cage with an acetylene, ethylene or

ethane bridge unit. The three resulting structures are

depicted in Fig. 1.

We will proceed to study the electronic structure of

these compounds applying spin-partitioning techniques:

Which are the (estimated) singlet–triplet energy gaps—or

the corresponding spin–spin coupling constants, J’s—in

these diradicals? How are the electronic structures of the

triplet states as compared to the spin-projected symmetry

states? These are the questions we would like to answer in

this work.

2 Methodology

All computations in this work have been carried out at the

(U)B3LYP/6-31 ? G(d) level of theory with the suite of

programs Gaussian [20]. Geometry optimizations have

been performed for the triplet states and spin-projected

states, corresponding all structures to energy minima. The

spin-projected method for two electrons was developed in

Ref. [21], which reports a spin-unrestricted wave function,

Wunr,S, with both singlet and triplet components:

Wunr;S ¼ a �WS þ b �WT ; a2 þ b2 ¼ 1: ð1Þ
The wave functions WS and WT are ‘‘pure’’ spin states

with S = 0 (singlet) and S = 1 (triplet), respectively. One

can then show that

b2 ¼ 1=2 Wunr;SjbS2jWunr;S

D E
ð2Þ

and therefore the singlet–triplet energy gap—DEST—can

be estimated as:

DEST ¼ Eunr;S � ET

� �
= 1 � b2
� � ð3Þ

On the other hand, the phenomenological Heisenberg

spin Hamiltonian—Eq. 4—predicts the energy of the

different spin states of a many-electron system, provided

the spin degrees of freedom are independent from the

electron (orbital) degrees of freedombH ¼ �2
X

A[B

JAB
bSA � bSB ð4Þ

where ŜA and ŜB are the local spin operators associated

with the neighbor molecular units A and B, respectively,

which may be atoms or molecular fragments. JAB are the

• •

•

•

(a)

(b)

•

•
(c)

A B

A

B

A

B

Fig. 1 The three diradicals described in this work: Two closo-

carborane radicals CB11H12
� connected through the cage carbon atom

with a an acetylene bridge unit, b an ethylene bridge unit and c an

ethane bridge unit. The dots represent unpaired electrons. The dashed
curves divide the molecule into two fragments, denoted as A and B
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corresponding Heisenberg coupling constants, which may

be related directly to a singlet–triplet energy difference for

a two-electron system. Thus, the eigenspectrum of Ĥ

connects experimental and theoretical studies of magne-

tism in molecular systems.

If we divide a cluster, molecule, etc., into different

fragments A, B, …, the information on the spin attributed

to these fragments may be obtained from the expectation

values of the local spin operators bS2

A

D E
and ŜA � ŜB [22,

23]

bS2
D E

¼
X

A

X
B

bSA � bSB

D E
ð5Þ

The one-center local spin bS2

A

D E
allows one to determine

the spin state of an atom or group of atoms in a molecule or

cluster, while the spin correlation between fragments A and

B is described by the expectation value bSA � bSB

D E
. This

value provides an important tool for linking experimental

results interpreted in terms of the Heisenberg spin

Hamiltonian to quantum chemical calculations, as

mentioned above. We will consider the general algebraic

expression for bSA � bSB

D E
reported in Refs. [24, 25], which

for the case of a Slater determinant wave function has the

form

bSA � bSB

D E
¼ 1=4

X
l2A

X
m2B

ðPsSÞll � ðPsSÞmm
þ dAB

1=2

X
l2A

X
m2B

ðPsSÞlm � ðPsSÞml ð6Þ

where l, m,… are the atomic functions used, Ps = Pa - Pb

the spin density matrix and S the overlap matrix. In this

equation, the sums are restricted to the atomic orbitals

assigned to the corresponding fragment.

Several procedures have been proposed for the calcu-

lation of the coupling constants JAB. In the Yamaguchi

approach (YA) [26], these constants can be calculated as

the energy difference between the high-spin ferromagnetic

state (hs) and the spin-projected antiferromagnetic state

(sp) determinants divided by the difference of their

respective Ŝ2 operator expectation values, that is

JABðYAÞ ¼ �
hsE �sp E

hs bS2
D E

�sp bS2
D E ð7Þ

Alternatively, in the local spin approach (LS), the coupling

constants can also be calculated by means of the energy

difference between the high-spin ferromagnetic state (hs)

and the spin-projected antiferromagnetic state (sp)

determinants divided by twice the difference of the two-

center local spins in the form [27]

JABðLSÞ ¼ �
hsE �sp E

2 hs bSA � bSB

D E
�sp bSA � bSB

D E�  ð8Þ

3 Results and discussion

The three carborane diradicals which arise from the con-

nection of two radicals CB11H12
� through an acetylene,

ethylene and ethane bridge unit are displayed in Fig. 1.

While high-level quantum chemical computations are

feasible for these dimers in the future, we would like to

extend the system with more units to an (in)finite 1D chain

and thus obtain the low-lying spin states, through a map-

ping of the results onto a Heisenberg spin Hamiltonian. A

similar mapping has been carried out for many-electron

systems using accurate post-HF calculations onto a gen-

eralized spin-exchange Hamiltonian, in clusters of hydro-

gen atoms [28].

As mentioned in the Introduction, we have obtained the

singlet–triplet energy gaps and electronic energies for the

structure displayed in Fig. 1a, using the spin-projected

method and calibrating the results with very high-level

quantum–mechanical computations [12]. The results have

shown that the UB3LYP/6-31G(d) spin-projected method

compares very well with high-level CASPT2/6-31G(d)

computations. For this diradical, the ground state is of singlet

nature, with a practically degenerate triplet state only

0.005 eV (CASPT2) higher in energy, which corresponds to

the far-IR region of the electromagnetic spectrum, as

reported. In this work, the UB3LYP/6-31G(d) spin-projected

method has also been applied to the other two structures

shown in Fig. 1, in order to know how the unpaired electrons

couple to each other in these three structures, that is, when the

Table 1 Local spin populations hbSA � bSBi for the diradicals studied

in this work; hs and sp stand for high-spin and spin-projected wave

function, respectively

Local spins

hs state sp state

A B A B

Acetylene bridge

A 0.759 0.250 0.662 -0.158

B 0.250 0.749 -0.158 0.662

Ethylene bridge

A 0.754 0.250 0.488 -0.095

B 0.250 0.753 -0.095 0.485

Ethane bridge

A 0.752 0.250 0.758 -0.255

B 0.250 0.755 -0.255 0.759

A left moiety, B right moiety—see Fig. 1

Theor Chem Acc (2013) 132:1329

123Reprinted from the journal 29



bridge unit connecting the carborane cages is of the acety-

lene, ethylene and ethane type.

The local spin populations hbSA � bSBi (Eq. 6) in the

studied diradicals are shown in Table 1, where A and B

correspond, respectively, to the left and right moieties, as

displayed in Fig. 1. The basis set dependence of atomic

spin populations has been recently studied in Ref. [29].

The values found for bS2

A

D E
quantities in the three

studied systems indicate that the hs state presents one-

center local spin components close to 0.75 (the canonical

value is �(� ?1)), showing that those states possess a spin

distribution corresponding to two well-localized electrons,

each one in a moiety. The two-center local spin compo-

nents bSA � bSB

D E
are positive according to the coupling

of two electrons to a triplet state and their values are close

to �. A slight spin contamination is only observed in the

one-center terms. The sp states present values of one-center

and two-center local spin quite different in the three sys-

tems. In the ethane bridge compound the one-center local

spin value 0.76 is very close to the canonical one 0.75,

meaning that the spin distribution is again that of two well-

localized electrons, one in each fragment. However, in the

acetylene bridge system the one-center terms have a larger

difference respect of the canonical value, which must be

interpreted in terms of two unpaired electrons slightly de-

localized. This behavior, with a higher deviation from the

corresponding canonical value, is also found in the case of

the ethylene bridge diradical where the unpaired electrons

are still more delocalized. Contrarily to the case of the hs

states, the two-center components of the local spins are

negative which corresponds to two unpaired electrons

(a)

(b)

(c)

HIGH SPIN SPIN PROJECTEDFig. 2 Spin density for the

high-spin (triplet) states (left)
and spin-projected states (right)
in the three diradicals

considered in this work:

a �(HB)11C–C:C–C(BH)11
�

diradical, b �(HB)11C–CH=CH–

C(BH)11
� diradical and

c �(HB)11C–CH2–CH2–C(BH)11
�

diradical. Spin density isovalue

qs = ± 0.001 in all plots. For

a and b two orientations of the

diradical are considered: the one

above corresponds to the same

orientation as in Fig. 1. The one

below is a 90� rotation of the

former around the axis defined

by the carbon atoms of the

carborane cage
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coupled to a singlet state. The values found are close to -

0.25 only in the ethane bridge, due to the localization of the

electrons in that system.

In order to visualize the spin distribution in these di-

radicals, Fig. 2 displays the spin density for the high-spin

(left) and spin-projected (right) states of the three diradi-

cals, following the same orientations as in Fig. 1. As evi-

dent from this Figure, there is clearly a left–right

distribution of positive and negative spin density in the

spin-projected states corresponding, respectively, to the A

and B fragments of each diradical. In the acetylene and

ethylene bridge diradicals (Fig. 2a, b), two projections of

the spin density are represented—with a rotation of 90�
degrees of the top respect to the bottom one, with the

rotation around the axis joining the two carbon atoms of the

carborane cage—since there is a noticeable contribution

from the bridge units to the total spin density, and a dif-

ferent orientation of the molecule is needed in order to

highlight the topological differences of the spin density

between the acetylene (Fig. 2a) and ethylene (Fig. 2b)

bridge units. One could find a topological similarity

between the density of a p/p* molecular orbital and the

modulus of the high-spin/spin-projected spin density of the

ethylene moiety in Fig. 2b. However, this is not the case

for the acetylene bridge diradical, where no nodal planes,

but rather nodal surfaces appear to separate the a- and

b-spin densities in the bridge moiety. Given the negligible

spin density in the ethane bridge diradical, a unique ori-

entation, coinciding with the one from Fig. 1c is displayed

in Fig. 2c.

In Table 2 we display the energies, the expectation

values bS2
D E

and the coupling constants JAB computed with

the Yamaguchi and local spin approaches, for the three

diradicals considered in this work.

As shown in Table 2, the ground state in all three

diradicals always corresponds to the estimated singlet state,

although the triplet state lies very close in energy with J’s

in the order (in absolute value): J(ethylene) � J(acety-

lene)[ J(ethane). The ethylene bridge (Fig. 1b) thus pro-

vides a ‘‘strong’’ interaction between the unpaired electrons

in the isolated carborane cage radicals CB11H12
�, which

agrees with the local spin values above described for this

compound. In the case of the ethane bridge (Fig. 1c), one

can assume one almost isolated unpaired electron on each

carborane cage, given the practical degeneracy of singlet

and triplet states; the ethane bridge does not provide an

‘‘electronic coupling’’ between the spins of the unpaired

electrons from A and B fragments. The case of the acety-

lene bridge (Fig. 1a), already studied in Ref. [12], is an

intermediate case, with a significant coupling between the

spins of the electrons in the fragments A and B. The

numerical values found for the coupling constants in both

procedures (YA and LS) are very similar in the case of the

ethane bridged diradical. However, these values present a

difference for the acetylene bridge, which becomes even

larger in the case of the ethylene one. These results are in

agreement with the degree of electron localization in these

three compounds. In fact, only under the assumption of

unpaired electrons localized on the radical centers in both

hs and sp states, one should expect similar results for both

models [22].

4 Concluding remarks and perspectives

In this work, we have presented a detailed electronic

structure analysis of three diradicals derived from the

connection of two icosahedral carborane radicals CB11H12
�

through the cage carbon atom with acetylene, ethylene and

ethane bridge units. All diradicals have a singlet ground

state with very low-lying triplet states. The ethane bridge

diradical is practically degenerate, with an energy gap

below 1 meV. The acetylene bridge diradical shows a

certain coupling between the carborane units, with an

energy gap of 4 meV, and the case of ethylene bridge has a

higher electron coupling up to 80 meV. These results in

terms of energy are consistent with the conclusions arising

from the spin population analysis. The local spin values

found correspond to the presence of two well-localized

electrons in the hs state of each of these compounds, but

the analysis for the sp state points out two electrons well-

localized (noninteracting) in the case of the ethane bridge,

slightly delocalized in the case of acetylene bridge and

more delocalized in the ethylene bridge one. The electron

Table 2 Energies (au), expectation values bS2
D E

, singlet–triplet gaps

DEST (in eV)—Eq. (3)—and coupling constants JAB (in cm-1) for the

diradicals studied in this work; hs and sp stand for high-spin (S = 1)

and spin-projected, respectively

Energy bS2
D E

DEST JAB(YA) JAB(LS)

Acetylene bridge

hs state -712.56328 2.0075 – -15.27 -18.71

sp state -712.56335 1.0079 -0.004

Ethylene bridge

hs state -713.81780 2.0068 – -321.6 -571.1

sp state -713.81960 0.7834 -0.080

Ethane bridge

hs state -715.04007 2.0077 – -1.826 -1.810

sp state -715.04008 1.0076 -0.0005

YA and LS stand for Yamaguchi [26] and local spin [27] approaches,

respectively
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coupling between the carborane cages is due to the ethyl-

ene and acetylene bridge unit as clearly shown through spin

density plots.

The next challenge is to predict low-lying states in lar-

ger polyradical one-dimensional or cyclic chains through a

mapping of the current results onto a Heisenberg spin

Hamiltonian for a set of carborane clusters. As mentioned

above, similar mappings have been performed, for instance

in clusters of hydrogen atoms and using accurate post-HF

calculations with a further mapping onto a generalized

spin-exchange Hamiltonian [28]. This task is currently

being performed in our Laboratories.
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Manuel F. Ruiz-López • Francesca Ingrosso

Received: 31 October 2012 / Accepted: 21 December 2012 / Published online: 16 February 2013

� Springer-Verlag Berlin Heidelberg 2013

Abstract The knowledge of the interactions taking place

at a molecular level can help the development of new

technological procedures in Chemistry with low environ-

mental impact. In organic, biochemical and pharmaceutical

synthesis and in analytical chemistry, important advances

in this domain are related to the use of solvents that can be

valid alternatives to hazardous organic solvents. In the last

decades, a large emphasis has been given to the use of

carbon dioxide under supercritical conditions, since the

mild temperature and pressure conditions of the fluid can

easily be controlled to improve its capacity to solubilize

small organic compounds. On the other hand, the solubility

of larger molecules and of polar compounds in this medium

is generally very low. This has motivated recent theoretical

and experimental studies with the purpose of reaching a

better understanding of the so-called CO2-philicity of

molecules and materials, and very encouraging results have

been reported. In this paper, we present an ab initio study

of the intermolecular interactions between CO2 and amide

and carbamide derivatives, performed on model 1:1 com-

plexes at the MP2/aug-cc-pVTZ//MP2/aug-cc-pVDZ level.

Our findings shed some light on the key points to be

considered in the design of large CO2-philic molecules,

hinting at the use of solubilizer groups in which amide or

urea bonds could be involved.

Keywords Supercritical CO2 � Amide � Urea �
CO2-philic compounds � Lewis acid/base interaction �
Ab initio calculations

1 Introduction

Supercritical carbon dioxide (scCO2) is becoming an

important commercial and industrial solvent and has

attracted increasing attention for the development of green

chemical processes. In addition to its low toxicity and

environmental impact, scCO2 is readily available since its

critical point is characterized by a critical temperature of

31.1 �C and a critical pressure of 7.4 MPa [1–4].

However, a strong limitation to a wider use of industrial

technologies based on this solvent is related to the low

solubility of large molecules and of polar compounds. A

clear picture of the intermolecular interactions that can be

exploited to trigger a better solubility is therefore necessary

to assist in the design of organic, biochemical and phar-

maceutical synthesis/separation procedures taking place in
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scCO2. In the past years, different studies have tried to

propose new routes to an improved CO2-philicity, a con-

cept that was introduced by analogy with the properties of

aqueous systems and which has been related to Lewis acid/

base (LA–LB) interactions. The first success in the design

of CO2-philic materials was achieved with the develop-

ment of fluorinated polymers [5]. However, the technology

used for fluorination is quite expensive, and it can be

problematic from the environmental viewpoint [6]. The

interpretation of the CO2-philic character of fluorinated

compounds, based on experimental and theoretical inves-

tigations, has been reviewed in Ref. [6]. Some specific

interactions between the F atom and the electron-poor C

atom of CO2 have been pointed out, in addition to an

influence of F on the acidity of neighboring H atoms, which

makes them H-bond donors with respect to the O atoms of

CO2.

The search for non-fluorous molecules soluble in scCO2

was stimulated by some work pointing out LA–LB inter-

actions between CO2 and polymers possessing electron-

donating functional groups such as the carbonyl group [7].

In the following years, a great deal of work has been

devoted to the CO2-philicity of carbonyl derivatives,

including the synthesis of functionalized silicones [8], of

diglicolyc acid esters [9], and of amide derivatives [10, 11].

A high CO2-solubility has been found for sugar derivatives

and for poly(ether-carbonate) copolymers [12, 13]. Oligo-

meric surfactants based on glycol ethers have been devel-

oped with a different purpose, such as CO2 capture, to

improve the absorption of excess CO2 from the atmosphere

[14]. It is worth mentioning that some non-fluorous, non-

carbonyl compounds have also been shown to be soluble in

CO2, among which bipyridine derivatives [15], polycyclic

aromatic hydrocarbons [16], and some recently synthesized

hybrid surfactants [17].

To complement the experimental knowledge of these

interactions, quantum chemistry studies have been carried

out, in particular for complexes formed by CO2 with car-

bonyl derivatives [5, 18–28]. The references here reported

were discussed in depth elsewhere [26]. Complexes of CO2

with ethylene and acetylene have also been described [29].

In general, it has been shown that these complexes are

stabilized by LA–LB interactions and that the CO2 mole-

cule behaves as a Lewis acid, in accord with the usual

chemical concepts. However, in a recent study [30], we

discovered that unconventional four-membered ring struc-

tures exist for CO2-carbonyl compound complexes, in

which CO2 behaves cooperatively as both a Lewis base and

a Lewis acid and which are at least as stable as the tradi-

tional structures. In subsequent work [26], we have

reported a systematic investigation at the MP2 and

CCSD(T) levels of complexes between CO2 and aldehydes,

ketones and esters together with some fluorinated

derivatives. We have shown that the LB character of CO2 is

inoperative in the interaction with aldehydes, while it plays

a key role in the interactions with ketones and esters,

especially in the case of fluorinated derivatives. Experi-

mental data on some of these 1:1 complexes were avail-

able, thus allowing us to validate our theoretical procedure.

Some recent and encouraging experimental work has

reported high scCO2 solubilities for newly synthesized

amide derivatives [10, 11]. Moreover, the organic synthesis

of carbamide derivatives has been successfully carried out

in scCO2 through a reaction scheme in which CO2 is at the

same time a reactant and the reaction medium, instead of

the usual method in organic solvents that employs haz-

ardous reagents such as phosgene [31]. Motivated by these

new findings, in this work we provide a theoretical inves-

tigation about the nature of solute–solvent interactions for

amides and carbamides. Indeed, these compounds display a

conjugated p system involving the pz orbitals of the O, C

and N atoms, and the interactions with CO2 might present

significant differences with respect to carbonyl derivatives

studied in Ref. [26] that need to be addressed. The basic

molecules formamide and urea together with some deriv-

atives obtained from the latter by methylation were inclu-

ded in our study.

The electronic features that can explain the CO2-phy-

licity of the amide and urea bonds were investigated by

means of ab initio calculations for a set of 1:1 complexes,

comprising geometry optimization, calculation of the

interaction energies, natural bond analysis and a study of

the molecular orbitals involved in the intermolecular

interactions.

2 Computational methodology

The relative energetic stability and the electronic properties of

the complexes formed by CO2 with the following molecules

were studied: formamide, acetamide, N-methylacetamide,

N,N-dimethylacetamide, azetidin-2-one, N-methylazetidin-

2-one, urea, N-methylurea and N,N’-dimethylurea. When

different cis/trans isomers were possible, all the correspond-

ing complexes were taken into account (see Section III for

further details). The whole list of investigated molecules and

cis/trans isomers is summarized in Fig. 1.

Geometry optimization for all the monomers and the

complexes were carried out at the second-order perturba-

tion theory level (MP2 [32]) using the aug-cc-pVDZ basis

set [33, 34]. Harmonic frequency calculations were per-

formed to confirm the nature of the potential energy surface

minima. Single-point energies were computed using the

MP2/aug-cc-pVTZ level on the geometries that were

optimized at the MP2/aug-cc-pVDZ level. The interaction

energies of the complexes were then calculated as the
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difference between the energy of the complex and the sum

of the energies of the relaxed isolated monomers. In a

previous work [26], we showed that this computational

scheme provides results close to the much more costly

CCSD(T)/aug-cc-pVDZ calculations. Basis set superposi-

tion errors were estimated in the same work and were

shown to be small; hence, they will not be calculated here.

We also showed that the geometry of this type of com-

plexes can be obtained through DFT calculations using the

M06-2x [35] and wB97XD [36] functionals, although the

results are not very accurate.

Natural bonding orbitals (NBO) calculations [37, 38]

were performed (using SCF densities and MP2/aug-cc-

pVDZ optimized geometries) to examine the electronic

properties of the complexes, in particular to examine the

nature of the interactions. All calculations were run using

Gaussian 09 [39].

3 Results and discussion

3.1 Structures

We start the discussion by presenting a description of the

structure of different types of complexes between the

molecules that were considered in this study (Fig. 1) and a

CO2 molecule. We have limited the analysis to complexes

of type I and III, according to the nomenclature proposed in

our previous work [26], and to complexes of type IV,

specific for amides and carbamides. These structures are

summarized in Scheme 1. T-shaped complexes (type II in

Ref. [26]) and structures involving only hydrogen bonds

are also possible, but in principle, they should be less stable

than I and have not been considered here.

As it has been already discussed [26–28], in complexes

of type I, CO2 behaves as a LA, whereas the carbonyl

compound plays the role of a LB. Besides, a weak

hydrogen bond is formed between an H atom on the mol-

ecule (in a or b position) and the O atom of CO2. In the

present study, the Ia complex can only be found in the case

of formamide and the Ib complex may involve a hydrogen

atom attached to the a N or C atoms. These two situations

are indicated as Ib(NH) and Ib(CH), respectively. As

shown below, in one asymmetric urea derivative (molecule

10), two distinct Ib(NH) complexes are possible; we dis-

tinguish the two of them by using the labels Ib(NH) and

Ib(NH0). Complexes of type IIIa have a particular geometry

in which four atoms form a roughly planar interaction site

(a four-membered ring), and two kinds of LA–LB inter-

actions are active, with CO2 acting as either a donor or an

acceptor of electron density. Complexes of type IV are

reported here for the first time. They involve interactions

between CO2 and the p system of the amide/urea moiety, as

described below.

The optimized geometries for the complexes that we

treated are summarized in Fig. 2: for all reported minima,

we obtained real frequencies only. We observe that in the

case of formamide, only I type complexes could be found.

This result agrees with what has been found in the case of

aldehydes [26] and suggests that the out-of-plane structures

are not stable when an H atom is directly attached to the

carbonyl group. All complex types (I, III and IV) were

found for the other compounds, apart from the following

cases: a) no IIIa complexes were observed in acetamide or

in urea derivatives having at least one N–H bond in the syn

periplanar position with respect to the C=O bond, and b) no

IV complexes were found with b-lactams 6 and 7.

3.2 Energies

In the following, we present an analysis of the relative

stabilities of different complexes. The interaction energies

calculated at the MP2/aug-cc-pVDZ level are shown in

Table 1 together with the MP2/aug-cc-pVTZ single-point

energies calculated on MP2/aug-cc-pVDZ optimized

geometries. Although some slight differences can be

observed, the general trends predicted by the two methods

are in reasonable agreement. The interaction energies vary

between -3.88 and -5.87 kcal/mol at the MP2/aug-cc-

pVTZ level and between -3.33 and -6.79 kcal/mol at the

MP2/aug-cc-pVDZ level. These values are comparable to

those previously found for aldehydes, ketones and esters,

though in some cases, the interaction energies are slightly

higher (in absolute value). The largest interaction energy

with CO2 occurs for the IV(NCH3) complex formed by

Fig. 1 Molecular structure of the molecules whose 1:1 complexes

with CO2 were analyzed in this work
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compound 11, that is N,N’-dimethylurea with both methyl

groups in syn periplanar position with respect to C=O. We

report as Supporting Information the interaction energies

corrected by the zero point energy (ZPE) contribution,

enthalpies and entropies (MP2/aug-cc-pVDZ level) as

obtained from the harmonic vibrational frequencies

Scheme 1 Schematic representation of the interactions taking place in the different complexes studied in this work

Fig. 2 Optimized structures (at the MP2/aug-cc-pVDZ level) for the complexes that were studied in this work. Distances characterizing the main

interactions between the molecules shown in Fig. 1 and CO2 are reported in Å
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analysis carried out at 298 K. The corresponding values for

the acetone complexes are reported as a comparison. Note

that the ZPE contribution is similar for all the complexes

(1.0–1.5 kcal/mol) and does not affect the stability trends

discussed below, which are based on electronic energies.

Note also that the computed entropies are comparable to

those reported for 1:1 complexes having similar interaction

energies.

As a rule, we can say that carbamide-CO2 complexes are

slightly more stable than the amide-CO2 ones. Indeed, for

each carbamide-CO2 complex, there is at least one

arrangement for which the interaction energy is greater

than (in absolute value) 5 kcal/mol, whereas the interaction

energy in amide-CO2 complexes is in general below that

value (the exceptions are the 2 Ib(NH) and 4 Ib(NH)

complexes that display interactions energies of -5.01 and

-5.25 kcal/mol, respectively). Some other general trends

are (1) whenever the Ib(NH) interaction type is possible for

a given complex (either in amide or carbamide deriva-

tives), such complex type is the most favorable one and (2)

when the Ib(NH) interaction type is not possible, then the

IIIa interaction type becomes the most favorable one

(except in 11 where, as said above, IV(NCH3) leads to the

largest interaction type in the whole series). The average

interaction energy for Ib(NH) complexes is -5.17 kcal/

mol, and for IIIa complexes -4.46 kcal/mol (similarly,

one obtains average values of -3.88 kcal/mol for Ia,

-4.17 kcal/mol for Ib(CH), -4.33 kcal/mol for Ic and

-4.49 kcal/mol for IV complexes; the average energy,

obtained by taking into account all the structures, is

-4.56 kcal/mol).

3.3 NBO analysis

To investigate the nature of the interactions between CO2

and the different molecules that we considered, and to

connect the geometrical properties of the complexes with

the electronic and energetic properties, we carried out

natural bond orbital analysis using SCF densities and

optimized geometries at the MP2/aug-cc-pVDZ level. In

Table 2, we analyze the main contributions to donor–

acceptor second-order energies, also providing the nature

of the molecular orbitals involved in the interactions. The

shape of the orbitals involved in all the complexes of 3 with

Table 1 Calculated interaction energies (in kcal/mol) for the complexes in Fig. 2

Amides Complex type DE Carbamides Complex type DE

DZ TZ DZ TZ

1 Ia -4.05 -3.88 8 Ib(NH) -5.14 -5.01

Ib(NH) -4.93 -4.76 IV(NH) -4.30 -3.78

2 Ib(NH) -5.21 -5.01 9 Ib(NH) -5.23 -5.09

Ib(CH) -4.20 -3.98 Ic -4.23 -4.02

IV(NH) -4.27 -3.81 IV(NCH3) -4.83 -4.19

3 Ib(CH) -4.43 -4.16 IV(NH) -5.06 -4.43

Ic -4.28 -4.06 10 Ib(NH) -5.44 -5.30

IIIa -4.83 -4.29 Ib(NH’) -5.65 -5.46

IV(NCH3) -4.73 -4.09 IV(NH) -5.18 -4.51

4 Ib(NH) -5.49 -5.25 IV(NH’) -4.78 -4.24

Ib(CH) -4.39 -4.17 11 Ic -5.52 -5.12

IIIa -4.74 -4.18 IIIa -5.55 -4.89

IV(NH) -4.74 -4.16 IV(NCH3) -6.79 -5.87

5 Ib(CH) -4.56 -4.33 12 Ib(NH) -5.74 -5.54

Ic -4.45 -4.18 Ic -4.47 -4.26

IIIa -5.75 -4.99 IV(NCH3) -5.81 -5.02

IV(NCH3) -5.45 -4.61 IV(NH) -5.57 -4.87

6 Ib(NH) -5.10 -4.84 13 Ib(NH) -5.66 -5.44

Ib(CH) -4.55 -4.18 IV(NH) -5.41 -4.74

IIIa -4.37 -3.90

7 Ib(CH) -4.55 -4.22

Ic -4.73 -4.36

IIIa -5.25 -4.53

The labels DZ and TZ stand for the MP2/aug-cc-pVDZ and for the MP2/aug-cc-pVTZ//MP2/aug-cc-pVDZ calculations, respectively
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Table 2 NBO analysis: results obtained by using second-order perturbation theory to characterize intermolecular interactions

Complex Donor/

acceptor

Orbitals E2 Complex Donor/

acceptor

Orbitals E2

1 Ia Substrate/CO2 np* 1.86 8 Ib(NH) Substrate/CO2 np* 1.54

CO2/Substrate nrCN� 0.26 CO2/Substrate nrNH� 1.99

CO2/Substrate nrCH� 0.28 CO2/Substrate nrNH� 1.62

CO2/Substrate nrCH� 0.37 IV(NH) Substrate/CO2 pp* 0.49

Ib(NH) Substrate/CO2 np* 1.39 Substrate/CO2 np* 0.46

CO2/Substrate nrNH� 1.75 CO2/Substrate np* 0.86

CO2/Substrate nrNH� 1.72 9 Ib(NH) Substrate/CO2 np* 1.53

2 Ib(NH) Substrate/CO2 np* 1.53 CO2/Substrate nrNH� 1.55

CO2/Substrate nrNH� 1.55 CO2/Substrate nrNH� 1.96

CO2/Substrate nrNH� 1.96 Ic Substrate/CO2 np* 0.99

Ib(CH) Substrate/CO2 np* 1.76 CO2/Substrate nrCH� 0.98

CO2/Substrate nrCH� 0.23 IV(NCH3) Substrate/CO2 pp* 0.69

IV(NH) Substrate/CO2 pp* 0.63 Substrate/CO2 np* 0.22

Substrate/CO2 np* 0.24 CO2/Substrate np* 0.87

CO2/Substrate np* 0.64 CO2/Substrate nrCH� 0.48

3 Ib(CH) Substrate/CO2 np* 1.71 IV(NH) Substrate/CO2 pp* 0.78

CO2/Substrate nrCH� 0.23 Substrate/CO2 np* 0.19

Ic Substrate/CO2 np* 1.00 CO2/Substrate np* 1.23

IIIa Substrate/CO2 pp* 1.52 10 Ib(NH) Substrate/CO2 np* 1.62

CO2/Substrate np* 0.57 CO2/Substrate nrNH� 2.40

IV(NCH3) Substrate/CO2 pp* 0.96 CO2/Substrate nrNH� 2.42

Substrate/CO2 np* 0.13 Ib(NH’) Substrate/CO2 np* 1.62

CO2/Substrate prCH� 0.61 CO2/Substrate nrNH� 1.66

CO2/Substrate np* 0.34 CO2/Substrate nrNH� 2.06

4 Ib(NH) Substrate/CO2 np* 1.58 IV(NH) Substrate/CO2 pp* 0.60

CO2/Substrate nrNH� 2.38 Substrate/CO2 np* 0.34

CO2/Substrate nrNH� 2.38 CO2/Substrate np* 1.25

Ib(CH) Substrate/CO2 np* 1.46 IV(NH
0
) Substrate/CO2 pp* 0.47

CO2/Substrate nrCH� 0.65 Substrate/CO2 np* 0.66

CO2/Substrate nrCH� 0.95 CO2/Substrate np* 0.64

IIIa Substrate/CO2 pp* 1.25 11 Ic Substrate/CO2 np* 1.10

CO2/Substrate np* 1.72 CO2/Substrate nrCH� 0.94

IV(NH
0
) Substrate/CO2 pp* 0.55 IIIa Substrate/CO2 pp* 1.03

Substrate/CO2 np* 0.54 CO2/Substrate np* 0.99

CO2/Substrate np* 0.92 IV(NCH3) Substrate/CO2 pp* 0.79

5 Ib(CH) Substrate/CO2 np* 1.44 Substrate/CO2 np* 0.22

CO2/Substrate nrCH� 0.65 CO2/Substrate np* 1.03

CO2/Substrate nrCH� 0.98 CO2/Substrate nrCH� 0.45

Ic Substrate/CO2 np* 1.08 12 Ib(NH) Substrate/CO2 np* 1.63

CO2/Substrate nrCH� 1.42 CO2/Substrate nrNH� 2.32

IIIa Substrate/CO2 pp* 1.41 CO2/Substrate nrNH� 2.36

CO2/Substrate np* 1.08 Ic Substrate/CO2 np* 1.09

IV(NCH3) Substrate/CO2 pp* 0.58 CO2/Substrate nrCH� 0.96

Substrate/CO2 np* 0.54 IV(NCH3) Substrate/CO2 pp* 0.72

CO2/Substrate np* 0.70 Substrate/CO2 np* 0.31

CO2/Substrate prCH� 0.24 CO2/Substrate np* 1.00

6 Ib(NH) Substrate/CO2 np* 1.58 CO2/Substrate prCH� 0.42

CO2/Substrate nrNH� 1.65 IV(NH) Substrate/CO2 pp* 0.65
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CO2 is represented in Fig. 3. For simplicity, the amide or

carbamide derivative interacting with CO2 will be referred

to as ‘‘substrate’’.

In the case of complexes I and III, our results generalize

what we had already found for aldehydes (only I com-

plexes are formed in that case), ketones and esters.

In complexes of type I, the main interactions are (1) a

typical LB–LA donor–acceptor interaction, in which the

n orbital of the carbonyl group of the substrate interacts

with the p* orbital of CO2 and (2) one or two interactions

in which the in-plane n orbitals of CO2 interact with r*

orbitals of the substrate. In the case of the Ia complex, two

different r* orbitals are involved, one for the C–H bond

and one for the C–N bond. For Ib complexes, we need to

distinguish between Ib(CH) and Ib(NH) interactions. In the

former case, only the r* orbital of a C–H bond is involved

Fig. 3 Shape of the natural

molecular orbitals involved in

the main donor–acceptor

intermolecular interactions of

different type of structures for

all the complexes formed by

N-methylacetamide with CO2

Table 2 continued

Complex Donor/

acceptor

Orbitals E2 Complex Donor/

acceptor

Orbitals E2

CO2/Substrate nrNH� 1.25 Substrate/CO2 np* 0.46

Ib(CH) Substrate/CO2 np* 1.58 CO2/Substrate np* 1.03

CO2/Substrate nrCC� 0.48 13 Ib(NH) Substrate/CO2 np* 1.61

IIIa Substrate/CO2 pp* 1.08 CO2/Substrate nrNH� 2.31

CO2/Substrate np* 1.65 CO2/Substrate nrNH� 2.46

7 Ib(CH) Substrate/CO2 np* 1.80 IV(NH) Substrate/CO2 pp* 0.75

CO2/Substrate nrCC� 0.48 Substrate/CO2 np* 0.35

Ic Substrate/CO2 np* 1.07 CO2/Substrate np* 1.14

CO2/Substrate nrCH� 1.25

IIIa Substrate/CO2 pp* 1.14

The second-order energetic contributions (E2) to the most important donor/acceptor interactions are reported in kcal/mol
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but for the four-membered cyclic molecules 6 and 7, where

we interestingly observe a weak interaction involving the

r* orbital for the C–C bond (note in Fig. 2 that the C–H

bond in 6 and 7 is out-of-plane). In Ib(NH) complexes, we

observe two interactions between n orbitals of CO2 and the

r* orbital of the N–H bond of the substrate. Finally, for Ic

complexes, the r* orbital involved is that of the C–H bond

of the N-methyl group. The interactions in which CO2

behaves as an acceptor and those in which it behaves as a

donor have usually the same order of magnitude, with a

few exceptions in complexes Ib(NH) of urea derivatives,

where the two nr* interactions related to the O���H–N

hydrogen bond have, not surprisingly, a much larger con-

tribution. This fact is connected to the acidity of the NH

amide proton and explains the large stability of the Ib(NH)

structures discussed above.

In IIIa complexes, we observe (1) a contribution due to

the p orbital of the substrate interacting with the p* orbital

of CO2 and (2) a contribution due to the n orbital of CO2

interacting with a p* orbital of the substrate. In the latter

case, the CO2 molecule behaves as a Lewis base.

Let us now consider IV complexes, which are specifi-

cally formed in the case of amides and carbamides. As

shown in Table 2: (1) both a p and an n orbital localized on

the carbonyl group of the substrate can interact with a p*

orbital of CO2, and (2) an n orbital of CO2 interacts with a

p* orbital of the substrate in all IV complexes; it is worth

emphasizing that this p* orbital has a substantial contri-

bution from the pz orbital on the N atom. In addition, in the

case of IV(NCH3) complexes (i.e., when a methyl group is

in the syn periplanar position with respect to the carbonyl

group), there is a weak hydrogen bond interaction that

involves a p orbital of CO2 and the C–H r* orbital of the

N-methyl group of the substrate.

It is apparent now to what extent the presence of the a

nitrogen atom(s) in amides and carbamides influences the

interaction of carbonyl groups with carbon dioxide. Com-

pared to carbonyl compounds in aldehydes, ketones or

esters, the 1:1 complexes with CO2 can be significantly

stabilized due to the interaction of CO2 with the acidic

H–N protons. However, this is not the only important

feature, and in fact, the presence of the N atom, through its

participation to the delocalized p system, allows for a

direct interaction with CO2. In the latter case, CO2 behaves

as a LB, one of its n orbitals donating electron charge to a

delocalized p* antibonding orbital in the amide/urea unit.

4 Conclusions

The study reported in this paper shows that amide and

carbamide derivatives have significant affinity for carbon

dioxide. They therefore appear as suitable and promising

functionalizing groups for increasing the solubility of large

molecules in supercritical CO2. The case of amides is

particularly interesting because our results suggest that the

interactions of CO2 with the backbone of peptides and

proteins might provide a substantial contribution to the

stabilization of such systems in supercritical CO2, a topic

that has high biotechnological relevance.

Moreover, the results reported above confirm and extend

the previous conclusion obtained in the study of aldehydes,

ketones and esters, stating that, beyond its usual Lewis acid

character, CO2 may behave as a Lewis base when it inter-

acts with carbonyl compounds. In the case of amides and

carbamides, we have seen that such an interaction is char-

acterized by the participation of a p* orbital delocalized

over the O, C and N atoms (structures IV). However, when

the amide or carbamide derivative bears an NH proton in the

syn periplanar position with respect to the carbonyl group,

the main interaction corresponds to an in-plane arrangement

(structures Ib(NH)) in which there is cooperativity between

the usual LA(CO2)–LB(carbonyl compound) interaction

and a hydrogen bond involving the acidic N–H proton. The

fact that CO2 may behave as both a Lewis acid and a Lewis

base suggests that cooperative interactions, already pointed

out in the case of 1:1 complexes (see the Introduction),

might play a role in the case of 1:2 complexes. This is an

important topic that needs to be addressed, and further work

is being done in this direction.

The findings reported in this work open new perspec-

tives in the design of green chemical procedures using

supercritical CO2 as a solvent, so far a challenging task due

to solubility limitations.
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Abstract In this work, we explore the effect halogen

bonds and hydrogen bonds have on the activation of the

chemical bonds modified in the course of the Br2 ?

(H2O)n ? HOBr ? HBr reaction and the effect the num-

ber of water molecules present in the cluster has on the

barrier and the stability of the products formed. Using

ab initio MP2 methods, we have analyzed the local elec-

trodonating and electroaccepting power functions that

revealed the differentiation between bromine atoms in Br2

due to interaction with water molecules, thus resulting in

an increase in the donor power that stabilizes the proton

transfer process from a water molecule in the next step of

the reaction. This situation is confirmed by the lowering in

the corresponding activation barrier found. Our results

show that the catalytic effect of water is already important

for clusters with three water molecules and the effect

additional molecules have is related to the acid dissociation

of the products.

Keywords Halogen bond � Atmospheric chemistry �
Halogens � Water clusters � Catalytic effects

1 Introduction

The intermolecular forces acting between halogens and a

wide variety of molecules have attracted a significant

amount of attention in the recent years. From the nature of

the interaction [1–3], passing through their spectroscopic

properties [4], to their effect in supramolecular systems and

crystal engineering [5], several authors have commented

and explored the similarities between hydrogen bonds and

halogen bonds [6–8] aimed to design supramolecular sys-

tems with tunable forces since the donor, the halogen-

containing moiety, might be selected from a vast set of R–

X molecules and so the acceptor [9, 10]. However, little has

been said about the dihalogens in aqueous environments

where the simultaneous and concurrent presence of halo-

gen and hydrogen bonds might be of relevance for under-

standing water cluster mediated atmospheric chemistry. In

contrast, not only the catalytic effects of water but also the

hydration of halogenated species and halide ions has been

extensively studied with experimental and theoretical

methods [11–16].

Some years ago, a DFT study of halogens in water

clusters suggested the ionic pair formation as a conse-

quence of the charge separation between the two halogen

atoms in aqueous clusters [17]. It is difficult to predict the

ionic pair formation from the observed charge separation,

however, MP2 calculations confirmed the large polariza-

tion occurring in the halogen molecule leading to a partial

ionicity in the halogens, thus contributing to the strength of

the interactions playing for these structures [2]. The upper

limit of this ionicity, the ion pair formation, lies at the

bottom of the H2O ? Br2 ? HOBr ? HBr reaction.

The chemistry of hipohalous acids (HOF, HOCl and

HOBr) is relevant for atmospheric phenomena where their

oxidative properties are involved in stratospheric processes
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related to the consumption of ozone in this region [18, 19].

In particular, the bromine-containing systems have been

found to be more reactive than the chlorine ones. Voegele

et al. have investigated the reverse reactions, that is,

HOX ? HY ? nH2O ? Br2 ? (H2O)n?1, with X = Cl, Br

and Y = Cl, Br using DFT and variational transition state

theory with tunneling corrections. Their work concludes

that barriers for the reaction with X = Y = Br are consis-

tently smaller than for chlorine and proceed barrierless

when at least two water molecules catalyze the reaction

[20, 21].

On the other hand, the hypobromous acid formation in

liquid water is a process limited by two factors: first, the

limited solubility of Br2 in liquid water, 33.6 g L-1 and

second, the small equilibrium constant for the reaction,

K = 5.2 9 10-9. Nonetheless, the occurrence of this

reaction can be easily observed by the spectroscopic absorp-

tion signal of the tribromide ion at 267 nm as described by

Kerenskaya et al. [22]. The tribromide ion is present in solu-

tion as a byproduct of a series of equilibria as follows:

Br2 þ H2O $ HBr þ HOBr

HBr þ H2O $ H3Oþ þ Br�

Br2 þ Br� $ Br�3

The intensity of the tribromide anion signal is quite

large in the early stages of bromine clathrate formation and

gets smaller as the amount of Br2 available in solution

decreases when the hydrate is formed. From the small

equilibrium constant of the first step in these equilibria, it

seems difficult to explain the significant amounts of Br3
-

spectroscopically found. This might suggest that the

interaction between water and bromine during the early

stages of hydrate formation might be somehow different

from the one occurring in liquid solution.

In this work, we explore the effect halogen bonds and

hydrogen bonds have on the activation of the chemical

bonds modified in the course of the Br2 ? (H2O)n ?
HOBr ? HBr reaction, and the effect the number of water

molecules present in the cluster and the hydrogen-bond–

halogen-bond network formed have on the barrier and the

stability of the products formed.

2 Methodology

The electronic structure calculations reported in this work

were obtained using the Gaussian98 suite of programs [23].

The optimized structures of the clusters used as models of

the reactants are those reported in a previous work [2]

where all structures were optimized at the MP2/aug-

cc-pVDZ level. A harmonic frequency analysis was per-

formed confirming that these stationary points correspond

to minima or first-order saddle points in the potential

energy surface. In our previous work, the charge transfer

and polarization analysis occurring in the clusters was done

using the NBO-derived charges. This analysis is used here

to understand the modifications on the charge distribution

as a consequence of the rupture of the bromine–bromine

bond.

In Fig. 1, we present the structure of the clusters

selected in this work to study the Br–Br bond dissociation.

In a previous work by one of us [2], these structures were

fully characterized along several other configurations. A

preliminary study on all those structures showed that the

Br–Br dissociation depends in a crucial way on the inter-

molecular network established between the dihalogen and

water molecules, that is, the hydrogen-bond–halogen-bond

interactions. This behavior has been previously observed

for some other proton-coupled activated processes in water

clusters [24]. We briefly resume here some of the relevant

properties of the clusters where the role of water in the

dissociation process was found (See Table 1).

The structure with two water molecules (2W) corre-

sponds to the most stable configuration found for this size

of cluster, in it one of the halogen atoms is simultaneously

engaged in both a halogen bond (XB) and a hydrogen–

halogen (XH) bond with the two ends of a water dimer, a

structure favored by the dipole–quadrupole interactions

between Br2 and the water molecules. A quite similar

pattern can be observed for the structure with three water

molecules (3W) resulting from one of the halogen atoms

inserting into the water trimer ring. In this structure,

cooperative effects are important; the XB and the XH dis-

tances are shorter than the analogous interactions for the

1:1 complex. The cluster with four water molecules used

Fig. 1 MP2/aVDZ optimized structures of Br2(H2O)n clusters used

as reactant geometries (from Ref. [2])
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here (4W) is 2.1 kcal mol-1 less stable than the structure in

which the halogen lies above a cyclic water cluster but

results of particular relevance to this study due to the

shorter XB interactions leading to a slightly larger charge

transfer from the XB water molecule to the halogen as it

will be further discussed.

The molecular electrostatic potential was obtained from

the electronic density coming from MP2/aug-cc-pVDZ

calculations. To better understand, the effect intermolecu-

lar forces have on the propensity of donating or receiving

fractional amounts of charge on reactive processes as the

one we are interested here, the local electroaccepting and

electrodonating powers are calculated as x�ðrÞ 	 f�ðrÞ
ðl�Þ2=2g, as proposed by Gázquez et al. [25]. Here,

f�ðrÞ 	 �½qN�1ðrÞ � qNðrÞ� are the acceptor/donor Fukui

functions, where qN is the electron density of the electronic

system with N electrons; g ¼ 1
2
ðI � AÞ is the chemical

hardness, where I and A are the ionization potential and

electron affinity, respectively, and l± are the chemical

potentials for the process of accepting/donating charge and are

given by lþ 	 1
4
ð3Aþ IÞ and l� 	 1

4
ð3I þ AÞ, respectively.

3 Results and discussion

3.1 Charge separation and/or polarization as function

of the number of water molecules in the cluster

In Table 2, we present the polarization occurring in the

bromine calculated with two different methods. There is a

reasonable agreement in the trends obtained with these

methodologies: charge transfer (CT) from water to the

dibromine molecule is small in contrast with the large

internal charge transfer occurring in it. From the methods

used, it is clear that Mulliken predicts a much larger

polarization than NBO. The CT occurring along the

Br–Br���O line is small, and it clearly shows the depen-

dence on the Br���O distance as it has been suggested by

some experimental studies [4, 26].

3.2 The donor acceptor behavior of molecules

in the clusters

To gain a deeper understanding of the role each water

molecule in the cluster has on the dibromine dissociation in

these clusters, the local electrodonating and electroac-

cepting powers functions were calculated. In Fig. 2, we

present the local indices of the [Br2(H2O)n] clusters pro-

jected onto a molecular surface. For the models 2W, 3W

and 4W, one can notice a higher donating capacity on the

bromine atom opposite to the oxygen–bromine interaction

contact. This activation is due to the intramolecular charge

redistribution process resulting from the interaction with

the water cluster, which is a consequence of a small, but

non-negligible, CT that contributes to the stability of these

systems [26]. This differentiated increase in the donor

power stabilizes the proton transfer process from a water

molecule in the next step of the reaction. This effect is con-

sistent with the lowering in the corresponding activation

barrier, as it is shown below. In opposition, the local indices

have a negligible value on the water molecules, except for that

which interacts with the bromine molecule through its oxygen

atom, which presents a marginal contribution.

3.3 The energetic cost of bromine dissociation in water

clusters

The studied isodesmic reaction: Br2 ? H2O ? HOBr

? HBr is an endothermic process according to the forma-

tion enthalpies differences between the products and the

reactants. Accurate predictions of the heat of formation of

the compounds involved in this reaction are available in the

literature [27] except for HOBr. For this latter, it was only

Table 1 Selected properties of

the Br2–water clusters used in

this work reported in Ref. [2]

Distances are in Å and angles

are in degrees

Cluster Eint (kJ/mol) MP2/aVDZ

BSSE corrected

R(Br–Br) r(Br���O) h
(Br–Br–O)

r(Br���H) h
(Br–Br–H)

1W Br2–H2O -15.5 2.338 2.769 (180)

2W Br2–(H2O)2 -42.3 2.351 2.674 (175) 2.880 (124)

3W Br2–(H2O)3 -77.5 2.364 2.568 (173) 2.570 (155)

4W Br2–(H2O)4 -111.8 2.358 2.470 (179) 2.255 (176)

Table 2 Molecule polarization calculated as the difference of atomic

charges on each atom (dq) and total charge q(Br2) for bromine in the

Br2–(H2O)n clusters in a.u. obtained using the density from the MP2/

aug-cc-pVDZ level

Cluster Mulliken NBO

dqa q(Br2) dq q(Br2)

1W

Br2–H2O 0.137 -0.028 0.078 -0.027

2W

Br2–(H2O)2 0.151 -0.034 0.095 -0.043

3W

Br2–(H2O)3 0.200 -0.063 0.132 -0.054

4W

Br2–(H2O)4 0.408 -0.081 0.082 -0.031

a All reported values are in a.u.
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few years ago when a refined set of ab initio calculations by

Denis [28] converged to the experimentally obtained value

of -259.07 kJ mol-1 that Lock et al. [29] obtained several

years ago in photodissociation experiments for the heat of

formation of HOBr. Using this value and the corresponding

reported values for the other compounds [27], the heat of

this reaction is found to be 112.68 kJ mol-1. From the

theoretical MP2/aug-cc-pVDZ level predictions of the heat

of formation for the participating moieties, the heat of

reaction is underestimated by 25 kJ mol-1 with respect to

the value obtained using experimental data. We found that

the energy difference is only 10.5 kJ mol-1 if a larger basis

set (aug-cc-pVTZ) is used. Considering the computational

cost of optimizing cluster geometries and exploring their

PES with this latter basis set and the fact that the structure

of each molecule, HBr, HOBr and H2O as well as the

interaction energies of the clusters obtained with the aug-

cc-pVDZ basis set are in excellent agreement with the ones

obtained with the larger basis set, we decided to perform

this study with the aug-cc-pVDZ basis set.

To explore the region of the potential energy surface of

the clusters involved in the reaction, we performed relaxed

scans of the dibromine coordinate, that is, starting from the

optimized structure of [Br2(H2O)n] with n = 1–4, the

bromine–bromine distance was stepwise increased from

2.33 to 3.15 Å and fixed, while the others degrees of

freedom were fully relaxed. In Fig. 3, we present the

approximate reaction profiles. These profiles do not cor-

respond to the reaction coordinate but are helpful to locate

the region of the transition state in processes where several

covalent bonds are modified. As it can be seen in Fig. 3,

the energetic cost of distorting the Br–Br covalent bond in

these conditions is almost unaffected by the number of

water molecules present in the cluster. However, it is clear

that for the system 4W a different behavior emerges as the

Br–Br distance is about 2.90 Å. With this information, we

looked for the transition states structures starting from

geometries in which this bond was smaller than that value.

a. [Br2–H2O]:

The TS structure for this system has a single imaginary

frequency (mi) at -855.5 cm-1 and is shown in Fig. 4a.

At this level of calculation, the potential energy barrier

for the bromine dissociation in presence of a single

water molecule is 244.5 kJ mol-1. This structure has a

very long Br–Br distance confirming a late TS for the

reaction. Furthermore, this structure closely matches

the one described by Voegele et al. [21] for the reverse

reaction where they found a 130.2 kJ mol-1 barrier at

the MPW1K/6-31?G(d,p) level. The difference

between the barriers for the forward and reverse

reaction is a good match of the energy difference

between reactants and products (114.3 kJ mol-1),

albeit the different methodologies used thus confirming

the good performance of both approaches.

There is a large charge redistribution occurring in the

system. If this geometry is considered to be closer to the

reactants than to the products, the fragment correspond-

ing to the original Br2 molecule is negatively charged

by 0.18 a.u. A similar analysis, now comparing with

the expected products, shows that the fragments

Fig. 2 Electrodonating (right column) and electroaccepting (left
column) power functions projected on the electrostatic potential

surface. In all cases, the red regions correspond to the maximum

values of the analyzed property

Fig. 3 Energetic profiles of the Br–Br elongation in the clusters.

Each symbol corresponds to a value of the Br–Br distance where all

other degrees of freedom was optimized
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corresponding to HOBr and HBr are far from neutral,

c.a. 0.3 a.u. It is possible to relate the high energetic cost

of this reaction with the electrostatic work that must

accompany the formation of these new moieties.

b. [Br2(H2O)2]: The catalytic role of water molecules.

The transition state structure identified for the Br2 ?

2H2O reaction (mi = -262.2 cm-1) lies 202.2 kJ mol-1

above the structure corresponding to the reactants. In

Fig. 4b, it is possible to observe that in this TS

structure, the role of one of the water molecules is to

mediate the proton transfer between a water molecule

and the anionic bromide fragment, a behavior that can

be considered as catalytic. It is possible to understand

the role of the catalyst as a charge mediator. In a

similar way than the TS for the reaction with a single

water molecule, in this case the fragments correspond-

ing to the products, HOBr, HBr and H2O, are all

partially charged being the H2O set the one bearing the

largest charge, c.a. 0.4 a.u., whereas HBr and HOBr

only 0.2 a.u. Furthermore, the distance between the

two bromine atoms is considerably shorter than for

the previous cluster thus facilitating the charge

redistribution or delocalization.

For the reverse reaction in a previous work [21],

two different TS structures were located, one corre-

sponding to a catalyzed process with a barrier of

85 kJ mol-1 and another ascribed to an uncatalyzed

reaction with a 134 kJ mol-1 barrier. The transition

state structure found in this work is closer in

geometry to the former and the combined barriers

match again the change in enthalpy for the reaction. All

efforts aimed to locate the so-called, uncatalyzed TS

were unsuccessful, thus suggesting that the uncatalyzed

channel is not as important as the other one.

c. [Br2(H2O)3]: A stable products cluster is found.

The potential energy barrier for bromine dissociation

in a three water molecule cluster was found to be

103.4 kJ mol-1; this is at least 96 kJ mol-1 smaller

than for the cluster with two water molecules. The

transition state structure (mi = -214.7 cm-1), shown

in Fig. 5a, is only 5.9 kJ mol-1 less stable than the

cluster containing the products (Fig. 5b), in line with

the idea advanced by Voegele et al., of a barrierless

process in the reverse sense.

There is an interesting modification in the cluster as

the reaction proceeds to products. As it is previously

Fig. 4 Transition state

structures found for the

dissociation of Br2 in clusters

containing one (a) and two

water (b) molecules. All

distances are in Å

Fig. 5 Transition state structure

found for the dissociation of Br2

in clusters containing three

water molecules (a) and stable

structure of the reaction

products (b). All distances

are in Å
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mentioned on the reactants structure, it is possible to

see the same halogen atom involved in a XB and a

XH interaction. This latter interaction breaks as

soon as the bromine–bromine bond is slightly larger

than the equilibrium distance. The proton formerly

engaged in the XH interactions points to the anionic

side of the halogen molecule forming a new XH

interaction, thus enabling the concerted proton

transfer. Again, the catalytic role of water molecules

is due to their ability to separate the charges through

their proton donor/acceptor properties and, in this

case, the combined effect with their halogen acceptor

ability. From the charge distribution of the TS

structure, it is possible to see that the HBr and the

HOBr fragments bear a small fractional charge,

*0.1 a.u.

d. [Br2(H2O)4]: HBr is a strong acid in aqueous clusters.

In Fig. 6, the structure of the transition state

(mi = -125.6 cm-1) and products for the reaction are

shown. In contrast to the structures for smaller clusters,

the transition state is not very close in geometry to the

products; the relative planarity of the initial reactant

cluster is not conserved. This TS structure is

-0.96 kJ mol-1 below the energy of the initial cluster,

and the products lay 19.9 kJ mol-1 below this value.

This is the only case in the series where the TS lies

lower in energy than the reactant structure. It is

possible that besides pointing toward a barrierless

dissociation of dibromine, this barrier is more closely

related with the acid/base equilibrium established

between HBr and the water molecules than with the

bromine dissociation itself. Several attempts to locate a

precedent TS structure and/or possibly some interme-

diary structures were not successful possibly due to the

flatness of the PES in that region, that is, the hydrogen

bonds stabilizing this structure are very short thus

promoting the proton delocalization between them.

The TS structure (6a) is possible to observe that HBr

dissociates in a bromide anion and a proton forming a

hydronium, that is, a contact ion pair. This structure

evolves to a solvent separated ionic pair product

structure through a proton migration to a neighbor

water molecule. Goursot et al. [30] studied the

behavior of HBr in 4 and 5 water molecule clusters

finding that in all cases, four water molecules were

needed to dissociate HBr and that contact ionic pair

structures evolve to solvent separated ones being these

latter slightly more stable for the cases with four and

five water molecules. Our observations match not only

qualitatively their results but also the energy difference

between both ionic structures although our system only

has three water molecules. This might be due to the

presence of HOBr in the cluster and the role it plays in

the charge redistribution.

The delocalization of the electronic density leads to a

very polarized cluster, in which all fragments bear a

partial charge being negatively charged Br–, HOBr

and one water molecule and positively charged the

hydronium ion and one water molecule. This situation

is similar to what has been described for the dissoci-

ation of HCl in water clusters [31], there is a

significant charge transfer within the cluster that

prevents its breaking apart thus enabling the reverse

reaction to readily take place.

4 Conclusions

In this work, we have looked into the effect local interac-

tions have on the reactivity of bromine. Our results confirm

that the combined effect of strong intermolecular interac-

tions like halogen bonds and hydrogen bonds is behind the

catalytic role of water molecules in this dissociation pro-

cess. These interactions favor the process balancing the

polarization of Br2 in the reactant cluster and the charge

transfer from water to it and later on act as mediators

promoting the charge delocalization that favors the bond

breaking of Br2. Depending on the size of the cluster, the

role of water molecules as proton donors and proton

Fig. 6 Transition state structure

found for the dissociation of Br2

in clusters containing four water

molecules (a) and stable

structure of the reaction

products (b). All distances

are in Å
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acceptors are reinforced by the halogen bond and the

hydrogen–halogen interactions presents in the cluster. The

double catalytic role of water molecules has already been

described for some other reactive processes in the gas

phase [24, 32] and in the liquid [16].

In particular, the analysis of the local electrodonating

and electroaccepting powers made evident that the inter-

actions between the dihalogens and water molecules do not

have a strong effect on the halogen. However, this inter-

action stabilizes the proton transfer process involved in the

chemical reaction through an enhancement of the elec-

trodonating power of the halogen-bonded water molecule.

An interesting finding is the dissociation of HBr in the

presence of only three water molecules. Probably, this is

due to the possibility of forming a H3O? ion with a triple

coordination to strongly polarized and partially charged

water molecules. As found for some other reactive systems,

the extent of formation of the acid, HBr in this case,

depends sensitively on the arrangement of water molecules

in the network. Furthermore, the charge transfer between

the protonated water molecule and its first solvation shell

might be a phenomenon closely related to the lack of

barrier on the reverse sense, thus explaining the small

equilibrium constant of this reaction. However, on the

feasibility of this reaction occurring in the atmosphere,

several considerations must be taken into account: first, the

occurrence of this structures in the atmosphere is not

entropically favored; second, photochemical processes

might be relevant, either conducing to molecular water

evaporation thus impeding the reaction to take place or by

modifying the quantum tunneling rates in these clusters,

situations that deserve to be carefully analyzed. The fact

that this process is characterized by a very small equilib-

rium constant in liquid solution might point to a different

environment around bromine. Work is in progress to

address the hydration structure of bromine in condensed

phases.
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Abstract Three quantum chemistry methods (B3LYP,

M05-2X and CBS-4B3*) have been used, in combination

with SMD and CPCM continuum solvent models, to

calculate the aqueous pKa values of common organic

compounds (aliphatic alcohols, carboxylic acids, amines,

phenols, benzoic acids and pyridines) by using an isodes-

mic reaction. Good precision is found for all the studied

functional groups, resulting mean absolute deviations of

0.5–1 pKa units (equivalent to the best results obtained with

thermodynamic cycles). It is worthy to note that no explicit

water molecules were needed with the isodesmic reaction.

In addition, the quality of the results is not strongly

dependent on the combination of quantum chemistry

method, solvent model and reference species. Therefore,

the isodesmic reaction could be successfully used when

dealing with gas-phase unstable species, with species that

undergo large conformational changes between gas-phase

and solution-phase or other difficult cases for the thermo-

dynamic cycles.

Keywords pKa calculation � Isodesmic reaction �
Continuum solvent model

1 Introduction

Great efforts have been devoted during the last years to

develop computational strategies for the accurate predic-

tion of pKa values [1].

The traditional approach in theoretical pKa calculations is

based on the use of thermodynamic cycles that combine gas-

phase deprotonation free energies (DGgas) and the solvation

energies (DGsolv) of the involved species. The use of such

cycles is due to the fact that it is not rigorously correct to

obtain the free energy of deprotonation in solution (DGsoln)

by calculating the free energies of the involved species

according to the rigid rotor-harmonic approximation in the

continuum solvent, as discussed previously in detail [2, 3]. In

fact, the rigorous calculation would require much more

costly simulation methods in which the solvent is explicitly

considered, together with a free energy calculation procedure.

The use of thermodynamic cycles shows problems for

those species that are gas-phase unstable or undergoes

large conformational changes between gas-phase and

solution-phase. However, it is possible to calculate the

approximate free energies of deprotonation in solution by

using the isodesmic reaction, since gas-phase energies are

not required for the pKa calculation (Scheme 1). Addi-

tionally, this reaction scheme, also known as relative pKa

calculation or proton exchange reaction, benefits from the

Scheme 1 Isodesmic reaction employed for the pKa calculation of

AHq. DGsoln stands for the free energy in solution of the acid–base

reaction. The global charge of the acid species and its conjugate base

are represented by q and q - 1, respectively. The charges of the

reference species and its conjugate base are represented by m and

m - 1, respectively
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absence of the proton free energy of solvation, which is a

potential source of error in the calculated free energies (2).

The pKa of the acid AH can be calculated from Eqs. 1–3

and the experimental pKa value of the reference species BH

DGsoln ¼ GsolnðBHmÞ þ GsolnðAq�1Þ � GsolnðAHqÞ
� GsolnðBm�1Þ ð1Þ

Gsoln ¼ Esoln þ Gnes þ DGcorr soln ð2Þ

pKa AHqð Þ ¼ DGsoln

2; 303RT
þ pKaðBHmÞ ð3Þ

As previously noted, it is not possible to calculate the

exact free energies in solution because the partition

functions of the involved species (AHq, BHm, Aq-1 and

Bm-1) are unknown. Our group [3] recently proposed to

calculate approximate free energies in solution under the

assumption that gas-phase vibrational partition functions of

the solutes as an approximation for the solution-phase and,

secondly, that rotational and translational contributions to

the free energies corresponding to conjugate acid and

base species are of similar magnitude so, according to

Eq. 1, they mostly cancel out. According to Eq. 2, the

approximate free energies of each species in solution

(Gsoln) are calculated as the sum of the potential energy of

the solute (Esoln) which includes the electric response of the

continuum solvent, all the non-electrostatic contributions

to the solute–solvent interaction (namely dispersion,

repulsion and cavitation energies) which are all inclu-

ded in the term Gnes, and the contribution to the free

energies from the vibrational motion of the nuclei at 298 K

(DGcorr_soln).

It should be noted that both solvation energies of neutral

species and gas-phase free energies (of neutral and charged

species) can be determined with an accuracy of 1 kcal/mol

[1], however, solvation energies of charged species calcu-

lated with continuum solvent models show, at best, average

errors of 4 kcal/mol [4, 5]. According to the isodesmic

reaction scheme, such errors should not be present in the

pKa calculation as solvation energies are not required. In

any case, a higher accuracy in the pKa calculation is

expected for the isodesmic reaction since a good cancel-

lation of errors is expected if both the reference species

(BHm) and the acid species (AHq) present the same electric

charge and similar structure.

So far the isodesmic reaction has mainly been used for

the calculation of enthalpies of formation [6] but, con-

cerning pKa calculations, it has been less used than the

thermodynamic cycles. Li et al. [7] reported that relative

instead of absolute pKa values are predicted with higher

precision when combining ab initio methods and contin-

uum solvent models for the study of methylimidazoles in

aqueous solution. A recent combined experimental and

theoretical study performed by Ruiz-López et al. [8] also

shows that remarkably low errors are obtained when using

the isodesmic reaction for diprotic species. Govender and

Cukrowski [9, 10] have employed this scheme, together

with PCM solvent model and UA0 cavities for the calcu-

lation of the successive dissociation constants of nitrilo-

propanoic and nitrilotriacetic acids, obtaining errors of

0.2–3 pKa units.

Our group [3] has recently employed the isodesmic

reaction (Scheme 1) to calculate the pKa of substituted

pyridines and carbon acids. The results obtained for pyri-

dines were equivalent to those of thermodynamic cycles

[11] but no explicit water molecules were needed to

increase the accuracy [3]. Concerning carbon acids, the

mean absolute deviation of 2 pKa units was also equivalent

to the best results obtained with thermodynamic cycles

[12, 13] with the advantage that the electric charge of the

reference species was not determinant for a good precision

[3]. We also reported the pKa values of amino acids with

very low errors (i.e., 0.22 and 0.19 pKa units for the dis-

sociation of carboxylic and amino groups, respectively)

which are one of the paradigmatic difficult cases for ther-

modynamic cycles as the major tautomers in solution-

phase and gas-phase are different [3].

The main objective in this work is to evaluate the

robustness of the isodesmic reaction in the calculation of

pKa values of common acid–base organic functionalities

and to compare such results with those calculated with

thermodynamic cycles previously reported in the literature.

Two different continuum solvent models were employed

(namely CPCM [14–16] and SMD [17, 18]) in combination

with three quantum chemistry methods, two common DFT

functionals (B3LYP [19] and M05-2X [20, 21]) and the

composite method CBS-4B3* [3, 22].

2 Methodology

The pKa values of aliphatic alcohols, carboxylic acids,

aliphatic amines, benzoic acids, phenols and pyridines cal-

culated with the isodesmic reaction (Scheme 1) according to

Eqs. 1–3 are displayed in Table 1.

The criterion followed to choose the reference species

BH was the similitude of chemical structure with the

studied species AH so; for alcohols, carboxylic acids and

amines, the reference species are, respectively, ethanol,

acetic acid and ethylamonium ion, while phenol, benzoic

acid and pyridinium ion were the references for phenols,

benzoic acids and pyridines, respectively.

Three quantum chemistry methods, specifically B3LYP

[19], M05-2X [20, 21] and CBS-4B3* [3, 22], have been

used to calculate the free energies of Eq. 2. In all cases, the

geometries were optimized and characterized as energy

minima by the absence of imaginary frequencies according

Theor Chem Acc (2013) 132:1310
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to the 6-311??G(d,p) basis set. The CBS-4B3* composite

method is a simplification of the CBS-QB3 method

in which the CCSD(T) calculations and the energetic

corrections of spin contamination and empirical correc-

tions are suppressed [22]. This method benefits of lower

computational costs and provides as accurate deprotona-

tion free energies [22] and pKa values [3] as the original

CBS-QB3.

The solvent effects have been taken into account in all

geometry optimizations and also energy calculations by

using the CPCM model [13–15] with the UAKS cavities

[23] as implemented in Gaussian 03 [23] and the SMD

model [17, 18] as implemented in Gaussian 09 [24].

2.1 Results and discussion

Table 2 shows the mean absolute deviations (MAD)

between the experimental and calculated pKa values of

each functional group according to the combination of

solvent model (CPCM or SMD) and the quantum chemistry

method (B3LYP, M05-2X or CBS-4B3*).

Several important points can be extracted after analyz-

ing the values of Table 2. First of all, it should be noted

that no combination of quantum chemistry method and

continuum solvent model stand out by providing much

lower errors than the other combinations. In fact, the

highest difference between MAD values is 0.67 pKa units

for the CPCM/M05-2X and SMD/M05-2X calculations of

aliphatic alcohols.

Concerning all the organic functionalities, the MAD

values are lower than 1 pKa units in all cases with the

exception of the pKa values predicted with SMD for

the aliphatic alcohols, which show MAD values lower

than 1.3 pKa units. The best results correspond to the

primary amines and benzoic acids with MAD values

lower than 0.35 (Table T3 of Supporting Information)

and 0.5 (Table 2) pKa units, respectively, for the SMD

calculations.

Table 1 Pyridines, aliphatic alcohols, carboxylic acids, amines, phenols and benzoic acids studied in this work

Pyridines Alcohols Carboxylic acids Amines Phenols Benzoic acids

2-Methylpyridine Methanol Chloroacetic Methylamine p-Cyanophenol o-Chlorobenzoic

3-Methylpyridine 2-Chloroethanol Formic Propylamine o-Chlorophenol m-Chlorobenzoic

4-Methylpyridine Propanol 3-Chlorobutanoic i-Propylamine m-Cyanophenol p-Chlorobenzoic

2,3-Dimethylpyridine i-Propanol Benzoic Butylamine m-Chlorophenol p-Methylbenzoic

2,4-Dimethylpyridine 2-Butanol 4-Chlorobutanoic 2-Butylamine m-Fluorophenol m-Methylbenzoic

3-Bromopyridine tert-butanol Hexanoic tert-Butylamine p-Chlorophenol p-Fluorobenzoic

3-Fluoropyridine Propanoic Trimethylamine p-Fluorophenol

3-Cyanopyridine Pentanoic Dimethylamine m-Methylphenol

3-Chloropyridine Trimethylacetic p-Methylphenol

o-Methylphenol

Table 2 Mean absolute deviations (MAD), standard deviation (SD)

and maximum absolute deviation (AD max) of aqueous pKa values

calculated using different methods (CBS-4B3*/6-311??G(d,p),

B3LYP/6-311??G(d,p) and M05-2X/6-311??G(d,p)), and solvent

models (CPCM and SMD)

CPCM SMD

CBS-

4B3*

B3LYP M05-

2X

CBS-

4B3*

B3LYP M05-

2X

Pyridines

MAD 0.57 0.75 0.83 0.62 0.80 0.78

SD 0.48 0.74 0.55 0.36 0.39 0.44

AD

max

1.44 2.17 1.87 1.29 1.34 1.55

Alcohols

MAD 0.85 0.68 0.62 1.20 1.01 1.29

SD 0.49 0.46 0.51 0.96 0.75 0.97

AD

max

1.54 1.19 1.22 2.84 2.27 2.85

Carboxylic acids

MAD 0.78 0.98 0.79 0.57 0.64 0.67

SD 0.42 0.36 0.47 0.36 0.54 0.59

AD

max

1.32 1.44 1.51 1.13 1.54 1.89

Amines

MAD 0.87 0.72 0.90 0.24 0.35 0.27

SD 0.84 0.74 1.00 0.19 0.25 0.20

AD

max

2.51 2.20 2.89 0.63 0.83 0.71

Phenols

MAD 0.90 1.08 1.02 0.70 0.89 0.87

SD 0.57 0.68 0.68 0.48 0.57 0.56

AD

max

2.16 2.71 2.57 1.66 2.18 2.10

Benzoic acids

MAD 0.45 0.57 0.41 0.41 0.50 0.34

SD 0.29 0.41 0.30 0.35 0.48 0.29

AD

max

0.95 1.36 0.82 1.05 1.39 0.69
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Considering the MAD values obtained with both CPCM

and SMD solvent models, the best results correspond to the

SMD model for carboxylic acids, amines, phenols and

benzoic acids independently of the quantum chemistry

method, whereas CPCM provides lower MAD values for

the aliphatic alcohols. Finally, the results of both solvent

models for pyridines and primary amines (Table T3 of

Supporting Information) show no significant differences.

Regarding the quantum chemistry method, the best

results are provided by the CBS-4B3* method for 7 out of

12 combinations, specifically for pyridines, carboxylic

acids and phenols with CPCM (MAD values of 0.57, 0.78

and 0.90 pKa units, respectively) and pyridines, carboxylic

acids, amines and phenols with SMD (MAD values of 0.62,

0.57, 0.24 and 0.70 pKa units, respectively). The M05-2X

gives the best results for the alcohols and benzoic acids

with CPCM and also benzoic acids with SMD, while the

B3LYP functional gives the best results for the amines with

CPCM and alcohols with SMD (Table 2).

As noted, the pKa values obtained with the isodesmic

reaction exhibit low errors for all the functionalities,

independently of the combination of method and solvent

model so, we considered important to compare our results

with previously reported theoretical pKa values calculated

with thermodynamic cycles.

Theoretical pKa values of aliphatic alcohols have been

reported in several studies [25–28] among which stand out

the one of Pliego and Riveros [25], which reports the pKa

values of methanol and ethanol with MAD values of 0.5

pKa units with the IPCM model and including 2–3 explicit

water molecules. Namazian and Heidary [26] obtained the

pKa of methanol, ethanol, propanol and isopropanol with

maximum errors lower than 0.5 pKa units by using the

CPCM model to calculate the solvation energies. In close

agreement with such studies, MAD values of 0.62 pKa

units are obtained for the CPCM/M05-2X calculations

when using the isodesmic reaction (Table 2).

Carboxylic acids have been also extensively studied in

theoretical pKa calculations [28–38]. Namazian and Halvani

[32] calculated the pKa of 66 acids with the PCM model and

B3LYP functional and obtained average errors of 0.5 pKa

units. In another study, Toth et al. [31] calculated the

pKa values of five carboxylic acids at the CPCM/HF/

6-31?G(d)//HF/6-31G(d) level with average errors of

0.5 pKa units. Such average errors are similar to those

obtained in this study with the SMD solvent model (Table 2).

The pKa values of amines were calculated with good

accuracy [39–43]. For example, average errors of 0.46 pKa

units calculated with the PCM model at the B3LYP/6-

31?G*//MP2/6-31?G* level including an explicit water

molecule were reported in the work of Behjatmanesh-

Ardakani et al. [42]. In the present work, an accuracy of

*0.3 pKa units is found for the CPCM model when

considering just the primary amines (Table T3 of Sup-

porting Information), although higher errors are obtained

when including secondary and tertiary amines (Table 2).

Nevertheless, the SMD model provides, in all cases, MAD

errors lower to 0.3 pKa units (Table 2).

Scmidt am Busch and Knapp [37] calculated the pKa of

benzoic, p-methylbenzoic, m-methylbenzoic and p-chloro-

benzoic acids with MAD values of 0.5 pKa units. As seen

in Table 2, the errors obtained from the isodesmic reaction

are even lower, particularly those of SMD/M05-2X cal-

culations (i.e., 0.34 pKa units).

The theoretical prediction of pKa values of substituted

phenols has also been reported in different studies

[28, 37, 44, 45]. Liptak et al. [44] reported RMSD errors

between 0.4 and 3.9 pKa units depending on the calculated

solvation energies. As can be seen in Table 2, in our case, the

MAD values are slightly over 0.5 pKa units and under 1 pKa

unit for most of the method and solvent model combinations.

Concerning pyridines, mean deviations lower than 1 pKa

unit were reported [11, 46–50]. In a previous work of our

group [11], we evaluated the accuracy of different ther-

modynamic cycles, the importance of explicit water mole-

cules and the influence of using gas-phase or solution-phase

optimized geometries when calculating the solvation ener-

gies with the CPCM model. In the best cases, mean errors of

0.5 pKa units were reported when using a single explicit

water molecule [11]. The results provided by the isodesmic

reaction (Table 2) show the same precision than the best

obtained with thermodynamic cycles (i.e., MAD values

between 0.57 and 0.83 pKa units) without requiring explicit

solvent molecules.

The lowest MAD values obtained with each solvent

model, together with other MAD values of previous works

that used thermodynamic cycles are depicted in Fig. 1. As

can be seen, the accuracy of the isodesmic reaction pre-

dicted pKa values is of the same order of those predicted

with thermodynamic cycles for pyridines, benzoic acids

and carboxylic acids for both CPCM and SMD models.

Concerning amines, the SMD/CBS-4B3* calculations

outperform the errors of thermodynamic cycles. Besides, in

the worst-case scenario, the difference between MAD

values of isodesmic reaction and thermodynamic cycles is

lower than 0.6 pKa units.

We have chosen the carboxylic acids and amines to

evaluate the influence of the reference species on the cal-

culated pKa values. Tables 3 and 4 show the MAD values

obtained when using different references for carboxylic

acids and amines, respectively. The resulting MAD values

for carboxylic acids vary between 0.5 and 1.0 pKa units

unless chloroacetic and formic acids are used as reference

species. Regarding the amines, the MAD values fluctuate

between 0.28 and 0.78 pKa units regardless of the reference

is a primary, secondary or tertiary amine.
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Rebollar-Zepeda and Galano [51] had recently reported

a comprehensive assessment of reaction schemes and

density functionals for the pKa calculation of amines. Their

evaluation of the isodesmic reaction points out that the

precision of the calculated pKa values is strongly dependent

on the reference species [51]. It is well known that the

acidity of amines is significantly influenced by the solvent

accessibility to the amino group. Since continuum solvent

models do not reproduce the solvent structure around the

solute, it is not possible to model the steric effects on the

solvation of the amino group caused by its substituents.

Consequently, not only the electrostatic characteristics

have to be taken into account for the selection of the ref-

erence species but also the steric behavior of the substitu-

ents should be similar to the studied amine species.

However, it is not trivial to model such effects by the

introduction of explicit water molecules in the calculation

because the dynamic contribution of the substituents to the

solvation structure would require statistical treatment by

monte carlo or molecular dynamics simulations.

To get a deeper insight into the influence of the refer-

ence species, the pKa of some functional groups has been

calculated by using a structurally different species

(Table 5). Specifically, the pKa of benzoic acids, phenols

and pyridines were calculated by considering acetic acid,

ethanol and ethylamine, respectively, as reference species.

In the first case, MAD values of 0.5 pKa units result when

using acetic acid which is similar to the precision obtained

if the reference species were the benzoic acid. However,

the errors in the pKa values of phenols are significantly

larger (i.e., MAD values between 4.0 and 6.5 pKa units)

when using ethanol as reference species. Such different

behavior for benzoic acids and phenols can be attributed to
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Fig. 1 Comparison between the

best mean absolute deviations

(MAD) obtained with CPCM

and SMD solvent models and

MAD values reported in

previous studies that used

thermodynamic cycles

Table 3 Effect of the reference species on the accuracy of the cal-

culated pKa values of carboxylic acids expressed as mean absolute

deviations (MAD)

Reference CPCM SMD

CBS-

4B3*

B3LYP M05-

2X

CBS-

4B3*

B3LYP M05-

2X

Acetic ac. 0.78 0.98 0.79 0.57 0.64 0.67

Chloroacetic ac. 1.45 1.72 1.50 0.84 1.42 1.70

Formic ac. 1.11 1.51 1.13 1.02 1.45 1.17

3-Chlorobutanoic

ac.

0.74 1.25 0.80 0.57 0.66 0.79

Benzoic ac. 0.86 0.89 0.86 0.78 0.64 0.88

4-Chlorobutanoic

ac.

0.74 0.89 0.79 0.58 0.64 0.67

Hexanoic ac. 0.88 1.09 0.98 0.69 0.82 0.72

Propanoic ac. 0.84 1.00 0.89 0.91 0.96 0.82

Pentanoic ac. 0.88 1.06 0.92 0.66 0.73 0.74

Trimethylacetic

ac.

1.07 1.25 1.31 0.87 1.01 0.81
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the delocalization of the negative charge to the p-system in

the phenoxyde species, which causes significant differ-

ences in the electrostatic interactions of the deprotonated

oxygens of phenoxydes and aliphatic alcoxydes. However,

delocalization of the negative charge in benzoate anions is

low so the charge distribution of carboxylate groups in

benzoates is similar to that of aliphatic carboxylates. When

using ethylamine as reference, the MAD values in the pKa

of pyridines increase up to 2.8 pKa units for the CPCM

calculations but remain closer to the MAD values when

using pyridine as reference for the SMD calculations

(Table 5). Therefore, it is worthy to note that the chemical

structure should not be the only criterion to consider when

choosing the reference species and that the cancellation of

errors due to similarities in the solute–continuum interac-

tions is not always trivial.

As a suggestion of one of the referees, we considered the

inclusion of the rotational and translational contributions,

calculated from gas-phase partition functions, to the free

energies in solution. Such contributions had a minor effect

of 0.01 to 0.1 pKa units for all the studied functional

groups. Only for two species, methanol and methylamine,

these energies had higher and significant contribution to the

pKa values (i.e., 0.54 and 0.43 pKa units, respectively).

However, it has to be noted that this result only stresses the

fact that rotational and translational free energies of the

conjugate acid–base pairs calculated with gas-phase parti-

tion functions are very similar and, therefore, largely cancel

out in Eq. 1. In addition, this result does not entail the actual

rotational and translational free energies of the conjugate

acid–base species to be necessarily similar.

In summary, it has been shown that the isodesmic

reaction scheme provides reliable results in the pKa calcu-

lation of common organic functionalities, with pKa values

comprised between 1 and 19. The accuracy of the isodesmic

reaction predicted pKa values with combinations of com-

mon quantum chemistry methods and continuum solvent

models is similar to that provided by thermodynamic

cycles. Besides, no explicit water molecules are required to

obtain a good accuracy. Although the reference species

influences the precision of the calculated pKa values, the

cancellation of errors in the isodesmic reaction allows more

flexible criteria in the choice of the reference species. So,

taken everything into account, it is worth to consider

this procedure for theoretical pKa predictions, especially

for those cases where the thermodynamic cycles show

problems related to gas-phase calculations.
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Abstract The cooperativity effects in the Cl-���HCCH

���HF, Cl-���ClCCH���HF and F-���ClCCH���HF complexes

are analyzed here. The results show that the formation of

the hydrogen and halogen bonds is ruled by the same

mechanisms and that the cooperativity enhances these

interactions. The MP2(full)/6-311 ??G(d,p) calculations

were performed for the above triads and the corresponding

sub-units; dyads linked by the hydrogen or halogen bonds

and monomers. The NEDA scheme of the decomposition

of the interaction energy was applied here. It was found

that for the halogen bonded systems, the most important is

the polarization term of the energy of interaction while for

the hydrogen bonds the charge transfer interaction energy

and next the electrostatic contribution. The interaction

between orbitals is also analyzed here in terms of the

Natural Bond Orbitals method.

Keywords Halogen bond � Hydrogen bond �
Non-covalent interaction � Bent’s rule � Natural bond

orbitals method � NEDA scheme � The electron charge

distribution

1 Introduction

The hydrogen bond is a very well-known phenomenon

often analyzed and discussed due to its importance in

numerous chemical, physical and biological processes

[1–4]. However, in recent years, the increase of studies on

other non-covalent interactions is observed as for example

hydride bond [5–8], dihydrogen bond [9–12], halogen bond

[13–16], etc. There are various approaches for the uniform

description of all non-covalent interactions; different

studies are concentrated on differences and similarities

between them. It seems that the r-hole concept [16–18]

explains characteristics and mechanisms of formation of

the halogen bond and numerous other non-covalent inter-

actions. According to that concept, some of non-covalent

interactions exist owing to the contact between two centers

characterized by the opposite electrostatic potentials. The

r-hole concept [16] explains why the halogen atom (usu-

ally connected with the carbon atom) may act at the same

time as the Lewis base center forming connections through

such interactions as for example hydrogen or halide bond

and as the Lewis acid center forming for example halogen

bond—the interaction analyzed intensively in recent years.

Such dual character of the halogen atom is manifested in

the positive electrostatic potential along the extension of

the A–X bond (X designates Cl, Br or I halogen atom and

A is the Lewis acid center—usually the carbon atom) and a

belt of negative electrostatic potential around the X-atom,

i.e. in the direction perpendicular, or nearly so, to the A–X

bond.

The natural bond orbitals (NBO) method [19–21] is

often used to characterize non-covalent interactions. It was

pointed out that the A–H���B hydrogen bond phenomenon

is a combination of two effects [22]. The hyperconjugative

interaction is connected with the electron charge transfer
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from the B-lone pair to the r*(A–H) antibonding orbital. It

leads to the increase of the population of the antibonding

r* orbital and in consequence of the weakening and

elongation of the A–H bond. The second effect, the rehy-

bridization, leads to the increase in s-character of A-hybrid

orbital in the A-H bond. It is in line with Bent0s rule [23]

which states that atoms maximize the s-character in hybrid

orbitals aimed toward electropositive substituents and the

atoms minimize such character (maximize the p-character)

toward more electronegative substituents. It was pointed

out that both effects, the increase in s-character of A-orbital

and the hyperconjugation, are characteristic for all hydrogen

bonds [22]. It was found very recently that the mechanism of

the formation of numerous non-covalent interactions may be

described by the balance of the effects described above [24,

25]. In particular, the halogen bond formation is ruled by the

mechanisms which are similar to those of the hydrogen bond

interaction. For example, if the A–Y bond of the Lewis acid

moiety interacts with the B center of the Lewis base (the

A–Y���B interaction), then the complexation leads to the

increase in s-character of A-hybrid orbital in the A–Y bond

and to the increase of the polarization of this bond

(Scheme 1). For example, this concerns the O–H, C–Cl and

N–H bonds of the O–H���O hydrogen bond, C–Cl���O hal-

ogen bond and N–H���H–Be dihydrogen bond, respectively.

The reverse situation is observed if the B–Y bond of the

Lewis base participates in the B–Y���A interaction. For the

latter, the complexation leads to the decrease in s-character

of B hybrid orbital in the B–Y bond and to the decrease of

the polarization of this bond (Scheme 1). For example, this

is observed for the C–Cl, Be–H and Mg–H bonds in the C–

Cl���H–O hydrogen bond, Be–H���H–N dihydrogen bond and

Mg–H���Na? hydride bond, respectively (Scheme 1). Such

changes in the s-character and polarization are in line with

Bent’s rule since the formation of A–Y���B is connected with

the increase of the positive charge of Y-atom and the for-

mation of B–Y���A with the decrease of this charge. In other

words, Y-atom after complexation is less or more electro-

negative as it was before.

The cooperativity effect is another phenomenon often

observed for hydrogen bonded systems [1–4] and analyzed

in recent years for the other non-covalent interactions

[26–29]. One can mention numerous studies on coopera-

tivity effects in H-bonded complexes such as those on the

H3N���HF and H3N���HF���HF complexes which were

investigated with the use of experimental microwave and

theoretical ab initio techniques [30], on the chain of moi-

eties connected by OH bonds [2], the analysis of two-

dimensional cyclic networks containing three-centered

hydrogen bond interactions [31], amide hydrogen bonding

chains [32], intramolecular bifurcated hydrogen bonds

[33], in homo (HCN)n and hetero (HCN)n���HF chains [34],

the decomposition of the interaction energy performed for

H2C=O���(H–F)n clusters (n up to 9) [35] and numerous

others. In a case of other non-covalent interactions one can

mention the studies on cooperativity effects between hal-

ogen and hydrogen bond [36, 37], between halogen and

dihydrogen bond [38], between halogen-hydride and

dihydrogen bond [38] or between halogen bonds [39].

There are numerous others, this is worth to mention that

there is the review article where cooperativity in multiple

weak bonds is considered for different pairs of non-cova-

lent interactions [40].

Hence, the aim of this study is to compare two phe-

nomena, from one side the cooperativity between halogen

bond and hydrogen bond and from the other side the

cooperativity between two hydrogen bonds for comparison.

The goal of this study is also the presentation of parameters

which are analyzed rarely for non-covalent interactions and

they are not applied for the analysis of cooperativity

effects, for example, the mentioned earlier here s-character

and the polarization of the corresponding bond participat-

ing in the non-covalent interaction. The cooperativity

effect is also discussed here in terms of Bent’s rule.

2 Computational details

The MP2(full)/6-311??G(d,p) calculations for the com-

plexes analyzed here were performed with the Gaussian09

set of codes [41]. The optimizations led to energetic min-

ima since no imaginary frequencies were observed. The

following triads are considered here: FH���HCCH���Cl-,

FH���HCCCl���Cl- and FH���HCCCl���F-. For the first

complex, there are two hydrogen bonds F–H���p and

C–H���Cl-. For the next two complexes, there is the

cooperativity between hydrogen bond and halogen bond

since the F–H���p and C–Cl���Cl(F)- interactions exist. The

full optimizations were also performed for all monomers of

A-Y…B

B-Y…A

s-character of A-orbital

A-Y bond polarization

positive Y-atom charge

s-characterof B-orbital

B-Y bond polarization

positive Y-atom charge

increase

decrease

Lewis acid

Lewis acid

Lewis base

Lewis base

Scheme 1 The changes of the Lewis acid and Lewis base units as a

result of complexation
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complexes considered here and for the following dyads:

FH���HCCH (F–H���p hydrogen bond), FH���HCCCl (F–

H���p hydrogen bond), HCCH���Cl- (C–H���Cl- hydrogen

bond), HCCCl���Cl- (C–Cl���Cl- halogen bond) and

HCCCl���F- (C–Cl���F- halogen bond).

It is worth to mention that complexes related to the

hydrogen and halogen bonded dyads analyzed here were

often analyzed experimentally. Numerous A–H���p [3, 4]

hydrogen bonds and C–X���B halogen bonds [14] were

found in crystal structures. The gas phase studies were also

performed on such systems, for example, the microwave

spectrum of the acetylene–HF complex in the ground

vibrational state has been assigned using a pulsed Fourier

transform microwave spectrometer [42]. However, it is

interesting to know if the triads considered here have any

experimental analogs. The Cambridge Structural Database

(CSD) [43] search was performed here for the A–H���Y–

C : C–X1���X2 fragment (A is the non-metal atom, Y is

any substituent, X1 and X2 designate halogen atoms). In

other words, the fragments where the A–H���p hydrogen

bond and C–X1���X2 halogen bond exist were searched.

The following search criteria were used: no disordered

structures, no structures with unresolved errors, no powder

structures and R B 7 %. Only two fragments of two crystal

structures fit these criteria, i.e. C–H���C:C–Br���Br- for

the tetraphenylphosphonium tetrakis(1-bromo-2-phenyla-

cetylene) bromide structure [44] and the C–H���C:C–

I���Cl- fragment for the structure of bis(bis(Ethylenedi-

thio)tetrathiafulvalene) 2,5-dimethyl-1,4-bis(iodoethynyl)

benzene dichloride [45]. However, the e.s.d.’s values for

CC bonds for these structures amount 0.01 Å and more.

The Cambridge Structural Database (CSD) search was also

performed for the A–H���Y–C:C–H���X2 fragment related

to the system analyzed here (the difference between this

fragment and the previous one is that the H-atom is inserted

here instead of the X1 atom). The same search criteria were

fixed here as for the former fragment and only 15 entries

were found. However, the e.s.d.’s for CC bonds are smaller

than 0.005 Å only in 7 cases. The number of fragments

found in CSD and the accuracy of the related structures are

not sufficient to perform the statistical analysis. One can

see that triads related to those analyzed theoretically here

are not common in the crystal structures (note that the

number of crystal structures collected in CSD is close to

6,00,000). However, these findings show that the real

interactions are analyzed in this study.

The energies expressed by Eqs. 1–3 were calculated

here according to the earlier studies on cooperativity

effects [36].

DE0
AB ¼ EABC � ðEA þ EBCÞ ð1Þ

DE0
BC ¼ EABC � ðEC þ EABÞ ð2Þ

DEABC ¼ EABC � ðEA þ EB þ ECÞ ð3Þ
The subscripts A, B and C designate Cl(F)- ion,

H–C:C–Cl(–H) and H–F molecules, respectively.

Hence, DEAB
0 and DEBC

0 correspond to the interaction

energies in Cl(F)-���Cl(H)–CCH and FH���HCCH (F–H���p),

respectively. However, these energies correspond to

geometries of sub-units (dyads) in the triads. EABC is the

energy of the triad, and DEABC, the interaction energy in the

triad. All systems (ABC, AB, BC, A, B and C) were

optimized separately thus the corresponding interaction

energies include the deformation effects connected with the

complexation [46]. All energies were corrected for BSSE

[47, 48]. The interaction energies for the optimized dyads

are also considered here, and they were calculated according

to the following relations.

DEAB ¼ EAB � ðEA þ EBÞ ð4Þ
DEBC ¼ EBC � ðEB þ ECÞ ð5Þ

Also for these energies, the BSSE correction and the

deformation energy mentioned above are included. The

energetic cooperativity parameter has been calculated

according to the Eq. 6 proposed before by Alkorta and

co-workers [40].

Ecoop ¼ DEABC � ðDEAB þ DEBC þ DEACÞ ð6Þ
Here, as before, DEABC is the interaction energy in the

triad, DEAB and DEBC are the interaction energies of the

isolated dyads in their minima configurations (Eqs. 4 and

5) and DEAC is the interaction energy between A and C in

the geometry they possess in the corresponding triad. One

can see that for the last term, the unreal system is

considered since there are two molecules here separated by

the B spacer. For the energy expressed by Eq. 6, the BSSE

correction is also taken into account since all right-hand-

side energies of this equation are corrected for BSSE.

The Natural Bond Orbitals (NBO) method [19, 20] was

applied to analyze interactions in the triads and dyads

analyzed here. For the A–H���B hydrogen bond, the

nB ? rAH
* is often considered as its characteristic inter-

action. It is related to the maximum nB ? rAH
* overlap-

ping, nB designates the lone electron pair of the proton

acceptor while rAH
* is an antibonding orbital of the A–H

proton donating bond. The nB ? rAH
* interaction is cal-

culated as the second-order perturbation theory energy

(Eq. 7):

DE nB ! r�AH

� � ¼ �2 nB Fj j=r�AH

� 

= e r�AH

� �� eðnBÞ
� �

ð7Þ
nB Fj jr�AH

� 

designates the Fock matrix element and

(e(rAH
* )–e (nB)) is the orbital energy difference. Different

non-covalent interactions are analyzed here thus the latter
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equation may be modified to take into account the A–H���p
hydrogen bond (Eq. 8).

DE pB ! r�AH

� � ¼ �2 pB Fj jr�AH

� 
2
= eðr�AHÞ � eðpBÞ
� �

ð8Þ
or to consider the halogen bond interaction (Eq. 9).

DE nB ! r�AX

� � ¼ �2 nB Fj jr�AX

� 
2
= eðr�AXÞ � eðnBÞ
� �

ð9Þ
where AX designates the C–Cl bond since the C–Cl���Cl-

and C–Cl���F- interactions are considered here. The ener-

gies expressed by Eqs. 7–9 will be designated later here as

ENBO.

The polarization of bonds is calculated in this study

within the NBO scheme in the following way. The natural

bond orbitals (NBOs) are combinations of the natural

hybrid orbitals (NHOs) [20]. For example, the NBO for a

localized r bond between atoms A and B, rAB, is formed

from directed orthogonal hybrids (NHOs) hA and hB.

rAB ¼ cAhA þ cBhB ð10Þ
The natural hybrids in turn are composed from a set of

effective valence-shell atomic orbitals, natural atomic

orbitals (NAOs). The percentage of the NBO on each

hybrid, 100jcAj2, may be calculated. This is the percentage

of the electron density on the A-atom, and it is treated as

the polarization of the A–B bond.

The natural energy decomposition analysis (NEDA)

[49–51] is applied here. The NEDA interaction energy

partitioning is expressed by Eq. 11.

DEHF ¼ ES þ PL þ CT þ EX þ DEF ð11Þ
For the AB complex of two interacting moieties, A and

B, Eq. 11 may be described in the following way. DEHF is

the Hartree–Fock interaction energy. ES corresponds to the

classical electrostatic interaction. PL, polarization term,

arises from the extra electrostatic interaction connected

with the polarization of the unperturbed molecular orbitals

of the separated fragments (A and B) to those of the

complex (AB). CT, the charge transfer contribution, is the

stabilizing component which arises from the delocalization

of the electrons between A and B components of the

complex. The exchange component, EX, is an attractive

contribution to the interaction energy arising from the

exchange interactions of electrons on A with those on B.

DEF designates the deformation energy; DEF has a

contribution from each fragment.

DEF ¼ DEF(A) þ DEF(B) ð12Þ
where

DEF(A) ¼ E wdef
A

� �� EðwAÞ ð13Þ

DEF(A) is the repulsive (positive) quantity since wA the

wave function converged for A is of lower energy than wA
def

in the complex.

The NEDA decomposition (Eq. 11) may be expressed in

the other form (Eq. 14).

DEHF ¼ EL þ CT þ CORE ð14Þ
where:

EL ¼ ES þ PL þ SE ð15Þ
and

CORE ¼ EX þ DEF � SE ð16Þ
EL is named as the electrical interaction, SE is a portion

of the DEF component arising from the self-polarization

energies of the monomers; this is the cost to form the

induced charge density.

The NEDA scheme was extended [52] to treat charge

densities from the density functional theory (DFT) calcu-

lations. In this extended approach (DFT/NEDA), the

intermolecular exchange component (EX) of HF method is

replaced by the exchange–correlation (XC) component.

The XC component accounts for intermolecular electron

exchange and correlation. The DFT interaction energy

within DFT/NEDA scheme may be expressed in the fol-

lowing form.

DEDFT ¼ ES þ PL þ CT þ XC þ DEF ð17Þ
Both approaches of the decomposition were applied in

this study (Eqs. 11 and 17). For DFT/NEDA calculations,

the B3LYP functional was applied here.

For NBO, NEDA and DFT/NEDA calculations, the

NBO 5.0 program [53] incorporated into GAMESS set of

codes [54] was used.

3 Results and discussion

3.1 Geometrical and energetic parameters

Figure 1 presents the dyads linked by the C–H(Cl)���Cl(F)-

interactions. Figure 2 shows the HCCH���HF and

HCCCl���HF complexes linked by the F–H���p hydrogen

bond. Figures 3, 4, 5 present the triads analyzed in this

study. The HCCH, HCCCl and HF monomers are pre-

sented in these figures as well as parameters discussed later

here. Table 1 presents selected geometrical parameters of

the complexes mentioned above. One can observe the

positive (favorable) cooperativity for all triads. For exam-

ple, the H���Cl-intermolecular distance for the Cl-���HCCH

dyad amounts 2.299 Å while this distance for the

Cl-���HCCH���HF triad is equal to 2.172 Å. Such shorten-

ing of the intermolecular distance is usually attributed to
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the strengthening of the interaction; here, it concerns the

cooperativity between two hydrogen bonds. The Cl���Cl-

distance in the Cl-���ClCCH complex is equal to 3.146 Å

and it decreases to 3.063 Å in the Cl-���ClCCH���HF triad.

The latter decrease is the result of the cooperativity

between the halogen and hydrogen bonds. Similarly, for

the halogen bond in the F-���ClCCH and F-���ClCCH���HF

complexes, the Cl���F- distance amounts 2.461 and

2.385 Å, respectively. One can see that for the hydrogen

and halogen bonds, the additional F–H���p hydrogen bond

enhances the former interaction. One can also conclude

that similar cooperativity processes are observed for the

hydrogen and halogen bonds. The same effects may be

observed from the other side. The H���C distances for

F–H���p interactions in HCCH���HF and HCCCl���HF dyads

decrease in the corresponding triads: Cl-���HCCH���HF and

Cl(F)-���ClCCH���HF, respectively (see Table 1).

The elongation of the F–H and C–H proton donating

bonds is observed in the H-bonded dyads if they are

compared with the corresponding monomers. This elon-

gation is greater in the corresponding triads (Table 1). The

slight elongation of the C–Cl bond in the Cl(F)-���ClCCH

dyads is observed as an effect of the halogen bond for-

mation. Practically, there are no changes of the C–Cl bond

lengths for the Cl(F)-���ClCCH���HF triads if they are

compared with the corresponding dyads. Even for the

Cl-���ClCCH���HF triad, the slight shortening of the C–Cl

bond is observed in comparison with the ClCCH monomer.

The energies presented in Table 2 are in agreement with

the changes of the geometrical parameters discussed earlier

here. The interactions corresponding to the hydrogen and

halogen bonds in the Cl(F)-���H(Cl)CCH dyads (see EAB)

are enhanced in the corresponding triads by approximately

4–5 kcal/mol (see EAB
0). Similarly, the F–H���p hydrogen

bonds in the HCCCl(H)���HF dyads are enhanced in the

corresponding triads (see EBC and EBC
0, respectively). For

the F-���ClCCH���HF complex, the strongest interactions

are observed (EABC). For the latter system, the most

favorable cooperativity effect is observed since the coop-

erativity energy (Ecoop) is equal to -2.5 kcal/mol while

for two remaining triads this value is equal to -0.6 and to

-1.4 kcal/mol.

For all dyads and triads considered here, the decompo-

sition of the Hartree–Fock interaction energy (the NEDA

scheme) and the decomposition of the DFT interaction

energy (DFT/NEDA) were performed (Table 3). One can

see few tendencies for both approaches, NEDA and DFT/

NEDA. For the dyads linked through hydrogen bonds, i.e.

Cl-���HCCH, FH���HCCH and FH���HCCCl, the most

important attractive interaction energy term is the charge

transfer energy, CT (see Eqs. 11 and 17 for NEDA and

DFT/NEDA approaches). The latter term is often attributed

in the literature to the covalency of the hydrogen bond

interaction [19, 55]. Sometimes it is stated that all hydro-

gen bonds are covalent in nature since the CT energy is

characteristic for such interactions [19, 56]. The next most

important attractive term for the above-mentioned hydro-

gen bonded complexes is the electrostatic energy, ES.

There is the similar situation for the Cl-���HCCH���HF

complex with two hydrogen bonds where both CT and ES

terms are the most important attractive contributions.

For the Cl-���ClCCH and F-���ClCCH halogen bonded

systems, the polarization interaction energy is the most

important attractive term. It is in line with the previous

studies where the importance of this kind of interaction was

claimed for the halogen bonds [24]. Also for two triads

Cl-���ClCCH���HF and F-���ClCCH���HF where there is

cooperativity between hydrogen and halogen bond, the

polarization term is the most important attractive

interaction.

The principal differences in the HF and DFT analysis,

NEDA and DFT/NEDA, respectively, appear in EX and

XC components. The XC accounts for intermolecular

electron exchange and correlation; when electron correla-

tion is neglected in the HF method, this term reduces to the

exchange component, EX. One can observe the enhance-

ment of the B3LYP interaction (DE, Table 3) if it is

compared with the HF energy. The greatest differences

-0.9460.276-0.174-0.3560.200

0.223-0.223-0.2230.223

-0.9570.213-0.120-0.3520.215

-0.920
0.232-0.127-0.3950.210

0.143-0.132-0.2450.234

S=50.65; Pol=65.31

S=48.14; Pol=61.24

S=42.60; Pol=49.82

S=43.28; Pol=50.98

S=41.14; Pol=47.86

Fig. 1 The s-character in the C-hybrid orbital (s), the polarization of

the C–H(Cl) bond (Pol) and the NBO atomic charges for the

following dyads and monomers: HCCH���Cl-, HCCH, HCCCl���Cl-,

HCCCl���F- and HCCCl
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0.238 0.238-0.232-0.232

-0.568

0.556

-0.547 0.547

-0.565

0.554

0.249 0.173-0.139-0.272

S=20.67; Pol=77.58

S=23.35; Pol=78.61 S=23.11; Pol=78.44
Fig. 2 The s-character in the

F-hybrid orbital (s), the

polarization of the H–F bond

(Pol) and the NBO atomic

charges for the following dyads

and monomer: HCCH���HF,

HCCCl���HF and HF

0.216 -0.371 -0.188 0.283
-0.919

0.570

-0.591
S=24.70; Pol=79.66

S=51.39; Pol=66.44

Fig. 3 The s-character in the F-hybrid orbital (s), the s-character in

the C-hybrid orbital (s), the polarization of the H–F bond (Pol), the

polarization of the C–H bond (Pol) and the NBO atomic charges for

the Cl-���HCCH���HF trimer

0.233 -0.395 -0.119 0.241 -0.941

-0.583

0.564

S=24.33; Pol=79.27

S=43.03; Pol=50.44

Fig. 4 The s-character in the F-hybrid orbital (s), the s-character in

the C-hybrid orbital (s), the polarization of the H–F bond (Pol), the

polarization of the C–Cl bond (Pol) and the NBO atomic charges for

the Cl-���ClCCH���HF trimer

0.228 -0.442 -0.124 0.262 -0.900

-0.591

0.566

S=24.87; Pol=79.62

S=43.75; Pol=51.74

Fig. 5 The s-character in the F-hybrid orbital (s), the s-character in

the C-hybrid orbital (s), the polarization of the H–F bond (Pol), the

polarization of the C–Cl bond (Pol) and the NBO atomic charges for

the F-���ClCCH���HF trimer

Table 1 Geometrical parameters (distances in Å) of the complexes

considered in this study

Complex H(Cl)���Cl(F) C–H(Cl) H���C H–F

Cl-���HCCH 2.299 1.090 – –

Cl-���ClCCH 3.146 1.642 – –

F-���ClCCH 2.461 1.652 – –

HCCH���HF – – 2.267 0.923

HCCCl���HF – – 2.227; 2.232 0.923

Cl-���HCCH���HF 2.172 1.101 2.146; 2.249 0.930

Cl-���ClCCH���HF 3.063 1.639 2.103; 2.346 0.928

F-���ClCCH���HF 2.385 1.651 2.058; 2.308 0.932

distances for isolated monomers; HCCH: CH(1.064); for HCCCl:

CCl(1.640); for HF: 0.916
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between B3LYP and HF energies (DE) occur for

F-���ClCCH���HF, Cl-���ClCCH���HF and F-���ClCCH

complexes. It is difficult to generalize which term is mainly

responsible for the above-mentioned differences. Generally,

absolute values of the energy components are greater for

DFT/NEDA than for NEDA and there are only few excep-

tions. If one considers the decomposition of the energy of

interaction according to Eqs. 11 and 17, then the greatest

differences between both methods for the attractive com-

ponents occur for CT energy followed by POL and ES.

Table 4 presents the interaction energies between orbitals;

they were defined in the previous section (Eqs. 7–9). There is

the nCl ? rCH
* interaction corresponding to the hydrogen

bond in the Cl-���HCCH complex as well as the nCl ?
rCCl

* and nF ? rCCl
* interactions corresponding to the hal-

ogen bond in the Cl-���ClCCH and F-���ClCCH complexes,

respectively. One can see that for the Cl-���HCCH and

F-���ClCCH complexes, the energies of interaction are very

close one to each other in spite of the fact that the systems are

linked through different interactions, hydrogen bond and

halogen bond, respectively. The interaction for the

Cl-���ClCCH is not as strong as for two previous systems.

For the HCCH���HF and HCCCl���HF complexes, the

pB ? rFH
* energy of interaction amounts *4–5 kcal/mol.

One can see that all these orbital–orbital interactions are

enhanced in the corresponding trimers (Table 4).

3.2 Cooperativity effects in terms of Bent’s rule

Figures 1 and 2 present selected NBO parameters for the

dyads considered here while Figs. 3, 4, 5 concern the

analyzed triads. The Lewis acid—Lewis base interaction

Table 2 Energies (corrected for BSSE, in kcal/mol) expressed by Eqs. 1–6

Complex DEAB DEBC DEAB
0 DEBC

0 DEABC Ecoop

Cl-���HCCH -8.60 – – – – –

Cl-���ClCCH -5.66 – – – – –

F-���ClCCH -11.53 – – – – –

HCCH���HF – -3.15 – – – –

HCCCl���HF – -2.48 – – – –

Cl-���HCCH���HF – – -13.88 -8.50 -16.94 -0.57

Cl-���ClCCH���HF – – -9.54 -6.38 -11.96 -1.44

F-���ClCCH���HF – – -17.13 -7.94 -19.47 -2.48

Table 3 NEDA and DFT/NEDA decomposition terms of the energy of interaction (in kcal/mol, see Eqs. 11 and 17 as well as Eqs. 13, 14

and 15)

Complex DE El CT CORE ES PL SE XC EX DEF

Cl-���HCCH -8.5 -20.1 -22.0 33.6 -15.5 -8.3 3.7 -2.9 40.2

-10.3 -20.4 -24.1 34.2 -15.2 -9.5 4.2 -4.4 42.9

Cl-���ClCCH -3.8 -22.6 -6.7 25.6 -9.8 -25.3 12.4 -4.4 42.4

-7.2 -26.2 -8.8 27.9 -11.5 -29.0 14.3 -6.2 48.4

F-���ClCCH -11.1 -45.8 -15.9 50.6 -21.5 -47.9 23.6 -8.3 82.5

-16.0 -53.3 -22.1 59.3 -26.2 -53.6 26.5 -12.4 98.3

HCCH���HF -1.1 -7.0 -8.7 14.5 -6.1 -1.9 0.9 -2.0 17.4

-3.2 -7.2 -10.1 14.1 -5.9 -2.7 1.4 -3.1 18.5

HCCCl���HF -1.4 -6.7 -7.3 12.6 -5.7 -2.1 1.1 -1.8 15.5

-3.2 -6.9 -8.6 12.3 -5.5 -2.9 1.5 -2.9 16.7

Cl-���HCCH���HF -16.8 -32.7 -31.9 47.8 -27.3 -9.7 4.4 -4.7 56.8

-20.3 -32.3 -35.5 47.5 -26.2 -11.4 5.2 -7.2 60.1

Cl-���ClCCH���HF -9.5 -32.9 -14.9 38.3 -17.9 -29.8 14.8 -6.2 59.2

-15.1 -36.4 -18.8 40.1 -19.3 -34.1 16.9 -9.1 66.1

F-���ClCCH���HF -18.3 -57.6 -26.1 65.4 -30.6 -53.5 26.6 -10.1 102.0

-25.9 -64.8 -34.5 73.4 -35.0 -59.4 29.5 -15.4 118.3

First line—HF results, second line—DFT ones
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leads to systematic changes of numerous parameters of

interacting moieties (see Scheme 1). It was stated before

that for the A–H���B hydrogen bond, there is the balance

between two effects: the hyperconjugative interaction and

the rehybridization [22]. The latter effect is connected with

the increase in the s-character of A-atom hybrid orbital in

the A-H bond. This is in agreement with Bent’s rule since

the hydrogen bond formation leads to the increase of the

electropositive character of H-atom. There are other con-

sequences of the complexation as for example the increase

of the polarization of A–H proton donating bond.

The changes of parameters are also observed for the

complexes analyzed here. For the Cl-���HCCH complex

(see Fig. 1), the increase in s-character of the carbon hybrid

orbital in the C–H proton donating bond occurs since

percentage s-character is equal to 50.7 for the complex

while this value for the corresponding monomer amounts

48.1. The increase of the polarization of this C–H bond

(% of electron density on carbon) is observed from 61.2 %

in the monomer to 65.3 % in the complex. The similar

changes are observed for the Cl-���ClCCH halogen bonded

system (Fig. 1), i.e. the increase in the s-character and the

increase of the polarization of the C–Cl bond in the com-

plex (42.6 and 49.8 %, respectively) in comparison with

the ClCCH monomer (41.1 and 47.9 %, respectively). The

changes of the s-character and the polarization are greater

for the F-���ClCCH complex than for the Cl-���ClCCH (see

Fig. 1) since the halogen bond interaction in the former

moiety is stronger than in the latter one (see Table 2).

The similar trends observed for the halogen bond and for

the hydrogen bond confirm the idea of the same mecha-

nisms ruling numerous Lewis acid—Lewis base interac-

tions. In general, the Lewis acid—Lewis base interaction

leads to the electron charge transfer from the Lewis base

sub-unit into the Lewis acid [57]. Hence, the Lewis base is

slightly positive and the Lewis acid slightly negative if the

isolated monomers are neutral. However, there is the fur-

ther electron charge transfer within the Lewis acid sub-unit.

This is observed here for the complexes of HCCH and

HCCCl molecules where the C–H and C–Cl bonds are in

contacts with the Lewis base (Cl- or F-). The H-atom and

Cl-atom positive charges for these bonds are greater in

complexes than in the corresponding monomers (see

Fig. 1). Hence, the H and Cl-atoms may be treated as more

electropositive in complexes than they are in the isolated

monomers. This leads, according to Bent’s rule, to the

increase in s-character of the C-atom hybrid orbital. The

increase of the positive charge of the H-atom in A–H���B
hydrogen bond is often treated as one of its more important

characteristics [19, 58]. It was found recently [24] that for

numerous non-covalent interactions, this is the character-

istic of the Lewis acid center being in contact with the

Lewis base.

Figure 2 presents results for the complexes linked by

F–H���p hydrogen bonds. The s-character in the F-hybrid

orbital and the polarization of the H–F bond for monomer

are equal to 20.7 and 77.6 %, respectively. The increase of

the latter values is observed in the HCCH���HF

and HCCCl���HF complexes, s-character increases to 23.4

and 23.1, respectively, while the polarization to 78.6 and

78.4 %. The positive charge of the H-atom in the HF

molecule increases from ?0.547 au in the monomer to

?0.556 au and ?0.554 au in the complexes.

Figures 3, 4, 5 show the s-characters, the bond polariza-

tions and the atomic charges in the triads, respectively. One

can observe here the same tendencies which were observed

before for the dyads: the increases of the s-character, the

polarization and the positive charge of the atom (H or Cl-

atom) being in contact with the Lewis base if these param-

eters are compared with the corresponding parameters of

monomers. However, such changes in the triads are greater

than those observed in the dyads. These findings support the

earlier observations based on the geometrical and energetic

parameters of the favorable (positive) cooperativity in the

triads. For example, there is the increase of the positive

charge of the Cl-atom from ?0.143 au in the ClCCH

monomer (Fig. 1) to ?0.262 au in the F-���ClCCH���HF

complex (Fig. 5). This charge for the F-���ClCCH dyad is

equal to ?0.232 au (Fig. 1). The s-character and the polari-

zation of the C–Cl bond amount 43.8 and 51.7 % in the triad,

more than in the corresponding dyad, respectively. The

similar comparison may be performed for the HF monomer,

the HCCCl���HF dyad and the F-���ClCCH���HF complex

where one can observe the following increase in s-character

of F-atom hybrid orbital: 20.7, 23.1 and 24.9. There are the

following values of the polarization of the H–F bond for the

latter series: 77.6, 78.4 and 79.6 %. One can also see that

there is the greater electron charge transfer from F- ion for

the F-���ClCCH���HF triad than for the corresponding

F-���ClCCH dyad since the F-ion charge for the triad is equal

to -0.900 au while for the dyad, it amounts -0.920 au.

The mechanism of the electron charge redistribution for

the F-���ClCCH���HF complex may be described in the

Table 4 ENBO energies (in kcal/mol) expressed by Eqs. 7–9

Complex DE (nB ? rCH(Cl)
* ) DE (pB ? rFH

* )

Cl-���HCCH 12.4 –

Cl-���ClCCH 4.3 –

F-���ClCCH 10.4 –

HCCH���HF – 4.8

HCCCl���HF – 3.9

Cl-���HCCH���HF 19.5 7.4

Cl-���ClCCH���HF 5.5 6.0

F-���ClCCH���HF 13.0 7.6
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following way. There is the electron charge transfer from

the F- Lewis base into the ClCCH unit acting here as the

Lewis acid. The ClCCH molecule acts simultaneously as

the Lewis base interacting with the HF Lewis acid. Hence,

there is the further electron charge transfer from the

ClCCH into the HF molecule. These processes of the

electron charge transfer are common for all triads consid-

ered here (see Scheme 2).

4 Summary

The cooperativity effects analyzed for the Cl-���HCCH���
HF, Cl-���ClCCH���HF and F-���ClCCH���HF triads show

that all hydrogen bonds and halogen bonds which exist in

the corresponding dyads are enhanced in the triads. In other

words, the favorable cooperativity effects are observed for

the systems analyzed here. The latter observation is based

on the geometrical and energetic parameters.

The cooperativity is also analyzed in terms of Bent’s

rule. The A–X���B halogen bond and A–H���B hydrogen

bond formation leads to the increase of the electropositive

character of the X and H-atoms since their positive charges

increase. This is connected with the increase of the polar-

ization of the A–X (A–H) bond and the increase in

s-character of the A-hybrid orbital. This is important that

such changes being the effect of the electron charge

redistribution are common for both interactions: hydrogen

and halogen bonds (Scheme 1). The similar processes and

changes of parameters as the result of complexation are

observed for dyads and for triads. These processes are even

enhanced and the changes are greater in the triads in

comparison with the dyads. This means that the coopera-

tivity between hydrogen and halogen bond is ruled by the

same mechanisms as the cooperativity between two

hydrogen bonds.

Acknowledgments Financial support comes from Eusko Jaurlaritza

(GIC 07/85 IT-330-07) and the Spanish Office for Scientific Research

(CTQ2011-27374). Technical and human support provided by

Informatikako Zerbitzu Orokora—Servicio General de Informatica de

la Universidad del Pais Vasco (SGI/IZO-SGIker UPV/EHU),

Ministerio de Ciencia e Innovación (MICINN), Gobierno Vasco

Eusko Jaurlanitza (GV/EJ), European Social Fund (ESF) is gratefully

acknowledged.

References

1. Jeffrey GA, Saenger W (1991) Hydrogen bonding in biological

structures. Springer, Berlin

2. Jeffrey GA (1997) An introduction to hydrogen bonding. Oxford

University Press, New York

3. Desiraju GR, Steiner T (1999) The weak hydrogen bond in

structural chemistry and biology. Oxford University Press, New

York

4. Grabowski SJ (2006) Hydrogen bonding—new insights. Vol 3 of

the series: challenges and advances in computational chemistry

and physics. Leszczynski J (ed) Springer, Dordrecht

5. Alkorta I, Rozas I, Elguero J (1998) Chem Soc Rev 27:163–170

6. Rozas I, Alkorta I, Elguero J (1997) J Phys Chem A 101:4236–

4244

7. Cotton FA, Matonic JH, Murillo CA (1998) J Am Chem Soc

120:6047–6052

8. Grabowski SJ, Sokalski WA, Leszczynski J (2006) Chem Phys

Lett 422:334–339

9. Peris E, Lee JC Jr, Rambo J, Eisenstein O, Crabtree RH (1995) J

Am Chem Soc 117:3485–3491

10. Wessel J, Lee JC Jr, Peris E, Yap GPA, Fortin JB, Ricci JS, Sini

G, Albinati A, Koetzle TF, Eisenstein O, Rheingold AL, Crabtree

RH (1995) Angew Chem Int Ed Engl 34:2507–2509

11. Crabtree RH, Siegbahn PEM, Eisenstein O, Rheingold AL,

Koetzle TF (1996) Acc Chem Res 29:348–354

12. Bakhmutow VI (2008) Dihydrogen bonds. John Wiley, New

Jersey

13. Metrangolo P, Resnati G (2001) Chem Eur J 7:2511–2519
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Abstract Isotope effects on dynamics properties and

reaction mechanism in the title reaction, which evolve

through deep wells in the entry and exit channels, were

analysed using both quasi-classical trajectory and reduced

dimensional quantum mechanical calculations, for collision

energies in the range 3.0–10.0 kcal mol-1, on an analytical

potential energy surface (PES-2010) recently developed by

our group. The analysis of different dynamics properties

(reaction probability, product energy partitioning, and

product rovibrational distributions) shows the reaction

behaviour of the two reactions, Cl ? NH3 and Cl ? ND3,

to be similar: direct mechanism, with a small percentage of

indirect mechanisms, that is, trapping complex mediated.

We find that the only dynamics property dependent on the

isotope effect is the product scattering distribution. In

particular, while the perdeuterated reaction favours back-

ward scattering, the perprotio analogue favours forward

scattering. This behaviour is related to the smaller maxi-

mum impact parameter for the perdeuterated reaction.

Keywords Cl ? NH3 reaction � Isotope effect �
Reaction dynamics � Reaction mechanism

1 Introduction

The chemistry of the reaction of ammonia with chlorine

atoms is very complex, with many intermediate fast reac-

tions being involved [1]. Perhaps unsurprisingly therefore,

the Cl(2P) ? NH3(v) ? HCl ? NH2 hydrogen abstraction

reaction has been little studied, either experimentally or

theoretically. Only two experimental kinetics measure-

ments have been reported [2, 3], and we know of only four

theoretical studies [3–6]. The reaction is endothermic and

very slow, but the most interesting characteristic is the

presence of deep wells in the entry and exit channels which

can influence the reaction dynamics.

In a very recent work [7], we constructed an analytical

potential energy surface, PES-2010, for this reaction and its

isotope analogues. This surface is based exclusively on

high-level ab initio calculations. We found that the ab initio

information used in the fit is well reproduced by the new

PES-2010 surface, especially the barrier height and the

depth of the wells, and that this surface reproduces the

experimental forward rate constants in the common tem-

perature range. However, to the best of our knowledge, no

dynamics information about this reactive system is avail-

able, either experimental or theoretical, and only recently

has our group begun a series of dynamics studies using

quasi-classical (QCT) and quantum–mechanical (QM)

calculations to analyse the role that these complexes in

the entry and exit channels play in the dynamics and the

atomic-level mechanisms [8, 9]. Due to the presence of the

reactant well, we found different mechanisms of reaction

Manuel Monge-Palacios and Hong Fu contributed equally

to this work.

Published as part of the special collection of articles derived from the

8th Congress on Electronic Structure: Principles and Applications

(ESPA 2012).

M. Monge-Palacios � C. Rangel � J. Espinosa-Garcı́a (&)

Departamento de Quı́mica Fı́sica, Universidad de Extremadura,

06071 Badajoz, Spain

e-mail: joaquin@unex.es

H. Fu � M. Yang

State Key Laboratory of Magnetic Resonance and Atomic

and Molecular Physics, Wuhan Institute of Physics and

Mathematics, Chinese Academy of Sciences, Wuhan 430071,

People’s Republic of China

123

Theor Chem Acc (2013) 132:1349

DOI 10.1007/s00214-013-1349-5

Reprinted from the journal 69



depending on the collision energy: indirect at low

(\3 kcal mol-1) and direct at high ([5 kcal mol-1) colli-

sion energies [8].

To go deeper into the understanding of this reaction and

the role of the isotopic substitution, in the present work, we

describe a combined QCT/QM dynamics study of the

deuterated analogue reaction, Cl(2P) ? ND3(v = 0) ?
DCl ? ND2, using the same analytical PES-2010 surface.

By comparing the results with the perprotio system, we

shall analyse the influence of the complexes in the entry

and exit channels on the dynamics and the atomic-level

mechanism. Unfortunately, as in the Cl ? NH3 reaction,

neither experimental nor theoretical dynamics information

is available for comparison.

The article is structured as follows. Section 2 briefly

outlines the potential energy surface, and the energy and

computational details of the quasi-classical trajectory

(QCT) and reduced dimensionality quantum mechanical

(QM) methods for the dynamics study of the deuterated

reaction. Section 3 presents the QCT and QM dynamics

results, together with a comparison with the perprotio

reaction. This latter is re-analysed based on the new find-

ings of the reduced dimensionality QM calculations which

called into question the previous conclusions about the

mechanism at very low energies [8]. Finally, the conclu-

sions are presented in Sect. 4.

2 Theory and computational details

2.1 Potential energy surface

All calculations were performed on a potential energy

surface (PES-2010) recently constructed by our group for

the Cl(2P) ? NH3(v) ? HCl ? NH2 gas-phase poly-

atomic reaction and its isotopic analogues [7]. The surface

is symmetric with respect to permutation of the ammonia

hydrogen atoms, a feature especially interesting for

dynamics calculations. The functional form was developed

in the cited work and therefore will not be repeated here.

Basically, it consists of three LEP-type stretch terms (str),

augmented by valence (val) bending terms, and a series of

switching functions allowing the smooth change from

pyramidal NH3 to the planar NH2 product in the hydrogen

abstraction reaction. It depends on 32 adjustable parame-

ters. As input data in the fitting process, we used exclu-

sively very high-level ab initio calculations [CCSD(T)

= FULL/aug-cc-pVTZ]. If one neglects the spin–orbit

coupling, then electronic 2P ground state of the chlorine

atom is triply degenerate. Interaction with the NH3 mole-

cule removes this degeneracy, giving rise in general to

three orthogonal states. In the Cs symmetry, the states are

as follows: 12A0, 22A0, and 22A00. Nevertheless, only the

one with lowest energy (12A0) adiabatically correlates with

the HCl(X1P?) ? NH2 (X2) products. Thus, we shall

focus attention on the ground state (12A0).
The PES-2010 has a reaction energy of 9.2 kcal mol-1,

and the transition state is located ‘late’ on the reaction path

with a barrier height of 6.6 kcal mol-1. In addition, it

presents two deep wells—one in the entry valley, stabilised

7.2 kcal mol-1 with respect to the reactants, and another in

the exit channel, stabilised 7.3 kcal mol-1 with respect to

the products. This surface has been tested [7], finding good

agreement with the available experimental data. Figure 1

shows the potential energy and the adiabatic changes

(i.e., zero-point energy included) along the reaction paths

for the Cl(2P) ? ND3 and Cl(2P) ? NH3 for comparison.

While the reactant wells present similar stabilities, the

adiabatic barriers, the products wells, and the endotherm-

icity are 1.3 kcal mol-1 higher for the deuterated reaction.

Note however that with a higher barrier height, the deu-

terated reaction presents a deeper reactant well. Obviously,

these differences could have consequences on the kinetics

and dynamics.

2.2 Available energy and reaction threshold

Formally, the total energy (zero-point energy included)

available to reaction is

Eavail ¼ Eint;react þ Ecoll ð1Þ
where Eint,react and Ecoll are, respectively, the internal

energy of the reactants and the collision energy. For the

endothermic Cl(2P) ? ND3(v = 0)/NH3(v = 0) reactions,

the minimum energy to open the deuterium/hydrogen

abstraction reaction does not depend on the adiabatic bar-

rier, 3.5/2.2 kcal mol-1, but on the adiabatic reaction

Fig. 1 Plots of the non-relativistic potential energy (black line) and

adiabatic (i.e., zero-point energy included) profiles along the reaction

path for the Cl(2P) ? ND3 (blue line) and Cl(2P) ? NH3 (red line)

reactions using the PES-2010 surface. For each stationary point, the

first entry corresponds to the potential energy along the path, the

second to the adiabatic energy for the Cl ? ND3 reaction, and

the third to the adiabatic energy for the Cl ? NH3 reaction. All values

with respect to the reactants, level zero
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energy, 5.2/3.9 kcal mol-1, respectively, which is the

reaction threshold in each reaction. Classically, one must

expect that only encounters with Eavail above-the-reaction

threshold, 5.2 kcal mol-1 for the perdeuterated reaction

and 3.9 kcal mol-1 for the perprotio reaction, will result in

products. However, in this particular reaction, these data

merit more attention, as was extensively analysed in our

previous paper [8]. Here, therefore, we present just a brief

synthesis.

First, the experimental enthalpy of reaction is unknown

and must be obtained from the corresponding enthalpies of

formation, DHf(0K). However, while the DHf’s of all the

compounds are well established [10], the proposed exper-

imental values of the NH2/ND2-free radical are a subject of

serious controversy, with an uncertainty of ±1.0 kcal mol-1

in accordance with the latest experimental value [11].

Second, the reactant NH3/ND3 rotational energy can be

calculated theoretically from the equipartition energy,

(3/2)RT, or sampled from a thermal distribution, as in the

present paper in which a temperature of 300 K is used.

Obviously, this rotational energy is available for reaction.

At this temperature, (3/2)RT = 0.9 kcal mol-1.

Therefore, given the reactant rotational energy and the

experimental uncertainties in the enthalpy of reaction, it is

very difficult to propose a minimum collision energy with

which to surpass the reaction threshold. A reasonable the-

oretical approach is to suppose a lower limit for the colli-

sion energy. In our previous study on the Cl ? NH3

reaction, we use a value C2.5 kcal mol-1, and in the

present study for the Cl ? ND3 reaction, we propose a

value C4.0 kcal mol-1. Obviously, one expects that the

experimental detection of products at the lower limit, if the

interaction finally results in products, will present serious

problems since the products’ signal will be blurred by the

experimental noise. Thus, these reactions represent a clear

challenge experimentally at low energies.

2.3 Quasi-classical trajectory calculations

Quasi-classical trajectory calculations [12–14] were carried

out using the VENUS96 code [15], customised to incor-

porate our analytical PESs. The accuracy of the trajectories

was checked by the conservation of total energy and total

angular momentum. The integration step was 0.1 fs, with

an initial separation between the Cl atom and the ammonia

centre of mass of 10.0 Å. Moreover, additional tests were

performed at larger distances, 12.0 and 14.0 Å, finding no

differences in final results. The trajectories were finished

when the Cl–N distance was greater than 11.0 Å. As in the

Cl ? NH3 reaction, at low collision energies, this large

distance represents very long times of flight as compared

with the high-energy regime. For direct comparison with

the perprotio reaction, the vibrational energy corresponds

to the ND3 in its ground vibrational state, and the rotational

energies were obtained by thermal sampling at 300 K from

a Boltzmann distribution. The reactant collision energies

considered ranged from 3.0 to 10.0 kcal mol-1.

For each energy, the maximum value of the impact

parameter, bmax, was determined by first calculating bat-

ches of 10,000 trajectories at fixed values of the impact

parameter, b, systematically increasing the value of b until

no reactive trajectories were obtained. This value varied

depending on the collision energy, from 3.0 Å at

3.0 kcal mol-1 to 2.7 Å at 10.0 kcal mol-1. Note that for

the Cl ? NH3 reaction, the values in this range vary from

3.9 to 3.2 Å.

Then, batches of 200,000 trajectories were calculated for

each collision energy, with the impact parameter, b, sam-

pled from

b ¼ bmaxR
1=2 ð2Þ

where R is a random number in the interval [0,1]. More-

over, to allow comparison with the QM calculations which

were performed at J = 0, selected calculations on the PES-

2010 surface were repeated with an impact parameter

b = 0. In total, about 2 9 106 trajectories were run.

The reaction probability, Pr = Nr/NT, is the ratio of the

number of reactive trajectories to the total number of tra-

jectories, while the reaction cross section is defined as

rrpb
2
maxðNr=NTÞ ð3Þ

Because of the large number of trajectories run, the sam-

pling with respect to the impact parameter and rovibra-

tional states is good enough to allow one to expect that the

results do not depend on the averaging method. Therefore,

Eq. (3) can be applied despite its simplicity.

It is well known that one of the difficulties with quasi-

classical simulations is related to the question of how to

handle the zero-point energy (ZPE) problem. Various

strategies have been proposed to correct this quantum–

mechanical effect, but no really satisfactory alternatives

have emerged (see, for instance, Refs. [16, 17] and refer-

ences therein). Here, we employed a pragmatic solution,

the so-called passive method, which consists of running the

trajectories with no quantum constraint to subsequently

analyse the trajectories and discard those that are not

allowed in a quantum mechanical world, even knowing that

this method perturbs the statistics and can therefore lead to

uncertainties in the dynamics study [18]. Recently, our

group has analysed the ZPE problem in QCT calculations

using full-dimensional QM results on the same PES as a

target for the H ? NH3 reaction [19]. So, in Eq.(3), the

correct determination of the number of reactive trajecto-

ries, Nr, and the total number of trajectories, NT, has to be

done having in mind the ZPE problem. So, we have three

possible values of calculating Nr: counting all the reactive

Theor Chem Acc (2013) 132:1349
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trajectories (Nr
all), counting only those that lead to both

products with vibrational energy above their ZPE, which is

named histogram binning with double ZPE constraint, HB-

DZPE, and counting only the trajectories that lead to the

newly formed bond, HCl, with vibrational energy above its

ZPE, following Thrular’s [20] and Schatz’s [21] sugges-

tions, who suggested that the ZPE constraint should be

applied just to the newly formed bond. We call this method

histogram binning with ZPE-HCl constraint, HB-ZPE-HCl.

However, this way of removing trajectories from the Nr

count without taking into account, the behaviour of the

total ensemble of trajectories can lend erroneous results,

because as mentioned above, it modifies the statistics [16,

18, 22]. So, here we count the total number of trajectories,

NT, in two ways. First, as it has been usual in the QCT

literature, we consider the total number of trajectories ran

in the calculation, NT
all. In the second approach, NT in

Eq. (3) is replaced by the total number of trajectories minus

the number of reactive trajectories whose final vibrational

energy is below the ZPE of the two products or the H2

product (depending on whether we use the HB-DZPE or

HB-ZPE-H2 criterion), and minus the number of nonre-

active trajectories whose final vibrational energy is below

the ZPE of the NH3 reactant. This number we call, N�
T.

Therefore, we have six counting methods for the calcula-

tions of the reaction probability, Nr/NT, and therefore of the

reaction cross section: Nr
all/NT

all, Nr
HB-DZPE/NT

all, Nr
HB-ZPE-HCl/

NT
all, Nr

all/N�
T; Nr

HB-DZPE/N�
T, Nr

HB-ZPE-HCl/N�
T.

Taking the full-dimensional QM calculations as a target

we found [19] that the best agreement was obtained with

the Nr
HB-ZPE-HCl/N�

T approach. In the previous paper [8] on

the Cl ? NH3, we used this criterion, and given that in the

present paper, we study isotope effects on the Cl ? NH3

reaction, we use the same approach. So, possible errors in

the counting methods can cancel out.

2.4 Quantum mechanical calculations

A seven-dimensional quantum dynamics model for the

reaction X ? YCZ2 was employed in this work. The

details of the method have been described elsewhere [23]

and will only be briefly outlined here. For the Cl ? ND3

reaction, Jacobi coordinates are employed to describe the

motion of the system (Fig. 2). R is the vector from the

centre of mass of ND3 to the Cl atom; r is the vector from

the centre of mass of ND2 to the third D atom; q is the bond

length of ND and is fixed at its equilibrium values; v is the

bond angle between the two ND bonds; and the vector s is

the symmetry axis of the NH2 group. The bending angle

between vectors R and r is defined to be h1; u1 is the

azimuth angle of the rotation of ND3 around the vector r;

h2 is the bending angle between vectors r and s; and u2 is

the azimuth angle of the rotation of ND2 around vec-

tor s. The atomic masses are denoted as mCl, mN, and mD.

The model Hamiltonian for the Cl ? ND3 system is

Ĥ ¼ � 1

2lR

o2

oR2
� 1

2lr

o2

or2
þ ðĴtot � ĴÞ2

2lRR2
þ l̂2

2lrr2

þ K̂vib
ND2

þ K̂rot
ND2

þ VðR; r; v; h1;/1; h2;/2Þ ð4Þ
where lR is the reduced mass of the Cl ? ND3, system and

lr is the reduced mass of D ? ND2. The first two terms are

the kinetic energy operators for R and r, respectively; Ĵtot is

the total angular momentum operator of the system; Ĵ is the

rotational angular momentum operator of ND3; and l̂ is the

orbital angular momentum operator of atom Y with respect

to ND2. The last term VðR; r; v; h1;/1; h2;/2Þ is the

potential energy.

By fixing the ND bond lengths at their equilibrium

values, the vibrational kinetic energy operator of the ND2

bending vibration is

K̂vib
ND2

¼ � 1

l1q
2

1

sinv
o
ov

sinv
o
ov

þ 1

l2q
2

cosv
sinv

o
ov

sinv
o
ov

þ sinv
o
ov

� �
ð5Þ

where l1 = mN and l2 ¼ mNmD=ðmN þ mDÞ are the

reduced masses. The rotation of the ND2 group is

approximated to be decoupled from its vibrational motion

and described by an asymmetric rigid rotor Hamiltonian,

with the rotational constants BX;BY ;BZf g varying with the

bending angle v.

K̂rot
ND2

¼ 1

2
ðBX þ BYÞĵ2 þ BZ � 1

2
ðBX þ BYÞ

� �
ĵ2z

þ 1

2
ðBX � BYÞðĵ2þ þ ĵ2�Þ ð6Þ

where Ĵ is the angular momentum operator of the ND2

group, ĴZ is the z-component of Ĵ, and Ĵþ and Ĵ� are the

shift operators.

Fig. 2 Jacobi coordinates of the X ? YCZ2 model for the Cl ? ND3

reaction
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Because of the double well in this reaction, we used an

extremely large basis set in the work. In the L-shape

technique used for coordinates R and r, a total of 480 basis

sine functions ranging from 2.5 to 23.0 Bohr were used for

the R basis set expansion with 410 nodes in the interaction

region. The range of r was set to be from 1.0 to 21.0 Bohr

to include the well in the product side, and 5 and 140 basis

functions were used in the asymptotic and interaction

regions, respectively. For the ND2 bending mode, 1

PODVR (potential-optimised discrete variable representa-

tion) node was used. The size of the rotational basis

function set is controlled by the parameters, Jmax = 48,

lmax = 30, jmax = 18, and kmax = 18. After considering

parity and C2v symmetry, the size of the set of rotational

basis functions was 54, 979, and the number of nodes for

the integration of the rotational basis set was 654, 493. The

size of the total basis function set was 3.175 9 109 and the

number of nodes was 3.78 9 1010. The dividing surface

was defined at r = 3.5 Bohr. Due to the deep well in the

entry channel and the heavy mass of the Cl atom, the entire

propagation time was 25,000 a.u. with a step size of 10 a.u.

for the reaction to converge from ND3 initially in its

vibrational ground state. In sum, the time-dependent

quantum mechanical calculations provide total reaction

probabilities as a function of the translational energy for

Jtot = 0.

Before ending this section, we believe it is interesting to

note that, compared with other polyatomic reactions, the

Cl ? NH3 reaction is very complex due to its two deep van

der Waals complexes on the reactant and on the product

sides. The QCT approach, although classical in nature,

considers all the reaction coordinates and produces very

useful information.

Also, the computational cost makes it difficult to carry

out a full-dimensional QM calculation for this heavy system

and complex reaction, although we actually have developed

the full-dimensional method. The reduced dimensional QM

model used in the present paper is reasonable since the

values of the spectator bond length (N–H) and bond angle

(H–N–H) are almost same in the geometries of the reactant

and transition state. The reduced QM calculation is thus

able to explore quantum effects in this reaction at an

affordable computational cost and is an useful complement

to the full-dimensional QCT calculations.

3 Results and discussion

3.1 Reaction probability: influence of the reactant well

and mechanism of reaction

Figure 3 shows the reaction probability as a function of the

collision energy for the Cl ? ND3 reaction, together with

the Cl ? NH3 reaction for comparison, using the QCT and

QM calculations on the same PES-2010 surface. With this

plot, we shall analyse the dynamics method, the influence

of the reactant well, and the mechanism of reaction.

First, it is important to note that we have found a mis-

take in the previous 7D-QM calculations for the Cl ? NH3

reaction [8], and the peak in the reaction probability at low

energies is wrong in the reduced dimensionality quantum

dynamics calculations. In particular, the parameter to

define the dividing surface was wrongly selected. In that

paper, the parameter was wrongly set to be r = 2.2 Bohr

and therefore in the entry channel and before of the saddle

point (r = 2.5 Bohr), where r is defined as the distance

between the third atom and the centre of mass of NH2.

Thus, some wavepackets did not pass through the saddle

point were wrongly considered. In the present paper, all

calculations set the flux surface to be r = 3.5 Bohr which

is in the product channel.

The new 7D-QM calculations for the Cl ? NH3 reaction

show a very different behaviour, where the reaction prob-

ability increases smoothly with collision energy from the

reaction threshold. Thus, the new QM calculations show

the typical behaviour of a reaction with barrier, and neither

resonances nor another quantum effects are observed below

the reaction barrier. Therefore, the increase in reaction

probability at low energies obtained with the QCT calcu-

lations in that work [8], due to repeated collisions between

the Cl and NH3 reactants in the entry valley, was really an

artefact of the QCT method based on the ZPE violation,

where all trajectories appear with the vibrational energy in

the NH2 product below its ZPE, which is quantum

Fig. 3 Reaction probability as a function of the collision energy

(kcal mol-1) using the PES-2010 surface for the Cl ? ND3 reaction

(blue lines) and Cl ? NH3 reaction (red lines). Solid lines: QCT

calculations (b = 0); dashed lines: QM calculations (J = 0). We also

include the wrong 7D-QM calculations for the Cl ? NH3 reaction for

completeness (black-dashed line). Note that for a clearer discussion,

the scales in the right and left axis are different: Only the QCT (red-

solid line) and the old 7D-QM (black-dashed line) results are

represented on the left axis
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mechanically forbidden. The well in the entry channel

yields an unphysical vibrational ? translational energy

transfer, which artificially favours the use of this energy to

promote the reaction, and the classical above-the-threshold

reaction occurs even when the collision energy is below the

quantum–mechanical threshold to reaction.

Second, due to the higher threshold for the perdeuterated

reaction with respect to the perprotio ones (Fig. 1), the

reactivity is smaller at all collision energies. This result

agrees with the kinetic isotope effects found in our previ-

ous kinetics study [7] using the same surface, which ranged

from 9.2 at 300 K to 1.4 at 2000 K. Thus, the deuteration

diminishes the reactivity because the threshold is higher

(*1.3 kcal mol-1) due to the different ZPEs.

Third, for the Cl ? ND3 reaction, the QCT probability

presents slight increases in reactivity with collision energy

from the threshold of reaction, with slight increases also at

lower energies. Is this behaviour at low energies a real

effect or an artefact of the QCT calculations as in the case

of the Cl ? NH3 reaction? The 7D-QM calculations also

give a very small reactivity, indicating that few wavepac-

kets pass though the reaction threshold, although there is no

enhancement of reactivity at low collision energies.

Therefore, the QCT reactivity at low energies is an artefact

of the method (as in the Cl ? NH3 reaction), and the QM

results are more realistic.

To look more deeply into the QCT results at low ener-

gies, we performed a detailed analysis of the trajectories.

At low energies, we observed all reactive trajectories to

appear with the vibrational energy in the ND2 product

below its ZPE, an effect known as ZPE violation. Thus,

part of the leaked vibrational energy is used to promote the

reaction, and the classical above-the-threshold reaction

occurs even when the collision energy is below the quan-

tum–mechanical threshold to reaction (the zero-point

energy corrected threshold). In other words, although QCT

assumes classical motion along the reaction path, there is a

possibility for the reaction to occur by lowering the

vibrational energy below the ZPE, even though there is not

enough energy to surpass the threshold. In the analysis of

trajectories in the low-energy regime, we observed that

orthogonal motions on the reaction path (vibrational modes

of the ND3–ND2 evolution) are transformed into transla-

tional energy along the path, and that this V ? T transfer

was used to overcome the threshold. Therefore, the ND2

product appears with vibrational energy below its ZPE,

which is quantum mechanically forbidden. This is the

reason for the significant values of the reaction probability

at low energies observed in Fig. 3, both for the Cl ? ND3

and for the Cl ? NH3 reactions. The larger enhancement

for the Cl ? NH3 reaction is due to lower collision ener-

gies, permitting a larger number of collisions between the

Cl and NH3 reactants in the entry valley, which favours the

unphysical V ? T energy transfer. Therefore, the reactivity

at low energies is an artefact of the QCT calculations,

which is confirmed by the QM results.

For comparison purposes, we examined the influence

of another two counting methods—the VEQMT [24]

and the VEQMTc [25] approaches. Using the VEQMT

approach, we obtained no reactive trajectory in the energy

range considered, 3–10 kcal mol-1, confirming that this

approach is too restrictive, as has previously been noted

[25]. In this sense, the VEQMT approach is similar to our

DZPE counting method. When the less stringent VEQMTc

approach is used, it should be taken into account that the

zero-point energy of the product complex is 0.2 kcal mol-1

higher than the ZPE of the products, so that no reactive

trajectory should be expected with this counting method.

Indeed, an energy of 10.0 kcal mol-1 is required to obtain

only 2 % of the reactive trajectories. For this system,

therefore, the VEQMT and VEQMTc approaches are both

too restrictive. Another non-active scheme [24] would be to

require the internal energy of each product molecule to be

larger than or equal to its ZPE (internal energy quantum

mechanical threshold (IEQMT) scheme), which is a priori

less demanding than VEQMT. In fact, we obtained no

reactive trajectories in the energy range 3–5 kcal mol-1,

while at 10.0 kcal mol-1, we obtain only 3 % of reactive

trajectories. Therefore, for the present reaction, the IEQMT

scheme follows being too restrictive. These results show

that there is no unambiguous way to fix the leakage

problem of classical mechanics, so that the only solution is

via quantum mechanics [25].

Finally, we also examined the influence of the impact

parameter. All the QCT calculations were re-run with bmax

(instead of b = 0). The variation of the reaction probability

with the collision energy was similar in shape to the b = 0

case and so is not shown here. Therefore, the behaviour

with energy and the possible mechanisms are independent

of the choice of impact parameter. After this comparison

with QM calculations, in the rest of this communication,

the value used for the QCT calculations will be bmax.

3.2 Nature of the trajectories and atomic-level reaction

mechanisms: comparison with the Cl ? NH3

reaction

In order to determine the nature of the trajectories and the

atomic-level mechanism, we performed an analysis of the

individual reactive trajectories over the wide collision

energy range considered, comparing them with the

Cl ? NH3 system previously studied [8]. We made a dis-

tinction between direct and indirect (i.e., trapping complex

mediated) mechanisms. The former involves a very brief

encounter between the reactants and is the most likely in

the high-energy regime. In the latter, the influence of the
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wells in the entry and/or exit channels is important, and

indeed is the dominant factor in the low-energy regime.

Table 1 summarises the influence of the energy regime on

the reaction mechanism, presenting the percentages of the

reactive trajectories which occur via direct and indirect

mechanisms for each reaction. The data at collision ener-

gies of 3.0 and 4.0 kcal mol-1 for NH3 and ND3 reactions

correspond, respectively, to the limit of the respective low-

energy regime threshold.

To gain insight into the reaction mechanism, Fig. 4

shows typical cases of the evolution of the broken bond

N–D (dashed line) and formed bond D–Cl (solid line) dis-

tances as a function of time. In the direct or impulse-type

mechanism (Fig. 4a), Ecoll[ 4.0 kcal mol-1, the Cl col-

lides with ND3 and forms the DCl product which immedi-

ately recoils away. In the indirect mechanism (Fig. 4b–d),

10 % of reactive trajectories at Ecoll = 4.0 kcal mol-1, the

situation is more complicated since the trajectories pass

through the regions of the complexes. Two basic types of

trajectories were found—those that enter the reactant

complex region (Fig. 4b), and those that enter the product

complex region (Fig. 4c). In the former case, the Cl and

ND3 reactants undergo several collisions in the entry

channel, with different energy transfers between T, R, and

V. The reactive system does not fly apart following these

collisions, and after a certain time, the trajectory suddenly

‘finds’ the way towards the products. The complex in the

entry channel thus allows repeated encounters between the

reactants before the formation of the products, explaining

the reaction probability at low energies. In the latter case

(Fig. 4c), once formed, the DCl and ND2 products do not fly

apart. Instead, they undergo several collisions in the exit

channel, usually associated with rotation of the DCl prod-

uct. After a certain time (whose magnitude depends on the

trajectory), the products separate. Obviously, a combination

of these two kinds of trajectory (Fig. 4b,c) is also possible,

as was indeed found in the visualisation of individual

reactive trajectories (Fig. 4d). At low collision energies,

these indirect reactions (Fig. 4b–d) represent about 10 % of

the trajectories, while at high collision energies, they rep-

resent practically 0 %. Classically, these nearly trapped

trajectories, similar to the motion of a spring or to the

popular ‘yo-yo’ toy, are a straightforward consequence of

the presence of the reactant well. This behaviour of the

direct and indirect trajectories is similar to that observed for

the Cl ? NH3 reaction [8], although at higher collision

energies in the perdeuterated case (see Table 1).

However, considering the arguments given in Sect. 3.1

about the possible artefact of the QCT calculations at low

energies, confirmed with the reduced dimensionality QM

Table 1 Atomic-level mechanism as a function of the collision

energy for Cl(2P) ? ND3 and Cl(2P) ? NH3 reactions using the PES-

2010 surface

Collision

energya
Direct trajectories (%)b Indirect trajectories (%)c

Cl ? ND3 Cl ? NH3 Cl ? ND3 Cl ? NH3

3.0 – 85 – 15

4.0 90 100 10 0

5.0 100 100 0 0

10.0 100 100 0 0

a In kcal mol-1

b Percentages calculated with respect to the total of reactive

trajectories
c Total percentage of indirect trajectories (calculated with respect to

the total of reactive trajectories), that is, trajectories that enter the

reactant and/or product complex regions

Fig. 4 Representative plots of

different reaction mechanisms,

shown as the evolution of the

N–D (dashed line) and D–Cl

(solid line) distances as a

function of time (ps), using the

PES-2010 surface: a direct

trajectory; b indirect trajectory

in the entry channel; c indirect

trajectory in the exit channel;

and d indirect trajectory in the

entry and exit channels
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calculations, one must be very careful about the importance

of the indirect mechanism in these reactions.

3.3 Product energy partitioning

Although the product energy partitioning is an experi-

mental property that is easily measurable and could rep-

resent a test of our theoretical results (PES and dynamic

methods), unfortunately neither are data on this property

currently available. Figure 5 shows, in percentages, the

average translational energy, ftrans, and internal energy of

the products, fint(ND2) and fint(DCl), as functions of the col-

lision energy, together with the QCT results for the

Cl ? NH3 reaction for comparison. The values and

behaviour of the two reactions are similar—the product

internal energies decrease with collision energy, while the

translational energy increases by the same amount. This

similarity in behaviour indicates that the partitioning of the

energy in the products is fairly insensitive to the isotope

effect and to the depth of the reactant well.

3.4 Product rovibrational distributions

At all the collision energies analysed, 3.0–10.0 kcal mol-1,

the ND2 and DCl products appeared essentially in their

respective vibrational ground state, v = 0.

The QCT vibrationally resolved DCl (v = 0) rotational

distributions for the Cl ? ND3 reaction are plotted in

Fig. 6 for two collision energies –low and high: 4.0 and

10.0 kcal mol-1—together with the results for the

Cl ? NH3 reaction for comparison. The two reactions

present similar shapes, with the diatomic product appearing

with a broad and hot rotational distribution. Note, however,

that the QCT methods tend to give rotational distributions

that are hotter and broader than experiment and the results

of quantum–mechanical methods [26–31], an effect which

is an artefact of these classical methods. Given the linear

transition state for this reaction, which generates little

torque during an impulsive release, a priori one might have

expected a colder rotational distribution. Thus, the hot

rotational distribution for the two reactions could be related

to the existence of deep wells in the entry and exit chan-

nels. The attractive interaction in the reactant well provides

more torque and therefore more rotational excitation, while

the attractive interaction in the product well may provide a

more pronounced torque on the two separating products,

and a greater randomization of the rotational energy,

thereby explaining the hot and broad rotational distribution.

Unfortunately, there are neither experimental nor other

theoretical results available for comparison.

3.5 Product angular distribution

The product angular distribution is doubtless one of the most

sensitive dynamics properties with which to test the quality of

the surface and to examine the role of intermediate complexes

in the reaction. To analyse the isotope effect, we consider two

collision energies: the threshold of reaction (4.0 kcal mol-1

Fig. 5 QCT results using the PES-2010 surface for the Cl ? ND3

reaction (solid lines) and Cl ? NH3 reaction (dashed lines) for the

average translation energy, ftrans, (black line), and internal energy of

the products, fint(ND2/NH2), (blue line) and fint(DCl/HCl), (red line),

in percentages, as a function of the collision energy

Fig. 6 QCT vibrationally resolved DCl/HCl(v = 0) rotational distri-

butions using the PES-2010 surface for the Cl ? ND3 reaction (blue
lines) and Cl ? NH3 reaction (red lines), for two collision energies—

low and high: 4.0 and 10.0 kcal mol-1 (upper and lower panels,
respectively)
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for the perdeuterated reaction, and 2.5 kcal mol-1 for the

perprotio ones), and an energy clearly above this threshold,

10.0 kcal mol-1, in both cases. The QCT angular scattering

distribution of the diatomic product (DCl or HCl) with respect

to the incident chlorine atom (obtained as the differential cross

section, DCS, which was fitted using the Legendre moment

method [32]) is plotted in Fig. 7.

In the threshold of reaction (Fig. 7, upper panel), while

the Cl ? NH3 reaction showed a forward–backward shape,

the Cl ? ND3 reaction presented a more isotropic behav-

iour. This is clearly related to the indirect trajectories: 38

versus 10 %. The indirect mechanism is characterised by a

forward–backward distribution, as is typical of reactions

occurring via a deep minimum. Thus, due to the smaller

collision energy for the Cl ? NH3 reaction (and conse-

quently the greater importance of the indirect mechanism),

the effect of the entry valley is more pronounced.

At 10.0 kcal mol-1, the collision energy is enough to

surpass the reaction threshold, the direct trajectories

predominate (100 % for both reactions), and the behaviour

is very different (Fig. 7, lower panel). While the Cl ? NH3

reaction showed a sideways-forward distribution, associ-

ated with a stripping mechanism with high impact param-

eters, the Cl ? ND3 reaction shows a sideways-backward

scattering, associated with lower impact parameters.

Indeed, at 10.0 kcal mol-1, the bmax values are 3.2 and

2.7 Å, respectively, for the NH3 and ND3 systems. To

analyse more clearly the influence of the impact parameter,

Fig. 8 shows the opacity function (reaction probability vs.

impact parameter) in the two energy regimes analysed,

threshold (upper panel) and high (lower panel). It is known

that the contribution of smaller impact parameters leads to

backward-scattered products. In both energy regimes, the

Cl ? ND3 reaction presents a larger contribution of small

impact parameters, favouring backward scattering.

In summary, the product scattering distribution is the

only dynamics property analysed which is strongly

Fig. 7 QCT results using the PES-2010 surface for the DCl product

angular distribution (with respect to the incident Cl) for the

Cl ? ND3 ? DCl ? ND2 reaction (blue lines) and for the HCl

product angular distribution for the Cl ? NH3 ? HCl ? NH2 reac-

tion (red lines). Upper panel low collision energy—4.0 kcal mol-1

for the Cl ? ND3 reaction and 2.5 kcal mol-1 for the Cl ? NH3

reaction. Lower panel high collision energy—10.0 kcal mol-1 for

both reactions

Fig. 8 Opacity function (reaction probability vs. impact parameter)

using the PES-2010 surface for the Cl ? ND3 reaction (blue lines)
and Cl ? NH3 reaction (red lines). Upper panel low collision

energy—4.0 kcal mol-1 for the Cl ? ND3 reaction and 2.5 kcal mol-1

for the Cl ? NH3 reaction. Lower panel high collision energy—

10.0 kcal mol-1 for both reactions. In each case, the distributions

are normalised so that the area under the common levels is the

same
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dependent on the isotope effect, and it seems to indicate

that there are different mechanisms for the two isotopes.

Clearly more theoretical and new experimental studies will

be needed to understand these differences.

4 Conclusions

We have described an extensive state-to-state dynamics

study performed on an analytical potential energy surface

(PES-2010) recently developed for the gas-phase abstrac-

tion reaction Cl(2P) ? ND3 ? DCl ? ND2, using reduced

dimensionality quantum mechanical (7D-QM) and quasi-

classical trajectory (QCT) calculations. In the QCT study,

the zero-point energy problem was explicitly considered to

avoid leakage along the trajectories, and the collision

energy ranged from 3.0 to 10.0 kcal mol-1. The dynamics

results were compared with those for the perprotio reaction

in order to analyse the isotope effect.

The QCT product energy partitioning showed that the

translational energy increases with collision energy, while the

internal energy of the products, DCl and ND2, decreases by

the same amount. At all the collision energies studied, the DCl

and ND2 products appeared practically in their respective

vibrational ground states, while the DCl(v = 0) rotational

distribution was broad and hot. Given that this reaction pre-

sents a linear transition state geometry, the hot distribution

could be related to the existence of wells in the entry and exit

channels. The attractive interaction in these wells could pro-

vide a more pronounced torque and greater randomization of

the rotational energy. These two dynamics properties—

product energy partitioning and rovibrational distributions—

showed similar behaviour to the case of the Cl ? NH3 reaction,

indicating that they are insensitive to the isotope effect.

With respect to the variation of the reaction probability

with the collision energy, the Cl ? ND3 and Cl ? NH3

reactions present similar behaviour, with the probability

increasing smoothly from the reaction threshold, which is

the typical behaviour for reactions with a barrier. Hence,

the effect of the entry valley is negligible for these reac-

tions. We find that the product scattering distribution is the

only dynamics property strongly dependent on the isotope

effect, and it seems to indicate that there are different

mechanisms for the two isotopes. The smaller maximum

impact parameter for the perdeuterated reaction favours

backward scattering, as compared to forward scattering for

the perprotio analogue. In sum, the deuteration (through the

ZPE effect) changes the shape of the adiabatic energy

profile, possibly modifying the reaction mechanism.

Unfortunately, no experimental dynamics information is

available for this polyatomic system, whether perprotio or

perdeuterated. We therefore trust that this and similar

theoretical studies might encourage future experimental

research into this complex reaction and its mechanism,

especially at low energies.
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Bañares L, Castillo JF (2004) J Chem Phys 120:3244

31. Xiao T, Bowman J, Duff JW, Braunstein M, Ramachandran B

(2005) J Chem Phys 122:014301

32. Truhlar DG, Blais NC (1977) J Chem Phys 67:1532

Theor Chem Acc (2013) 132:1349

123 Reprinted from the journal78



REGULAR ARTICLE

Manipulating the singlet–triplet transition in ion strings
by nonresonant dynamic Stark effect

Patricia Vindel-Zandbergen • Mirjam Falge •

Bo Y. Chang • Volker Engel • Ignacio R. Sola

Received: 30 October 2012 / Accepted: 7 March 2013 / Published online: 20 April 2013

� Springer-Verlag Berlin Heidelberg 2013

Abstract Using strong laser pulses, we show that it is

possible to control the spin state in a model system

based on a two-electron extension with spin couplings of

the Shin–Metiu Hamiltonian, truncated to account for the

lowest electronic energy states. We consider two differ-

ent models depending on the number of electronic states

included in the calculation. The initial electronic state

determines when the spin state is stable or not in the

absence of an external field. In the latter case, by non-

resonant dynamic Stark effect, we show that it is pos-

sible to avoid spin transitions with strong fields, using

different pulse frequencies. This effective spin locking

requires minimizing absorption to excited singlets as well

as decoupling the singlet and triplet electronic states. In

the first case, we show that it is possible to force the

spin transition by a combination of two pulses, a chirped

pulse and a transform limited pulse, where the time-

delay must be chosen to maximize spin switching on a

different electronic state. Our results show that forcing

the spin switching is a more difficult goal than avoiding

it and that this goal becomes highly restricted when

many electronic pathways or multi-photon processes are

available.

Keywords Dynamic Stark effect � Wave-packet

dynamics � Quantum control

1 Introduction

Laser control of quantum processes is an active arena

particularly in the application of femtosecond laser pulses

to quantum-state excitation and unimolecular reactions

[1–3]. Successful laser control experiments have been

reported in an increasing variety of physical systems,

including complex chemical and biological processes [1, 2].

Addressing the dynamics of complex systems, the

mechanism of the optical control is often understood from

the spectral features of the pulses [4] (albeit with important

caveats [5]), implying correlations between the pulse fre-

quencies and the Hamiltonian resonances, with relative

phases of the spectrum adding important dynamical infor-

mation concerning the cross-talk of the resonances [6].

However, this picture is no longer valid when strong fields

are used. Nonresonant effects may then completely shift or

distort the Hamiltonian spectrum, which is no longer

independent of the pulse spectrum [7–13]. It is possible to

base the control mechanism solely on the effects of the

nonresonant dynamic Stark effect (NRDSE) [14–18]. This

strategy is particularly useful when the aim of the control

problem is to ‘‘disconnect’’ an undesired transition [16, 17].

The NRDSE is behind many interesting control scenarios

involving molecular alignment [19–26], the control of

photodissociation reactions [14, 15, 27–29], or the control
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of singlet–triplet transitions [16–18], which is also the

motivation of this work.

The spin–orbit coupling is a relativistic effect that

mainly affects the Hamiltonian of systems with heavy

nuclei [30]. In molecules, the spin–orbit transition is one of

the main sources that causes the breakdown of the Born–

Oppenheimer approximation in the dynamics of excited

states, inducing intersystem crossing (ISC) and altering the

spectroscopy and photodissociation of molecules and the

relaxation rates in complex biological systems [31, 32].

Although in not heavy atoms, the mass is often invoked as

a reason to neglect the ISC processes, simulations of the

dynamics of polyatomic molecules with light atoms have

shown that the effect of ISC must be taken into account in

many occasions [33–35]. In solids, the spin coupling

between different states can be used to create states of

mixed multiplicity and to prepare optical spin switches

[36–39]. These are important in spintronics [40] and may

have potential application as quantum information storage

or quantum information processing devices [41].

Rather than using a realistic Hamiltonian for a particular

system, in this work we use the very generic Shin–Metiu

(SM) Hamiltonian that models charge transfer processes in

some matrix environments [42–47]. The original SM

model is conveniently extended to include two electron

processes with singlet–triplet couplings [48, 49]. This

extended Shin–Metiu (ESM) model is particularly inter-

esting because one can treat electron and nuclear processes

at the same level, without invoking the Born–Oppenheimer

approximation. Recently, we have shown that in the

dynamics of the ESM with strong fields, ionization is

important and it is in fact the dominant process [49]. In this

work, however, we neglect ionization and use the adiabatic

states (electronic potential curves) obtained from the

electronic Hamiltonian of the ESM in the Born–Oppen-

heimer approximation to simulate the dynamics of the

nuclear coordinates under the influence of laser pulses and

singlet–triplet couplings. For this reason, in Sect. 2 we

study the ESM and give the different electronic potentials

and couplings. We also show the spin-coupling dynamics

of the system starting from different initial states.

The goal of the study is to survey the extent to which

optical control of the singlet–triplet transfer is possible,

either by adiabatically ‘‘freezing’’ the spin populations by

means of a laser, such that the rate of spin transfer is

substantially reduced, or by forcing the spin transition

when this is negligible. The control of these processes is

based either on a pump–dump pulse sequence or on the

NRDSE scheme, whose principles are briefly reviewed for

the system of study in Sect. 3. Preliminary results have

shown that the NRDSE scheme can induce spin freezing,

although ionization takes over the system in\50 fs. In this

work, we study in detail the processes of both spin locking

and spin switching. Two models of different complexity

(involving different number of electronic states and cou-

plings) are introduced. In Sect. 4, we analyze spin locking

for both models, outlining the different roles of the pulse

parameters, and in Sect. 5, we study the more difficult

process of spin-state switching. Finally, Sect. 6 is the

summary and conclusions.

2 Hamiltonian model and field-free dynamics

The electronic potentials and dipole couplings are obtained

from the Born–Oppenheimer limit of an extended version

of the Shin–Metiu model (ESM), including spin cou-

plings. The ESM consists of an ion (coordinate R) and

two electrons (coordinates x, y) confined to move in a

single dimension, interacting with each other and two

additional fixed ions through screened Coulomb interac-

tions. Because of exchange symmetry, the spatial wave

function is either symmetric (wS(x, y, R, t), singlet (S)) or

anti-symmetric (wT(x, y, R, t), triplet (T)) with respect to

electron exchange. Details are given in ref. [49].

The spin uncoupled Born–Oppenheimer potential

energy curves and electronic wave functions are obtained

by imaginary time propagation of an electronic wave

function of singlet/triplet symmetry wM(x, y, t;R)

(M = S, T) at fixed nuclear position R

wMðx; y; t;RÞ ¼ e�HeltwMðx; y; t ¼ 0;RÞ ð1Þ
with the electronic Hamiltonian operator

Helðx; y;RÞ ¼ � 1

2

o2

ox2
� 1

2

o2

oy2
þ Vðx; y;RÞ ð2Þ

for different values of R. In the absence of spin coupling in

the electronic Hamiltonian, the wave function symmetry is

conserved. For long times, t, wM(x, y, t;R) converges to the

ground state uM
1 ðx; y;RÞ of the respective symmetry and the

norm of the wave function decreases as NðtÞ ¼ e�2V1ðRÞt:
After the ground state is determined, the next higher

eigenstate uM
2 ðx; y;RÞ is obtained by another imaginary

time propagation starting from an initial state where the

ground state is projected out:

~wMðx; y; t ¼ 0;RÞ ¼ wMðx; y; t
¼ 0;RÞ � wMðx; y; t ¼ 0;RÞ� 		uM

1 ðx; y;RÞ



� uM
1 ðx; y;RÞ: ð3Þ

Higher eigenstates are calculated successively using the

same scheme. In this way, the basis of Born–Oppenheimer

electronic states fuM
j ðx; y;RÞg and their respective

potential curves Vj
M(R) are obtained. Dipole and spin

couplings are evaluated with respect to these electronic

basis as well.
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To monitor spin transitions, we introduce in a heuristic

way a spin-coupling term of the form

Jðx; yÞ ¼ kðx� yÞ; ð4Þ
where the coupling strength-parameter is chosen as k ¼
1:028 
 10�3 eV/Å. For simplicity, we neglect the possible

dependence of the coupling on the nuclear coordinate R.

J(x, y) creates new potential energy terms that couple (and

mix) the Born–Oppenheimer electronic potentials. They

are obtained from

VSn;TmðRÞ ¼
Z

dx dyuS
nðx; y;RÞJðx; yÞuT

mðx; y;RÞ: ð5Þ

where uS
n and uT

m denote the electronic eigenfunctions of

singlet and triplet symmetry, respectively. To monitor

laser-driven dynamics, we calculate the transition dipole

moments

lMn;Mm
ðRÞ ¼

Z
dx dyuM

n ðx; y;RÞð�x� yÞuM
m ðx; y;RÞ:

ð6Þ
where M = S or T.

In Fig. 1, we show the first electronic singlet and triplet

potentials obtained from the ESM Hamiltonian for a par-

ticular choice of parameters (screening parameters

Rc = Re = Rf = 1.5 Å and charge numbers Z1 = Z2 = Z =

1 for the ESM Hamiltonian, see ref. [49]), neglecting the

spin-coupling terms. The general feature of these potentials

is that the singlet and triplet states come on pairs, showing

either a double-well structure or a single equilibrium

geometry at R = 0. Because the two electrons tend to be at

opposite sides of the central ion (that is, each facing a

different end-ion), the exchange symmetry of the electronic

wave function does not lead to substantial energy differ-

ences between the singlet and the triplet wave functions.

Thus, the singlet–triplet transfer due to the VSj;Tj terms (for

j = 1, 3, etc.) is expected to be large. However, V2
S and V2

T

(V5
S and V5

T as well, for higher energies) have a different

structure near the equilibrium geometry and the spin-cou-

pling mechanism is not efficient for any reasonable value

of k.

In addition to the spin coupling, nonadiabatic coupling

terms could have been included. The energy separation

between the singlet curves (and between the triplet curves

as well) makes internal conversion processes very unlikely,

as shown in the numerical results obtained solving the full

vibronic Hamiltonian [49]. Thus, we neglect their contri-

bution in the present work.

In Fig. 2, we show the population dynamics starting

either from V1
S or from V2

S in the absence of any external

field. We solve the time-dependent Schrödinger equation

for the nuclear motion in two electronic states (Sj and Tj,

for j either 1 or 2),

i
o
ot

wS
j

wT
j

 !
¼ � 1

2m

d2

dR2

wS
j

wT
j

 !

þ VS
j ðRÞ VSj;TjðRÞ

VSj;TjðRÞ VT
j ðRÞ

� �
wS
j

wT
j

 !
ð7Þ

using the split-operator with fast Fourier transform tech-

nique. In Eq. (7), m is the mass of a proton.

For the choice of the coupling parameter k, we observe

full singlet–triplet switching in a period T* 120 fs starting

in V1
S, and practically no triplet contamination starting from

V2
S (the maximum population in T2 is 3 
 10�5). The goal of

this work is to design optical processes to avoid the spin

-4 -2 0 2 4
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Fig. 1 Potential curves for the lowest three electronic states with

singlet (M = S, solid lines) and triplet (M = T, dashed lines)
symmetries. Notice that T1 and T3 practically coincide with S1 and

S3, while S2 and T2 have different equilibrium geometries. Also

shown in the figure are the frequencies for the Franck–Condon

resonant transition between S1 ! S2 and T1 ! T2
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Fig. 2 Singlet triplet population transfer in the absence of an external

field. In solid lines, we show the population of S1 and T1 when the

dynamics starts in S1. In dashed line, we show the population of S2

when the dynamics starts from this excited state. In this case, the

population in T2 remains practically zero and it is not shown
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dynamics from V1
S (that is, to induce spin locking) and to

force it starting fromV2
S (that is, to induce spin switching). To

that end, we will use the NRDSE or a pump–dump scheme.

3 The NRDSE scheme

In order to understand the physical mechanism underlying

the control of the spin coupling via the NRDSE, it is enough

to consider the simplest polarizable two-level system with

one singlet (S) and one triplet (T) state, coupled via VST,

whose energy can be Stark shifted by a nonresonant elec-

tromagnetic field with envelope EðtÞ [50]. Suppose that for a

given field frequency, the dynamic polarizabilities for the

singlet and triplet states are aj(x) (j = S, T, we will often

omit the frequency dependence in the following). Then

choosing the field-free singlet energy as the zero point of

energy, the effective Hamiltonian for the system is

H ¼ �aSEðtÞ2=2 VST

VST Dð0Þ � aTEðtÞ2=2

� �
ð8Þ

where Dð0Þ is the energy difference between the states in

the absence of the field. One can choose an instantaneous

zero point of energy that includes the Stark-shift

contribution to the singlet energy, making the Hamiltonian

H ¼ 0 VST

VST DðEÞ
� �

ð9Þ

where DðEÞ ¼ Dð0Þ � ðaT � aSÞE2ðtÞ=2: The Rabi formula

can then be used to predict the spin-coupling dynamics.

Suppose the system is initially in the singlet state,

assuming for simplicity a constant envelope E, the

population in the triplet will be

PT ¼ VST

Xe

� �2

sin2 Xet ð10Þ

where Xe ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V2
ST þ DðEÞ2

q
: For instance, if Dð0Þ � jVST j

(as in the ESM model, starting in V1
S where Dð0Þ ¼ 0),

substantial spin transfer will occur at sST = p / 2VST. This

spin-mixing dynamics can be halted while a laser pulse acts

if DðEÞ � VST . Conversely, if Dð0Þ � VST (as in the ESM

starting in V2
S) full population transfer can be induced by

making DðEÞ ¼ 0 and timing the pulse duration exactly as

se ¼ p=2Xe. Thus, a laser-controlled spin switch can be

created whenever the dynamic polarizability of the singlet

state is different from that of the triplet state, aS = aT.

Moreover, the dynamic polarizabilities depend on the pulse

frequency x as well. Additionally, the two-level theory can

be used to propose alternative (more robust) quantum

control scenarios [50].

The extension of the effective 2-level Hamiltonian to the

nuclear Hamiltonian in the Born–Oppenheimer

approximation is straightforward. Neglecting population

absorption one can obtain [51]

H¼� 1

2m

d2

dR2
I

þ VS
1 ðRÞ�aSðR;xÞEðtÞ2=2 VS1;T1

ðRÞ
VS1;T1

ðRÞ VT
1 ðRÞ�aTðR;xÞEðtÞ2=2

� �
ð11Þ

Since VS1;T1
ðRÞ is almost constant (and small) around the

equilibrium geometries of the V1
S potential and V1

S(R) &
V1
T(R), in the absence of the field, the population dynamics

is practically that of a two-level system, where the singlet–

triplet population transfer does not lead to wave-packet

dynamics. This prediction explains the excellent agreement

between the population dynamics in Fig. 2 and the result of

applying the Rabi formula. For strong fields, however,

Eq. (11) does not give quantitative results. Firstly, because

it is difficult to evaluate the dynamic polarizabilities

aj(R, x), and secondly, because multi-photon absorption to

excited states usually cannot be neglected. Therefore, in the

following results, we solve the time-dependent Schrödinger

equation including different sets of electronic states.

Within the Born–Oppenheimer approximation, the

nuclear dynamics Hamiltonian in the presence of the con-

trol field �cðtÞ; is

Heff ¼� 1

2m

d2

dR2
I

þ

VS
1 �lS1;S2

�cðtÞ VS1;T1
VS1;T2

�lS1;S2
�cðtÞ VS

2 VS2;T1
VS2;T2

VT1;S1
VT1;S2

VT
1 �lT1;T2

�cðtÞ
VT2;S1

VT2;S2
�lT1;T2

�cðtÞ VT
2

0BBB@
1CCCA
ð12Þ

where I is the 4 9 4 unit matrix. In Eq. (12), we have

restricted the Born–Oppenheimer expansion to the minimal

symmetric set (MSS) of electronic states that can represent

the dynamics of the system under the influence of an

external field that controls the singlet–triplet transition. In

the numerical calculations, we use ‘‘square’’ laser pulses

with fast ramps of sin2ðpðt � t0Þ=ssÞ form. The switching

on/off time is set to ss = 25 fs.

The extension of the model to include a more complete

set of electronic states is straightforward. In addition to the

MSS, we have considered a model including the 6 lowest

singlet and triplet states (LSS). These 12 Born–Oppenhei-

mer states span the energy range of any 3-photon process

starting in S1 for all laser frequencies used in this work. It

should be noted though that the ESM model favors fast

multi-photon excitation from the initial state to the ioni-

zation continuum [49]. The ionization process is not con-

sidered in this work. However, as pointed out in [49], the

ionization process does not affect considerably the spin
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dynamics and some observables such as the averaged spin

angular momentum of the system, hint that the controlled

process is still acting on the small population surviving

ionization.

4 Spin-state locking

4.1 Dynamics using the MSS model

The results with the MSS model can be used as proof-of-

principles for the optical control of the singlet–triplet

transition. The initial state is the ground vibrational

eigenstate of S1, which is an even function with maximum

probability on both potential wells. As an example, in

Fig. 3, we show the population dynamics in the four

electronic states using a single control pulse �c with dif-

ferent parameters that give best results over different fre-

quency intervals. The overall duration of the pulse is set to

200 fs to display more clearly the effect of spin locking.

We have found robust solutions in the space of param-

eters for a broad range of peak intensities and frequencies.

Although strong pulses are needed to overcome the small

transition dipole, the results are not very sensitive to the

peak intensity. In general, for larger peak amplitude �0 the

population is more evenly spread between the singlet

potentials with smaller excitation of the triplet states.

The frequency must be chosen detuned from the S1 !
S2 resonance (�hxðS1 ! S2Þ � 1 eV), defined in the initial

Franck–Condon region, to avoid absorption to a different

state. In the example of Fig. 3a, �hx ¼ 1:68 eV is slightly

above the resonance between T1 and T2

(�hxðT1 ! T2Þ � 1:6 eV) and thus clearly blue shifted with

respect to xðS1 ! S2Þ. Therefore, we expect a larger

positive Stark-shift on V1
T than in V1

S, allowing the effective

decoupling of these potentials with �0 ¼ 0:017 a.u. or lar-

ger (implying a peak intensity I0 of 10.1 TW/cm2).

Other frequency intervals can be chosen: If x is between

xðS1 ! S2Þ and xðT1 ! T2Þ the dynamic Stark-shift

should be positive in V2
S but negative in V1

T. Weaker fields

could then decouple the electronic states. However, it is

more difficult to avoid populating the V2
S potential. For the

results in Fig. 3b, we use �hx ¼ 1:39 eV and the same peak

intensity (I0 = 10.1 TW/cm2).

With x\ðxðS1 ! S2Þ;xðT1 ! T2ÞÞ both V2
S and V1

T

experience a negative Stark-shift (larger in V1
S) that give

similar results as those shown in case (a). However, multi-

photon excitation to S2 becomes resonant and as a result,

more population is excited to S2. The different shapes of

the potentials induce nuclear motion that shows up in some

Rabi oscillations between the electronic populations in S1

and S2. In Fig. 3c, for �hx ¼ 0:84 eV, we have slightly

reduced the pulse intensity to I0 = 8.95 TW/cm2.

4.2 Dynamics in the LSS model

When considering a larger set of electronic states, the

control of the process becomes more complex. On one

hand, the different electronic states normally add to the

polarizabilities, increasing the effect of the Stark effect:

weaker pulses could in principle be used. On the other

hand, one has to care about many possible resonances

(xðS1 ! SjÞ;xðSj ! Sk)) that lead to absorption and

multi-photon ladder climbing of electronic states. Given

the intensities required to decouple the singlet–triplet

transition, the second effect is clearly more dominant than

the first one, making the spin-state locking quite more

challenging in the LSS model than in the MSS model.

In Fig. 4, we analyze the time-averaged populations in

the triplets and excited singlets (all except S1) as a function

of the pulse frequency and intensity

hPTi ¼ 1

sl

X6

j¼1

Zsl
0

wT
j ðtÞjwT

j ðtÞ
D E

dt

hPESi ¼ 1

sl

X6

j[ 1

Zsl
0

wS
j ðtÞjwS

j ðtÞ
D E

dt

ð13Þ
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Fig. 3 Electronic states population dynamics in the MSS model with

different pulse frequencies and intensities: a with �hx ¼ 1:63 eV and

I0 = 10.1 TW/cm2, b with �hx ¼ 1:41 eV and I0 = 10.1 TW/cm2 and

c with �hx ¼ 0:87 eV and I0 = 8.95 TW/cm2
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where sl = 200 fs is the pulse duration. The goal of

decoupling the S1 ! T1 transition involves minimizing

hPTi (avoiding the singlet–triplet transition) and hPESi
(avoiding the absorption to other electronic states).

Whereas with stronger pulses, hPTi is small for all the

range of frequencies explored in this work, hPESi is par-

ticularly large at lower frequencies, obviously around

xðS1 ! S2Þ, but also very much until x[xðT1 ! T2Þ.
Disregarding vibrational excitation, the LSS model

includes all singlet states that can be accessed by three

photons at �hx 1:7 eV.

In Fig. 5, we show the population dynamics for three

different cases. For the three frequency windows

x\xðS1 ! S2Þ (smaller), xðS1 ! S2Þ�x�xðT1 ! T2Þ
(intermediate) and x[xðT1 ! T2Þ (larger), we have

chosen x and �0 such that both hPTi and hPESi are mini-

mized. This gives �hx ¼ 0:87 eV, I0 = 7.9 TW/

cm2; �hx ¼ 1:41 eV, I0 = 5.0 TW/cm2; and �hx ¼ 1:63 eV,

I0 = 10.1 TW/cm2, respectively.

In general, for all frequencies below the S1 ! S2 reso-

nance at the pulse intensities needed for spin locking, there

is always substantial absorption to excited singlet states.

For the best results shown in Fig. 5, the population in the

singlets is mostly steady at 0.9 (although there is some slow

decay into the triplets) but the population is widely spread

between S1, S2 and S3. The ladder climbing excitation

mechanism is very efficient in the ESM model.

As discussed in Sect. 3, the NRDSE mechanism is more

efficient using intermediate frequencies. Thus, spin locking

can be achieved with less intense pulses. To minimize

absorption to S3, the frequency must be smaller than

1.42 eV. However, 3-photon excitation to S5 cannot be

avoided. In the best results shown in Fig. 5, 90 % of the

population is kept on the singlet states, but there is a clear

beating between population in S1 and S5. Within the con-

straints of the LSS model, best results are obtained for

larger frequencies. Here, part of the population goes to S6.

In Fig. 6, we show the evolution of the nuclear proba-

bility density of all the singlet states for smaller and

intermediate frequencies (the results for larger frequencies

are very similar to those for intermediate frequencies). In

the first case, the nuclear wave packet spreads and becomes

mostly delocalized (although some coherent vibrational

motion can be observed). This is mainly because the

geometry of S3 (with a single minima) is very different

from that of S1 and S2. Surprisingly, very little singlet–

triplet transfer is observed in the population of the different

excited singlet states. When the laser is turned off only a

small fraction of the population undergoes singlet–triplet

conversion.
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For intermediate and larger frequencies, the nuclear

wave-packet dynamics is still mostly confined to the bot-

tom of the potential energy in V1
S and much singlet–triplet

conversion is observed when the laser is turned off.

5 Spin-state switching dynamics

As discussed in Sect. 2, almost all electronic singlet states

practically overlap with the triplet states, so that the spin-

transfer dynamics is very efficient. For the lowest energy

potentials, only in S2, there is no singlet–triplet transition.

Following the NRDSE recipe (Sect. 3), in order to transfer

the population from S2 to T2, one first needs to force a near-

degeneracy of the two electronic states by Stark shifting the

states using a strong nonresonant pulse. The electronic

structure of the singlets around S2 is quite different from

that of the triplets around T2 (S2 is closer to S1 while T2 is

closer to T3), so that in principle the dynamic polarizabil-

ities can be quite different and the NRDSE can be applied.

However, the energy difference between the states at the

equilibrium configuration of S2 is approximately 1 eV,

while the transition electronic dipoles are relatively small,

making it impossible to compensate the energy difference

by Stark-shift using any reasonably strong laser pulse.

Thus, the singlet–triplet transfer cannot be indirectly

induced by a single control pulse.

Instead of applying the NRDSE, in this work, we design

an alternative dump–pump strategy that requires two pulses

controlling the time-delay between them. The idea is

sketched in Fig. 7. First, we apply a dump pulse that moves

the population from S2 to S1. Then, we wait for the efficient

singlet–triplet transfer between S1 and T1. Finally, a pump

pulse is applied to transfer the population from T1 to T2. In

the following, we present the results obtained within the

MSS model.

A typical result with approximately optimized pulse

parameters is shown in Fig. 8. Here, we have chosen a

negatively first chirped pulse with intensity I0 = 5.9 TW/

cm2, duration sl = 90 fs and frequency x(t) = x0 ? b
(t - t0)/2, where �hx0 ¼ 1:15 eV, �hb ¼ �0:0136 eV/fs and

t0 is the center of the pulse. The transformed-limited sec-

ond pulse has I0 = 0.9 TW/cm2, sl = 40 fs and �hx0 ¼
1:52 eV. The parameters of the first pulse are optimized to

achieve maximal population transfer (approx 90 %) in a

reasonably short time. Since the equilibrium geometry of

S2 and S1 is very similar, it is difficult to disentangle the

optical Rabi flopping between S2 and S1 from the spin Rabi

flopping between S1 and T1. To avoid the S1 ! S2 back-

transition, one needs to use chirped pulses. We chose a

negative chirp, but it is possible to use positively chirped

pulses as well. Since the S2 ! S1 Franck–Condon transi-

tion is at lower energies than the S2 ! S3 transition, at first

look the choice of a positive chirp would seem a better

option to minimize absorption into highly excited singlet

states. For the MSS model, however, the results are slightly

better for the negatively chirped pulses.

On the other hand, the equilibrium geometry of T1 is

very different from that of T2. The time-delay between the

pulses, sd = 110 fs, is chosen to facilitate maximal singlet–

triplet conversion between S1 and T1. For the second pulse,

one can use a transformed-limited pulse because the wave

packet in T2 moves away from the Franck–Condon window

and naturally deactivates the probability of stimulated

emission. The parameters of the second pulse are chosen to

maximize the yield of the T1 ! T2 transition in a very

short time.

In Fig. 9, we show a contour plot of the time evolution

of the nuclear probability densities of singlet and triplet

spin character, separately. During the S2 ! S1 stimulated
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emission and the S1 ! T1 spin transfer, the singlet nuclear

wave packet remains basically in the same region (around

R = ±2.5 Å). The triplet nuclear wave packet appears at

later states and moves toward R = 0, where the minima of

T2 is located.

Unfortunately, it is not possible to achieve similar

results with the LSS model, regardless of the sign of chirp.

The main problem is that in the Franck–Condon region the

transition dipole between S1 and S2 is much smaller (a

factor of 100 times smaller) than the transition dipole

between S2 and S3 or between S1 and S5 or S6. As a con-

sequence, the dump pulse must be very strong and the

transition competes with two- and three-photon absorption

to other excited states, similarly at what happened when

using low frequencies to lock the population in S1. For the

optimal parameters used above, a population of only 0.06

arrives to T2 at the end of the process, while singlet–triplet

transitions between several excited states account for a

total 22 % of population in the triplet states.

6 Summary and conclusions

In this work, we analyzed in detail the role of different

laser parameters in the control of the singlet–triplet tran-

sition by means of the NRDSE. Following previous work

[49], we used the ESM model to obtain the electronic

potentials, dipole couplings and singlet–triplet couplings.

Depending on the number of potentials included in the

calculation, we defined two approximate models: the

minimal MSS model and the larger LSS model. Multi-

photon ionization and internal conversion were not taken

into account. The time-dependent Schrödinger equation for

the nuclear motion was then solved for these models

starting from different electronic states in order to force

spin locking when the laser-free dynamics implied full

singlet-triplet conversion, or spin switching, when the

laser-free dynamics conserved the spin state.

Certainly, the 3-D 5-particle collinear ESM Hamilto-

nian implies strong restrictions on the motion of the

electrons and ion which show in the potentials and cou-

plings. In particular, the singlet and triplet electronic

states tend to have very similar energies, facilitating fast

ISC processes. On the other hand, the model favors multi-

photon ladder-type ionization, making strong-field control

rather difficult. Still, we believe that the ESM is suffi-

ciently flexible to allow the interplay of very different

processes which can be analyzed to great detail, making

the model an excellent numerical ‘‘laboratory’’ to test

different control scenarios.

In this work, we focused on finding appropriate laser

strategies and tuning the laser parameters in conditions

where there is strong competence between different non-

linear processes, albeit disregarding ionization. Although

appropriate laser parameters for spin switching were dif-

ficult to find even in the MSS model and were not found in

the LSS model, spin locking was shown to be possible for

different frequency windows. The smallness of the dipole

couplings in the Franck–Condon region required the use of

very strong pulses, which drove population to excited

singlet states and thus opened new routes for spin transi-

tions from the excited singlet to excited triplet states.

Forcing a balance between two goals, minimizing the

population in the triplet states and the population in the

excited singlet states, was found to be a good strategy to

identify control pulse frequencies and intensities that

would maximally decouple the initial singlet state from the

triplet states while at the same time they minimize the

disturbance on the system.
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Although previous work [49] showed that multi-photon

ionization is the fastest process in the ESM model under

the pulse intensities used in this work, the results also

showed that ionization occurred mainly in the Franck–

Condon window and did not affect the spin dynamics. In

particular, the NRDSE was shown to maintain the control

on the spin populations of the remaining (nonionized) parts

of the system. Given that the full vibronic dynamics

requires considerable computation time, the strategy used

in this work also paves the way to identifying the best

control scenarios when ionization is taken into account. We

expect that this control strategy will be effective when the

required laser intensity is smaller, for instance in weaker

spin-coupling conditions.
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18. González-Vázquez J, Sola IR, Santamaria J, Malinovsky VS

(2007) Vibrationally state-selective spinorbit transfer with strong

nonresonant pulses. J Phys Chem A 111:2670–2678

19. Friedrich B, Herschbach D (1995) alignment and trapping of

molecules in intense laser fields. Phys Rev Lett 74:4623–4626

20. Seideman T (1995) Rotational excitation and molecular align-

ment in intense laser fields. J Chem Phys 103:7887–7896

21. Ortigoso J, Rodriguez M, Gupta M, Friedrich B (1999) Time

evolution of pendular states created by the interaction of

molecular polarizability with a pulsed nonresonant laser field.

J Chem Phys 110:3870–3875

22. Stapelfeldt H, Seideman T (2003) Colloquium: aligning mole-

cules with strong laser pulses. Rev Mod Phys 75:543–557

23. Leibscher M, Averbukh IS, Rabitz H (2003) Molecular alignment

by trains of short laser pulses. Phys Rev Lett 90:2130011–2130014

24. Suzuki T, Sugawara Y, Minemoto S, Sakai H (2008) Optimal

control of nonadiabatic alignment of rotationally cold N2 mole-

cules with the feedback of degree of alignment. Phys Rev Lett

100:033603

25. Bisgaard CZ, Clarkin OJ, Wu GR, Lee AMD, Gessner O, Hayden

CC, Stolow A (2009) Time-resolved molecular frame dynamics

of fixed-in-space CS2 molecules. Science 323:1464–1468

26. Sussman BJ, Underwood JG, Lausten R, Ivanov MY, Stolow A

(2006) Quantum control via the dynamic Stark effect: application

to switched rotational wave packets and molecular axis align-

ment. Phys Rev A 73:053403

27. Chang BY, Choi H, Shin S, Lee S, Sola IR (2009) Ultrafast

photodissociation assisted by strong nonresonant Stark effect: the

straddling control pulse. J Mod Opt 56:811–821

28. Chang BY, Shin S, Santamaria J, Sola IR (2009) Bond breaking

in light-induced potentials. J Chem Phys 130:124320

29. Chang BY, Shin S, Sola IR (2009) Further aspects on the control

of photodissociation in light-induced potentials. J Chem Phys

131:204314

30. McQuarrie DA, Simon JD (1997) Physical chemistry. University

Science Books, Sausalito

31. Hare PM, Crespo-Hernández CE, Kohler B (2007) Internal con-

version to the electronic ground state occurs via two distinct

pathways for pyrimidine bases in aqueous solution. Proc Natl

Acad Sci USA 104:435–440

32. Kwo WM, Ma C, Phillips DL (2008) A doorway state leads to

photostability or triplet photodamage in thymine DNA. J Am

Chem Soc 130:5131–5139

33. Etinski M, Fleig T, Marian CM (2009) Intersystem crossing and

characterization of dark states in the pyrimidine nucleobases

uracil, thymine, and 1-methylthymine. J Phys Chem A

113:11809–11816

34. Parker DSN, Minns RS, Penfold TJ, Worth GA, Fielding HH

(2009) Ultrafast dynamics of the S1 excited state of benzene.

Chem Phys Lett 469:43

Theor Chem Acc (2013) 132:1359

123Reprinted from the journal 87



35. Richter M, Marquetand P, González-Vázquez J, Sola I, González
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of spin–orbit coupling effects on the low-lying excited states of

NiO. Phys Rev B 72:045116

40. Zutic I, Das Sarma S (2004) Spintronics: fundamentals and

applications. Rev Mod Phys 76:323–410

41. Bouwmeester D, Ekert A, Zeilinger A (2000) The physics of

quantum information. Springer, New York

42. Shin S, Metiu H (1995) Nonadiabatic effects on the charge

transfer rate constant: a numerical study of a simple model sys-

tem. J Chem Phys 102:9285–9295

43. Shin S, Metiu H (1996) Multiple time scale quantum wavepacket

propagation:electro nnuclear dynamics. J Phys Chem

100:7867–7872

44. Erdmann M, Marquetand P, Engel V (2003) Combined electronic

and nuclear dynamics in a simple model system. J Chem Phys

119:672–679

45. Erdmann M, Engel V (2004) Combined electronic and nuclear

dynamics in a simple model system II spectroscopic transitions.

J Chem Phys 120:158
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Abstract We present a density functional theory study on

the exohedral interaction between a singly positively

charged lithium atom and fullerenes: Li?-Cn, n = 70, 60

and 50. We have found that the interaction is of electro-

static nature: the cation polarizes the p electronic cloud of

the fullerene in an ion-induced dipole attraction. We show

that these systems present a shallow potential energy sur-

face where the local minima correspond to the interaction

of the cation on top of one pentagonal or one hexagonal

face of the fullerene and transition states connect them

through a movement of the cation over a C-C bond. The

type of interaction and the shape of the potential energy

surface give rise to the so-called planetary systems, where

the alkali cation is revolving around the carbon cage in

orbits. The studied systems present several pathways that

are more likely than others to behave as potentially

favorable orbits.

Keywords Exohedral fullerenes � Metallofullerenes �
DFT

1 Introduction

The discovery of the C60 fullerene [1] meant the landmark

of several works devoted to develop possible applications

of these structures in the field of nanotechnology (see e.g.

[2]). In the particular case of interaction with metal atoms,

it has been shown that C60Mx species present supercon-

ductivity properties [3, 4] and it is believed that metal-

doped carbon structures can have promising applications as

hydrogen storage nanodevices [5]. Thus, the understanding

of the interaction of metal atoms with fullerenes is of prime

importance. In this work, we evaluate the exohedral

interaction between Li? and different fullerene structures.

Our aim is to establish which are the most stable positions

and to have a complete overview of the potential energy

surface of an alkaline cation approaching a fullerene.

Beyond the most studied fullerene, C60, there are other

carbon cages that imply stable structures. Indeed, mass-

spectrometric studies based on carbon ions produced in

hydrogen–carbon flames detected that the most prominent

peaks result at m/q = 50, 60, and 70 [6], showing that these

are the most favored sizes to be formed. C70 and C50,

together with a large amount of C60, were also observed in

laser-induced evaporation from graphite in the pioneer

studies of Kroto et al. [1]. We have therefore considered in

our work the most stable isomers for these three fullerenes.

The most stable isomer of C60 and C70 follows the so-

called isolated pentagon rule (IPR) [2, 7], which states that

none of the 12 pentagonal faces touches each other, hence

minimizing the strain introduced by adjacent pentagons

(AP). For C70 and C60 fullerenes, only one isomer follows

the IPR. The IPR isomer of C60 has icosahedral symmetry

(Ih), and in the case of C70, the IPR isomer has D5h sym-

metry. In fullerenes smaller than C60, this rule cannot be

applied, and the stability of the different isomers is given
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by the pentagon adjacency penalty rule (PAPR) [7–13],

which predicts that, among all the possible non-IPR iso-

mers, the most stable one is that with the minimum number

of APs. In the case of the C50, only one isomer (with D5h

symmetry) presents 5APs; the rest of the isomers have

6APs or more. Nevertheless, it has been found that one of

the C50 isomers with 6APs (and D3 symmetry) is degen-

erated in energy with the D5h isomer with 5APs [14–16].

This unusual situation was explained in terms of what it

was called spherical aromaticity [17]. The C50 fullerene has

the exact number of p electrons to form an electronic

closed shell (2l ? 1)2; the isomer with D3 symmetry and

6APs gains in stability because it presents the closer

structure to a sphere. This additional stabilization energy is

enough to compensate the fact of showing one more pen-

tagon–pentagon adjacency in its structure [16].

Among the previous studies on metal-doped fullerenes, in

the pioneering work of Martin et al. [18], the synthesis of

alkali metal doped C60 was achieved for the first time pro-

ducing carbon–metal complexes of the form (C60)nMx

(n = 1, 2, 3; 1 B x\ 150; M = Li, Na and K). Some the-

oretical studies have focussed on the comprehension of C60

fullerenes coated with lithium, the metal of interest in this

work. One important result of these studies is that in LiC60

[19] and LiC60
? [20] the isomers with the metal attached on

the hexagonal and pentagonal faces are nearly degenerate.

The dynamics of a Li? cation on a C60 surface have been also

investigated following a Molecular Orbital–Molecular

Dynamics (MO–MD) method [21, 22]. Differences in the

stability between the hexagonal and the pentagonal isomers

depending on the density functional theory (DFT) method

employed were found. The diffusion of the Li? cation on a

C60 was also addressed performing quasiclassical trajectories

[23]. In both dynamical studies, a ring-hopping behavior due

to the low-energy barriers between adjacent rings was

obtained. Theoretical studies have been also focused on

evaluating the electronic properties of NanC60 and LinC60

(n B 12) [19]. Semiempirical calculations were employed to

evaluate the interaction between Li? and C60, C60
- ,and C60

2-

[24] and the characteristics of Lin
n?C60 endohedral and exo-

hedral complexes (n = 1, 2, 3, 4) [25]. Furthermore, the

structure of Li12C60 [5] and Li6C60 [26] and their potential

use as molecules storing hydrogen have been also addressed.

In contrast to all the studies aimed at evaluating the proper-

ties of metal doped C60 compounds, much less works have

been reported for metal-coated species involving other ful-

lerene sizes. Studies concerning C70 have been limited to (1)

alkali metal intercalation compounds formed by single

crystals of electric-field-doped fullerenes (KC70 and K4 C70),

which present superconductivity properties [27]; (2) other

intercalation alkaline-earth and rare-earth metal doped C70

compounds [BaxC70 and SrxC70 (x = 3, 4, 6, 9), and Euy C70

(y = 3,9)] studied by X-ray measurements and yielding

stable phases [28]; and (3) the geometry and electronic

structure of C70Nan
- (n = 0–15) clusters studied with pho-

toelectron spectroscopy [29]. To the best of our knowledge,

none previous works have been reported on metal coated C50.

However, this fullerene has been synthesized in the form of

C50Cl10, that is, saturated with halogen atoms and giving rise

to the first isolated fullerene smaller than C60 [30]. In the

obtained compound, each of the 10 chlorine atoms forms

covalent bonds with carbon atoms constituting the central

belt of the C50(D5h) isomer.

On the other hand, the interaction of Li? ions with

clusters of phosphorus (Pn) was found to give rise to stable

species [31]. Indeed, the term planetary system was first

proposed for the [LiP4]? complex, where the lithium cation

is revolving around the highly symmetric neutral cluster

and present thermally accessible paths (‘‘orbits’’) [31]. The

ferrocene-lithium cation complex was also shown to pres-

ent a planetary system in one of its isomers [32, 33].

In this work, we present a theoretical study of the exo-

hedral interaction of Li? with C60(Ih), C70 (D5h), C50 (D3),

and C50 (D5h) fullerenes. Our aim is not only to establish

which are the most stable structures, but to make a com-

plete exploration of the potential energy surface (PES) in

order to determine which is the energy required for Li? to

move among the different fullerene sites. The stability and

high symmetry of the studied fullerenes made them

promising structures for finding planetary systems when

Li? interacts with their external surface: exohedral metal-

lofullerenes. We thus evaluate the most favorable paths,

that is, the thermally accessible paths leading to orbits

around the carbon cage. This may be of interest for

potential applications of these compounds in nanotech-

nology. For instance, regarding the H2 storage capacity, the

studies up to now have considered C60Li6 [26] or C60 Li12

[5] as stable molecules to which up to 60 H2 attach. A

complete study of the PES, as the one presented here, will

shed some light to know whether this static view should be

changed by a more dynamical view of the problem in

which Li atoms and H2 move around the fullerene cage.

2 Theoretical methods

Geometries and interaction energies of all exohedral

metallofullerenes have been computed in the framework of

the DFT. In particular, we have employed the B3LYP

functional, which combines the three parameters’ non-local

hybrid exchange potential proposed by Becke—B3 [34]

with the non-local gradient corrected correlation functional

of Lee, Yang, and Parr—LYP [35]. We have used the

6-31G(d) Pople basis set, with polarization functions in the

lithium and carbon atoms. This method and basis set has

shown to give accurate results, comparable to those
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obtained with perturbational theory (MP2) in fullerenes

[36]. We have also evaluated the harmonic vibrational

frequencies at the same B3LYP/6-31G(d) level of theory to

confirm that the calculated geometry effectively corre-

sponds to a minimum or a saddle point (first order transi-

tion state—TS) in the potential energy surface (PES) and to

compute the zero-point energy (ZPE) correction. All

calculations were carried out with the Gaussian 09 program

package [37].

Adsorption energies Ead are given by:

Ead ¼ E Cnð Þ þ E Liþð Þ � E ½LiCn�þ
� � ð1Þ

where E Cnð Þ;E Liþð Þ and E ½LiCn�þ
� �

are the absolute

electronic energies after optimization (including the ZPE

Fig. 1 Structure of the minima

obtained with the cation

attached to one hexagonal (h) or

pentagonal (p) face for each

[LiCn]
? (n = 50, 60, and 70)

complex

Fig. 2 Schlegel projection of

the [LiCn]
? complexes with the

stationary points found as

follows: circles correspond to

minima and triangles to

transition states
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correction) of the fullerene, the cation and the complex,

respectively.

We have first optimized the geometry of each neutral

isolated fullerene. Starting with the obtained structures, we

have then computed the whole system (i.e. [LiCn]
?;

n = 50, 60 and 70). To this, we have considered several

initial guess geometries with the metal atom interacting at

different positions of the external surface of the carbon

cage. All the geometry optimizations were carried out

without any symmetry constraints.

3 Results and discussion

We have explored the potential energy surface (PES) of the

exohedral interaction of Li? with C60(Ih), C70(D5h),

C50(D3), and C50(D5h). For each fullerene, we have found

several stationary points as shown in Figs. 1 and 2. For all

the cases studied, the minima (Fig. 1) correspond to the

Li? cation placed on top of a pentagonal or hexagonal face.

In the transition states connecting them, the Li? cation is

on the C–C bond shared by both faces (Fig. 2). We have

Fig. 3 Molecular electrostatic

potential maps for

C50(D3),C50(D5h) and C70(D5h).

The numbers on the surfaces

represent their potential

countour isovalues (in a.u.) in

the selected plane

Fig. 4 Molecular electrostatic potential map for the C60(Ih) fullerene,

indicating three cutoffs of different parts of the plane. The path

presumably followed by the Li? cation (position of the minima and

transition states after geometry optimization) is indicated with a gray
dashed line
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disregarded those positions in which the Li? is placed on

top of a carbon atom, because in all the tries we have

considered, either second-order transition states were found

or they fell into the other stationary points of interest

already mentioned (minima or first order TS). In the most

symmetric studied structure, C60(Ih), all the pentagons and

hexagons are equivalent and, thus, we have found four

stationary points: The cation placed on the hexagonal and

pentagonal faces (h and p, respectively), and in the C–C

bonds shared between two hexagons (hh) and between one

hexagon and one pentagon (hp). On the other hand, in the

other three studied fullerenes, C50(D3),C50(D5h), and

C70(D5h), due to their lower symmetry with respect to the

C60(Ih), the carbon cage presents a larger number of non-

equivalent positions where Li? may be placed: hi and pj for

the different hexagonal and pentagonal faces and, hihj, pipj
and hipj for the different C–C bonds connecting them. For

instance, C50(D5h) shows two different pentagonal faces:

p1 is an isolated pentagonal ring surrounded by five

hexagons: and p2 is connected to other p2 rings giving rise

to five APs in the structure; and two non-equivalent hex-

agonal faces: h1 represent the hexagonal rings surrounding

p1 and h2 is next to the APs formed by p2. The bonds

shared between these faces give rise to 6 different locations

for the cation: h1h2, h1p1, h1p2, h2p2, p2p2. For the

C50(D3) /C70(D5h) fullerenes, we have found five minima

and eleven / eight transition states, respectively.

We first analyze the kind of interaction between the Li?

and the fullerenes. For this, we present in Fig. 3 the

molecular electrostatic potential (MEP) maps for C70(D5h),

C50(D3), and C50(D5h) in a plane that divides the fullerene

cage in two halves. A detailed MEP for C60(Ih) is shown in

Fig. 4. The contours represent the interaction energy for a

positive test charge located at a certain point and it includes

the interaction with both the electron density cloud and the

nuclei with a non-polarized fullerene. We observe positive

values of the potential contours close to the fullerene, and

low negative values far from it. These values imply that a

positive charge would be repelled when located close to the

carbon cage and attracted far from the fullerene surface. In

our case, the interaction due to the electrostatic potential is

repulsive at the carbon cage—Li distances obtained in the

geometry optimization *2.5 Å (approximate path denoted

by dashed lines in Fig. 4). Nevertheless, since the Li? is

located close to the fullerene surface, it strongly polarizes

the p electronic cloud, and therefore, the ion-polarizability

term becomes dominant against the pure electrostatic effect

revealed by the MEP.

A deeper analysis on the type of interaction between the

carbon cage and the metal cation has been performed on

the most stable isomer of each system using the natural

bonding orbital (NBO) approach [39–42] and the Bader’s

Quantum Theory of Atoms In Molecules— QTAIM

[43, 44]. With the former, we have computed the charge

distribution on each atom. QTAIM theory provides us

useful information on the basis of electron density prop-

erties: molecular graphs showing bond critical points

(BCP), the Laplacian of the electron density, r2(q), and

total electronic energy density, H(q). These magnitudes

give complementary information: The contour maps of

r2(q) and H(q) give a qualitative picture of the kind of

interaction. In addition, a BCP where r2(q)\ 0 is domi-

nated by a local reduction in potential energy (i.e. covalent

interaction), while a BCP where r2(q)[ 0 is dominated

by a local excess of kinetic energy (i.e. electrostatic

interaction). Finally, with the sign of H(q) in the BCP, we

can unambiguously predict the character of the bond:

H(q)[ 0 ionic bond, H(q)\ 0 covalent bond. The values

of H(q) at the BCP provide also a quantitative estimation of

the interaction strength.

The results obtained for the NBO charges and the AIM

molecular graphs with the contour maps of the total elec-

tronic energy density H(q) are presented in Fig. 5. Our

calculations show that the positive charge is mainly

localized on the Li atom, as expected. However, we also

observe that the carbon atoms close to the cation present a

negative charge, therefore involving a local polarizability.

If we look at the shape of the H(q) maps, we observe how

the electron density contributing to the energy appears as

spherical contours around the Li? nuclei in the manner

characteristic of two separated closed shell distributions.

This behavior undoubtedly points to a purely electrostatic

interaction between the carbon cage and the metal cation.

We have obtained positive (and low) values for r2(q) at

the BCPs linking Li? and Cn confirming the electrostatic

(and weak) nature of the interaction. The positive values of

H(q) observed in the BCPs are a further indication of the

ionic interaction.

The results of our exploration of the potential energy

surfaces (PES) of the [LiCn]
? species studied (energetic

diagrams) are shown in Fig. 6:

• For [LiC60]?, Fig. 6b, we found degeneracy between

the h and p geometries (the energy difference is

0.01 kcal/mol) in agreement with previous works

which predicted the p isomer the most stable by only

0.057 eV [20]. The structure where the Li? is placed on

the C–C bond shared by these two rings (hp) corre-

sponds to a transition state that connects these two

minima and is located at 3.1 kcal/mol above the global

minimum. The bond shared by two hexagons, hh with

double bond character, is the attachment point of the

Li? in the transition states that connects two h minima

and is found at 4.1 kcal/mol above the minimum. Thus,

a lithium cation approaching the C60 fullerene, will

attach to the hexagonal face with an adsorption energy

of 38.50 kcal/mol and since the entrance channel is at
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much higher energy than the transition states, it would

be able to move to a close minimum, the pentagonal, or

hexagonal face. Thus, performing movements in orbits

around the carbon cage.

• For [LiC70(D5h)]
?, Fig. 6a, our results show that the

alkali cation attaches to the carbon cage with an

adsorption energy of 41.75 kcal/mol. The most stable

geometry is the hexagonal face labeled as h1, which is

surrounded by 4 hexagonal and 2 pentagonal rings.

This minimum is connected to the pentagonal face p1,

which is almost degenerated (0.4 kcal/mol), by a

transition state (h1p1) located 4.6 kcal/mol above

and with the hexagonal face h2 through h1h2 at

5.4 kcal/mol. Thus, these points involve possible Li?

Fig. 5 Central column contour maps of the total electronic energy

density H(q) (using [38]). Right column NBO analysis of the most

stable isomer for each [LiCn]
? studied complex: Red atoms denote

negative charge, green atoms positive charge, and black atoms

neutral. Left column Values of r2(q) and H(q) at the bond critical

points formed between the Li and the carbon cage, the NBO charge

on the Li atom, qNBO(Li) and on the carbon atoms of the ring involved

in the attachment qNBO(Cring) (maximum and minimum)

Fig. 6 Energetic diagrams showing the minima at the hexagonal or

pentagonal faces and the transition states at the C–C bonds for

a C70(D5h), b C60(Ih), c C50(D5h), and d C50(D3). Energy in the axis is

given with respect to the adsorption energy to the most stable

minimum. In brackets, the relative energy (in kcal/mol) of each

structure with respect to the most stable isomer in each system is given

Theor Chem Acc (2013) 132:1346

123 Reprinted from the journal94



movements in the nearby of the central rings of the

C70(D5h) fullerene.

• For [LiC50(D5h)]
?, Fig. 6c, our results show that the

most stable isomer is the one labeled as p2 with and

adsorption energy of 38.79 kcal/mol. It corresponds to

the Li? attached to one of the pentagonal faces that

form the 5APs. This pentagonal face is also surrounded

by h1 and h2. p1 is the less stable isomer, correspond-

ing to a pentagon surrounded by hexagons. The

movement of Li? from p2 to the adjacent hexagon

faces (h1 and h2) implies energy barriers of 3.2 and

4.4 kcal/mol, respectively. To reach structure, p1

implies however a larger energy barrier (6 kcal/mol).

Thus, the most favorable orbits would imply the

movement of the Li? cation to h1, h2, and p2 positions.

• For [LiC50(D3)]?, Fig. 6d, we have found the most

stable isomer when the Li? is attached at the pentag-

onal face labeled as p1, with an adsorption energy of

40.55 kcal/mol, followed by the hexagonal faces h1

and h3. The lowering in symmetry of this structure

leads to a more complicated PES. In general, some

transition states are found at relative energies of

*4 kcal/mol with respect to the global minima, and

these paths are therefore more favorable. As in the

previous cases, the cation will perform orbits in those

paths.

As for the neutral isolated C50 isomers, in the case of

[LiC50]?, the D3 structure is more stable than the D5h one.

In particular, the most stable isomer of [LiC50(D3)]?, p1, is

3.46 kcal/mol more stable than the most stable isomer of

[LiC50(D5h)]
?, p2.

4 Conclusions

The exohedral interaction of the most stable fullerenes

(C60,C70 and C50) with Li? has been studied by using DFT-

B3LYP. Our calculations have shown that in the cationic

exohedral metallofullerenes, the bond between the cation

and the external face of the fullerene has an almost pure

electrostatic origin: charge-induced dipole interaction. The

exploration of the potential energy surfaces has shown that

several degenerated minima (within c.a. 4 kcal/mol) are

possible, all of them correspond to the attachment of the

cation on one of the faces of the fullerene (hexagonal or

pentagonal). The transition states connecting them are

structures where the Li? moves on the top of the C-C

bond shared by these faces with energy barriers of the order

of 4–6 kcal/mol. All this implies that a Li? cation

approaching a neutral fullerene will be attached to any of

these minima, with an adsorption energy of *40 kcal/mol,

finding afterward an extremely shallow potential energy

surface in which it will be trapped. However, since some of

the barriers between the minima are higher in energy, metal

translations may be restricted to certain paths, expecting

that the cation will not be able to move at will, but fol-

lowing orbits leading to a planetary system.
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Abstract The geometry and electronic structure of neutral

molecules and mono-anions of iron nitrosyl complexes with

‘‘l-SCN’’ bridging ligands [(l-SC7H4SN)Fe(NO)2]2 (I) and

[(l-SC2H3N4)Fe(NO)2]2 (II) were studied using the density

functional theory: pure functionals BP86, OLYP, OPBE,

TPSS, PW91 and hybrid functionals B3LYP, B1B95,

B3PW91 along with 6-311??G**//6-31G*. For geometry

optimization, the pure functionals are more appropriate than

the hybrid functionals. For mono-anions, pure functionals

favor the doublet over the quartet state by 8.0–13.9 kcal/

mol, whereas hybrid functionals yield quartet spin state of

these anions to be more stable. The redox potentials of

complexes I and II have been computed by DFT and

compared with experimental results obtained from cyclic

voltammetry method. The calculated redox potentials for I

and II with pure functionals (especially BP86) are close to

the experimental values, whereas those obtained by using

hybrid functionals significantly deviate from the experiment.

Keywords DFT � Pure and hybrid functionals �
Iron nitrosyl complexes � Redox potentials

1 Introduction

The nonheme iron nitrosyl complexes are of great interest

due to their biological and pharmacological activities.

Along with nitrosothiols, they are assumed to be a

potential candidate for storage and transport of nitrogen

monoxide, which plays an important role in many phys-

iological processes [1–5]. Once produced, NO can react

with thiols and metal centers in proteins to regulate a

variety of physiological processes, including controlling

blood pressure, preventing platelet aggregation, modu-

lating vasodilation, smoothing muscle proliferation, and

acting as a biological messenger. In recent years, iron

nitrosyl complexes have been widely investigated by DFT

methods, but the main part of publications are devoted to

Roussin’s red and black salts and Roussin’s red esters

[6–12]. The theoretical prediction of the redox potentials

for iron nitrosyl complexes using quantum chemical cal-

culations [12–14] has been of particular interest because

redox potentials of iron nitrosyl complexes are important

parameters controlling the redox reactions. In our previ-

ous work [12], the geometry and electronic structure of

mono-anions of Roussin’s red esters [Fe2(l-RS)2(NO)4]

(R = Me, Et, i-Pr, t-Bu) together with their redox

potentials have been computed by the DFT methods. In

this study, we try to use our calculations for more

complicated systems—iron nitrosyl complexes with

‘‘l-SSCN’’ bridging ligands—[(l-SC7H4SN)Fe(NO)2]2

(I) and [(l-SC2H3N4)Fe(NO)2]2 (II)—in dichloromethane

solution. These complexes differ from Roussin’s red

esters due to the presence of large Fe–Fe distances, with

the value of intramolecular exchange interaction being

inconsiderable; therefore, the complexes are paramagnetic

at ambient temperature, and DFT calculations of these

systems with complicated electronic structure present a

considerable problem.

In order to compare the calculated values of redox

potentials with the experimental ones, these complexes

were studied by the cyclic voltammetry (CVA) method.
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2 Computation details

The program package Gaussian03 [15] was used for all

calculations. The pure functionals BP86, OLYP, OPBE,

TPSS, PW91 and hybrid functionals B3LYP, B1B95,

B3PW91 were used with 6-311??G**//6-31G* basis set.

The frequency calculations demonstrated the absence of

imaginary frequencies, proving that the optimized struc-

tures are true minima. Polarizable continuum model (PCM)

was applied to predict the Gibbs free energies in dichlo-

romethane using the extended basis 6-311??G**.

3 Molecular geometries

The structure of [(l-SC7H4SN)Fe(NO)2]2 (I) and [(l-SC2

H3N4)Fe(NO)2]2 (II) complexes obtained from our calcu-

lations is shown in Fig. 1. Table 1 presents a comparison

between the optimized geometry of the [(l-C7H4SN)Fe

(NO)2]2 (I) determined by using different functionals and

experimental data [16], and Table 2 presents a comparison

between the optimized geometry of the [(l-SC2H3N4)

Fe(NO)2]2 determined by using different functionals and

experimental data [17]. As shown in the tables, the best

functionals for predicting molecular structure were TPSS

for complex I and OPBE for complex II (least error in

Tables 1, 2). It should be noted that all chosen functionals

except B1B95 overestimate the N–O bond length for

complex I. For complex II, it was not possible to get the

same great difference in the NO bond lengths as in the

experiment. The Fe–N distances are better represented by

using pure functionals, especially for complex II; however,

they all underestimate this distance and all chosen hybrid

functionals significantly overestimate it. For the Fe–N

(ligand) bond length, pure functionals (except OLYP)

describe it better. For the Fe–S bond, the OPBE and TPSS

functionals show the best agreement with the experiment.

As a whole, the theoretical values of geometrical parame-

ters obtained with all the pure functionals are closer to

the experiment than those found with hybrid functionals.

Fig. 1 The structure of

[(l-SC7H4SN)Fe(NO)2]2 (I) and

[(l-SC2H3N4)Fe(NO)2]2 (II)

complexes

Table 1 Selected optimized geometry parameters (bond lengths, Å, angle, deg) for [(l-C7H4SN)Fe(NO)2]2 and comparison with experiment

[16]

Exp BP86 OLYP OPBE TPSS PW91 B3LYP B1B95 B3PW91

Fe1-N1 1.684 1.654 1.664 1.646 1.652 1.648 1.743 1.736 1.728

Fe1-N2 1.689 1.655 1.667 1.644 1.658 1.654 1.744 1.746 1.731

Fe1-N3 2.046 2.048 2.120 2.081 2.049 2.044 2.104 2.078 2.084

Fe1-S1 2.290 2.269 2.309 2.275 2.279 2.267 2.343 2.331 2.324

N1-O1 1.174 1.188 1.183 1.177 1.185 1.185 1.181 1.172 1.176

N2-O2 1.162 1.187 1.182 1.176 1.185 1.185 1.179 1.172 1.175

N1-Fe1-N2 113.35 111.89 109.77 109.64 112.51 112.11 113.11 114.92 112.92

O1-N1-Fe1 167.37 163.2 159.29 159.89 165.1 164.51 160.1 165.47 160.91

O2-N2-Fe1 161.21 161.1 158.34 159.27 161.42 160.36 159.7 160.80 160.30

Dr 0.021 0.027 0.03 0.018 0.022 0.042 0.032 0.029

Max 0.034 0.074 0.045 0.032 0.036 0.059 0.057 0.044

Min 0.002 0.009 0.014 0.003 0.002 0.007 0.002 0.002

D0 1.19 4.84 4.38 0.86 1.65 3.00 1.29 2.60
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The similar results have been obtained for Roussin’s red

esters [12]. This supports the view that the hybrid func-

tionals usually perform better for main group chemistry

and pure functionals perform better for transition metal

chemistry [18].

4 Geometry and electronic structure of anions

The geometry optimization of mono-anions has been per-

formed for two various spin states—doublet (d) and quartet

(q). Unfortunately, no crystallographic data were reported

for anions of iron nitrosyl complexes with ‘‘l-SSCN’’

bridging ligands, and we did not have an opportunity to

compare our results with the experiment. For all functionals,

the mono-anions and the neutral molecules have the same

structure. The exception is the mono-anion structure of

complex I obtained by using B3LYP in doublet spin state; it

will be discussed later. Table 3 presents the optimized

geometry of [(l-C7H4SN)Fe(NO)2]2
-, and Table 4 presents

the optimized geometry of [(l-SC2H3N4)Fe(NO)2]2
- deter-

mined by using different functionals. As shown in the tables,

the key geometry parameters differ for different spin states.

All the structures obtained from pure functionals have

pseudo-centrosymmetric binuclear structure like the neutral

molecules, whereas hybrid functionals give asymmetrical

structure for doublet spin states for the most cases. This is

associated with the spin density distribution in mono-anions

obtained from different functionals (Table 5). It was already

pointed out [19–21] that the spin density distributions for

the iron nitrosyl complexes are strongly dependent on the

choice of the exchange–correlation functional. As shown in

Table 5, the spin density distribution for all the chosen pure

functionals is similar and it is symmetric. This concerns both

the doublet and the quartet spin states. A completely dif-

ferent picture is obtained for all the chosen hybrid func-

tionals. They give higher values of the spin density on the

iron and NO-groups compared to pure functionals for the

quartet spin states, and the spin density distribution for these

states is almost symmetric. For the doublet spin states, from

using B1B95 and B3PW91 functionals, the asymmetrical

spin density distribution has been obtained, so this is

reflected in optimized geometry of mono-anions.

Table 6 presents an energy difference between the

doublet and the quartet state for all the chosen functionals.

For mono-anion I, all the pure functionals favor the doublet

over the quartet state by 8.0-13.9 kcal/mol. For mono-

anion II, this value is slightly higher (14.4–17.4 kcal/mol)

for BP86, OLYP, TPSS, and PW91 functionals. As noted

previously [22], the behavior of the OPBE functional is

somewhat ambiguous. In our case, it gives very large spin-

state splitting (47.0 kcal/mol). All the chosen hybrid

functionals favor quartet state for mono-anion II, although

B3PW91 yields virtually the same total energy for both the

low-spin state and the high-spin state (0.7 kcal/mol). For

complex I, one can see the difference between the chosen

hybrid functionals. B1B95 and B3PW91 predict the quartet

spin state more stable, but values of spin-state splitting

differ greatly (30.2 (B1B95) and 4.8 (B3PW91) kcal/mol).

As noted above, the structure of the mono-anion of com-

plex I obtained by using B3LYP in the doublet spin state is

of practical interest. As shown in Table 6, B3LYP yields

the doublet ground state favored by about 7.8 kcal/mol. It

is seen from Table 5 that symmetrical spin density distri-

bution has been obtained for this spin state for the mono-

anion of complex I. But in this case, the optimized

Table 2 Selected optimized geometry parameters (bond lengths, Å, angle, deg) for [(l-SC2H3N4)Fe(NO)2]2 and comparison with experiment

[17]

Exp BP86 OLYP OPBE TPSS PW91 B3LYP B1B95 B3PW91

Fe1-N1 1.661 1.655 1.667 1.646 1.657 1.654 1.736 1.723 1.736

Fe1-N2 1.645 1.651 1.663 1.643 1.653 1.650 1.736 1.722 1.735

Fe1-N3 2.011 2.002 2.061 2.031 2.006 1.999 2.059 2.044 2.046

Fe1-S1 2.300 2.289 2.330 2.293 2.297 2.284 2.364 2.343 2.345

N1-O1 1.129 1.184 1.179 1.174 1.182 1.181 1.176 1.172 1.169

N2-O2 1.178 1.187 1.182 1.176 1.185 1.184 1.179 1.175 1.172

S1-C1 1.709 1.736 1.729 1.716 1.734 1.732 1.734 1.725 1.726

N1-Fe1-N2 114.3 111.6 109.2 109.4 112.3 111.8 113.6 113.6 115.8

O1-N1-Fe1 164.6 162.0 159.0 159.9 162.8 162.2 161.8 162.3 164.0

O2-N2-Fe1 167.5 163.3 160.2 160.8 163.7 163.3 162.1 162.6 164.5

Dr 0.018 0.025 0.014 0.015 0.017 0.050 0.040 0.043

Max 0.055 0.050 0.045 0.053 0.052 0.091 0.077 0.090

Min 0.006 0.004 0.002 0.003 0.005 0.001 0.003 0.004

D0 3.2 6.0 5.4 2.5 3.0 3.0 2.6 1.7
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geometry of mono-anion differs from the neutral molecule.

Figure 2 presents the optimized geometry of the obtained

structure. One can see the breaking of two bonds, Fe–S and

Fe–N, and the new l—NO bridge between two iron atoms

is formed. So we have obtained incorrect geometry for the

doublet spin state from B3LYP. It is common knowledge

[23] that for the calculation of spin-state splitting, standard

pure functionals systematically overstabilize low-spin

Table 3 Selected optimized geometry parameters (bond lengths, Å, angle, deg) for [(l-C7H4SN)Fe(NO)2]2 (d-doublet state, q-quartet state)

BP86 OLYP OPBE TPSS PW91 B3LYP B1B95 B3PW91

d q d q d q d q d q q d q d q

Fe–N 1.635

1.642

1.672

1.667

1.636

1.648

1.680 1.620

1.625

1.665 1.644

1.634

1.674

1.667

1.640

1.632

1.667

1.670

1.740

1.762

1.600

1.622

1.761

1.735

1.739

1.773

1.559

1.610

1.772

1.752

1.749

1.727

Fe–N (L) 2.037

2.030

2.105 2.115

2.085

2.182 2.072

2.045

2.140 2.046

2.015

2.107 2.031 2.100 2.133 2.054

2.023

2.119 2.010

2.136

2.113

Fe–S 2.296 2.280 2.333

2.348

2.330 2.295

2.281

2.288 2.291

2.306

2.292 2.288 2.277 2.400 2.344

2.339

2.382 2.414

2.456

2.375

N–O 1.203

1.197

1.208

1.203

1.192

1.196

1.200 1.190

1.186

1.193 1.196

1.201

1.201

1.207

1.201

1.194

1.200

1.205

1.193

1.202

1.182

1.190

1.192

1.179

1.194

1.185

1.190

1.190

1.185

1.183

1.198

1.189

N–Fe–N 109.0 112.7 107.6 110.7 107.2 110.7 109.8 113.3 109.1 112.7 113.8 117.4

107.5

115.5 109.1

103.9

113.7

Fe–N–O 157.9

166.4

152.6

156.0

155.3

164.4

152.1

153.3

164.1

156.1

152.8

154.8

167.2

158.1

157.5

152.7

167.2

157.4

156.5

152.1

150.8

159.4

148.8

143.2

156.9

168.6

153.0

161.9

154.5

154.7

158.8

169.1

151.2

159.3

Table 4 Selected optimized geometry parameters (bond lengths, Å, angle, deg) for [(l-SC2H3N4)Fe(NO)2]2
- (d-doublet state, q-quartet state)

BP86 OLYP OPBE TPSS PW91 B3LYP B1B95 B3PW91

d q d q d q d q d q d q d q d q

Fe–N 1.638 1.667 1.640 1.679 1.622 1.659 1.637 1.668 1.636 1.665 1.610

1.613

1.741

1.748

1.738

1.741

1.743

1.748

1.742

1.746

1.749

1.601

1.604

1.727

1.733

1.725

Fe–N(L) 1.970 2.057 2.026 2.125 1.994 2.094 1.971 2.062 1.968 2.052 2.033 2.051

2.132

2.016

2.026

2.134

2.017

2.004

2.022

2.041

2.117

Fe–S 2.347 2.298 2.403 2.348 2.345 2.308 2.349 2.309 2.342 2.294 2.467

2.351

2.365

2.475

2.329

2.411

2.504

2.333

2.420

2.332

2.345

2.433

N–O 1.200

1.201

1.211

1.205

1.194

1.195

1.204

1.201

1.189 1.197

1.194

1.199 1.203

1.209

1.197

1.198

1.201

1.208

1.195

1.203

1.185

1.187

1.189

1.192

1.202

1.215

1.179

1.187

1.193

1.176

1.179

1.199

1.213

1.192

1.198

1.181

1.181

1.187

1.185

1.197

1.210

N–Fe–N 111.1 113.1 108.5 110.6 108.5 110.4 112.1 113.6 111.1 113.4 112.1

111.6

112.2

116.7

113.8

112.9

113.3

121.2

111.9

111.2

112.0

116.3

Fe–N–O 163.2

164.3

156.4

155.3

160.0

161.9

153.1

152.7

160.4

162.4

154.2

153.8

164.2

165.0

157.7

156.1

163.2

164.3

156.3

155.4

163.8

166.9

157.6

160.4

156.5

156.8

158.4

158.9

162.0

160.7

165.0

169.0

161.4

162.5

162.5

165.5

164.1

167.4

158.5

161.3

157.5

157.1

158.8

159.2
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states, while hybrid functionals overstabilize high-spin

states due to the inclusion of a portion of Hartree–Fock

exchange. For iron nitrosyl complexes, we have the similar

situation. For example, it is common knowledge from the

experimental data that Roussin’s red esters are diamagnetic

and EPR-silent due to the antiferromagnetic coupling

between the dinuclear irons [8]. So the ground state is

singlet. Our calculations of [Fe2(l-EtS)2(NO)4] [12] show

that the pure functionals predict singlet state to be more

stable by 16.6 kcal/mol for BP86, by 12.4 kcal/mol for

BLYP, by 12.8 kcal/mol for TPSS, and by 16.5 kcal/mol

for PBE. Hence, the hybrid functionals grossly overesti-

mate the triplet state (by 39.1 kcal/mol for B3LYP).

However, for mono-anions of iron nitrosyl complexes with

‘‘l-SSCN’’ bridging ligands, it seems impossible to find the

right doublet states with hybrid functionals for the mono-

anions of iron nitrosyl complexes with ‘‘l-SSCN’’ bridging

ligands.

5 Calculation of the redox potentials

Redox potentials for iron nitrosyl complexes with ‘‘l-SSCN’’

bridging ligands in the dichloromethane solution have been

computed by the DFT. As noted previously [24–36], the

DFT quite accurately predicts the redox potentials. It has

been shown to reproduce experimental results satisfactorily

on organic compounds [32] and also on metal complexes

[36]. In each specific case, the question is the optimal

choice of approach (functional/basis). It has been previ-

ously shown that the pure functionals are more appropriate

for transition metal compounds, while the hybrid

Table 5 Spin density on atoms of Fe(NO)2—sites in a 6-31G* basis set for selected functionals

Complex Spin state BP86 OLYP OPBE TPSS PW91 B3LYP B1B95 B3PW91

I d Fe 0.75

0.75

1.19

1.13

1.03

1.03

0.91

0.86

0.77

0.77

3.35

3.12

-1.61

0.01

3.43

-0.03

NO -0.17

-0.16

-0.36

-0.38

-0.29

-0.31

-0.22

-0.24

-0.18

-016

-1.32

-1.36

-1.42

-1.48 (m)

-1.18

-1.39

-0.18

0.17

-1.29

-1.28

0.14

-0.09

q Fe 1.59

1.59

2.04

2.04

1.93

1.93

1.74

1.74

1.61

1.61

3.22

3.22

3.37

3.37

3.20

3.20

NO -0.12

-0.13

-0.35

-0.34

-0.30

-0.32

-0.19

-0.20

-0.14

-0.16

-0.43

-0.40

-1.42

-0.52

-1.29

-0.52

II d Fe 0.78

0.78

1.18

1.18

1.06

1.06

0.92

0.92

0.80

0.80

3.31

0.01

3.45

0.01

3.29

0.00

NO -0.17

-0.18

-0.37

-0.38

-0.31

-0.31

-0.25

-0.26

-0.18

-0.18

-1.24

-1.24

0

0

-1.33

-1.31

-0.01

0.01

-1.23

-1.23

0.01

0.01

q Fe 1.63

1.63

2.07

2.07

1.97

1.97

1.78

1.78

1.66

1.66

3.26

3.13

3.47

3.29

3.23

3.12

NO -0.11

-0.17

-0.33

-0.37

-0.29

-0.31

-0.18

-0.23

-0.13

-0.19

-1.08

-1.13

-1.30

-0.12

-1.30

-1.32

-1.49

-0.12

-1.09

-1.06

-1.28

-0.13

Table 6 Energy differences between quartet and doublet state (kcal/mol) in a 6-31G* basis set for selected functionals

Complex Spin state BP86 OLYP OPBE TPSS PW91 B3LYP B1B95 B3PW91

I d 0 0 0 0 0 0 30.2 4.8

q 13.9 8.0 10.1 10.4 13.4 7.8 0 0

II d 0 0 0 0 0 2.7 9.6 0.7

q 17.4 15.4 47.0 14.4 16.1 0 0 0
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functionals act satisfactorily after the introduction of cor-

rection coefficients [25].

The procedure for calculating the redox potentials of

nitrosyl complexes in solution is based on the Born–Haber

thermodynamic cycle, which relates the electron attach-

ment in the condensed phase to the corresponding process

in the gas phase through the free energies of solvation for

reactants and products. Taking into account expression

E0 = -DG0/nF, the value for the reduction potential for

considered iron nitrosyl complexes versus SHE can be

calculated as follows:

where F is the Faraday constant, and G0 is the standard

free energy of the ½Fe2ðl2 � SCNRÞ2ðNOÞ4�n complex,

consisting of the sum of the total energy in the gas phase, a

thermal correction to the Gibbs free energy, and the free

solvation energy. 4.36 eV [37]—free energy associated

with the reference electrode process H?(aq) ? e-(g) ?
� H2(g).

Calculated and experimental values of the redox

potentials for complexes I and II in the dichloromethane

solution are presented in Table 7. It should be noted that

for our calculations of the redox potentials, we used the

lowest energy structures of mono-anions, so it is the dou-

blet spin state for all the chosen pure functionals for

the both complexes and B3LYP for complex I, and it is the

quartet spin state for B1B95 and B3PW91 for the both

complexes and B3LYP for complex II. As shown in

Table 7, when comparing with the experimental data of the

first reduction potentials for I and II, the calculated values

are more negative, a similar trend has been noticed previ-

ously [8, 38, 39]. For complex I, the most appropriate

potentials are obtained by using BP86 and PW91, and the

difference between calculated and experimental redox

potentials does not exceed 0.1 V. For TPSS, our calcula-

tions of the redox potentials by Eq. (1) give values which

agree with the experimental ones with deviation 0.282 V,

and this result is quite satisfactory too. Wang et al. [8], who

have calculated redox potentials for four Roussin’s red

esters with alkyl and aril substituents, have obtained values

differing from the experimental ones by 0.042–0.360 V.

Redox potentials from OPBE and OLYP are more than

0.500 V different from the experimental value. It should be

noted that the discrepancy between the redox potentials

obtained from B3LYP and the experimental values

(0.481 V) is less than the one obtained from OPBE and

OLYP. However, as noted above, the structure of the

doublet state obtained from B3LYP differs from the neutral

molecule, so the first redox potential has to be irreversible,

but it is reversible according to the experimental data. As to

calculations with B3PW91 and B1B95, we obtained a very

large error. For complex II, we have obtained the similar

results. All the chosen pure functionals predict redox

potentials quiet satisfactory, especially BP86 (deviation is

only 0.033 V), whereas all the chosen hybrid functionals

give very large differences between calculated and exper-

imental redox potentials (deviation is more than 1.000 V).

So, the calculated redox potentials for I and II with the pure

functionals (especially BP86) are close to the experimental

values, whereas those obtained by using the hybrid func-

tionals significantly deviate from the experiment. This is

consistent with our previous calculations of redox poten-

tials for Roussin’s red esters [12]. For these complexes,

BP86 functional provides excellent agreement with

experiment, whereas B3LYP requires some correlation.

But for these more complicated complexes, the difference

between theory and experiment is large, and any corre-

lations are not possible, so we can use the pure functionals

only. Most likely it is directly due to problems that

arise in calculations of low-spin states with the hybrid

functionals.

Fig. 2 Optimized geometry [(l-C7H4SN)Fe(NO)2]2
- (doublet spin

state, B3LYP/6-31G*)

En=n�1 ¼ �
G0 ½Fe2ðl2 � SCNRÞ2ðNOÞ4�n�1
� 

� G0 ½Fe2ðl2 � SCNRÞ2ðNOÞ4�n
� �

F
þ 4:36; ð1Þ
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6 Conclusions

In the present work, the geometry and the electronic struc-

ture of the neutral molecules and the mono-anions of the

iron nitrosyl complexes with ‘‘l-SSCN’’ bridging ligands

[(l-SC7H4SN)Fe(NO)2]2 (I) and [(l-SC2H3N4)Fe(NO)2]2

(II) together with their redox potentials in the dichloro-

methane solutions have been computed by DFT: the pure

functionals BP86, OLYP, OPBE, TPSS, PW91 and the

hybrid functionals B3LYP, B1B95, B3PW91 along with

6-311??G**//6-31G*. For the geometry optimization of

these complexes, the pure functionals are more appropriate

than the hybrid functionals. TPSS for complex I and OPBE

for complex II give the least average errors for the main

optimized geometry parameters. For all the functionals, the

geometry optimization of the mono-anions in two spin

states—the doublet and the quartet—predicts the same

structure as the neutral molecules except the structure of the

mono-anion I in the doublet spin state obtained from

B3LYP. We have found that all the chosen pure functionals

predict the low-spin state to be more stable for the both

anions, whereas the hybrid functionals favor the high-spin

state to be more stable. A possible reason for such a dif-

ference is incorrect spin density distributions of the doublet

spin state obtained with the hybrid functionals (high-spin

contamination). For calculations of redox potentials, we can

only use the pure functionals, they give the most accurate

value (especially BP86), whereas the hybrid functionals are

unsuitable for our systems due to incorrect doublet spin

state, they give a very large error.
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Abstract The present paper gives insight into an intra-

molecular dechlorination reaction involving Copper (I) and

an ArCH2Cl moiety. The discussion of the presence of a

CuIII organometallic intermediate becomes a challenge,

and because of the lack of clear experimental detection of

this proposed intermediate, and due to the computational

evidence that it is less stable than other isomeric species, it

can be ruled out for the complex studied here. Our calcu-

lations are completely consistent with the key hypothesis of

Karlin et al. that TMPA-CuI is the substrate of intramo-

lecular dechlorination reactions as well as the source to

generate organometallic species. However the organome-

tallic character of some intermediates has been refused

because computationally these species are less stable than

other isomers. Thus this study constitutes an additional

piece towards the full understanding of a class of reaction

of biological relevance. Further, the lack of high energy

barriers and deep energy wells along the reaction pathway

explains the experimental difficulties to trap other

intermediates.

Keywords Organometallic complexes � DFT

calculations � TMPA � Dechlorination � CuIII �
Dehalogenation � Organometallic

1 Introduction

Bearing in mind the high industrial attractiveness for Cu

because of its low toxicity and low cost, most of recent

studies are focused on the binding and activation of O2 by a

single Cu ion in biological systems [1–9], however it is still

a challenge the study of the same compounds in reductive

dehalogenation reactions occurred in anaerobic media [10,

11] such as

2LCuI þ 2R � Cl ! 2LCuII � Cl þ R � R ð1Þ
A large number of papers report on copper-ion-mediated

R–X dehalogenations [12–14], a very active subfield that

includes atom transfer radical addition (ATRA) and

polymerization (ATRP) employing copper (I) complexes

with tri- or tetraaza ligands [15, 16]. Research on R–X/Cu-

enzyme reactivity is focused on the detoxification and

remediation of halogenated organic pollutants [11, 17, 18].

However, comprehension of the stability and reactivity of

the intermediates of intramolecular dechlorination still is

incomplete [19–21].

The reaction of copper (I) complexes with exogenous

organohalide substrates contrasts with a ligand that affords

the dechlorination reaction intramolecularly from a chlo-

romethylene substrate, such as TMPA (tris(2-pyridyl-

methyl)amine) [19]. Overall Cu-alkyl intermediates are

demonstrated to be present as intermediates according to
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the results, however, details about the differentiation

between CuIII-R and CuII-R bonds are still missing.

Experimental and theoretical research have described

copper(III) intermediates in C–C coupling reactions by

lithium organocopper chemistry [22–25]. However the

characterization of formally Cu(III) species is still some-

thing odd and just a few examples are known [21–23, 26–

30], with scarce computational insights [31]. Species like

(TMPA)CuI have been found active towards the dehalo-

genation of R–X substrates to form halogenated CuII spe-

cies as well as C–C coupling products (see Eq. 1) [10].

Karlin et al. proposed an organometallic copper(III)

species, [19] in the context of an intramolecular dechlori-

nation reaction, species B in Scheme 1. In the overall

mechanism proposed, to start, the CuI ligand adduct

[(6ClCH2–TMPA)CuI]? (A) rapidly undergoes a reversible

intramolecular oxidative insertion of the C–Cl substrate,

giving this intermediate B. A rate-determining electron

transfer from a second molecule A ensues, giving C ? D;

the latter species maintains its chloromethylene group.

Following this, protonation by solvent–water of the orga-

nometallic leads to a methyl-pyridyl containing product.

In this study a TMPA ligand includes an internal ligand

R–Cl substrate [11], and a chloromethylene group in a

pyridyl 6-position of one TMPA arm. There are evidences

of organometallic species in the initial reaction stages [19].

However, new theoretical insights are required to describe

which oxidation states the metal displays in these organo-

metallic species and to describe the reaction mechanism. In

this communication we provide a full theoretical charac-

terization of all the species involved in the dechlorination

reaction displayed in Scheme 1 [19].

2 Theoretical methods

All geometry optimizations, with no symmetry constraints,

have been performed with the Gaussian03 package [32],

using the B3LYP functional [33–35] and the standard

6-31G(d) basis set [36, 37]. The geometries obtained at the

B3LYP/6-31G(d) level were used to perform single-point

energy calculations with a larger basis set, the 6-311G(d,p)

basis set [38], and the same functional (B3LYP/

6-311G(d,p)//B3LYP/6-31G(d)). Intrinsic reaction pathways

were calculated to confirm that the transition states located

connected the expected minima. Analytical Hessians were

computed to determine the nature of all the stationary points

we located, and to calculate zero-point energies (ZPEs) and

thermodynamic properties at 298 K.

For open-shell states, the geometry optimizations were

performed within the broken-symmetry unrestricted meth-

odology, while for the closed-shell singlet states the

restricted formalism was used. Theoretical treatment of

biradical singlet species requires multiconfigurational or

multireference methods due to strong static electron cor-

relation. Unfortunately, these methods can only be applied

to relatively small systems because computationally they

are extremely demanding. As an alternative, we have used

the unrestricted UBLYP method in broken symmetry (BS,

using GUESS = MIX) [39]. This method improves the

modeling of biradical singlet states at the expense of

introducing some spin contamination from higher spin

states [40–50]. Although this is not the most appropriate

method to treat biradical singlet species, it has been shown

that it can be used provided that the overlap between the

open-shell orbitals is small (i.e. the unpaired electrons are

located in separated atomic centers), which is the case of

the systems that show predominant biradical character in

this work [46]. In a previous paper, the application of the

sum rule [45] to the energy of the biradical singlet state to

remove the spin contamination error showed that this

solution does not improve the calculated singlet–triplet

energy gap but rather leads to larger errors when compared

to the experimental value [39]. For this reason, closed shell

singlet energies reported in this work does not contain spin

contamination corrections.

Solvent effects including contributions of non electro-

static terms have been estimated in single point calcula-

tions on the gas phase optimized structures, based on the

polarizable continuous solvation model (PCM) using

CH3CN as a solvent [51, 52]. The cavity is created via a

series of overlapping spheres.

The relative free energies reported in this work include

energies computed at the B3LYP/6-311G(d,p)//B3LYP/6-

31G(d) level of theory together with solvent effects, while

ZPEs and corrections to the Gibbs free energy were cal-

culated at the B3LYP/6-31G(d) level at 298 K.
Scheme 1 Intramolecular dechlorination mechanism proposed by

Karlin et al.
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3 Results and discussion

The reaction path starts from interaction of

[CuI(CH3CN)4]? with the 6ClCH2-TMPA ligand to form

[CuI(6ClCH2-TMPA)]? complex, A, with the singlet

electronic state. In Fig. 1, species A is suggested to be

poorly in equilibrium with species B, with a CuIII metal

center, as proposed in Scheme 1. Species A displays only

the closed-shell singlet ground state, because the open-shell

singlet converges to the closed-shell configuration, and

indeed the triplet state is nearly 50 kcal mol-1 above in

energy. On the other hand, the closed-shell singlet ground

state species B is located computationally 20.4 kcal mol-1

higher in energy with respect to AS, with a barrier for the

isomerisation from AS placed at 26.3 kcal mol-1. When

exploring all isomerisation processes, it is possible to

conclude that through a diradical singlet transition state

complex B displays a triplet ground state multiplicity,

being 0.5 kcal mol-1 less stable than AS. Thus, the energy

barrier of 17.8 kcal mol-1 to reach BS from AS suggests

that this barrier itself is 8.5 kcal mol-1 with respect to the

proposed one supposed to display the intermediate BS,

containing the CuIII metal center. It must be pointed out

that the ground state multiplicity of complex B cannot be

distinguished between diradical singlet and triplet because

the diradical singlet multiplicity state is less than

0.1 kcal mol-1 higher in energy. This complex BT displays

no organometallic bond, i.e. there is not the Cu-C bond

with the 6ClCH2-TMPA ligand that would allow the for-

mation of the CuIII intermediate. Moving to the Natural

Population Analysis (NPA), the charges on Cu are 0.518,

1.024, and 1.288 e-, for AS, BT and BS, respectively, thus

the later values are clear to understand their CuI, CuII, and

CuIII metal centers. On the other hand, the charges on the

nearest C atom to the Cu metal center are -0.174, 0.225,

and -0.434 e-, which clearly describe the different nature

of the cloromethylenic moiety, the free methylenic group,

and finally the organometallic methylenic unit for AS, BT

and BS, respectively.

Considering the debate on which is the most suitable

density functional to describe the low lying electronic

states of Cu-Cl complexes, we tested our B3LYP conclu-

sions with the pure BLYP functional. As expected, absolute

energies are somewhat different, but the most important

point is that relative energies are substantially the same,

which indicates that the chemical scenario we described is

rather independent of the specific computational method

[53]. The difference between AS and BS was found to be a

bit lower, 17.8 kcal mol-1 for BLYP with respect to

20.4 kcal mol-1 for B3LYP, thus confirming the validity

of the computational method, because in qualitative terms

the results were the same. Overall, we investigated all

possible multiplicity configurations from species A to

B with different functionals obtaining the same energetics

order. To further validate the method we compared the

optimized structures of A, D, and E with the corresponding

X-ray data indicating that the DFT approach we choose can

offer reliable insights on the geometry of other intermedi-

ates along the reaction path, for which no X-ray data are

available.

The next step, depicted in Fig. 2, describes the step from

AS ? BT to CD ? DD, which involves a disproportion,

somewhat similar to other Cu complexes [21]. Bearing in

mind the experimental evidence of the formation of an

organometallic species, this species is theoretically found

in CD, from BT, however with a CuII ion instead of the

proposed CuIII species. Species C–F display a doublet

electronic ground state. To just equilibrate the dispropor-

tion equation, first an optimization of complex DD without

the insertion of a chloride anion was achieved, DD
bis, i.e.

the moiety A with a CuII metal center instead of CuI. This

increase of the positive charge of the metal is stabilized by

the rotation of the CH2Cl moiety in order to create a

favorable interaction between the metal and the chloride

anion. Indeed the Cu-Cl distance is only 2.496 Å. How-

ever, after evaluating the energetics, the conclusion is that

the disproportion is not favorable by 22.3 kcal mol-1,

which energy amount decreases to only 4.2 kcal mol-1

Fig. 1 Stationary points located for the equilibrium A ? B step.

Free energies relative to AS (in kcal mol-1) in solution. Calculated

imaginary frequencies for transition state structures are given in

brackets. Superindexes S (closed-shell singlet), SO (open-shell
singlet), and T (triplet) refer to the multiplicity of the ground state
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when an entering chloride atom is bonded to Cu to form

species DD.

As found for BT, in Fig. 2, species CD displays no

organometallic character, against the proposal of

Scheme 1. The conversion from BT to CD includes first of

all an increase of one electron, centered in the metal ion,

due to the disproportion. Overall species CD presents a

neutral charge. On the other hand, species CD is different

with respect to the homologous one proposed in Scheme 1

because computationally it is found to be not organome-

tallic, i.e. there is not any Cu-C bond. However, the

characterization of the proposed species C in Scheme 1,

here called Ciso
D , using species CD in Fig. 2 as its precursor

is displayed in Fig. 3. Ciso
D indeed displays a similar shape

with respect to species CD, differentiated only by the

presence of the Cu-C bond and the absence of a Cu–N

bond. After overcoming a barrier of only 2.9 kcal mol-1

species Ciso
D is reached, which is 2.2 kcal mol-1 less stable

than C. In this case, the formation of the Cu-C bond sup-

poses an oxidative process, anyway, the organometallic

nature of the intermediate Ciso
D is found energetically not

favorable too here, however its presence cannot be ruled

out because of the low isomerisation barrier between CD

and Ciso
D . Bearing in mind the different nature of both

isomers of species C, the NPA reveals that the charges on

Cu are 0.716 and 0.852 e-, for CD and Ciso
D , respectively,

and the charge on the C of the organometallic CD isomer is

positive, 0.071 e-, whereas for Ciso
D is negative, -0.185 e-.

The nature of the organometallic structure CD is reinforced

by a Mulliken analysis, because the spin density is 0.289

and 0.525 e- on Cu and C, respectively, to be compared

with 0.478 and 0.356 for Ciso
D .

The presence of water allows the formation of com-

plexes ED and FD from CD and DD. A proton of the water is

used to protonate the methylidenic group of CD and,

whereas complex DD takes the hydroxyl group bonded to

the metal instead of acting as a simple counterion because

energetically this Cu–O interaction stabilizes strongly the

structure, being ED ? FD 19.7 kcal mol-1 more stable

with respect to CD ? DD.

Bearing in mind the products of the reaction after a

process of demetalation are 6ClCH2-TMPA (exp. 39 %),

Fig. 2 Stationary points located along the reaction path of the

dechlorination mechanism. Free energies relative to AS (in kcal

mol-1) in solution. Superindexes S (closed-shell singlet), D (doublet),
and T (triplet) refer to the multiplicity of the ground state

Fig. 3 Stationary points located for the equilibrium between the

different isomers of species C. Free energies relative to complex C (in

kcal mol-1) in solution. A calculated imaginary frequency for the

transition state is given in brackets. Superindex D (doublet) refers to

the multiplicity of the ground state
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G, 6ClCH2-TMPA (exp. 34 %), H, and a dimer of ligands,

I (exp. 2–5 %), combination of either G or H the analysis

is not trivial. From G, the generation of the dimer costs

19.2 kcal mol-1, i. e. with the subsequent formation of a

hydrogen molecule, instead of the 29.7 kcal mol-1 of the

dimer of chloro atoms from two H molecules. The lower

stability for the dimer confirms the low experimental per-

centage of this species. However it is not possible to

characterize species G-I energetically with respect to

species A and B due to the difficulty to understand where

the metal atom goes since the last step. Currently, further

efforts are carried out to understand the inclusion of

explicit solvent molecules.

Apart from the mentioned dimers by ligands it has been

confirmed by X-Ray data the formation of dimers with

charge ?2, and triplet as ground state. There are two types

of dimers, either with CH2Cl groups (see Fig. 4) or CH3

groups. The monomers of both types of dimers are the

species D and E, respectively. However, in Fig. 4 the

interaction between both monomers is demonstrated to be

weak displaying Cu���Cl distances of 3.860 Å linking both

units, very elongated with respect to the 3.302 Å corre-

sponding to the Cu-Cl bond distances. Bearing in mind a

high similarity between the dimer with CH3 groups and the

one with CH2Cl groups, these dimers, reinforce the idea

that there are chloride anions free in solution, which allows

the formation of species D from Dbis. Furthermore, the

dimers with CH3 and CH2Cl groups confirm the reliability

of species E and D, respectively.

4 Conclusions

In summary, our calculations are completely consistent

with the key hypothesis of Karlin et al. that TMPA-CuI is

the substrate of intramolecular dechlorination reactions19

as well as the source to generate organometallic species.

However the organometallic character of some intermedi-

ates has been refused because computationally these

species are less stable than other isomers. Thus this paper

constitutes an additional piece towards the full under-

standing of a class of reaction of biological relevance.

Further, the lack of high energy barriers and deep energy

wells along the reaction pathway explains the experimental

difficulties to trap other intermediates.
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Abstract A series of hybrid and pure density functionals

have been assessed in order to provide a reliable descrip-

tion of infrared spectra of alkyl mercury compounds. The

theoretical assessment also includes other physicochemical

properties, as ionization energies and binding energies. The

accuracy of the results was tested through the available

experimental data and CCSD(T) calculations. B3LYP

functional provides the smallest average error of all func-

tionals considering the whole set of properties, and it offers

very good results in IR spectra in particular, although other

functionals as BP86, M06-L or mPW1PW91 can give even

better results when looking at one particular property.

Hybrid functionals B3PW91 and X3LYP and double-

hybrid B2PLYP follow B3LYP in the list of most well-

behaved functionals.

Keywords Alkyl mercury compounds � Organomercury

compounds � Density functional theory � Infrared spectra �
Ionization energies � Binding energies

1 Introduction

Mercury is a well-known pollutant included in several

regulatory laws because of its persistence in the environ-

ment, its bioaccumulation and its health effects in human

beings [1–6]. Because in most of its compounds, the d shell

is filled, mercury does not behave from a chemical point of

view as a typical transition element. Some of those com-

pounds are the so-called organomercury compounds,

characterized by the presence of mercury–carbon bonds.

Within this family, we have focused our interest in alkyl

mercury compounds, which are highly toxic and unstable

[7], their synthesis and characterization presenting several

experimental difficulties. A group of alkyl mercury

hydrides of general formula RHgH and dialkyl compounds

RHgR0 have been obtained in the last years, although many

physicochemical properties are still unknown [8–15].

For computational chemists, mercury chemistry is par-

ticularly interesting when compared with other neighbor

heavy metals (Au) or other elements of group 12 (Zn, Cd)

because of its electronic configuration and shares with the

first ones the importance of relativistic effects [16, 17].

Several ab initio methods have been used in small mercury

compounds, although the fast development of new density

functionals in recent times and the consolidation of some of

them due to encouraging results in the accuracy of many

properties have revealed the convenience of their use, as

they represent the best compromise between accuracy and

computational cost [18–33]. This last feature is crucial in

some cases, in particular the vibrational aspect, since only

these quantum chemical methods can be used to study the

temporal evolution of these systems through molecular

dynamics schemes. Using non-relativistic density func-

tional theory (DFT) methods, relativistic effects can be

treated through the use of effective potentials that replace
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the mercury core electrons, even though it is also possible

to use relativistic Hamiltonians with an appropriate all-

electron basis set. As no property that depends on the

electron density near the nucleus has to be determined in

this work, effective core potentials are perfectly suited to

calculate the equilibrium structures of the organomercury

compounds of our interest and estimate their infrared

spectra, ionization energies and binding energies. The set

of molecules RHgH and RHgR0 selected to perform the

theoretical assessment was chosen taking into account the

available experimental data and their structural similarities

with the new mercury compounds that are going to be

studied in future works from an experimental and theo-

retical point of view. The aim of this paper is to test dif-

ferent DFT functionals in order to have a general protocol

to obtain reliable results when predicting the IR spectra of

these systems as well as other properties.

2 Computational details

All calculations were carried out with Gaussian 09 code

[34]. Electronic structure calculations were done with

density functionals M06, M06-L, B3LYP, BLYP, LC–

BLYP, B2PLYP, X3LYP, B97-D, PBE0, MPW1PW91,

B3PW91 and BP86. From these twelve functionals, six of

them are hybrid functionals (M06, B3LYP, X3LYP, PBE0,

MPW1PW91 and B3PW91), one is a long-range corrected

functional (LC–BLYP), and another one is a double-hybrid

(B2PLYP). M06 was developed by Truhlar group, specif-

ically for organometallic and inorganometallic chemistry

calculations as well as for properly considering non-cova-

lent interactions [35]. M06-L is a pure functional from the

same group parameterized for transition metal chemistry

[36]. B3LYP is a functional that combines the three-coef-

ficient-dependent hybrid functional for the exchange

energy proposed by Becke (B3) with the correlation

functional proposed by Lee et al. [37, 38]. This LYP cor-

relation functional can also be combined with the Becke’s

exchange functional B (BLYP), Xu and Goddard’s X3

(X3LYP) or Grimme’s B2P (B2PLYP) [39–41]. When

adding long-range corrections to BLYP, it results into the

LC–BLYP functional, which is highly recommended by

Hirao and coworkers to study ionization potentials [42, 43].

Grimme’s B97-D is a GGA functional for general chem-

istry to be used in large systems where dispersion forces

could be important [44]. Adamo and Barone’s PBE0 is

built by mixing 25 % of exact Hartree–Fock exchange with

75 % of GGA exchange functional developed by Perdew

et al. [45, 46], the correlation potential still represented by

the corresponding functional in PBE. mPW1PW91 com-

bines Perdew–Wang exchange modified by Adamo and

Barone with the PW91 correlation functional [47]. PW91

correlation functional can also be combined with Becke’s

exchange B3 resulting in hybrid B3PW91 [48, 49].1

Finally, BP86 is a pure functional obtained using Becke’s

exchange functional B and Perdew’s correlation functional

P862 [50]. This set of functionals allows us to see the

response of different types of DFT methods for the same

set of mercury compounds.

Different basis sets were tested with the B3LYP func-

tional. In order to properly include the relativistic effects,

the mercury active electrons have been represented by

different valence basis sets plus small-core effective rela-

tivistic potentials as defined in the Gaussian 09 code and

the EMSL basis set library (LANL2DZ, MWB60, cc–

PVTZ–PP, DEF2–TVZPP, –TVZPPD) [51–62].3,4,5 The

remaining atoms have been defined by all-electron basis

sets analogous to those of mercury or triple-zeta Pople

basis set as specified in the Sect. 3. No scaling factors were

used for harmonic frequency calculations.

3 Results and discussion

Different functionals could be used in principle to work

with alkyl mercury compounds. The most used DFT

functional in the literature for these systems is B3LYP,

although there are several examples in which B3PW91 and

BP86 were preferred. Very recent ab initio and DFT studies

of mercury–halogen and Hg–OH species have also been

reported in which B3PW91 was found to be the preferred

option [32, 33]. Mercury hydrides and small saturated

dialkyl mercury compounds that have been previously

calculated with different ab initio, and DFT methods are

HgH2, MeHgH, MeHgMe and EtHgH (Me = –CH3,

Et = –CH2CH3) [18, 19, 31]. There are also experimen-

tal data available from IR spectra for HgH2, MeHgH,

MeHgMe, EtHgH and EtHgEt, and ionization energies

for MeHgMe, EtHgMe, EtHgEt, iPrHgMe and PrHgMe

(iPr = –CH–(CH3)2, Pr = –CH2–CH2–CH3) [13–15].6 All

these compounds were fully optimized with the different

functionals used in the assessment, and their structures and

main bond distances are shown in Figure S1 in the

1 See Ref. [37].
2 See Ref. [39].
3 MWB is the acronym for ‘‘multielectron-fit wood-boring’’, a

quasirelativistic pseudopotential. MWB60 is a small core ECP (60

electrons).
4 http://www.theochem.uni-stuttgart-de/pseudopotentials/clickpse.html.
5 See Ref. [54].
6 Experimental data were obtained from the NIST database on

Internet (National Institute of Standards and Technology database:

http://webbook.nist.gov/chemistry/). All tables on the results and

discussion section contain the bibliographic references for each

compound.
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Supplementary Material file. As expected, the (atom–Hg–

atom) angles are very close to 180�, and bond distances

Hg–C and –H have values around 2.1 and 1.6 angstrom,

respectively [18].

3.1 Selection of the basis set

All basis set tests were assessed with B3LYP functional

and compared with the available infrared spectra experi-

mental data. As a first approximation, the structures were

previously optimized with a small double-zeta basis set

(LANL2DZ), and then reoptimized with three widely used

triple-zeta valence basis set plus small-core pseudopoten-

tial found for Hg in the recent literature: Dunning’s

cc–pVTZ–PP (the same basis set for the remaining atoms),

ECPMWB60 (Pople’s 6-311G(d,p) for the remaining

atoms) and DEF2–TZVPP [6-311G(d,p) for the remaining

atoms]. Although the three sets gave almost the same

results, DEF2–TZVPP for Hg atom offered the best rela-

tion accuracy/computational cost (see Table S1 and addi-

tional considerations in the Supplementary Material file).

The final structures were calculated adding diffusion

functions (DEF2–TVZPPD for Hg and 6-311?G(d,p) for

the remaining atoms). The diffusion function for Hg was

not reoptimized and has been used as defined by their devel-

opers [62]. This larger basis set slightly improves the energy

values and was then used to assess the different density

functionals, as far as the description of IR spectra, ionization

energies and MeHg? binding energies is concerned.

3.2 Selection of the functional and comparison

with experimental and CCSD(T) results

Once the basis set was chosen, different density functionals

were used in order to know their capability to predict the IR

spectra of those organomercury compounds selected as test

molecules. Then, ionization energies and binding energies

were calculated with those same functionals.

3.3 Infrared spectra

Table 1 shows the wave numbers of the theoretical spectra

as well as the experimental values for HgH2, MeHgH,

EtHgH, MeHgMe, EtHgEt, HHgOH and Hg(OH)2 mole-

cules with twelve different functionals (see Computational

Details). The results of the table are divided in three

groups: Hg–H, –C and –O stretching modes. The Hg–H

stretching mode is the most characteristic fingerprint of the

spectra in these compounds because of its intensity. As we

intend to predict the properties of new organomercury

hydrides and their alkyl derivatives, the most simple mer-

cury hydride has to be included in the set (HgH2). Also,

HHgOH and Hg(OH)2 were included in order to evaluate

the quality of those same functionals when considering the

presence of Hg–O bonds in the set.

For Hg–H bond, all the studied functionals have a rel-

ative error with respect to the experimental value under

3.3 %, with the only exception of LC–BLYP. The ability of

almost the whole set of functionals to predict the position

of this stretching mode is really good and, moreover, three

of them, that is, BP86, B3LYP and X3LYP, with negligible

errors (0.53, 0.56 and 0.76 %, respectively). Functional

M06-L has also a very good behavior (1.50 % of error).

Some DFT results are really encouraging, as for example,

the HgH2 molecule with BP86 and B3LYP, which are

comparable with more sophisticated calculations [68].

Figure 1 illustrates the prediction of BP86 functional for

MeHgH, in particular its nearly zero deviation for the

Hg–H stretching mode.

However, for the less intense stretching modes associ-

ated with the Hg–C and –O bonds, the results are reason-

able but not so good (see Table S2 in the Supplementary

Material file). For Hg–C in particular, some functionals

show spectacular results with errors below 0.5 %, as

mPW91PW91 (0.27 %), PBE0 (0.29 %) or B2PLYP

(0.44 %). Concerning the Hg–O vibrational mode presents

in the test, the results in Hg(OH)2 are similar but slightly

worst of those obtained for Hg–C bonds, with very small

errors for mPW1PW91 (0.54 %), PBE0 (0.54 %), B3PW91

(1.55 %) or B2PLYP (1.55 %). The LYP hybrids that

predicted so well the Hg–H mode (B3LYP, X3LYP) or

BP86 have much more modest results when looking at Hg–

C and –O stretching modes in particular.

Taking a look to the total average error in Table 1, the

best functionals for a general description of the IR spectra

are mPW1PW91 (1.64 %), PBE0 (1.65 %) and B3PW91

(1.78 %), followed by X3LYP (2.01 %) and B3LYP

(2.08 %) because of their ability for describing the main

peak of the Hg–H vibration.

3.4 Ionization energies

The ionization energies for MeHgMe, EtHgMe, EtHgEt,

iPrHgMe and PrHgMe defined as the energy required to

remove one electron from the molecule were calculated

with the same 12 density functionals set used in the IR

section. One approximation to the ionization energy (IE)

value is the energy of the highest occupied molecular

orbital (HOMO), the well-known Koopmans’ theorem.

Within the DFT context, Perdew and co-workers [70]

concluded that ‘‘the exact highest occupied Kohn–Sham

eigenvalue is minus the IE of a Z electron system.’’ Of

course, the quality of the result obtained with this

assumption directly depends on the accuracy of the orbital

energies. This option is completely useless in our case, as

shown in Table S3 in the Supplementary Material file.
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A typical hybrid functional as B3LYP gives an average

relative error of 26.46 %, while the consideration of long-

range corrections can improve that result up to 4.89 %

obtained with LC–BLYP. This last value is not good

enough, and it is still very far from the CCSD(T) values.

A more accurate solution with DFT is to apply the IE

definition itself and calculate the energy difference

between the neutral and the radical molecule for each case

(see Table 2). The vertical value was used, the radical

molecule energy being obtained by a single-point calcu-

lation on the optimized neutral molecule geometry. As

shown in Table 2, most of functionals yield average rela-

tive errors between 2 and 3.5 %. The importance of the

long-range correction is highlighted by the good result of

Table 1 Comparison of theoretical harmonic wave numbers of the stretching vibrations of Hg–H, –C and –O bonds with the available

experimental data in the selected mercury compounds

xExp (cm-1) B3LYP BLYP LC–BLYP B2PLYP X3LYP B97-D

HgH2 1,918.1

1,912.8

1,923.6 1,878.3 2,045.3 1,974.4 1,930.2 1,893.5

HHgOH 2,118.2

2,116.5

2,130.9 2,060.2 2,269.1 2,194.2 2,135.0 2,041.6

MeHgH 1,953.8

1,954.9

1,969.1 1,906.9 2,114.1 2,024.3 1,974.9 1,923.9

EtHgH 1,946.8 1,941.8 1,872.6 2,095.9 1,998.7 1,946.4 1,894.8

MeHgH 530.3

534.0

511.6 487.5 570.6 531.0 512.9 490.4

MeHgMe 540.0 519.2 495.0 578.5 537.9 521.9 501.8

EtHgEt 519.0 498.6 473.6 551.8 515.4 500.8 477.6

Hg(OH)2 644.2

637.3

616.1 575.8 687.7 630.8 619.1 569.0

Error Hg–H (%) 0.56 2.56 7.42 3.32 0.76 2.18

Error (%) 2.08 5.54 7.27 2.16 2.01 5.26

xExp (cm-1) M06 M06-L BP86 PBE0 mPW1PW91 B3PW91

HgH2 1,918.1

1,912.8

1,819.7 1,877.3 1,910.9 1,963.2 1,965.2 1,954.1

HHgOH 2,118.2

2,116.5

2,119.5 2,131.5 2,098.3 2,167.2 2,167.6 2,156.4

MeHgH 1,953.8

1,954.9

1,862.9 1,914.6 1,954.1 2,021.3 2,017.7 2,006.9

EtHgH 1,946.8 1,886.1 1,924.7 1,920.1 1,894.8 1,998.9 1,978.6

MeHgH 530.3

534.0

507.9 498.9 506.0 533.3 531.4 525.3

MeHgMe 540.0 516.8 505.1 514.2 541.9 539.9 533.8

EtHgEt 519.0 499.3 491.6 489.8 518.4 517.0 510.9

Hg(OH)2 644.2 613.0 612.2 598.4 640.6 639.4 630.8

637.3

Error Hg–H (%) 3.24 1.50 0.53 2.75 2.73 2.10

Error (%) 3.73 3.36 2.86 1.65 1.64 1.78

See Refs. [63–68]

As explained in the NIST website, the most precise data in infrared spectroscopic measurements are those obtained in the gas-phase, but many

times the chemical properties of the system do not allow their characterization with this technique. The use of matrix isolation sampling in

nitrogen or rare gases is a common option. Ideally, the smallest matrix shift occurs for neon matrix measurements: ‘‘The generalization that

matrix interactions are minimal for neon and that they increase as the mass of the rare gas is increased (…) is supported by experimental

observations in larger molecules, as well’’ [63]. However, due to the presence of very different types of matrices in the experimental data

literature for our set of compounds and due to the impossibility of choosing only gas-phase or only neon matrix data, all the available values were

used in order to minimize the effect of the matrix

The average relative error for Hg–H bonds and all three types of bonds are shown

Theor Chem Acc (2013) 132:1328
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LC–BLYP functional, with an average error value of

3.04 %, in comparison with its non-corrected equivalent

functional BLYP (5.90 %). This corrected functional

implemented by Hirao and co-workers is recommended by

their authors to estimate ionization energies, a subject that

used to be an Achilles heel of DFT calculations.

The lowest average relative errors correspond to hybrid

functionals mPW1PW91 and B3PW91 (2.32 and 2.43 %),

both containing the Perdew and Wang correlation

functional. Functionals PBE0 and M06 also show good

performance. There is an interesting ‘‘second group’’ of

functionals including the LYP correlation functional:

B2PLYP (2.86 %), LC–BLYP (3.04 %), B3LYP (3.07 %),

X3LYP (3.41 %). A quite remarkable feature is the sys-

tematic underestimation of the IE values, with the only

exception of LC–BLYP. As shown in Table S4 in Sup-

plementary Material file, it worths noting that CCSD(T)//

B3LYP level of calculation does not improve the best DFT

results for ionization potentials of organomercury com-

pounds when considering the energy difference between

neutral and radical forms, while the results of the much

more expensive CCSD(T)//CCSD calculations are just

slightly under the mPW1PW91 error.

3.5 MeHg? binding energies

Methyl mercury cation MeHg? is one of the most inter-

esting alkyl mercury ions, as it has been proved its ability

to bind DNA bases, while its reactivity and toxicity have

generated many publications in the last years [1–7, 75].

The whole set of functionals was used to predict the

binding energies of methyl mercury cation with three

neutral bases, namely NH3, H2CO and HCN, which can be

a good model for large biochemical systems, in which

amino groups, carboxylic groups or unsaturated nitrogen

atoms are common active sites. The DFT binding energies

were compared with those obtained at the CCSD(T) level

Fig. 1 Theoretical spectra for MeHgH at BP86/DEF2–TVZPPD

level. Experimental values are shown between brackets [69] (refer-

ences [9–17] there in)

Table 2 Theoretical ionization energies (vertical values) with different density functionals compared with the available experimental data

DE (neu-rad) Exp (eV) B3LYP BLYP LC–BLYP B2PLYP X3LYP B97-D

MeHgMe 9.33 9.04 8.79 9.57 9.03 9.01 8.80

EtHgMe 8.84 8.57 8.28 9.10 8.59 8.54 8.31

EtHgEt 8.45 8.18 7.87 8.75 8.22 8.15 7.92

iPrHgMe 8.48 8.24 7.94 8.73 8.27 8.20 7.98

PrHgMe 8.78 8.50 8.28 9.06 8.52 8.47 8.23

Error (%) 3.07 5.90 3.04 2.86 3.41 6.04

DE (neu-rad) Exp (eV) M06 M06-L BP86 PBE0 mPW1PW91 B3PW91

MeHgMe 9.33 9.05 8.89 9.10 9.11 9.11 9.11

EtHgMe 8.84 8.59 8.38 8.57 8.62 8.63 8.63

EtHgEt 8.45 8.20 7.98 8.15 8.23 8.25 8.23

iPrHgMe 8.48 8.25 8.03 8.22 8.28 8.29 8.28

PrHgMe 8.78 8.53 8.33 8.49 8.57 8.58 8.56

Error (%) 2.87 5.18 3.08 2.44 2.32 2.43

See Refs. [71–74]

For this set of compounds, the most recent vertical ionization energy values of the literature from photoelectron spectroscopy technique were

chosen (in most of the cases there is only one available value or coincident values)

We calculated for the whole set the adiabatic ionization energies with B3LYP and the results are considerably different from the theoretical

vertical values (see Table 2): MeHgMe 8.63 eV, EtHgMe 8.13 eV, EtHgEt 7.74 eV, iPrHgMe 7.75 eV, PrHgMe 8.07 eV. There are significant

changes in the geometry of the ionized molecules and the average error is very high (9.04%) with respect to the experimental values shown in

Table 2, which are vertical values as explained in Ref. [71–74]
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using the same basis set, as shown in Table 3. Binding energies

were evaluated by subtracting from the energy of the complex

the energy of the monomers. Those CCSD(T)/DEF2–TVZPPD

reference values are single-point calculations on top of fully

optimized CCSD/DEF2–TVZPP geometries.

Truhlar group M06-L functional is the one that better

mimics the CCSD(T) results, with an average relative error

of only 1.78 %. The following best functionals are BLYP

and B3LYP, around a 2.5 % of error. This property pre-

sents a more irregular behavior than IR or IE data when

changing the density functional and comparing with the

reference values (although the reference values in the

previous cases were experimental measurements). These

deviations from the CCSD(T) values are only due to the

density functional nature in each case and not to significant

geometrical changes, with the exception of the LC–BLYP

result. This last functional completely overestimates the

strength of bonding between methyl mercury cation and the

neutral molecules, presenting the same relative geometrical

disposition between atoms but much shorter bond distances

than the coupled-cluster optimized structures. The com-

parison with its BLYP non-corrected related functional

justifies this large error.

As mentioned at the beginning of the Sect. 3, B3LYP,

BP86 and B3PW91 have been used in the recent literature

for mercury compounds. For our alkyl mercury compounds

in particular, which is specifically oriented to organomer-

cury hydrides and derivatives, B3LYP and B3PW91 are

good choices, while BP86 is particularly recommended to

predict Hg–H stretching modes in IR spectra.

Table 3 Binding energies, BE (kJ/mol) of methyl mercury cation complexes with different density functionals in comparison with

CCSD(T) results [76]

B. E. (kJ/mol) CCSD(T) B3LYP BLYP LC–BLYP B2PLYP X3LYP B97-D

MeHgNH3
? -215.72 -220.79 -215.31 -275.47 -226.41 -224.41 -220.96

MeHgHCN? -157.66 -156.18 -147.69 -213.49 -161.41 -159.76 -147.43

MeHgH2CO? -137.02 -143.34 -138.52 -193.92 -146.73 -146.75 -138.34

Error (%) 2.63 2.53 34.88 4.81 4.12 3.29

B. E. (kJ/mol) CCSD(T) M06 M06-L BP86 PBE0 mPW1PW91 B3PW91

MeHgNH3
? -215.72 -223.81 -217.41 -231.01 -237.81 -233.06 -227.98

MeHgHCN? -157.66 -164.96 -158.74 -160.75 -171.35 -167.51 -161.94

MeHgH2CO? -137.02 -144.24 -142.33 -147.08 -153.26 -149.68 -144.83

Error (%) 4.55 1.78 5.46 10.26 7.84 4.70

Basis set superposition error was not calculated as they use to be very small with DFT functionals. See for example [76]

Fig. 2 Average errors for the

different density functionals
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Figure 2 (see also Table S5 in Supp. Information file)

shows a comparison of the average relative error of each

functional in each property (IR, IP and BE) and their total

average errors. This comparison reveals some common

features and differences at a glance. The most evident

result is that there is no one single functional that gives the

smallest error in the three properties. On one hand,

mPW1PW91 achieves the best predictions for IR spectra

and IE values, even though BP86 is particularly good at

predicting the Hg–H vibrational stretching frequency; on

the other hand, M06-L has the lowest errors for binding

energies. Also, as expected because of its design and the

applications it was designed for, long-range corrected

functionals such as LC–BLYP should be used with caution

and only after a careful assessment with the experimental

data. Even B3LYP is not the best functional for any one of

the three measured properties, it gives the best average

error value (2.59 %) of all functionals; that is, it is the

‘‘most regular’’ one, followed by B3PW91 (2.97 %) and

X3LYP (3.18 %). It is also remarkable the great difference

in some functionals when looking at different properties, as

for example PBE0, that gives bad binding energies but very

good ionization energies or IR frequencies.

4 Conclusions

DFT is an appropriate methodology to estimate the infrared

spectra of alkyl mercury compounds and offers very good

results in comparison with experimental data and

CCSD(T) calculations. BP86, B3LYP or X3LYP correctly

predict the experimental values of Hg–H characteristic

stretching mode in the IR spectra with very little error

when a DEF2–TVZPPD basis set is used for Hg atom, even

though other basis sets provide similar results. Also, density

functionals mPW1PW91 and M06-L with the same basis set

give good ionization potentials and binding energies for these

compounds, respectively. B3LYP shows the most regular

behavior in the three studied properties, followed by B3PW91

and X3LYP. It is very interesting the ability of LC–BLYP to

provide reasonable ionization energies within the Koopmans’

theorem, while the other exchange–correlation functionals do

not, and also, it is able to reduce to a half the error of BLYP

when using the vertical approximation.
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(2012) Dalton Trans 41:4437–4444

27. Kretschmer R, Schlangen M, Kaupp M, Schwarz H (2012)

Organometallics 31:3816–3824

28. Beck W, Klapötke TM (2008) J Mol Struct (Theochem)

848:94–97

29. Soldán P, Lee EPF, Wright TG (2002) J Phys Chem A

106:8619–8626
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Abstract This study reports the application of the quan-

tum mechanical self-consistent reaction field MST method

to compute the solvation profile in water of the twenty

natural amino acids. The aim is to derive intrinsic frac-

tional contributions to the hydration free energy and to

examine their transferability to peptides. To this end, IEF-

MST calculations have been performed at the B3LYP/6-

31G(d) level for the series of acetyl amino acid amides,

which were chosen as model compounds. In order to

account for the flexibility of both the backbone and the side

chain in deriving the hydration fractional contributions,

calculations have been performed for representative con-

formers taken from the Dunbrack’s backbone-dependent

conformational library. The results allow us to dissect the

hydration free energy into backbone and side chain con-

tributions and examine the conformational dependence

of the fragmental contributions to hydration. For the

backbone, different hydration contributions are found for

a-helical and b-sheet conformations, which mainly reflect

differences in the electrostatic contribution to hydration of

the carbonyl group. In contrast, the conformational flexi-

bility of the side chain is found to have little impact on the

fractional contribution to hydration. These findings should

be valuable to refine semiempirical methods for predicting

solvation properties of peptides and proteins in large-scale

genomic studies.

Keywords Hydration free energy � Continuum solvation

models � Atomic solvation profile � Amino acids � Peptides

1 Introduction

Solvation plays a crucial role in modulating the structure

and flexibility of proteins, as well as in mediating their

interaction with small ligands and other macromolecular

entities. The study of these challenging biological pro-

cesses and their functional implications is associated with

an understanding of the intrinsic solvation properties of

amino acid residues. In this context, it is not surprising that

many experimental studies have examined the solvation

preferences of amino acids in different environments,

paying particular attention to solvation in aqueous solution

and to the transfer free energies from water to a nonpolar

medium [1–9]. Alternatively, computational studies, gen-

erally based on the use of discrete treatments of solvation

coupled to free energy calculations, have also been used to

determine the solvation properties of amino acids [10–13].
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The solvation free energy (DGsolv) measures the

reversible work needed to transfer the solute from the gas

phase to solution at constant pressure, temperature and

concentration [14, 15]. It is convenient to decompose the

solvation of a solute into three steps: (1) creation of a

solute-shaped cavity in the solvent, (2) switching on the

steric properties of the solute inside the cavity and (3)

building up of the charge distribution of the solute. This

latter term gives rise to the electrostatic component of

DGsolv, whereas the two former contributions are generally

grouped into the ‘‘steric’’ or non-electrostatic term. A

plethora of theoretical methods relying on different for-

malisms has been developed to estimate the solvation free

energy [16–19]. Among them, quantum mechanical self-

consistent reaction field (QM-SCRF) continuum methods

have found widespread acceptance for the study of small

compounds in solution [20, 21]. The success of these

methods can be attributed to the rigorous physical basis of

their formalisms, the small increase in computational cost

compared to in vacuo calculations and the possibility to

examine the effect of solvation on the solute properties

from the wave function in solution. Finally, it is also worth

noting that the most elaborate QM-SCRF methods are

capable of estimating the solvation free energy of small

(bio)organic compounds with chemical accuracy, as noted

in the SAMPL challenges for prediction of hydration free

energies [22–29].

The application of these methods to larger systems such

as peptides and even proteins is limited by their large size

and the complexity of their conformational space.

Although the solvation free energy is a property of the

entire solute, it is however, useful to partition this quantity

into group contributions, since not all the fragments of the

solute interact with the same strength with the solvent

molecules. Thus, such a partitioning would be valuable to

identify chemical groups in the solute that display a

prominent contribution to the solvation, to explore the

dependence of the solvation free energy on conformational

changes that affect the spatial arrangement of fragments or

to examine their sensitivity to changes in the local envi-

ronment [30–32]. This partitioning scheme is implicitly

assumed for peptides and proteins, as the total solvation

free energy can be expressed as the sum of the solvation

contributions from the amino acid residues, which are

typically weighted by the ratio of the solvent accessible

surface area (SAS) of the residue in the protein and in the

fully solvent-exposed free residue [33–42]. In the frame-

work of QM-SCRF methods, partitioning schemes have

been developed for the Generalized Born-based SMx

model [43, 44], the COSMO-RS method [45, 46] and

within the MST model [47–50].

The aim of this study is to determine the fractional

contributions of backbone and side chain to the hydration

free energy of the twenty amino acid residues using the

partitioning strategy implemented in the IEF-MST model

[51]. Keeping in mind the wide range of physicochemical

properties covered by the natural amino acids and the

conformational flexibility of both backbone and side

chains, the transferability of these fragmental contributions

to the hydration is not fully guaranteed. Accordingly, our

first goal is to quantify the contribution of both backbone

and side chain to the hydration free energy of amino acids.

In addition, the influence of conformation flexibility on the

transferability of the fragmental contributions to hydration

will also be examined. Finally, the potential application of

the fragmental hydration contributions for predicting the

total hydration free energy of secondary structural elements

will be determined.

2 Methods

2.1 Molecular models and geometries

N-acetyl-L-amino acid amides (CH3–CO–NH–CHR–CON

H–CH3) were chosen as molecular models to study the

hydration contribution of the backbone and the side chain

for the twenty natural amino acids. Inclusion of acetyl and

methylamine capping groups allow us to build models of

amino acids in a context that mimics the local environment

of residues in a polypeptide. For the set of acidic (Asp, Glu)

and basic (Lys, Arg) amino acids, calculations were per-

formed for both the neutral and ionized species.

In order to examine the conformational dependence on

the hydration free energy, calculations were performed for

the set of most relevant conformations found in proteins

following the backbone-dependent conformational library

reported by Dunbrack and Karplus [52, 53]. This library

contains the probabilities of side chain conformations

(defined by a set of v angles) as a function of the backbone

dihedrals (u and w, based on a grid of 20 9 20�) in 132

protein chains taken from the Brookhaven Protein Data-

base (PDB). For our purposes here, calculations have been

performed for all rotamers with a probability contribution

higher to 5 % over the total conformational space of a

specific amino acid. In the case of Gly and Ala, which are

the simplest models of the peptide backbone, we have

chosen eight conformations that encompass the torsional

angles defined by the regions of the Ramachandran plot

associated with a-helical and b-sheet conformations.

Within these premises, up to 408 conformations were

selected for the whole set of natural amino acids. By using

this set of conformations, more than 90 % of the confor-

mational space is covered for 13 amino acids (Gly, Ala,

Leu, Ile, Val, Pro, Phe, Tyr, Ser, Thr, Cys, Asn and Asp).

For Met, Trp, His, Glu, Lys and Gln, it covers between 50
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and 90 % of the rotamers found in proteins. Finally, only

for Arg the coverage of the conformational space is lower

than 50 %, which reflects the higher flexibility of the side

chain for this residue. On average, more than 15 rotamers

are used to describe the conformational space of each

residue covering either a-helical or b-sheet structures (see

Table 1).

The initial structures of N-acetyl-L-amino acid amides

were generated automatically by using the obrotate pro-

gram from OpenBabel suite [54], which permits to rotate

the dihedral angle of a specified bond to fit a target value.

Then, all the structures were geometrically optimized while

keeping the backbone dihedrals fixed to the torsional val-

ues of the Dunbrack’s library. The geometrical optimiza-

tion was performed at the B3LYP/6-31G(d) level.

In addition, four pentapeptides that adopt a-helical and

b-sheet structures were extracted from selected crystallo-

graphic or NMR structures of polypeptides taken from the

Protein Data Bank (PDB) [55] and used as models to

examine the transferability of the intrinsic hydration free

energy contributions of amino acid residues. The residue

segments 27–31 of PDB entry 1SPF (Ile-Val-Gly-Ala-Leu;

from NMR [56]) and 38–42 of PDB entry 2P5K (Gln-Ala-

Thr-Val-Ser; from X-ray at 1.0 Å resolution [57]) were

chosen as a-helical model structures, while segments 265–

269 and 37–41 of PDB entries 1R6J (Val-Thr-Ile-Thr-Ile;

from X-ray at 0.73 Å resolution [58]) and 3PUC (Thr-Ala-

Ile-Trp-Thr; from X-ray at 0.96 Å resolution [59]),

respectively, were taken for b-sheet structures. In all cases,

the pentapeptides were capped with acetyl and methyl-

amine groups at both N- and C-terminus, and the hydration

free energy was determined from IEF-MST B3LYP/6-

31G(d) calculations.

2.2 Solvation calculations

The hydration free energy of molecular systems was

determined by using the B3LYP/6-31G(d) IEF-MST ver-

sion [60, 61], which relies on the IEF version of the PCM

model [62]. The reader is addressed to Ref. [51] for details

about the formalism of the MST model and the parame-

trization of the electrostatic, cavitation and van der Waals

components of DGsolv. Here, we limit ourselves to describe

the essential features of the partitioning scheme imple-

mented in the MST method [38, 39], where the hydration

free energy (DGhyd) is partitioned into atomic contributions

as noted in Eq. 1.

DGhyd ¼
XN
i¼1

DGhyd;i ¼
XN
i¼1

DGele;i þ DGcav;i þ DGvW;i

� �
ð1Þ

where N is the number of atoms.

Following a perturbative treatment of the solvent

response [47], the fractional electrostatic contribution of a

given atom is determined from the interaction energy

between the whole charge distribution of the molecule and

the apparent charges located at the surface elements per-

taining to the portion of the cavity generated from that

atom (Eq. 2).

DGele;i ¼
XM
j¼1
j2i

Woj 1
2

qsolj

rj � r
		 		 Woj

* +
ð2Þ

where Wo denotes the wave function of the solute in the gas

phase, and qsol
j stands for the apparent charge created on the

surface element j (located at rj) in response to the fully

polarized solute in solution.

The cavitation (DGcav) and van der Waals (DGvW) terms

are easily decomposed into atomic components taking

advantage of the relationship with the atomic contribution

to the solvent-exposed surface of the solute, as noted in

Eqs. 3 and 4.

Table 1 Number of conformers considered for each residue (with

a population larger than or equal to 5 %) and distribution between

a-helical and b-sheet conformations

Residue Total no.

conformers

a-helix

conformers

b-sheet

conformers

% Conformational

space covered

Gly 8 4 4 99.9

Ala 8 4 4 99.9

Leu 10 5 5 94.3

Ile 9 5 4 96.0

Met 28 12 16 80.3

Val 7 3 4 98.9

Pro 8 4 4 97.9

Phe 12 6 6 91.5

Tyr 14 6 8 96.2

Trp 24 10 14 84.1

Hisa 18 8 10 89.6

Ser 9 4 5 99.0

Thr 7 3 4 97.5

Cys 8 4 4 99.9

Asn 21 8 13 93.9

Gln 23 12 11 72.3

Asp 17 8 9 97.2

Glu 28 16 12 81.7

Arg 25 13 12 42.0

Lys 27 15 12 52.5

Total 408 201 207 –

The percentage of conformational space covered by the selected con-

formers is also given
a HIE, histidine residue protonated in the epsilon position
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DGcav;i ¼ Si
Stot;i

DGP;i ð3Þ

where DGP,i stands for the cavitation free energy of the

isolated atom i in Pierotti’s formalism [63], Si is the

solvent-exposed surface of such an atom and Stot,i denotes

the total surface of the atom.

DGvW;i ¼ Si ni ð4Þ
where ni is the atomic surface tension determined by fitting

experimental values.

On the basis of Eqs. 2–4, one can easily partition the

hydration free energy between contributions due to the

atoms pertaining to the backbone and to the side chain,

excluding the atoms in the capping groups (acetyl and

methylamine moieties), as well as to separate the contri-

bution of apolar and polar fragments of the side chain.

2.3 Computational details

Following the standard parameterization of the IEF-MST

model, molecular geometries of the amino acid residues

were optimized at the B3LYP/6-31G(d) level, but for the

torsional angles that define a given conformation in the

backbone-dependent conformational library (see above).

The optimized geometries were then kept frozen in MST

calculations in water. A similar strategy was adopted for

the pentapeptide systems, though the backbone dihedrals

were fixed to the values found in the crystallographic

structure. All calculations were performed using Gauss-

ian03 package [64]. In addition, besides MST calculations,

the hydration free energy of pentapeptides was also

determined at both MM-GBSA and MM-PBSA levels for

the sake of comparison. These calculations were carried out

by mmpbsa.pl script under the AMBER11 suite [65].

Finally, the multivariate partial least squares (PLS [66])

regression technique was used to extract the relevant trends

between the hydration free energy and the fragmental

contributions following the module implemented in the R

statistics package [67].

Due to the large number of calculations required to

examine the conformational dependence of hydration

properties and the analysis of the huge amount of

data derived from atomic contributions to DGhyd, Kepler

[68, 69] was used to set up a workflow environment to

extract the relevant conformers from Dunbrack’s library,

to build automatically the molecular geometries with

fixed torsional angles, to perform QM and QM-SCRF

calculations and to store all data in a Mysql database.

This workflow is available upon request to the authors.

Finally, the library of hydration fractional contributions

derived from the partitioning scheme is also available

upon request.

3 Results and discussion

3.1 Hydration free energies: comparison

with experimental data and other theoretical values

Table 2 reports the side chain contributions to the hydra-

tion free energy determined from IEF-MST calculations

(weighted by population of each conformer) for the amino

acid residues, as well as the experimental data determined

from dynamic vapour pressure measurements for a set of

molecules that can be considered analogues of amino acid

side chains [70]. The involvement of different molecular

structures in both IEF-MST calculations and experimental

measurements (i.e., the side chain bound to the peptide

backbone versus a small molecule that mimics the side

chain) makes it necessary to impose some caution regard-

ing the strict comparison of the corresponding hydration

values. As an example, let us note that the side chains of

small hydrophobic residues (Ala, Val, Leu and Ile) are

predicted to be less hydrophobic than the molecular ana-

logues. This difference, however, can be attributed to the

partial burial of the side chain atoms by the backbone and,

hence, less exposure to water compared to the analogue

compounds, reflecting the solvent-excluding effect of the

backbone on the fractional hydration of the side chain [38].

In spite of these considerations, it is worth noting that the

two sets of data exhibit a nice correlation (r = 0.96;

Fig. 1). The mean absolute error is close to 1 kcal/mol for a

range of hydration free energies of 13.2 kcal/mol (experi-

mental data varying from ?2.3 kcal/mol for isobutane to

-10.9 kcal/mol for N-propylguanidine as mimics of Leu

and Arg, respectively). Overall, these findings suggest that

the IEF-MST fragmental contributions reflect the influence

of the distinctive physicochemical properties of side chain

on the hydration of amino acid residues.

Table 2 also reports the hydration free energies deter-

mined for analogues of the amino acid side chains by using

other theoretical approaches, including either a solvent

interaction potential based on quantum mechanically

derived charges [71] or free energy calculations coupled to

Monte Carlo [38] and molecular dynamics simulations

[72]. The agreement between IEF-MST results and the

other theoretical values is significant (Fig. 1), as noted in

correlation coefficients ranging between 0.92 and 0.98 and

average absolute errors varying from 1.2 to 1.9 kcal/mol.

3.2 Backbone/side chain partitioning of the hydration

free energy

Table 3 shows the hydration free energy of the 20

N-acetyl-L-amino-acid amides decomposed into the con-

sidered backbone and side chain moieties, including the

contributions to apolar/polar fragments in the side chain as
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well. For the sake of consistency with the molecular model,

Table 3 also reports the contributions of the capping

(acetyl, methylamine) groups added to mimic the envi-

ronment of the residue in a peptide chain. For neutral

residues, the hydration free energy of the N-acetyl-

L-amino-acid amides varies from -10.4 (Pro) and -24.7

(Arg) kcal/mol, whereas the DGhyd values of the residues

with charged side chains range from -68.0 (Asp) to -83.1

(Lys) kcal/mol.

The partitioning of the hydration free energy shows that

the contribution of the capping groups is almost constant

for the neutral residues. Their average values amount to-3.6

(acetyl; DGacetyl) and -2.5 (methylamine; DGmethylamine)

kcal/mol for methylamine, accounting for 40–50 % of

DGhyd. This indicates that the contribution of the capping

groups is rather independent from the nature of the neutral

residue and thus can be considered to be additive. How-

ever, this is not valid for ionic residues, as the capping

group contribution varies from -7.9 to 1.4 kcal/mol. In

fact, the fractional hydration can be realized from the net

charge of the residue and the length of the side chain. Thus,

the reaction field created by a positive charge tends to

favour the hydration of the methylamine group, while a

negative charge favours hydration of the acetyl group, this

effect being larger for residues with shorter side chains.

By excluding the contribution of the capping groups, the

hydration of the neutral residues ranges between -7.3 and

-18.5 kcal/mol. The backbone (DGbackbone) exerts a

favourable contribution to the hydration free energy, which

on average amounts to -5.1 kcal/mol (see Table 3; Fig. 2).

For ionic residues, however, the contribution becomes

more negative for Asp (-11.9 kcal/mol) and Glu

(-10.0 kcal/mol), but more positive for Arg (-3.7 kcal/mol)

and Lys (-3.4 kcal/mol). As noted above, these trends

reflect the perturbing effect due to the net charge of the side

chain. Moreover, as will be discussed later, these trends

suggest that the hydration of the backbone is primarily

determined by the contribution of the CO group compared

to the NH unit. On the other hand, the contribution of the

Table 2 Comparison between

the IEF-MST hydration free

energy of the side chain and the

values determined for side chain

analogues from computational

and experimental studies

Values in kcal/mol
a Ref. [71]; b Ref. [38];
c Ref. [72]; d Ref. [70]

Residue This work Side chain analogue Smitha Changb Pandec Exp.d

Ala -0.42 Methane 1.53 2.21 2.24 2.01

Leu 0.05 Isobutane 1.75 2.66 2.27 2.32

Ile 0.07 Butane 1.99 2.52 2.43 2.08

Met -2.21 Methyl ethyl sulphide -0.10 0.02 -0.35 -1.48

Val -0.06 Propane 1.89 2.49 2.34 1.96

Phe -1.67 Toluene -0.50 -0.70 -0.86 -0.89

Tyr -6.23 p-cresol -7.99 -4.91 -5.46 -6.12

Trp -6.03 Methylindole -5.36 -5.75 -4.88 -5.91

His -8.13 Methylimidazole -7.70 -8.52 -8.88 -10.26

Ser -4.62 Methanol -6.15 -4.56 -4.51 -5.10

Thr -4.45 Ethanol -6.32 -4.63 -4.22 -5.05

Cys -0.76 Methanethiol -0.22 -0.32 -0.55 -1.24

Asn -8.14 Acetamide -11.34 -8.54 -8.51 -9.71

Gln -9.34 Propionamide -10.24 -8.76 -8.63 -9.43

Asp -6.28 Acetic acid -10.53 – – -6.70

Glu -6.59 Propionic acid -9.35 – – -6.48

Lys -4.34 N-butylamine -2.03 – – -4.28

Arg -12.90 N-propylguanidine -10.20 – – -10.90
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Fig. 1 Correlation between the IEF-MST hydration free energy

(x axis) for the side chain of neutral amino acids and experimental

[70] or theoretical (Smith [71]; Chang [38]; Pande [72]) values

determined for side chain analogues. The dashed line represents a

perfect regression line with slope unity. Values in kcal/mol
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side chain exhibits the largest variance between residues,

thus reflecting the distinct chemical nature of the groups

present in the side chain (see Table 3; Fig. 2). In fact, there

is an excellent correlation between the fractional contri-

butions of the side chain (DGsidechain) and the total hydra-

tion free energy of the capped amino acids, as noted in

Eq. 5 (see also Fig. 3), where the independent term nicely

fits the addition of the average contributions due to the

backbone (DGbackbone; -5.1 kcal/mol) and capping acetyl

(DGacetyl; -3.6 kcal/mol) and methylamine (DGmethylamine;

-2.5 kcal/mol) groups. Overall, these findings strongly

support the separability of contributions due to both

backbone and side chains for neutral residues.

DGhyd ¼ 1:00DGside chain � 11:5ðr ¼ 0:98Þ ð5Þ

The separability between backbone and side chain

contributions is also supported by the results determined

for ionized residues (see Fig. 3). Compared to neutral

residues, however, one must take into account the different

Table 3 Decomposition of the conformation-weighted hydration free energy determined from IEF-MST calculations for the set of N-acetyl-L-

amino-acid amides

Residues DGhyd DGbackbone DGside apolar DGside polar DGacetyl DGmethylamine

Neutral

Gly -14.7 (1.7) -6.7 (0.6) -0.6 (0.3) 0.0 (0.0) -4.8 (1.0) -2.7 (0.9)

Ala -11.8 (1.5) -6.0 (1.0) -0.2 (0.2) 0.0 (0.0) -3.5 (0.6) -2.0 (1.1)

Leu -11.5 (1.2) -5.3 (1.3) 0.1 (0.2) 0.0 (0.0) -3.7 (0.3) -2.6 (0.5)

Ile -11.1 (1.0) -4.8 (1.3) 0.1 (0.2) 0.0 (0.0) -3.8 (0.2) -2.7 (0.7)

Met -13.9 (1.4) -5.3 (1.4) -0.5 (0.3) -1.7 (0.2) -3.7 (0.4) -2.7 (0.6)

alpha -15.0 (0.4) -6.4 (0.1) -0.7 (0.2) -1.7 (0.2) -4.0 (0.1) -2.2 (0.1)

beta -12.6 (0.4) -3.9 (0.6) -0.2 (0.1) -1.9 (0.2) -3.4 (0.3) -3.2 (0.4)

Val -11.2 (1.0) -4.6 (1.3) -0.1 (0.3) 0.0 (0.0) -3.8 (0.2) -2.7 (0.6)

Pro -10.4 (0.5) -3.9 (0.5) -0.7 (0.2) 0.0 (0.0) -3.6 (0.3) -2.3 (0.4)

Phe -13.1 (1.4) -5.0 (1.3) -1.7 (0.4) 0.0 (0.0) -3.8 (0.3) -2.7 (0.7)

Tyr -17.5 (1.2) -4.9 (1.3) -1.5 (1.7) -4.7 (0.1) -3.7 (0.3) -2.7 (0.6)

alpha -18.6 (0.6) -6.4 (0.5) -1.7 (0.5) -4.6 (0.2) -3.9 (0.2) -2.0 (0.1)

beta -16.7 (0.5) -4.0 (0.6) -1.3 (0.6) -4.7 (0.1) -3.6 (0.3) -3.1 (0.4)

Trp -17.4 (1.4) -5.2 (1.4) -2.4 (0.4) -3.7 (0.2) -3.7 (0.4) -2.4 (0.6)

His -18.6 (0.9) -4.7 (0.6) -0.6 (0.1) -7.6 (0.2) -3.5 (0.2) -2.2 (0.1)

Ser -16.2 (1.2) -5.4 (1.0) -0.4 (0.1) -4.2 (0.7) -3.6 (0.4) -2.6 (0.4)

Thr -15.5 (2.1) -4.7 (1.2) -0.4 (0.1) -4.1 (0.3) -3.8 (0.4) -2.5 (0.8)

Cys -11.7 (1.4) -4.6 (1.2) -0.5 (0.1) -0.3 (0.2) -3.4 (0.3) -2.9 (0.8)

Asn -19.7 (1.8) -5.6 (1.6) -0.4 (0.2) -7.8 (0.9) -3.3 (0.3) -2.6 (0.8)

Gln -21.1 (1.7) -5.6 (1.4) -0.9 (0.3) -8.5 (0.6) -3.6 (0.3) -2.6 (0.7)

alpha -22.0 (1.2) -6.4 (0.5) -1.5 (0.2) -8.5 (0.7) -3.8 (0.2) -2.3 (0.1)

beta -19.7 (0.8) -4.3 (0.8) -0.6 (0.2) -8.5 (0.5) -3.3 (0.2) -3.0 (0.7)

Asp -17.6 (1.6) -5.4 (1.2) -0.6 (0.2) -5.7 (0.3) -3.5 (0.3) -2.4 (0.5)

Glu -18.5 (1.6) -5.8 (1.2) -0.7 (0.3) -5.9 (0.4) -3.7 (0.4) -2.5 (0.5)

Arg -24.7 (1.5) -5.6 (1.2) -0.7 (0.4) -12.2 (0.5) -3.7 (0.4) -2.5 (0.5)

Lys -16.2 (1.2) -5.7 (1.2) -0.1 (0.2) -4.3 (0.2) -3.7 (0.4) -2.4 (0.5)

Charged

Asp -68.0 (4.3) -11.9 (1.6) -0.3 (0.6) -48.7 (3.9) -7.9 (1.3) 0.9 (0.8)

Glu -73.5 (4.6) -10.0 (1.7) -1.6 (1.1) -56.0 (5.3) -7.4 (1.1) 1.4 (0.5)

alpha -73.4 (1.5) -10.6 (0.9) -1.5 (0.2) -55.5 (0.4) -7.0 (0.2) 1.2 (0.2)

beta -73.8 (0.6) -8.8 (0.7) -1.8 (0.1) -56.9 (0.3) -8.0 (0.3) 1.8 (0.5)

Arg -76.1 (4.5) -3.7 (1.6) -9.8 (1.3) -54.5 (3.1) -1.8 (0.9) -6.3 (1.4)

Lys -83.1 (5.3) -3.4 (1.4) -18.8 (1.7) -53.2 (4.0) -1.6 (0.9) -6.1 (1.2)

The conformation-weighted average and the standard deviation (in parenthesis) are shown for each hydration component. For selected residues,

the values determined for a-helical and b-sheet conformations are also tabulated. Values in kcal/mol
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hydration contribution of the backbone, which is reflected

in the shift of the values determined for Asp and Glu from

the ideal regression line, as well as in the larger unsigned

mean deviation from the dashed line for charged residues

(3.3 kcal/mol) compared to the neutral ones (1.2 kcal/mol).

This trend is less apparent for Lys and Arg due to the larger

length of the side chain.

The effect of the conformational flexibility on the

hydration free energy is encoded in the standard deviation

of the conformation-weighted fractional contributions. For

neutral residues, the standard deviation of the side chain

component is generally lower than 0.7 kcal/mol, but for

the backbone, it is generally comprised in the range

1.2–1.6 kcal/mol, which indicates a larger conformational

dependence of the backbone hydration. In fact, the PLS

multivariate analysis of the distinct fractional contributions

reveals a distinctive trend between the conformation of the

backbone and its hydration, so that the a-helical confor-

mation is found to be better hydrated (by around 2 kcal/

mol) than the b-sheet structure (see Fig. 4). This effect is

illustrated for Met, Tyr and Gln in Table 3, which reports

the values determined for the structures pertaining to

a-helical and b-sheet conformations. It is worth noting the

drastic reduction in the standard deviation within both

subgroups compared with the whole set of conformations

for those residues. As noted in previous studies [73], this

trend can be realized by the fact that the parallel dipoles

of the adjacent peptide groups in a-helices reinforce

the interaction with water molecules compared to the

antiparallel dipole arrangement found in b-sheets. The

other fractional components, particularly the side chain,

have a minor effect in modulating the hydration free energy

in a-helix and b-sheet structures.

To gain further insight into the backbone hydration, we

have extended the PLS analysis to the contributions due to

the backbone atoms. The results point out that the domi-

nant component to the hydration, hence, to the conforma-

tional dependence of the backbone, comes from the

carbonyl oxygen (see Fig. 5). Thus, the fractional hydra-

tion of this atom amounts to -3.5 kcal/mol in the a-helical

conformation and to -2.5 kcal/mol in the b-sheet

arrangement. Then, this single atom accounts for up to

60–70 % of the backbone contribution to the hydration free

energy. For the sake of comparison, the average contribu-

tion of selected side chain heteroatoms amounts to -1.5 for

S in Met, -2.3 for O in Ser, -3.9 for O in Gln, -2.0 for N

in Gln and -2.0 for N in His.

In summary, the analysis of the fractional hydration con-

tributions supports the additivity of backbone and side chain

contributions for neutral and charged residues, even though it

seems necessary to assign different hydration contributions to

the backbone of negatively charged residues (Asp, Glu). On

the other hand, while the conformational preferences of the

side chain are found to have little impact on the hydration

contribution, the backbone exhibits a larger sensitivity to the

peptide conformation, suggesting the convenience to assign

distinct hydration contributions for predicting solvation pat-

terns of a-helical and b-sheet conformations.
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Fig. 2 Representation of the fractional contributions to the hydration

free energy due to backbone and side chain (polar/apolar) fragments

for the set of neutral amino acids. The results are ordered according to

the total hydration free energy of the residue. The plot also includes

the standard deviation around the total hydration free energy (tick
marks). Values in kcal/mol

Fig. 3 Representation of the total hydration free energy of residues

(corrected by subtracting the average contributions due to backbone

and capping groups) versus the fractional contribution of the side

chain for the whole set of conformations chosen for neutral and

ionized residues. The dashed line represents the hypothetical

behaviour where backbone, side chain and capping groups show

perfect additivity. Values in kcal/mol
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3.3 Free energy-type decomposition of the hydration

free energy

For computational purposes, it is widely accepted that the

solvation free energy can be decomposed into electrostatic

and non-electrostatic components. Accordingly, it is con-

venient to examine the conformation-weighted contribu-

tions of electrostatic, cavitation and van der Waals

components to the hydration of both backbone and side

chain (see Table 4).

For the backbone, the cavitation free energy has a

constant contribution of 6.6 kcal/mol, which is compen-

sated by the similar contribution of the van der Waals and

electrostatic terms, which have average values of -5.9

and 6.3 kcal/mol, respectively. The electrostatic compo-

nent accounts for the conformation-dependent hydration of

the backbone, as it is found to favour a-helices by

1.8 kcal/mol compared to b-sheets. The different size of

the side chain gives rise to a sizable difference in both van

der Waals and cavitation contributions. For instance, this

latter term varies from 5.2 kcal/mol for Ala to 18.8 kcal/

mol for Trp. It is also worth noting that even for polar

residues the van der Waals contribution is similar or even

larger than the electrostatic one. Furthermore, even though

the presence of a net charge makes the electrostatic term

to be the dominant component to the side chain hydration,

the van der Waals term still has a significant contribution

to the hydration (ranging from 16 % for Asp to 31 % for

Arg).

For neutral residues, the conformational dependence of

the hydration free energy is associated with the electro-

static component of the backbone (DGback,ele). This is

illustrated for the distinct conformations of Met in Fig. 6,

which shows that the discrimination between a-helical and

b-sheet conformers is dictated by the DGback,ele component.

With regard to ionic residues, the variability introduced by

the electrostatic term of the backbone is overcome by

the electrostatic contribution of the side chain, which is the

main source for the conformational variability of the

hydration free energy. In fact, the PLS analysis of the free

energy components at the atomic level (data not shown)

reveals that the electrostatic contribution of the carbonyl

oxygen of the backbone is the main responsible for the

distinction between a-helical and b-sheet conformations.

Minor contributions to the conformational dependence of

hydration are also due to the hydrogen atom of the back-

bone NH unit and to the heteroatoms in the side chain. The

rest of atomic fractional contributions only play a marginal

role. Overall, these findings point out that the electrostatic

term is implicated in the conformational dependence of

hydration, in agreement with previous studies [74, 75] that

highlighted the importance of electrostatics in explaining

the hydration of peptides.

Fig. 4 PLS multivariate analysis between the total hydration free

energy (DGhyd) and its backbone (DGbackbone), side chain (including

polar, DGside,polar and apolar, DGside,apolar, moieties) and capping

group (acetyl: DGacetyl; methylamine: DGmethylamine) components for

the 28 conformations chosen for N-acetyl methionine amide. The plot

shows the distribution of the conformers according to the two main

latent variables (LV1 and LV2) derived from the PLS analysis, which

account for 93.5 and 4.2 % of the variance in hydration free energies.

Dots denote the conformations and arrows correspond to fractional

contributions

Fig. 5 PLS multivariate analysis between the total hydration free

energy (DGhyd) and the atomic contributions for the 28 conformations

chosen for N-acetyl methionine amide. The plot shows the distribu-

tion of the conformers according to the two main latent variables

(LV1 and LV2) derived from the PLS analysis, which account for

86.0 and 2.5 % of the variance in hydration free energies. Dots denote

the rotamers and arrows correspond to the fractional contributions
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3.4 Hydration free energy of peptide models

A direct application of the intrinsic per residue hydration

of amino acids is the prediction of the solvation properties

of peptides, since it can be assumed that the solvation of a

given residue can be determined by weighting the intrinsic

hydration by the fraction of the residue surface that remains

exposed to the solvent [41]. This affords a simple but

computationally fast approach that might be useful for

estimating the solvation properties in structural genomics

and other large-scale studies. In this context, the suitability

of the IEF-MST fractional hydration contributions has been

calibrated by predicting the hydration free energy of four

pentapeptides extracted from PDB entries 1R6J, 3PUC,

1SPF and 2P5K (see Sect. 2). They were chosen to

encompass a-helical and b-sheet arrangements and

Table 4 Decomposition of the conformation-weighted hydration contribution of backbone and side chain into electrostatic, cavitation and van

der Waals components for the set of N-acetyl-L-amino-acid amides

Residues DGhyd Backbone Side chain

DGele DGvW
a DGcav

a DGele DGvW
a DGcav

a

Neutral

Gly -7.3 (0.3) -7.1 (0.6) -6.7 7.0 -0.6 (0.3) -1.4 1.5

Ala -6.2 (1.1) -6.3 (1.0) -6.4 6.7 -0.4 (0.1) -5.0 5.2

Leu -5.2 (1.5) -5.6 (1.3) -6.3 6.6 -0.5 (0.2) -15.0 15.6

Ile -4.7 (1.5) -5.1 (1.3) -6.2 6.5 -0.5 (0.2) -14.9 15.5

Met -7.5 (1.6) -5.6 (1.4) -6.3 6.7 -2.7 (0.3) -14.6 15.0

alpha -8.8 (0.3) -6.8 (0.1) -6.4 6.7 -2.08 (0.2) -14.6 15.0

beta -5.9 (0.5) -4.3 (0.6) -6.3 6.6 -2.5 (0.1) -14.6 14.8

Val -4.7 (1.5) -5.0 (1.3) -6.3 6.6 -0.5 (0.3) -11.7 12.2

Pro -4.5 (0.7) -4.6 (0.5) -4.8 5.5 -1.1 (0.2) -10.3 10.7

Phe -6.7 (1.6) -5.4 (1.3) -6.3 6.7 -2.0 (0.4) -16.6 17.0

Tyr -11.1 (1.5) -5.2 (1.3) -6.3 6.7 -6.5 (0.4) -17.9 18.1

alpha -12.8 (1.2) -6.7 (1.0) -6.4 6.7 -6.6 (0.3) -17.9 18.1

beta -10.1 (0.7) -4.3 (0.6) -6.3 6.6 -6.4 (0.3) -17.9 18.1

Trp -11.3 (1.6) -5.6 (1.4) -6.4 6.7 -6.6 (0.3) -20.4 20.9

His -12.8 (0.9) -5.0 (0.6) -6.3 6.6 -8.6 (0.3) -12.6 13.1

Ser -10.0 (1.2) -5.7 (1.0) -6.3 6.7 -4.5 (0.8) -6.5 6.4

Thr -9.2 (1.4) -5.1 (1.3) -6.2 6.6 -4.4 (0.3) -9.9 9.8

Cys -5.4 (1.2) -4.9 (1.2) -6.3 6.6 -2.5 (0.2) -6.0 7.8

Asn -13.8 (2.2) -6.0 (1.6) -6.3 6.6 -8.4 (0.9) -9.6 9.8

Gln -14.9 (1.8) -5.9 (1.4) -6.3 6.7 -9.7 (0.7) -12.9 13.4

alpha -16.0 (1.1) -6.8 (0.5) -6.4 6.7 -9.9 (0.6) -12.9 13.4

beta -13.3 (1.7) -4.6 (0.8) -6.2 6.6 -9.4 (0.6) -12.9 13.4

Arg -18.5 (1.7) -5.9 (1.2) -6.4 6.7 -12.5 (0.8) -19.8 19.4

Glu -12.4 (1.5) -6.1 (1.2) -6.4 6.7 -7.1 (0.4) -12.3 12.9

Lys -10.1 (1.3) -6.1 (1.2) -6.4 6.7 -4.5 (0.2) -17.1 17.4

Asp -11.6 (1.6) -5.6 (1.3) -5.0 5.2 -6.7 (0.5) -9.0 9.4

Charged

Asp -60.9 (5.0) -12.2 (1.6) -6.5 6.8 -50.0 (3.9) -7.9 8.9

Glu -67.5 (5.2) -10.3 (1.7) -6.3 6.7 -58.7 (5.4) -11.2 12.3

alpha -67.5 (1.3) -10.9 (0.9) -6.3 6.9 -58.2 (0.4) -11.2 12.3

beta -67.5 (0.8) -9.2 (0.7) -6.3 6.7 -59.8 (0.3) -11.2 12.4

Arg -68.0 (5.0) -4.0 (1.6) -6.3 6.7 -64.1 (3.3) -19.8 19.8

Lys -75.4 (5.8) -3.7 (1.4) -6.3 6.7 -72.4 (4.2) -17.3 17.7

The conformation-weighted average and the standard deviation (in parenthesis) are shown for each hydration component

For selected residues, the values determined for a-helical and b-sheet conformations are also tabulated. Values in kcal/mol
a Standard deviation values\0.1 kcal/mol
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sequences with distinct polar/apolar character. The hydra-

tion free energy determined for the four pentapeptides

from IEF-MST B3LYP/6-31G(d) calculations amounts to

-28.5, -32.6, -28.4 and -43.1 kcal/mol, respectively.

Two additive schemes have been used to estimate the

hydration free energy from fractional hydration contribu-

tions. In the first case, the hydration free energy was

determined by combining the conformation-weighted

fractional hydration contributions of both backbone and

side chain of amino acid residues by the fraction of the

solvent-exposed surface of the fragments in the peptide and

the free residue (as determined for the N-acetyl-L-amino

acid amide; Eq. 6).where Nres is the number of residues in

the peptide, DGi;free
X stands for the fractional contribution of

the fragment (X: backbone, apolar side chain, polar side

chain), and kiX denotes the fraction of solvent-exposed

surface of the fragment (Eq. 7).

kiX ¼ SiX

Si;free
X

ð7Þ

The second approach consists of an atom-based scheme,

which exploits the conformation-weighted atomic fractional

contributions derived from the set of conformation chosen

for residue i (Eq. 8).

DGhyd ¼
XNres

i¼1

XNat

j¼1

fijDG
i;free
j ð8Þ

where Nat is the number of atoms in the peptide, and fij is the

fraction of solvent-exposed surface of atom j in residue i.

The results point out that both fragment-based and atom-

based partitioning schemes yield very similar hydration

free energies (see Table 5). Compared to the IEF-MST

B3LYP/6-31G(d) values, the two fractional schemes

slightly underestimate the hydration free energy of the two

b-sheet peptides (by 1–3 kcal/mol). For the two a-helix

peptides, however, the fractional schemes underestimate

the hydration by 9 and 6 kcal/mol for 1SPF and 2P5K,

respectively.

In order to realize the different trends found for

a-helical and b-sheet peptides, we have compared the free

energy contributions to the hydration free energy deter-

mined from the IEF-MST partitioning scheme and from the

average contributions derived for the N-acetyl amino acid

amide compounds (see Table 6). For the sake of simplicity,

cavitation and van der Waals components are given toge-

ther, whereas the electrostatic component of both backbone

and side chain are given separately. The results show that

there is a close agreement for the non-electrostatic (cavi-

tation ? van der Waals) components upon scaling of the

conformation-weighted atomic contributions of residues by

the solvent-exposed surface. In fact, the RMSD determined

for the separate residues in the peptide models is only

0.2 kcal/mol. It is also worth noting the resemblance

between the electrostatic contributions of the side chain to

the hydration of the peptides. Thus, comparison of the IEF-

MST and fractional contributions for the separate residues in

the peptides yields a RMSD of 0.7 kcal/mol. Nevertheless, a

distinct trend is found for the backbone electrostatic term:

Fig. 6 PLS multivariate analysis between the total hydration free

energy (DGhyd) and the free energy components (electrostatic,

cavitation and van der Waals) for the 28 conformations chosen for

N-acetyl methionine amide. The plot shows the distribution of the

conformers according to the two main latent variables (LV1 and LV2)

derived from the PLS analysis, which account for 98.0 and 1.0 % of

the variance in hydration free energies. Dots denote the rotamers and

arrows correspond to the fractional contributions

DGhyd ¼
XNres

i¼1

kibackboneDG
i;free
backbone þ kisidechain

apolar

DGi;free
sidechain

apolar

þ kisidechain
polar

DGi;free
sidechain

polar

 !
ð6Þ

Theor Chem Acc (2013) 132:1343

123 Reprinted from the journal128



while this component nicely fits the IEF-MST values for the

b-sheet peptides, it overestimates the contribution for the

a-helical ones.

It is worth noting that this effect cannot be relieved by

correcting the backbone electrostatic component for the

fraction of the solvent-exposed surface in the peptide and

in the free N-acetyl amino acid amide, as this approach

leads to an underestimation of the scaled values (-20.5 and

-20.4 kcal/mol for peptides 1SPF and 2P5K, respectively)

with regard to the IEF-MST ones (-27.9 and -25.8 kcal/

mol; see Table 6). In fact, this effect reflects the different

geometrical arrangement of the backbone in a-helical and

b-sheet peptides, and specifically the occlusion of the

backbone by the formation of hydrogen bonds in a-helices.

At this point, note that the carbonyl oxygen of residues 1

and 2 is hydrogen-bonded to the NH unit of residue 5 and

capping methylamine, respectively (Fig. 7). For these res-

idues, the deviation between IEF-MST and fractional val-

ues of the backbone electrostatic term is, on average,

2.7 kcal/mol, which should be attributed to the shielding of

the carbonyl oxygen due to intrahelical hydrogen bonds. In

contrast, for residues 3–5, where the carbonyl oxygen is not

directly involved in hydrogen bonds, the deviation between

IEF-MST and fractional values amounts to only 0.4 kcal/

mol. Overall, whereas the scaling by the solvent-exposed

surface is well suited for the non-electrostatic term, the

inclusion of correction factors that account for the shield-

ing of polar groups through hydrogen bonding might be

more advisable for the electrostatic component. In fact, the

addition of the surface-scaled non-electrostatic terms, the

hydrogen-bonded corrected backbone electrostatic term

and the unscaled side chain electrostatic component yield

hydration free energies very close to the IEF-MST values,

as noted in Table 7.

Finally, let us note that even though MM/PBSA and

MM/GBSA calculations lead to hydration free energies

that overestimate the IEF-MST values obtained for the

pentapeptides (see Table 7), there is a good correspon-

dence between the hydration contributions of residues

determined from the conformation-weighted fractional

contributions and from MM/PB(GB)SA computations, as

noted in the regression equations y = 1.26x (r = 0.92) and

y = 1.22x (r = 0.89), where y stands for the per residue

MM/PB(GB)SA hydration free energies and x for the

fractional ones (see Table S1 and Figure S1 in Supporting

Material). Keeping in mind the distinct nature of QM-

SCRF and classical calculations, the correspondence found

between residue contributions is remarkable and opens the

way to further calibrations of the fractional hydration

scheme for the widespread application to more complex

polypeptides, including the analysis of less populated

Table 5 Per residue decomposition of the hydration free energy of

selected pentapeptide models

Peptide IEF-MST Fragment-baseda Atom-basedb

b-sheet

1R6J

Val -4.0 -3.2 -3.3

Thr -8.8 -8.0 -8.1

Ile -3.6 -2.9 -3.3

Thr -8.4 -7.7 -7.6

Ile -3.7 -2.9 -3.4

Total -28.5 -24.6 -25.7

3PUC

Thr -8.7 -8.0 -8.0

Ala -4.1 -3.8 -3.3

Ile -4.3 -2.6 -2.9

Trp -9.5 -8.7 -9.6

Thr -6.0 -7.9 -7.7

Total -32.6 -31.0 -31.5

a-helix

1SPF

Ile -4.7 -3.3 -2.9

Val -3.3 -2.4 -2.3

Gly -6.8 -5.5 -5.3

Ala -6.9 -5.8 -5.3

Leu -6.7 -4.7 -4.0

Total -28.4 -21.6 -19.8

2P5K

Gln -16.0 -12.7 -12.4

Ala -5.3 -4.2 -4.6

Thr -6.0 -7.2 -6.7

Val -5.0 -4.1 -4.0

Ser -10.9 -9.1 -9.4

Total -43.1 -37.2 -37.0

Values in kcal/mol
a Eq. 6; b Eq. 8

Table 6 Decomposition of the hydration free energy of selected

pentapeptide models

Peptide Cavitation ? van

der Waals

Electrostatic

(backbone)

Electrostatic (side

chain)

IEF-

MST

Atom-

baseda
IEF-

MST

Atom-

based

IEF-

MST

Atom-

based

b-sheet

1R6J 3.0 2.4 -20.9 -20.6 -10.7 -10.4

3PUC 2.9 2.7 -21.2 -22.8 -14.2 -16.3

a-helix

1SPF 3.5 3.0 -27.9 -34.1 -4.0 -2.5

2P5K 2.6 2.0 -25.8 -32.8 -20.0 -19.6

Values in kcal/mol
a Scaled by the fraction of solvent-exposed surface
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main-chain conformations [76, 77] and nonadditivity effects

due to neighbouring residues [78, 79].

4 Conclusions

The IEF-MST formalism has been applied to investigate

hydration using a dataset that comprises the most repre-

sentative backbone-dependent conformational preferences

of amino acids and to dissect the hydration free energy into

fractional contributions. The results support the additivity

of fragmental contributions determined for backbone and

side chains for neutral residues. The hydration free energy

of the backbone has a dominant contribution to the

total hydration energy with an average contribution of

-5.1 kcal/mol, though it also has a significant dependence

on conformation. Thus, hydration of the backbone in

a-helix is found to be 1 kcal/mol more favourable than in

b-sheets, making it convenient to assign distinct fractional

contributions to these structures. On the other hand, the

different physicochemical properties of the side chain is

reflected in hydration free energies of the side chain

ranging from 0.1 kcal/mol in Leu or Ile to -12.9 in the

neutral Arg. For ionic residues, however, the permanent

charge in the side chain leads to nonadditive effects in the

fragmental contributions, which makes it necessary to

assign specific charge-dependent contributions to the

backbone.

The availability of conformational-weighted fragmental

contributions at the residue level permits to devise fast

strategies for estimating the solvation properties of pep-

tides and proteins in large-scale genomic studies. The

approach examined here relies on three main features: (1)

the partitioning of the hydration free energy between

backbone and side chain, (2) the distinction between

fractional contributions for the backbone representative of

distinct secondary structure conformations and (3) the

correction of the intrinsic hydration components by the

fraction of solvent accessibility for the non-electrostatic

term and by specific (hydrogen bond) factors for the

electrostatic term. The results obtained for a set of penta-

peptides are encouraging and support the computational

efficiency of this simple strategy compared to MM/

PB(GB)SA calculations. Future studies will be performed

to evaluate the implementation of additional refinements in

the formalism, mainly targeting the electrostatic response

in the backbone, and to calibrate the range of applicability

of the fractional-based solvation formalism.
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José M. Lluch

Received: 16 October 2012 / Accepted: 28 December 2012 / Published online: 8 January 2013

� Springer-Verlag Berlin Heidelberg 2013

Abstract Fluorescent proteins (FP) have become a major

topic in the recent biochemical research due to their

applications as in vivo markers in biological systems. In

particular, Red fluorescent proteins (RFP) present some

advantages since they require less harmful radiations to be

excited and show less light-scattering. In this paper, we are

focusing on the LSSmKate2 protein, a RFP that, together

with LSSmKate1 and mKeima, is well known for the

outstanding difference between absorption and emission

wavelengths, which is usually referred as Large Stokes

Shift (LSS). It is commonly accepted that an excited state

proton transfer accounts for the fluorescence observed in

the three proteins. In this work, a molecular dynamics

simulation of the LSSmKate2 protein has been carried out,

and from different snapshots, a series of excited states have

been calculated and analyzed. Our molecular dynamics

simulation has proved the availability of the two-link

proton-wire suggested by Piatkevich et al. and has fur-

nished a new one-link relay, more prone to take place. The

statistical treatment of the excited states can reproduce the

electronic absorption spectrum in a reasonable way, and

the analysis of the involved orbitals confirms that one

absorption wavelength maximum corresponds to an acidi-

fication of the chromophore, regardless of the hydrogen-

bonded acceptor residue. All this work constitutes an

important step in what should be a thorough and complete

study of the photochemistry of the LSSproteins.

Keywords Red fluorescent proteins �LSSmKate2 protein �
Electronic absorption spectrum � Time-dependent density

functional theory � Molecular dynamics simulation

1 Introduction

Since the extraction, purification and characterization of

Green Fluorescent Protein (GFP) by Shimomura from the

jellyfish Aequorea victoria in the early 1960s [1, 2], a wide

range of natural and artificial fluorescent proteins (FP) have

appeared [3], contributing to add new improvements for

these in vivo markers in biological systems [4–7]. Many

theoretical studies have appeared in recent years due to the

interest of fluorescent proteins [8–21]. Among these, the red

fluorescent proteins (RFPs) are particularly interesting due

to their better biochemical features, suitable to minimize

some drawbacks caused by the use of energetic and dan-

gerous wavelengths in living organisms. Moreover, the

RFPs reduce the autofluorescence on the surrounding cells

and show deeper light penetration and lower light-scattering

[22].

In 2010, two new red fluorescent proteins, LSSmKate1 and

LSSmKate2, were developed by Piatkevich et al. [23, 24]

from the far-red fluorescent protein mKate. LSSmKate1 and

LSSmKate2 differ from each other in the amino acid sequence

at position 160 (Glu160 for LSSmKate1 and Asp160 for

LSSmKate2) and in the conformation of the chromophore (cis

for LSSmKate1 and trans for LSSmKate2). Both proteins
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share the special property of showing a big gap between

absorption and emission wavelengths, commonly named in

the field of biology large stokes shift (LSS). This feature

allows the possibility of obtaining a multicolor image useful

to select and distinguish different parts of biological systems.

LSSmKate1 and LSSmKate2 present absorption maxima

at 463/460 nm and emission maxima at 624/605 nm,

respectively.

Because of the similarities that LSSmKate1 and

LSSmKate2 share with GFP, the suggested photochemical

process could follow a similar scheme. For both proteins,

the mechanism involves two species: the protonated and

deprotonated chromophore. The protonated chromophore

absorbs light and starts a proton transfer reaction. Based on

their X-ray structures, a one-link excited state proton

transfer (ESPT) for LSSmKate1 and a two-link ESPT for

LSSmKate2 are proposed. LSSmKate1 would support a

direct proton migration from the hydroxyl group of the

chromophore to the carboxylic group of Glu160. For

LSSmKate2 (Fig. 1), the first proton moves from the

hydroxyl group of the chromophore to the hydroxyl group

of Ser158 and the second one from Ser158 to the carbox-

ylic group of Asp160. Once the different proton transfers

occur, the fluorescence in the deprotonated chromophores

takes place. Our group’s research interest is focused on the

multiple proton transfer reactions [11–13, 25], and so in

this paper, we will center on LSSmKate2 which has been

proposed to operate via a two-step proton-wire.

Due to the size and the wide mobility of this kind of

biochemical systems, the study becomes highly complex.

Focusing only on the available crystallographic structure

forces us to work with a simple and static model of the

whole protein and therefore, restricting us to one small and

scarce representation, representative only of the solid state

of the crystal structure. However, the protein as encoun-

tered naturally is not in the solid phase: it is surrounded by

solvent (water) and ions and at some finite temperature. In

these conditions, the protein is a very dynamic entity,

flexible and that jostles around due to thermal motion. To

understand the protein’s properties in these conditions, it is

necessary to sample a number of configurations of it,

obtained through for instance, molecular dynamics. To

achieve this aim, we will carry out a molecular dynamics

simulation using classical mechanics. So the main purpose

of this work is to provide this variety of geometries from a

theoretical point of view, including a suitable environment.

With this information, we will simulate the electronic

absorption spectrum for LSSmKate2, and we will analyze

along the molecular dynamics the thermal fluctuations of

the three residues directly involved in the two proton

transfers responsible for the fluorescence.

2 Methods

2.1 Parameterization and classical dynamics simulation

A 40-ns molecular (classical) dynamics (MD) simulation

has been run with a dual aim: on the one hand, to check the

dynamical stability of the crystallographic structure [24]

supplied at the Protein Data Bank, and on the other hand, to

furnish an ensemble of structures from which further

excited state electronic calculations have been done, thus

providing a tool to introduce thermal effects in the spec-

trum, as explained in the following subsection.

To properly run the MD simulation, the crystallographic

structure has had to undergo some refinements. First of all,

as hydrogen atoms are not detected in the X-ray structure,

they have been included by using the PDB2PQR [26, 27]

server at a neutral pH. As for the chromophore, which is

not a standard amino acid, it has been protonated as Piat-

kevich et al. [24] suggest. Secondly, crystallographic

structures are obtained at very low temperatures and do not

contain bulk solvent molecules. Physiological conditions

imply the inclusion of the solvent effects and require

heating and equilibrating the system to physiological

temperatures before running the MD simulation. All these

processes (including the MD simulation) have been per-

formed using the CHARMM22 [28–30] force field by

means of the CHARMM-35b1 [31, 32] software. In all,

34952 atoms have been included in the molecular

dynamics simulation.

Nevertheless, before tackling these very steps, another

delicate issue has had to be dealt with, namely, the fact that

the chromophore is not a standard residue, new parameters

are therefore needed. Since the LSSmKate2 chromophore

is similar to the GFP one, [33] most of the necessary

parameters have been taken from the parameterization

done for GFP’s by Thiel and co-workers, [34] consistent

Fig. 1 Representation of the chromophore and the acceptor amino

acids involved in the ESPT in LSSmKate2, Ser158 and Asp160. The

C and N atoms, highlighted in green, have had to be reparametrized,

as their likes are not present in the standard CHARMM force field.

Color code: dark gray, carbon; white, hydrogen; red, oxygen; blue,

nitrogen; yellow, sulfur
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with the CHARMM22 force field. Compared to GFP’s, the

LSSmKate2 chromophore has a methionine instead of a

serine, so for these very atoms, the CHARMM22 force

field parameters have been taken. However, there are two

atoms that differ from any other amino acid: the nitrogen

and carbon atoms that form a double bond (Fig. 1, high-

lighted in green). Parameters for all stretchings, bendings,

torsions and improper torsions, partial charges and Van Der

Waals interactions involving these two atoms have had to

be found. For the sake of consistency, we have tried to

follow Thiel’s method [34] as thoroughly as possible,

although we have calculated each parameter separately

from the rest (except for the nonbonding and partial

charge), as explained elsewhere [35].

The system has been solvated with a cubic box of water

molecules of 69 Å edge, and periodic boundary conditions

have been set to account for the long-range electrostatic

interactions of the protein. Two rough energy minimiza-

tions (each one with 200 steps of Adopted Basis Newton–

Raphson method) have been performed to avoid bad

contacts, firstly involving just the water molecules, and

then the whole system. Next, the system must be heated

and equilibrated. The heating and equilibration have been

carried out using the CHARMM-implemented Verlet

integrator algorithm with steps of 1 fs. The temperature has

been increased 25 K every 5 ps. This way the system is

softly heated from 0 to 300 K. The periodic boundary

conditions imply the construction of a cubic lattice, in

which the protein moves freely and the potential energy is

calculated with a 20 Å cutoff. The motion of the backbone

is constrained by harmonic forces. When the system has

reached 300 K, the constrained dynamics simulation is

restarted with the same integration step for 160 ps, without

further increase of temperature and gradually releasing all

the harmonic constraints applied on the system. Afterward,

360 ps more has been run without any harmonic con-

straints. Once the system is fully equilibrated, the MD

simulation is run for 40 ns production time.

2.2 Theoretical simulation of the electronic absorption

spectrum

Excited state electronic structure calculations have been

performed on 160 snapshots from the ensemble of struc-

tures obtained from the molecular dynamics simulation

(one every 0.25 ns). The calculated absorption wavelengths

constitute a fairly good approximation to the experimental

absorption spectrum as it takes into account the thermal

effects.

The electronic calculations have been done as follows:

each structure resulting from the MD simulation has been

divided in two regions, namely, a quantum mechanics

(QM) region and a molecular mechanics (MM) region.

The QM region includes the chromophore in its entirety

with the carbonyl group of the previous amino acid (Phe60)

and the amino group of the next amino acid (Ser66). The

side chain of Ser158 and a deprotonated Glu160, the two

responsible amino acids participating in the ESPT, are also

included (in total, 53 QM atoms ? 4 link atoms). All the

QM atoms of the model are represented as spheres in

Fig. 1. The rest of the protein has been treated as MM

region to introduce polarization effects on the QM part.

The polarization of the protein due to the chromophore is

not taken into account, but we think that this effect will not

be very significant in the spectrum, see for instance the

work by Murugan et al. [36] The QM region has been

calculated quantum-mechanically using the Gaussian 09

[37] software, and the MM atoms have been treated as

point charges according to the CHARMM-22 force field.

We have used the Chemshell [38] package to prepare the

inputs. Link atoms have been used to treat the QM/MM

boundary.

The quantum mechanical calculations have been done

with the density functional theory (DFT) for the ground

state, and the time-dependent density functional theory

(TDDFT) for the excited states, all of them with the CAM-

B3LYP [39] functional and the 6–31 ? G(d,p) basis set.

TDDFT is considered a proper method to tackle the analysis

of an ESPT, as it has been stated in published works about

other chromophores [40, 41]. The alleged involvement of

charge-transfer excited states in LSSmKate2 [42, 43] fully

justifies the election of the hybrid Coulomb-attenuated

CAM-B3LYP, specifically designed to avoid the spurious

effects resulting from the inability of pure DFT methods to

properly describe long-range exchange effects [39, 44]. As

a matter of fact, we have recently shown that CAM-B3LYP

provides good results for LSSmKate2, specially compared

with conventional hybrid functional such as B3LYP [43].

15 excited states have been calculated for each of the

160 frames. Then, all the different excited states with

oscillator strength (f) greater than 0.1 have been sorted by

their frequencies, and a wavelength relative histogram has

been done with a bin size of 10 nm. This histogram rep-

resents an average oscillator strength for each 10 nm

wavelength window, weighted by the number of snapshots

which have an excited state accessible (f C 0.1) through

excitation at the wavelength range from the ground state.

The sum of the counted oscillator strengths around a given

wavelength value gives an approximate idea of how likely

it is to detect absorption around it regardless of the nature

of the excited state involved. It is not a thorough repro-

duction of the spectrum, but it is a feasible and plausible

way to simulate it. A similar procedure has already been

used by Thiel and co-workers [19] and other groups

[20, 45] to characterize the absorption spectrum of different

fluorescent proteins. Other approaches have also been

Theor Chem Acc (2013) 132:1327
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applied to obtain the optical properties of varied chemical

systems [36, 46–49].

3 Results

3.1 Classical dynamics simulation

The 40-ns MD simulation has yielded interesting results to

figure out possible paths available for the excited state

proton transfer. To begin with, it is seen that the protein is

stable along the dynamics simulation, that is to say, there

are no relevant conformational changes. As for the chro-

mophore and the residues that are proposed to host the

proton transfer, namely, Ser158 and Asp160, several

hydrogen bonds are observed. By analyzing the distances

between the oxygen atoms of Ser158 and Asp160 (Fig. 2a)

and the distances between the hydrogen atom of Ser158

and the oxygen atom of Asp160 (Fig. 2a), several features

can be noticed.

First of all, leaving apart some pronounced and random

fluctuations that appear occasionally, the range of the

oscillations is small (about 0.5 Å, slightly more for the

hydrogen–oxygen distance). Besides, the distance between

the oxygen atoms oscillates between 2.5 and 3 Å, and the

distance between the oxygen and the hydrogen atoms

oscillates between 1.5 and 2 Å. This constant difference of

1 Å coincides with the average hydrogen chemical bond

distance, which implies that the three atoms are almost

collinear and the hydrogen bond is well formed and is

maintained along the MD simulation. Following the same

criteria, we can also indentify in Fig. 2b, c when the chro-

mophore is hydrogen bonded either to Ser158 or Asp160.

On the contrary, the corresponding hydrogen bond does not

exist when the range of oscillation of the oxygen–oxygen

distance is about 1 Å, while the oxygen–oxygen distance is

(a)

(b)

(c)

Fig. 2 Distances between the

residues involving the hydrogen

bonds in the putative proton-

wire along the MD simulation,

taking into account the oxygen–

oxygen distances (left) or the

oxygen-hydrogen distances

(right) for Ser158-Asp160 a,

Cro-Ser158 b and Cro-Asp160

c hydrogen bonds
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beyond 3 Å (Ser158) or 4 Å (Asp160). Then, except for

short temporary hydrogen bond disruptions, the chromo-

phore is always hydrogen bonded to either to Ser158 or

Asp160, but never to both simultaneously.

Considering all that, we can identify two kinds of

hydrogen bond networks between the other residues that

constitute two qualitatively different situations. Firstly, one

in which, as it appears in the crystallographic structure, the

chromophore is hydrogen bonded to Ser158 and Ser158 is

hydrogen bonded to Asp160, thus enabling a putative two-

link proton relay. This situation, as can be observed in

Fig. 2a, b, is not the most probable in terms of residence

time as it only occurs between 0 and 1.5 ns, and between

9.5 and 11.5 ns approximately. Secondly, another situation

can be observed, in which the chromophore is hydrogen

bonded to Asp160, which is also hydrogen bonded to

Ser158 (Fig. 2a, c). This is the most likely situation in

terms of residence time, as it happens between 1.5 and

9.5 ns, and from 11.5 ns to the end of the simulation.

Nonetheless, from about 14–17 ns, about 22–23 ns and

about 31–32 ns, all the distances shown in Fig. 2 increase.

This corresponds to temporary disruptions of the hydrogen

bonds, and in these periods, the above-mentioned residues

are hydrogen bonded to other residues (mainly water

molecules), but they always return to the latter situation, in

which the chromophore is hydrogen bonded to Asp160

despite some spurious peaks. This latter configuration

would enable a single link proton relay, in which the proton

could be transferred directly from the chromophore to

Asp160, analogously to what is suggested to occur for

LSSmKate1, [24] where the phenoxy moiety proton in the

chromophore is thought to be directly transferred to

Glu160 (already in the X-ray structure).

As it has been checked by the analyses of the excited

state electronic structure calculations presented in the fol-

lowing subsection, there are no appreciable differences

between those two different configurations in terms of the

nature of excited states found for each of them. Further-

more, both configurations would eventually lead to the

same chemical species: an anionic chromophore and an

aspartic residue.

3.2 Simulated electronic absorption spectrum

The simulated electronic absorption spectrum of LSSmK-

ate2 (Fig. 3) built as we have explained in the methods

section takes into account several configurations of the

protein. Among them, both proton-relay configurations

(that is to say, the Cro-Ser158-Asp160 and Cro-Asp160

ones, described in the former subsections) have been con-

sidered for the simulated absorption spectrum. To figure out

whether both proton-relay configurations present different

absorption frequencies or not, the absorption frequencies

corresponding to the 15 excited states calculated for each of

the 160 snapshots (including only those transitions with

oscillator strength equal to or greater than 0.1) have been

represented versus dCro-Ser–dCro-Asp, where dCro-Ser is the

oxygen–oxygen distance between the chromophore and

Ser158 and dCro-Asp is the oxygen–oxygen distance

between the chromophore and Asp160. When dCro-Ser–

dCro-Asp is positive, the chromophore is closer to Asp160

than to Ser158 (typical of the Cro-Asp160 proton-relay

configuration). Conversely, when the value is negative, the

chromophore is closer to Ser158 than to Asp160 (which

would be typical of the Cro-Ser-Asp proton relay). The

results are shown in Fig. 4. Most points are concentrated on

the positive abscissa axis, this being a consequence of the

predominance of the Cro-Asp proton-relay configuration

along the whole dynamics. Notwithstanding this, no obvi-

ous correlation can be observed between the abscissa value
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and the absorption wavelength, so both configurations

appear equally spread along the spectrum.

The simulated absorption spectrum of LSSmKate2

(shown in Fig. 3) clearly presents two main bands in

agreement with the available experimental data. The more

energetic band has a maximum at about 345 nm and the

second one shows two peaks at 415 and 445 nm. The latter

absorption band, the one experimentally analyzed and

known to produce red fluorescence at 605 nm, is well

reproduced when compared with the experimental

absorption maximum (460 nm). Nevertheless, the higher

energy band between 300 and 375 nm is red-shifted by

about 65 nm with respect to its corresponding experimental

absorption band (graphically estimated at 280 nm [24]).

Shifts of similar magnitude have been found in related

studies [36]. Both bands present narrower bandwidths than

the corresponding experimental values.

The spectrum depicted in Fig. 3 has been obtained from

data consisting of 160 snapshots each of them contributing

up to 15 excited states. From a statistical point of view, a

possible concern could be the degree of convergence of this

spectrum. To assess this point, we have proceeded as fol-

lows: we have computed different spectra based on data

with increasingly large length of the simulation in steps of

10 ns and computed the spectra using exactly the same

procedure and convoluted with a Gaussian function of

r = 10 nm to attenuate statistical noise. The results are

shown in Fig. 5, and it can be seen that the overall shape of

the spectra (number, intensity, width and position of the

bands) is already stable from the beginning. As for the

precise positions of the peaks, they undergo some small

shifts and could change slightly if more samples were

included.

The use of molecular dynamics simulations has allowed

us to obtain complete absorption bands that are attributable

to thermal fluctuations (configurational changes) on the

chromophore and its environment, adding contributions

from different excited states reproducing the whole

spectrum.

Analyzing the description of the electronic states accessed

upon photoexcitation in terms of the orbital description, we

can observe three p molecular orbitals that participate in the

pp* excitations leading to the UV–vis spectrum shown in

Fig. 3: HOMO, LUMO and LUMO ? 1. All of them are

located over the chromophore, preserving the approximate

molecular plane as a node. In Fig. 6, we have depicted these

three molecular orbitals for Cro-Asp160 (taken at 4 ns of the

MD simulation) and Cro-Ser158-Asp160 (taken at 10.5 ns of

the MD simulation) hydrogen-bonded structures. It is clear

that these molecular orbitals are identical for the two struc-

tures, so justifying that both are compatible with the exper-

imental electronic absorption spectrum.

The right band (low energy) of the spectrum could be

assigned to a HOMO ? LUMO transition. As can be seen in

Fig. 6, the HOMO ? LUMO excitation represents an

electron shift from the phenoxy moiety to the pyrimidine

moiety of the chromophore. This represents effectively a

‘‘charge transfer’’ of intramolecular type and justifies the

methodological choice made. Based on the nature of the

molecular orbitals involved in this excited state, the excita-

tion results in a depletion of charge of the phenoxy moiety
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Fig. 5 Convergence of spectrum along the simulation. Each of the

spectra has been computed on an increasingly longer part of the

simulation. A convoluting Gaussian function of r = 10 nm has been

used to smooth the statistical noise

4 ns 10.5 ns 

(a)

(b)

(c)

Fig. 6 Orbital representations of two selected frames at 4 and 10.5 ns

of the MD simulation. The HOMO (a), LUMO (b) and LUMO ? 1

(c) involved in the pp* transitions are shown
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which likely results in an increase of the acidity of the

chromophore. Thus, this charge shift provides support for the

ESPT hypothesis as a basis of the mechanism of generation

of the fluorescent species. On the other hand, the higher

energy band corresponds mostly to a HOMO ?LUMO ? 1

excitation. In this case, LUMO ? 1 is a orbital evenly spread

over the full chromophore, and the main difference with

HOMO lies in the increased number of nodal planes per-

pendicular to molecular plane on the phenoxy moiety of the

chromophore (from HOMO with 2 to LUMO ? 1 with 3).

4 Conclusions

In the present work, we have run a MD simulation of the

LSSmKate2 protein. From this simulation, we have been

able to analyze the evolution of the plausible structures

prone to host the proton transfer reaction that accounts for

the fluorescence. Besides, from a series of snapshots, the

electronic excited states have been calculated, furnishing a

reasonable simulation of the experimental electronic

absorption spectrum and allowing the analysis of the

molecular orbitals involved in the absorption bands.

As for the molecular dynamics, the 40-ns simulation has

proved the general structure of the protein to be dynami-

cally stable, as already stated. However, apart from cor-

roborating the availability of the two-link proton-wire

configuration reported in the crystallographic structure,

[24] a new single link proton-wire involving the chromo-

phore and Asp160 has emerged as an even more likely

configuration at least in terms of residence time. This new

scenario would imply an analogy with the LSSmKate1, in

which a one-link proton relay is suggested [24] to allow for

the formation of the anionic chromophore, the species that

would be responsible for the fluorescence. This series of

different paths can provide interesting insights about the

actual mechanism of proton transfer.

Focusing now on the methodology, the use of molecular

dynamics simulations together with the calculation of

excited states via TDDFT and the functional CAM-B3LYP

has allowed us to simulate a full absorption spectrum that

reasonably reproduces the available experimental data.

Regardless of the fact that two different configurations

allow the formation of the anionic chromophore along,

respectively a one-link or two-link proton transfer, the p
molecular orbitals involved in the electronic excitation are

not appreciably modified, which justifies that both config-

urations are compatible with the experimental electronic

absorption spectrum. The two bands present a pp* orbital

transition. A transition between the HOMO to the LUMO

accounts for the absorption band responsible for the red

fluorescence. The migration of the electronic density

toward the pyrimidine ring facilitates the shift of the proton

of the chromophore in the excited state, making a more

favorable reaction. Conversely, the UV-band can be

assigned to the HOMO ? LUMO ? 1 transition, imply-

ing a very minor displacement of the electronic density

over the chromophore.
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Abstract The present study pretends to assign the correct

multiplicity state to dinuclear copper complexes when

interacting with free molecular oxygen. Recently, the for-

mation of a bridge butterfly l–g2:g2-peroxo dicopper core

structure stabilized by the direct interaction of the coun-

terion, a carboxylate group that allows the double bridge

linking both metal-centre atoms, was characterized by

crystallography. This system was assigned as a diradical

singlet with Ms = 0. However, after new calculations it

has turned out to be triplet (Ms = 1) despite the stabil-

ization for this latter multiplicity state is not high. Here, the

factors that contribute to make this structure display a

multiplicity different with respect to the previously

expected diradical singlet are described. In the present

theoretical study, the roles of the aSp ligand constraints

and the counterion are unravelled. On the other hand, the

relative stability between the butterfly l–g2:g2-peroxo

structure and the isomeric bis(l-oxo) species is also on

discussion. Despite the relative stabilities of all these either

structural or electronic isomeric species are supposed to

depend on the computational method, which is a difficulty

to reach a definite conclusion about the nature of the active

species, all DFT methods using either pure or not pure DFT

functionals here reach the same conclusion, favoring the

triplet as the ground state for the butterfly l–g2:g2-peroxo

dicopper core structure, and the bis(l-oxo) species when

removing the benzoate counterion.

Keywords DFT calculations � Multiplicity � Dicopper �
Benzoate counteranion � l–g2:g2–peroxo � Bis(l-oxo)

1 Introduction

The binding and activation of O2 through multiple metal

centres play an important role in the catalytic cycle of

many metalloenzymes [1–7]. This explains recent efforts to

characterize the interaction of O2 with monocopper [8–10]

and dicopper complexes [11–19], the latter of particular

interest for being type III copper proteins, with tyrosinase,

haemocyanin, and catechol oxidases [20–28] as the pro-

totypical cases of proteins containing dinuclear copper-

active sites capable of activating O2. They often display the

l–g2:g2-peroxodicopper(II) (l–g2:g2-peroxo-Cu(II)2) and

bis(l-oxo)dicopper(III) ((l-O)2–Cu(III)2) species, dis-

played in Scheme 1. The first crystal structure of a l–g2:g2-

peroxo-Cu(II)2 species was first described by Kitajima

et al. [29, 30] in 1989, while the bis(l-oxo)-Cu(III)2 isomer

was described by Tolman et al. [31] in 1995.

Recently, a crystallographic study on tyrosinase has

revealed significant changes of the Cu…Cu distance along

the catalytic cycle for accommodating the entering O2

molecule [32]. This reinforces the idea that more insight is

still required to understand the interaction of O2 with
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dinuclear CuI complexes [28], and indeed a variety of

structural motifs for the binding of O2 has been reported

[33–39], although the side-on l–g2:g2-peroxo and bis(l-

oxo) isomeric [Cu2O2]2? cores are the most characterized

ones experimentally. The transformation between both

isomers is facile and their relative stability can be tuned by

the electronic and steric behaviour of the ligands, and even

by using different organic solvents or counteranions [40–

47], low molecular weight biomimetic models have been of

great help for understanding the spectroscopic and struc-

tural properties of the active site of these proteins. They

also show how subtle variations in ligand design strongly

affect their reactivity towards O2, and that of the corre-

sponding oxygenate complex towards its intramolecular

oxidation or towards the oxidation of an external substrate

[5, 44, 48–55].

Theoretical methods have contributed remarkably to

understand these systems. For example, for monooxygenase

systems [56–60], it has been possible to describe fully the

reactivity in aliphatic hydroxylations, as well as for biomi-

metic models of the tyrosinase [61–70]. However, the debate

on the exact role of both geometries for the [Cu2O2]2? cores,

that is, the l–g2:g2-peroxo and bis(l-oxo) isomers, is still

open. It is thought that the reactivity probably starts from this

point, however, even carefully designed experiments are

often unable to clearly characterize all the intermediates

involved in this reaction. Therefore, the nature of the active

species in this reaction is still a matter of discussion [71, 72].

Furthermore, these isomeric species represent a complicated

case for computational studies trying to define the right

ground state, due to the small energy difference between the

closed-shell and open-shell singlets, and also the triplet states

[34, 35, 73–76].

Masuda et al. [47] very recently reported a detailed

characterization of the complex [Cu(II)2(aSp)2(l–g2:g2-
O2)(Bz-)]?, and the X-ray structure reported in this study

has given insight about the important role first of the

a-isosparteine (aSp) and second of the counterion, benzo-

ate (Bz-). These two particular factors prevent this struc-

ture to adopt a bis(l-oxo) core. Computations suggested

this structure to assume an open-shell singlet multiplicity

as the ground state, in agreement with a previous recent

study in which Stack et al. [46] described in detail that the

axial binding of an anion induces an electronic and not a

steric preference for the butterfly l–g2:g2-O2 dicopper core

structure species. However, due to its butterfly shape, this

structure displays the triplet multiplicity state close in

energy [22]. To verify which is the right multiplicity for the

ground state of the structure reported by Masuda et al.,

some calculations were envisaged, describing the factors

that contribute to make this structure display a different

multiplicity with respect to the previously expected

diradical singlet. Either removing the benzoate or simpli-

fying the structure of the ligand, the role of the counterion

explicitly of the ligand has been unravelled. Furthermore,

the transformation between the l–g2:g2-peroxo and bis(l-

oxo) isomeric [Cu2O2]2? cores has been analysed by means

of density functional theory (DFT) calculations. Although

the singlet ground state for bis(l-oxo) species is clear, a

discussion for the l–g2:g2-peroxo core is still open.

2 Theoretical methods

All geometry optimizations, with no symmetry constraints,

have been performed with the Gaussian09 package [77],

using the B3LYP functional [78–80] and the standard

6-31G(d) basis set [81, 82]. The geometries obtained at the

B3LYP/6-31G(d) level were used to perform single-point

energy calculations with a larger basis set, the 6-311G(d,p)

basis set, and the same functional (B3LYP/6-311G(d,p)//

B3LYP/6-31G(d)). For Cu, this basis corresponds to the

(14s9p5d)/[9s5p3d] Wachter’s basis set [83], with the

contraction scheme 611111111/51111/311 supplemented

with one f polarization function. In the Gaussian 09

implementation of the Cu basis set, the s and p functions

come from Wachter’s optimization for the Cu atom in its
2S state, while the d functions come from Wachter’s opti-

mization for the Cu atom in its 2D state. Solà et al. [84]

reported in 2008 that the Gaussian internal basis set pro-

vides more reasonable results for the relative energies

among the different analysed states than the basis set with

the d functions coming from Wachter’s optimization for

the Cu atom in its 2D state.

Intrinsic reaction pathways were calculated to confirm

that the transition states located connect the expected

minima. Analytical Hessians were computed to determine

the nature of all the located stationary points and to cal-

culate zero-point energies (ZPEs) and thermodynamic

properties at 298 K.

For open-shell states, the geometry optimizations were

performed within the broken-symmetry unrestricted meth-

odology, while for the closed-shell singlet states, the

restricted formalism was used. Theoretical treatment of

diradical singlet species requires multiconfigurational or

multireference methods due to strong static electron cor-

relation. Unfortunately, these methods can only be applied

to relatively small systems because computationally they

Scheme 1 Schematic representation of peroxo and bis(l-oxo) dicop-

per cores
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are extremely demanding. As an alternative, the unre-

stricted UB3LYP method in broken symmetry (BS, using

GUESS = MIX) has been used [85]. This method

improves the modelling of diradical singlet states at the

expense of introducing some spin contamination from

higher spin states [86–93]. Although this is not the most

appropriate method to treat diradical singlet species, it has

been shown that it can be used provided that the overlap

between the open-shell orbitals is small (i.e. the unpaired

electrons are located in separated atomic centres), which is

the case of the systems that show predominant diradical

character in this work [92]. In a previous paper, for

p-benzyne, the application of the sum rule [91] to the

energy of the diradical singlet state to remove the spin

contamination error does not improve the calculated sin-

glet–triplet energy gap but rather leads to larger errors

when compared to the experimental value [85]. For this

reason, open-shell singlet energies reported in this work

does not contain spin contamination corrections, except for

one example computed to corroborate that they are not key

here. Anyway, the corresponding singlet energies from

unrestricted calculations eliminating spin contamination

from the triplet state in the SCF solution are calculated

through the sum method [94]. In this approach, the singlet

energy is computed as [95–97]

Esinglet ¼
2E S2

zh i¼0 � S2
� 


E S2
zh i¼1

2 � S2h i ð1Þ

where the triplet energy is computed for the single-deter-

minantal high-spin configuration Sz = 1 and \S2[ is the

expectation value of the total-spin operator applied to the

Kohn–Sham (KS) determinant for the unrestricted Sz = 0

calculation.

Solvent effects including contributions of non-electro-

static terms have been estimated in single-point calculations

on the gas phase optimized structures, based on the polar-

izable continuous solvation model (PCM) using CH2Cl2 as

a solvent, the same solvent used experimentally [98, 99].

The relative free energies reported in this work include

energies computed using the B3LYP/6-311G(d,p)//B3LYP/

6-31G(d) method together with solvent effects obtained at

the B3LYP/6-31G(d) level and zero-point energies, ther-

mal corrections, and entropy effects evaluated at 298 K

with the B3LYP/6-31G(d) method in gas phase.

To analyse the electrophilicity of the optimized com-

plexes, we have calculated the electrophilicity index

defined by Parr et al. [100] as:

x ¼ l2

2g
; ð2Þ

where l and g are the chemical potential and the molecular

hardness, respectively. In the framework of the conceptual

density functional theory (DFT) [101], the chemical

potential and molecular hardness for an N-electron

system with total electronic energy E and external

potential are defined as the first and second derivatives of

the energy with respect to N at a fixed external potential

[102–104]. In numerical applications, l and g are

calculated through the following approximate versions

based upon the finite difference approximation and the

Koopmans’ theorem [105],

l ffi 1

2
ðeL þ eHÞ ð3Þ

g ffi 1

2
ðeL þ eHÞ; ð4Þ

where eH and eL are the energies of the highest occupied

molecular orbital (HOMO) and the lowest unoccupied

molecular orbital (LUMO), respectively.

3 Results and discussion

It is worth noting that for all the species, the closed-shell

singlet, the diradical singlet, the triplet, and even the

quintuplet electronic states have been computed. First, test

calculations on quintuplet multiplicity states were always

found to be much higher in energy than the other states,

and thus they are not included in the discussion. On the

other hand, the energy difference between the diradical

singlet and the triplet states is lower than 5 kcal mol-1 in

all cases, thus both multiplicities must be taken into

account for all structures except for the bis(l-oxo) species,

which differently favours the closed-shell singlet state. For

all the other minima, the diradical singlet is favored and the

closed-shell singlet is much higher in energy.

The starting point of this study was the optimization in

the triplet state of complex [Cu(II)2(aSp)2(l–g2:g2-
O2)(Bz-)]? (1-a) from the crystallographic data, resulting

in a perfect agreement between the DFT structure and the

X-ray structure (rmsd = 0.046 Å for distances and 1.38 for

angles)1 [106–112], validating the computational method

[62]. For an easy comparison with the paper of Masuda

et al. [47], the atom labelling for all species is denoted with

the same description they used. This species displays a

triplet multiplicity state, being 0.2 kcal mol-1 lower in

energy with respect to the diradical singlet (1-b). This is in

opposition to the experimental results of Masuda et al. [47].

Anyway, the preference for the triplet as the most stable

1 Standard deviations for the distances and for the angles,

Sn�1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN

i¼1
ðCV�EVÞ2

N�1

r
, where CV means calculated value, EV

experimental value (X-ray data), and N is the number of distances

or angles taken into account (See supporting information for details).
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multiplicity state is corroborated by the fact that removing

the possible overstabilization due to spin contamination

with Eq. (1), this energetic difference increases slightly to

0.5 kcal mol-1. This also reinforces the hypothesis vide

supra that the effect of the spin contamination is negligible

[95–97]. Then, in gas phase the difference is 0.3 kcal mol-1.

We also tested the stability of this conclusion from the

specific correlation–exchange functional used [113–118].

Both GGA and HGGA functionals, with BLYP and

BHLYP calculations [119], validate the B3LYP results. For

BLYP, the difference is 1.2 kcal mol-1. However, it is

necessary to point out that the triplet BLYP structure is

quite distorted with respect to the B3LYP one, weakening

slightly one Cu–O bond for each copper atom, reaching a

pseudo-trans l–g1:g1-peroxo-Cu(II)2 species. Furthermore

with the BLYP functional all attempts performed for spin-

unrestricted broken-symmetry calculations for the singlet

diradical state, starting from unsymmetrical wavefunctions,

have reconverged to the restricted solution. This means

that, at least at the BLYP level of theory, the singlet is

closed-shell. Indeed delocalized states are overstabilized

with pure density functionals as a result of a bad cancel-

lation of the self-interaction included in the Coulomb

energy by the exchange–correlation functional [120–124].

This overstabilization of delocalized states is partially

corrected when hybrid functionals are used, in particular

those that incorporate a large percentage of exact Hartree–

Fock exchange [125]. However, even with an exchange of

50 %, that is, with BHLYP functional, the diradical singlet

does not turn out to be more stable than the triplet species,

being just only isoenergetic, thus being less stable than the

diradical singlet when removing the possible overstabili-

zation due to spin contamination [95–97]. Furthermore,

this BHLYP functional does not reproduce the geometry as

well as the B3LYP does, due to an exaggeration of the

Hartree–Fock exchange contribution [113–118], whereas

B3LYP displays a much lower exchange [126, 127]. To

verify the B3LYP results, other DFT functionals as

B3LYP*, PBE, OPBE, BP86, BPW91, B3PW91, and M05

were tested. Although in several papers, it is defended that

pure DFT functionals describe better the interaction of O2

with dicopper molecules [62, 73–76], neither better insight

nor significant qualitative changes were found. Thus, the

discussion is basically based on the B3LYP because apart

from previous experience, its results here are in better

agreement in geometrical terms with respect to the exper-

imental X-ray data (Fig. 1).

The closed-shell singlet species for the l–g2:g2-O2 iso-

mer (1-c) is 16.1 kcal mol-1 higher in energy with respect

to 1-a. The singlet–triplet crossing is out of scope of this

paper and should require high-level computational tools

which are not available yet for relatively large inorganic

systems. On the other hand, the closed-shell singlet

bis(l-oxo) isomer (1-e) is less stable by 19.0 kcal mol-1,

which is not reached anyway due to the fact that requires to

overcome a barrier of 25.1 kcal mol-1. This high insta-

bility of the bis(l-oxo) core is in agreement with previous

studies, and somewhat a bit exaggerated with B3LYP [37,

62]. The cores of bis(l-oxo) (1-e) and the transition state

(1-d), as well as the closed-shell, the open-shell singlet, and

triplet for the l–g2:g2-O2 species are shown in Fig. 2. The

structural similarity between species 1-a and 1-b seems

obvious according to the negligible energetic difference

between them. However, the DFT optimized species

1-a has a Cu���Cu distance of 3.256 Å, in perfect agreement

with the experimental value (3.265 Å) [47], and 1-a also

displays a higher butterfly character with a O2–Cu1–O1–

Cu2 dihedral angle of 61.68 for the Cu2O2 moiety, versus a

value of 46.38 in 1-c [128, 129]. On the other hand, despite

Cu(III) being more stable in a perfect plane [5, 21, 130,

131], this butterfly-shaped core is not completely lost in

species 1-e, displaying a dihedral angle of 23.78. Although

higher, this strong bending of the Cu2O2 core in species

1-a is in agreement with respect to other previous studies

for similar l–g2:g2-O2 dicopper systems [6, 16, 44, 47,

125, 132, 133]. This increased effect of the bending is due

to either the nature of the diaza ligand (aSp), which brings

a structural constraint that enforces tetrahedral distortion

around the transition metal(II) ions [134–138], or because

of the axial coordination of the bridging carboxylate group

of benzoate [47]. To discard any effect of the anionic part

of the core in complex 1-a reoptimization of species 1-a

was done with inclusion of diffuse base functions but no

significant differences were found.

At this point, a digression on the relative stability of the

l–g2:g2-peroxo and of the bis(l-oxo) is needed. As

Fig. 1 Computed structure for the [CuII
2 (aSp)2(l–g2:g2–O2)(Bz-)]?

complex, 1-a (distances in Å). For the sake of clarity all H atoms have

been omitted
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reported by Cramer [33–35], the equilibrium between the

two isomers is artificially displaced towards the peroxo

species by HGGA functionals such as the B3LYP func-

tional, due to unbalanced correlation corrections, while

GGA functionals like the BLYP functional provide better

relative energies [33–35]. Indeed, as stated vide supra, test

calculations with the BLYP functional show that the

preference for the l–g2:g2-peroxo species is reduced from

19.0 to 1.2 kcal mol-1 when switching from the B3LYP

functional to the BLYP functional.

The bis(l-oxo) structure 1-e displays longer Cu–O bond

distances with the carboxylate of the benzoate than 1-b by

about 0.2 Å, however, the carboxylate counterion forces to

lose planarity despite the Jahn–Teller effect. Complex

l–g2:g2-peroxo 1-a evolves to the bis(l-oxo) isomer 1-

e with an energetic destabilization of 19.0 kcal mol-1 and

the barrier for this conversion requires 25.1 kcal mol-1.

The path from both isomers means the cleavage and,

consequently, elongation of the O–O bond distance, and

electronically the degree of O2 reduction changes [46].

This transformation is accompanied by a change in the

multiplicity from triplet to singlet. The large spatial sepa-

ration between the two unpaired electrons located one on

each copper atom first favours the triplet multiplicity, but

the shortening of this distance in the bis(l-oxo) isomer

favours the cleavage of the O2 moiety and thus, the closed-

shell singlet [73–76].

To separate the effect of the benzoate, the structure

1-a was optimized without the benzoate anion (1’-a).

Figure 3 displays the relative stability of the species with

the benzoate (1-a–1-e) and without the benzoate (1’-a–1’-

e) with respect to 1-a. The main difference when extracting

the benzoate moiety is that the bis(l-oxo) becomes the

most stable isomeric species by 2.3 kcal mol-1 [134] and

obviously, with a lower barrier, 9.0 kcal mol-1, for

reaching this isomer from the l–g2:g2-O2 species, in this

case diradical singlet as ground state. It is obvious that the

barrier 1’-a’?1’-e is lower than in 1-a?1-e because there

are no geometrical constraints introduced by the benzoate

and, furthermore, the bidentate copper stabilizes more the

bis(l-oxo) species. Only the open-shell singlet structure,

1’-b, maintains the butterfly-shaped core (see Table 1).

Obviously the species that is stabilized most by a bonded

benzoate is 1-a with respect to 1’-a, by 45.0 kcal mol-1, in

comparison with the process 1’-e?1-e that releases only

19.7 kcal mol-1. However, when bonding the entering

benzoate moiety to species 1’-e, the real transition is

1’-e?1-a, releasing 38.7 kcal mol-1 [134]. Overall, the

formation of a bridged butterfly [Cu2O2]2? core in species

1-a is feasible thanks to the carboxylate group that binds

Fig. 2 Computed cores for 1-a–1-e species with and without the benzoate anion (energies in kcal mol-1 relative to species 1-a, distances in Å

and angles in degrees; and all C and H atoms have been omitted)
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through its oxygen atoms axially with respect to each

copper atom. This interaction removes the planarity of the

[Cu2O2]2? core regardless of the Jahn–Teller effect [139],

suggesting a geometrical character for the interaction of the

benzoate [46].

On the other hand, it is necessary to point out that the

barrier from the peroxo to the bis(l-oxo) species evolves

from 24.9 to 9.0 kcal/mol when removing the benzoate

counterion.

At the BLYP level, the difference between the l–g2:

g2-peroxo and the bis(l-oxo) isomers increases to

22.2 kcal mol-1, taking into account that for BLYP the

diradical singlet for the first isomer is not stable. Furthermore,

it is important to point out here that the calculated energy

difference between both species depends on several effects

such as the percentage of Hartree–Fock exchange in HGGA

functionals, inclusion of solvent effects and the use of dif-

ferent basis sets [116]. For instance, test calculations with the

BLYP functional, without including zero-point energies,

thermal corrections, and entropy effects, indicate that the

bis(l-oxo) form 1’-e is favored by 32.9 kcal mol-1 when the

smaller 6-31G(d) basis set is used in gas phase, which value

must be compared to 22.0 kcal mol-1 for B3LYP/6-

311G(d,p)//B3LYP/6-31G(d) method with solvent effects.

Highly correlated methods should be used to solve this issue,

but the size of the systems precludes this possibility. Never-

theless, the reliability of B3LYP relative energies has been

substantiated by previous studies [61–70, 113–118].

To better describe the importance of the aSp, a complete

theoretical characterization of four systems 2–5 in Fig. 1

and Scheme 2 is proposed; studying either the sterical

constraints according to the substituents on the N atoms or

the rigidity due to the alkyl linker between the N atoms.

System 2 removes part of the steric encumbrance on the N

atom. System 3 removes the chelation effect. System 4

maintains the chelation effect but reduces deeply the steric

encumbrance on the N atoms. Finally, system 5 removes

both effects together. For each system, the l–g2:g2-peroxo

and the isomeric bis(l-oxo) species are on discussion,

playing with all possible multiplicity states, closed-shell

and open-shell singlet or triplet as done for system 1.

Furthermore, for the l–g2:g2-peroxo?bis(l-oxo) isomeri-

zation processes, the barriers have also been studied.

Tables 1 and 2 collect information about the most relevant

geometrical parameters and the relative energetics,

respectively. Again the diradical singlet l–g2:g2-peroxo

species is never more stable than the homologous triplet

species. In gas phase, the energy difference is 0.3, 0.6, 0.4,

0.7, 0.6 kcal mol-1 for species 1, 2, 3, 4, and 5, respec-

tively. This reinforces the finding that the triplet is the

ground state for species 1-a. We also checked if the

restricted geometry would give a lower energy singlet after

removing spin contamination from a broken-symmetry

calculation than the structure optimized with broken sym-

metry. The result is that for the five structures this alter-

native way drives to a state around 5 kcal mol-1 higher in

energy with respect to the optimized open-shell singlet

structure.

Comparison between species 1-a and 2-a reveals that

they are geometrically similar but it is necessary to point

out the slight differences caused by the simplification of the

aSp ligand. According to the identical four Cu–O bond

distances, the [Cu2O2]2? core in 2-a displays a perfect

symmetry allowing a C2v symmetry group for the whole

charged ?1 molecule. And the Cu–Cu decreases from

3.256 to 3.048 Å. This shortening helps to understand why

the bis(l-oxo) isomer becomes more stable than the but-

terfly l–g2:g2-peroxo-Cu(II)2 species for complex 2. In 2-e,

there is an elongation of the O���O distance with respect to

1-e by 0.180 Å, as well as a shortening of 0.180 Å of the

Cu���Cu distance. Thus, the substituents on the N atoms of

the diaza ligand show a great influence in the stability of

the different isomeric motifs of the [Cu2O2]2? core. For

system 3-e, the sterical hindrance between methyl groups

destabilizes this bis(l-oxo) isomer, displaying an even

shorter O���O distance with respect to 1-e by 0.018 Å,

which explains the similar behaviour of complexes 1 and 3,

displaying both a butterfly l–g2:g2-peroxo-Cu(II)2 struc-

ture by means of DFT calculations. On the other hand,

comparison between complexes 4 and 5 allows the com-

prehension of the potential effect of the diaza ligand,

becoming the bis(l-oxo) isomer the most stable isomer

thanks to the lower repulsion between the H atoms in 5-e.

Fig. 3 Computed HOMO and LUMO orbitals for species 1-e and 1’-
e (energies in eV). For the sake of clarity, all H atoms have been

omitted

Theor Chem Acc (2013) 132:1336

123 Reprinted from the journal148



Differently from the recent proposal that the axial

bonding on the Cu centres produces just an electronic

effect [46], the data in Table 2 reveal that for systems 2, 4,

and 5, the bis(l-oxo) isomer is more stable than any of the

l–g2:g2-peroxo-Cu(II)2 species. On the other hand, system

1-e is a good example that the higher the sterical hindrance

produced by the diaza ligand the higher the stability of the

butterfly l–g2:g2-peroxo-Cu(II)2 species. This means that

the external rings of the aSp ligand render difficult the

bonding of the entering carboxylate, facilitating the con-

version of the bis(l-oxo) species 1’-e to the butterfly l–

g2:g2-peroxo-Cu(II)2 species 1-a overcoming a low barrier

of 6.1 kcal mol-1. In summary, the diaza amine ligand has

an important role, that is, the larger the sterical hindrance

of the diaza ligand the lower the probability to display the

bis(l-oxo) isomer.

Table 3 collects geometrical data for the structure of 1’–

5’, which are homologous to 1–5 by removal of the ben-

zoate counterion. This increases the molecular symmetry,

thus, the Cu2–O1 and Cu2–O2 bond distances are identical

in terms of symmetry to the Cu1–O2 and Cu1–O1 ones,

respectively, as well as Cu2–N3 and Cu2–N4 with respect

to Cu1–N1 and Cu1–N2. Furthermore, according to the

O2–Cu1–O1–Cu2 dihedral angle, the bending of the but-

terfly l–g2:g2-peroxo-Cu(II)2 species decreases. In the

absence of the carboxylate group the bis(l-oxo) isomeric

form is remarkably stabilized, in correspondence with all

previous works [5, 21, 130, 131], since the absence of a

third ligand bonded to each metallic centre results in a

shortening of all the Cu–N bond distances. On the other

hand, according to the O2–Cu1–O1–Cu2 dihedral angle,

the biradical singlet l–g2:g2-peroxo-Cu(II)2 species lose

Scheme 2 Schematic representation of the butterfly l–g2:g2-peroxo dicopper core structures 1–5 (for the sake of clarity, all H atoms have been

omitted except for the H atoms on the N atoms)

Table 1 Geometrical parameters for the computed cores for species 1–5 with the benzoate anion (distances in Å and angles in degrees)

O–O Cu–Cu Cu1–O1 Cu1–O2 Cu2–O1 Cu2–O2 Cu1–O3 Cu2–O4 Cu1–N1 Cu1–N2 Cu2–N3 Cu2–N4 O2–Cu1–O1–Cu2

1-a 1.455 3.256 2.092 1.927 1.927 2.092 2.080 2.080 2.057 2.051 2.057 2.051 61.6

1-b 1.456 3.292 2.062 1.930 1.930 2.062 2.086 2.085 2.055 2.056 2.056 2.055 58.2

1-c 1.436 3.409 1.995 1.909 1.909 1.995 2.141 2.141 2.026 2.035 2.026 2.035 46.3

1-d 1.747 3.138 1.866 1.835 1.835 1.865 2.230 2.236 2.032 2.040 2.032 2.040 31.4

1-e 2.207 2.761 1.811 1.800 1.800 1.811 2.286 2.286 2.043 2.041 2.044 2.041 23.7

2-a 1.476 3.048 1.968 1.968 1.968 1.968 2.061 2.061 2.019 2.019 2.019 2.019 60.3

2-b 1.480 3.152 1.994 1.952 1.952 1.994 2.072 2.072 2.013 2.009 2.013 2.895 58.5

2-c 1.457 3.307 1.921 1.921 1.921 1.921 2.116 2.116 1.997 1.997 1.997 1.997 46.2

2-d 1.671 3.137 1.851 1.851 1.851 1.851 2.174 2.174 1.992 1.992 1.992 2.885 36.1

2-e 2.387 2.577 1.799 1.799 1.799 1.799 2.251 2.251 1.941 1.941 1.941 1.941 24.5

3-a 1.452 3.152 1.984 1.988 1.988 1.984 2.070 2.070 2.089 2.075 2.089 2.075 59.1

3-b 1.419 3.149 1.958 1.952 1.952 1.958 2.087 2.087 2.092 2.083 2.092 2.083 58.2

3-c 1.419 3.149 1.958 1.952 1.952 1.958 2.087 2.087 2.092 2.083 2.092 2.083 45.3

3-d 1.746 3.108 1.843 1.849 1.849 1.843 2.191 2.191 2.073 2.054 2.073 2.054 33.1

3-e 2.189 2.736 1.805 1.802 1.802 1.805 2.092 2.068 2.092 2.068 2.092 2.068 27.2

4-a 1.469 3.005 1.963 1.962 1.963 1.962 2.061 2.061 2.022 2.022 2.022 2.022 61.3

4-b 1.474 3.052 1.988 1.952 1.952 1.988 2.037 2.037 2.030 2.032 2.030 2.032 61.3

4-c 1.450 3.291 1.941 1.895 1.895 1.941 2.127 2.127 1.989 2.002 1.989 2.002 47.8

4-d 1.657 3.126 1.843 1.843 1.843 1.843 2.258 2.258 1.983 1.983 1.983 1.983 36.3

4-e 2.361 2.542 1.787 1.787 1.787 1.787 2.377 2.377 1.934 1.934 1.934 1.934 27.2

5-a 1.461 3.063 2.011 1.935 1.935 2.011 2.038 2.038 2.033 2.052 2.033 2.052 62.7

5-b 1.442 3.158 1.969 1.932 1.932 1.969 2.044 2.044 2.032 2.038 2.032 2.038 57.6

5-c 1.436 3.326 1.975 1.885 1.885 1.975 2.102 2.102 2.003 2.032 2.003 2.032 48.7

5-d 1.678 3.101 1.836 1.836 1.836 1.836 2.229 2.229 1.998 1.998 1.998 1.998 36.0

5-e 2.322 2.565 1.784 1.784 1.784 1.784 2.330 2.330 1.951 1.951 1.951 1.951 27.7
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the butterfly shape and become further more stable than the

still butterfly-shaped triplet species. Nevertheless, the

bis(l-oxo) isomer is the most stable species for structures

1’–5’, except for 3’, for which the permethylation of the

amine ligands destabilizes the square planar Cu(III) struc-

ture, making species 3’-e 1.8 kcal mol-1 less stable than

the isomeric l–g2:g2-peroxo-Cu(II)2 species 3’-b. The

reason is that the N1-Cu1–N2 angle in species 3’-b is

113.28, and 106.08 in species 3’-e. The large angle for the

diradical singlet species precludes, or at least reduces some

repulsive interactions between the hydrogen atoms of the

methyl groups (Table 4).

Binding of the benzoate axially to each Cu centre in

structures 1’–5’ is strongly favored, see Table 5. Benzoate

binding is stronger for the triplet and diradical singlet l–

g2:g2-peroxo-Cu(II)2 species with respect to the (l-O)2–

Cu(III)2. The bending caused by this anionic ligand in part

explains this destabilization of the latter isomeric species.

Analysis in the framework of the frontier molecular

orbital theory (FMO) allows to describe easily the inter-

action of complexes 1’–5’ when bonding to O2. The O2

binding requires that the dx2-y2 orbital of both Cu atoms

perpendicular to the Cu–Cu axis rotates in order to donate

two electrons into the p* orbital set of O2. This interaction

means the reduction from O2 to O2
2-, that is, peroxide, and

the orbital resulting from this interaction corresponds to the

LUMO. For 1’-a there is an interaction of the triplet

dioxygen moiety and the singlet ground state of

[Cu(I)2(aSp)2]2?, with the two-electron transfer and thus

completing the intersystem crossing. Differently, in species

1-a, this two-electron transfer is not fulfilled because of the

benzoate counteranion.

Due to the butterfly-shaped structure, the peroxide in

species 1-a is raised above the molecular plane, displaying

a triplet multiplicity as ground state. However, the singlet–

triplet splitting is feasible due to not a large energy gap

between the triplet and the open-shell singlet. As the per-

oxide is displaced out of the core plane the pr
* , that is, the

typical LUMO for the side-on peroxo structures, becomes

less r bonding and the pv
* takes an important role in r

overlap. Furthermore the p* orbitals on the peroxide bridge

become close in energy which allows an orientation along

the Cu–g2–O2
2- planes. This means that the superexchange

coupling between the two Cu(II) atoms is lower and thus

the antiferromagnetic interaction is reduced as well. There

is a spin-up electron in each orthogonal p* orbital of the

peroxide which correlates with the triplet ground state of

O2, stabilizing the triplet ground state by single-centre

electron exchange. This effect is higher in 1-a with respect

to that usually calculated for binding of O2 to the deoxy

complex. This effect is based on the charge transfer from

the copper centres that shifts the unpaired spin density on

each copper atom thus reducing the exchange stabilization

of the triplet ground state of O2. Then the antiferromag-

netic coupling stabilizes the singlet state. This effect is

stronger in species 1’-a in which it is possible to overcome

the spin-forbidden O2 binding by the deoxy dicopper

complex.

Insights on the interaction of the carboxylate groups and

the copper atoms in structures 1–5 and 1’–5’ are achieved

by analysis of the HOMO and LUMO. According to

Table 6, the influence of the benzoate counterion is a key

because both frontier molecular orbitals have been desta-

bilized (see Fig. 3), but being this effect slightly higher for

the HOMO. It is necessary to point out that when bonding

this anionic species, the copper centres increase their

Table 2 Computed cores for complexes 1–5 (energies in kcal mol-1

relative to the corresponding triplet l–g2:g2-O2 structure)

a b c d e

1 0.0 0.2 16.1 25.1 19.0

2 0.0 0.1 16.4 20.4 -4.9

3 0.0 0.2 15.6 25.7 20.4

4 0.0 0.4 15.8 17.9 -6.4

5 0.0 0.6 16.4 17.2 -3.2

Table 3 Geometrical parameters for the computed cores for species

1’–5’ with the benzoate anion (distances in Å and angles in degrees)

O1–
O1

Cu1–
Cu2

Cu1–
O1

Cu1–
O2

Cu1–
N1

Cu1–
N2

O2–Cu1–O1–
Cu2

1-a’ 1.498 3.354 1.963 1.939 1.983 1.982 45.9

1-b’ 1.517 3.531 1.920 1.923 1.975 1.978 1.4

1-c’ 1.493 3.486 1.896 1.896 1.975 1.975 0.0

1-d’ 1.665 3.301 1.848 1.848 1.980 1.980 0.0

1-e’ 2.256 2.784 1.791 1.793 1.981 1.978 1.8

2-a’ 1.511 3.277 1.932 1.932 1.963 1.963 47.1

2-b’ 1.537 3.469 1.898 1.898 1.955 1.955 4.6

2-c’ 1.530 3.414 1.871 1.871 1.952 1.952 0.6

2-d’ 1.752 3.244 1.843 1.843 1.954 1.954 0.3

2-e’ 2.368 2.666 1.783 1.783 1.916 1.916 0.0

3-a’ 1.480 3.376 1.964 1.951 2.014 2.014 46.1

3-b’ 1.500 3.529 1.933 1.914 2.006 2.005 13.1

3-c’ 1.473 3.507 1.905 1.899 2.007 2.000 2.0

3-d’ 1.706 3.261 1.843 1.838 2.022 2.012 1.2

3-e’ 2.187 2.843 1.799 1.788 2.036 2.023 1.6

4-a’ 1.497 3.280 1.934 1.934 1.973 1.973 47.8

4-b’ 1.522 3.467 1.899 1.899 1.966 1.966 11.8

4-c’ 1.501 3.438 1.876 1.876 1.961 1.961 1.6

4-d’ 1.645 3.284 1.837 1.837 1.963 1.963 1.4

4-e’ 2.322 2.695 1.779 1.779 1.931 1.931 1.2

5-a’ 1.484 3.299 1.933 1.934 1.992 1.990 47.2

5-b’ 1.511 3.479 1.896 1.896 1.983 1.983 0.0

5-c’ 1.481 3.453 1.878 1.878 1.978 1.978 0.0

5-d’ 1.683 3.238 1.825 1.825 1.979 1.979 0.0

5-e’ 2.267 2.730 1.774 1.774 1.950 1.950 0.0
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coordination numbers from 4 to 5 and for the overall

charge molecule is ?1.

Despite the different multiplicity states that generate

species a–e, and different ligands in systems 1–5 and also

1’–5’, the type of orbitals for each studied species is the

same. Thus, for the sake of simplicity, we discuss the rel-

ative stability of the orbitals from systems 1-e and 1’-e (see

Fig. 3). The HOMO and LUMO orbitals are the common

b1g and b2u orbitals, being the expected b3g orbital as

LUMO isoenergetic and only 0.006 eV far in energy with

respect to the b2u orbital, in 1-e and 1’-e, respectively.

The different overall charge ?2 and ?1, before and after

bonding the benzoate, respectively, easily explains the

destabilization of the frontier orbitals after the addition of

anionic counterion. The entering benzoate group requires

the loose of the planarity of the [Cu2O2]2? core according

to the O2-Cu1-O1-Cu2 dihedral angle, going from 2� to

24� for structure 1. This bending represents a destabiliza-

tion of both frontier molecular orbitals because of its

antibonding character. The gap in energy from the HOMO

before and after the bonding of the benzoate is filled

basically in part by the p orbitals corresponding to the

aromatic ring of the benzoate that do not stabilize the

structure because of their non-bonding character (see

Fig. 4) [140]. They are placed near in energy with respect

to the HOMO. Finally, the higher destabilization of the

HOMO with respect to the LUMO when bonding the

benzoate group, 0.020 eV see Fig. 3, can be explained by

the additional antibonding interaction between benzoate

orbitals and the HOMO.

Repeating the analysis for the butterfly l–g2:g2-peroxo

isomer 1-a indicates that there are qualitative differences

(see Fig. 5). For the butterfly-shaped [Cu2O2]2? core, the

HOMO is b3g and the LUMO displays a b1g type of orbital,

while in species 1-a was the HOMO. The main difference

is that there is not an antibonding contribution of the

benzoate in the HOMO, and at the end this factor turns out

to be essential because now it is the LUMO the orbital

more destabilized when bonding to the benzoate, by

0.021 eV.

Knowing a priori that peroxo systems are predicted as

electrophilic species [37, 141], electrophilicity (x) and

chemical hardness calculations (g) of these compounds using

the parameter defined by Parr et al. (see Eqs. 2, 4) [100, 142–

144] were envisaged. Focusing on the data in Table 7, it is

possible to confirm that the butterfly l–g2:g2-peroxo-Cu(II)2

species are less electrophilic than the planar l–g2:g2-peroxo-

Cu(II)2 ones in agreement with Solomon et al. [127]. There is

the outstanding trend that the bis(l-oxo) isomer is harder

when removing the bonded carboxylate counterion, which

helps to understand why there is no any bis(l-oxo) species

Table 4 Computed cores for complexes 1’-5’ (energies in kcal -

mol-1 relative to the corresponding triplet l–g2:g2–O2 structure)

a b c d e

1’ 0.0 -4.0 1.2 5.0 -6.3

2’ 0.0 -6.0 0.6 0.1 -20.8

3’ 0.0 -4.6 -1.8 5.6 1.8

4’ 0.0 -6.1 0.2 3.2 -15.3

5’ 0.0 -5.0 1.2 6.3 -9.0

Table 5 Energy release when bonding benzoate to species 1’–5’
(energies in kcal mol-1 relative to the corresponding triplet l–g2:g2-
O2 structure)

a b c d e

1’ 45.0 40.8 30.1 24.9 19.7

2’ 36.9 30.8 21.1 16.6 21.0

3’ 52.5 47.7 35.1 32.4 33.9

4’ 32.3 25.8 16.7 17.6 23.4

5’ 31.2 25.6 16.0 20.3 25.4

Table 6 Energy of the HOMO (H) and LUMO (L) for complexes

1–5 and 1’–5’ (in eV)

a b e

H L H L H L

1 -0.291 -0.167 -0.291 -0.160 -0.305 -0.200

2 -0.298 -0.163 -0.297 -0.159 -0.307 -0.201

3 -0.312 -0.182 -0.310 -0.175 -0.315 -0.216

4 -0.308 -0.169 -0.306 -0.164 -0.322 -0.215

5 -0.321 -0.182 -0.317 -0.176 -0.328 -0.236

1’ -0.446 -0.315 -0.435 -0.297 -0.456 -0.330

2’ -0.437 -0.327 -0.455 -0.308 -0.478 -0.346

3’ -0.452 -0.348 -0.469 -0.330 -0.492 -0.366

4’ -0.463 -0.349 -0.480 -0.329 -0.507 -0.377

5’ -0.494 -0.376 -0.508 -0.357 -0.543 -0.415

Fig. 4 Computed aromatic p1 and p2 orbitals for species 1-e
(energies in eV). For the sake of clarity, all H atoms have been

omitted
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with a coordinated axial ligand. On the other hand, there is the

general trend that the inclusion of the benzoate decreases

greatly the electrophilic character of the molecule, becoming

less than the half. However, according to the electrophilic

character of peroxo species, the bis(l-oxo) species is the most

electrophilic. It is important to point out that the low value of

electrophilicity for the l–g2:g2-peroxo-Cu(II)2 species, either

triplet or diradical singlet, is in agreement with the higher

reactivity of the bis(l-oxo) species with external reactants.

This hypothesis is reinforced by the higher chemical hardness

displayed by these l–g2:g2-peroxo-Cu(II)2 species, thus the

HOMO–LUMO gap is larger. Overall, the interaction from a

bis(l-oxo) species the butterfly peroxo one is favored with the

presence of a counterion.

4 Conclusions

In conclusion, DFT calculations indicate that for the but-

terfly l–g2:g2-peroxo species 1-a studied here, the ground

state is the triplet instead of the diradical singlet one,

although the difference in stability is small. On the other

hand, the presence of the bis(l-oxo) isomer 1-e could not

be totally ruled out because without the carboxylate

counteranion this isomer 1-e’ is found to be the most stable

species. Probably this is due to the inclusion of the coun-

terions that guide to a neutral charged complex, that is,

SbF6
- for this cationic [Cu(II)2(aSp)2(l–g2:g2-O2)(Bz-)]?

complex [46].

The role of the carboxylate is a key because its binding

axially on the Cu centre induces a strong electronic effect,

precluding the O–O bond cleavage. However, the steric

effect is relevant as well, since simplifying the diaza amine

group the bis(l-oxo) isomer gains stability, becoming the

most stable isomer in complexes 2, 4, and 5.

DFT calculations have revealed correctly the trends in

the energy difference between the two isomers upon

changes in the diaza ligand despite it is generally assumed

that B3LYP calculations somewhat underestimate the sta-

bility of the bis-l oxo isomer [114, 145–148]. It is

important to stress that, first, this isomeric species are not

far in energy and, second, the relative energies between all

these isomers are highly dependent on the method of cal-

culation. For these two reasons, the possibility that dirad-

ical multiplicity species is the real species cannot be

completely ruled out. However, our conclusion is sup-

ported by recent work of Solà et al. [62] that have sug-

gested that B3LYP is extremely accurate for similar

complexes. Noteworthy, the key concept highlighted in this

work is that the calculations done previously for complex

1-a led to a non-accurate description of the system [46].

The strategy displayed here suggests that it is convenient to

Fig. 5 Computed HOMO and LUMO orbitals for species 1-a and

1’-a (energies in eV). For the sake of clarity, all H atoms have been

omitted

Table 7 Chemical harness and electrophilicity for complexes 1–5 and 1’–5’ (in eV)

a b c d e

g e g e g e g e g e

1 0.062 1.689 0.065 1.556 0.035 2.872 0.047 2.409 0.053 2.422

2 0.068 1.568 0.069 1.500 0.036 2.782 0.044 2.444 0.053 2.435

3 0.065 1.883 0.068 1.748 0.038 3.103 0.049 2.672 0.049 2.862

4 0.070 1.632 0.071 1.555 0.039 2.847 0.049 2.477 0.054 2.692

5 0.070 1.815 0.070 1.732 0.039 3.204 0.052 2.721 0.046 3.476

1’ 0.066 4.414 0.069 3.877 0.047 5.588 0.052 5.231 0.063 4.922

2’ 0.055 5.332 0.073 3.964 0.051 5.681 0.063 5.052 0.066 5.138

3’ 0.052 6.167 0.069 4.594 0.051 6.254 0.057 5.748 0.063 5.815

4’ 0.057 5.771 0.076 4.335 0.055 5.979 0.059 5.742 0.065 5.997

5’ 0.059 6.444 0.075 4.960 0.059 6.483 0.065 6.150 0.064 7.153
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explore always all possible multiplicity states to predict the

right ground state, being a beneficial strategy to charac-

terize better the interaction of dicopper complexes with O2.

New experimental and computational insight is required to

reach a better comprehension about the electronic ground

state of these butterfly peroxo structures, as well as to

describe more accurately the steric and electronic effects of

each species. In our laboratory, we are undergoing addi-

tional studies with the relatively new M06 [149].

5 Supporting information available

Complete computational methods used and xyz coordi-

nates; and full 3D drawings of all stationary points found.

This material is free of charge.

Acknowledgments AP is grateful to the European Commission

(CIG09-GA-2011-293900), Spanish MICINN (Ramón y Cajal con-

tract RYC-2009-05226), and Generalitat de Catalunya

(2011BE100793). LC thanks ENEA (www.enea.it) and the HPC team

for support as for using the ENEA-GRID and the HPC facilities

CRESCO (www.cresco.enea.it) Portici (Naples, Italy).

References

1. Karlin KD, Gultneh Y (1987) Prog Inorg Chem 35:219–327

2. Sorrell TN (1989) Tetrahedron 45:3–68

3. Karlin KD, Tyeklar Z (1994) Adv Inorg Biochem 9:123–172

4. Solomon EI, Lowery MD (1993) Science 259:1575–1581

5. Que L Jr, Tolman WB (2002) Angew Chem Int Ed

41:1114–1137

6. Holland PL, Tolman WB (1999) Coord Chem Rev 192:855–869

7. Kitajima N, Moro-oka Y (1994) Chem Rev 94:737–757

8. Itoh S, Taki M, Nakao H, Holland PL, Tolman WB, Que L Jr,

Fukuzumi S (2000) Angew Chem Int Ed 39:398–400

9. Balasubramanian R, Rosenzweig AC (2007) Acc Chem Res

40:573–580

10. Rolff M, Tuczek F (2008) Angew Chem Int Ed 47:2344–2347

11. Palavicini S, Granata A, Monzani E, Casella L (2005) J Am

Chem Soc 127:18031–18036

12. Battaini G, Monzani E, Perotti A, Para C, Casella L, Santa-

gostini L, Gullotti M, Dillinger R, Näther C, Tuczek F (2003) J
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Llobet A (2006) Dalton Trans 1188–1196

111. Duran J, Polo A, Real J, Benet-Buchholz J, Poater A, Solà M
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Abstract This work presents a thorough DFT quantum-

chemical characterization of the structural and electronic

properties of the benzoquinone–tetrathiafulvalene–benzo-

quinone (Q–TTF–Q) triad in its neutral and oxidized/

reduced states. The minimum-energy structure of the triad in

its neutral state corresponds to a C2v boat conformation,

although the planar D2h structure is also found to be a min-

imum-energy structure practically degenerate with the boat

conformation. Upon oxidation, electrons are mainly

extracted from the TTF backbone and the boat-shaped TTF

structure evolves toward a planar D2h and to a twisted D2

conformation in the cation and dication, respectively. The

theoretical characterization of the triad in its radical anion

and dianion states is performed with several hybrid (B3LYP,

PBE0 and BHHLYP), meta-hybrid (M06-2X) and long-

range-corrected (CAM-B3LYP, xB97X and xB97XD)

functionals. In gas phase, BHHLYP, M06-2X, CAM-

B3LYP, xB97X and xB97XD functionals correctly predict

the localized Q-–TTF–Q structure as the most stable

structure, whereas the hybrid B3LYP and PBE0 functionals

lead to a delocalized (Q–TTF–Q)- structure. The incorpo-

ration of solvent effects is crucial to provide a qualitatively

correct description of the anion species where the localized

solutions are found to be minimum-energy structures for all

the functionals evaluated. The (Q–TTF–Q)2- dianion is

predicted to be a biradicaloid species in its electronic ground

state. Calculations predict that both Q- ? Q0 and

TTF ? Q0 charge-transfer electronic transitions are asso-

ciated with the low-energy, broad absorption band experi-

mentally observed for the localized Q-–TTF–Q anion.

Keywords DFT calculations � Mixed-valence

compounds � Tetrathiafulvalene derivates � Acceptor–

donor–acceptor triad

1 Introduction

Since the discovery of the first organic metal [1], the

charge-transfer complex formed by the electron-donor tet-

rathiafulvalene (TTF) and the electron-acceptor tetracyano-

p-quinodimethane (TCNQ), TTF and its derivatives have

aroused a great interest as building blocks for low-dimen-

sional organic conductors and superconductors [2, 3]. TTF

derivatives have been also used as donor units covalently

linked to acceptor compounds through molecular bridges to

promote efficient photoinduced intramolecular electron

transfer and to gain more insight into the fundamental

electron-transfer process at the molecular scale [4]. In

contrast, the behavior of the TTF-conjugated unit as a

molecular wire between redox centers has been scarcely

explored. In this context, an acceptor–donor–acceptor (A–

D–A) fused triad, Q–TTF–Q, where the donor moiety is

TTF and the acceptor unit is p-benzoquinone (Q), was

synthesized (Fig. 1) [5, 6]. The acceptor p-benzoquinone

fragments were incorporated because they are particularly

useful organic redox centers and can form persistent radical

anions upon reduction. The TTF bridge allows for the

electronic coupling between the electron-acceptor Q units
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giving rise to an organic mixed-valence (MV) system in the

anion state. The electrochemical and spectroscopic char-

acterization of Q–TTF–Q revealed that the triad in its anion

state behaves as a class II MV compound, according to the

Robin-Day classification [7], where the extra electron is

mainly located on one of the benzoquinone moieties [5].

Additionally, the study of the intramolecular electron-

transfer process demonstrated that the TTF unit is able to act

efficiently as an excellent p-conjugated bridge to assist the

electron transfer between the Q redox centers [5].

MV compounds are of great relevance since they are

excellent models for the fundamental understanding of

intramolecular electron-transfer phenomena. Although the

most common MV compounds involve metal atoms, such

as the most prominent Creutz-Taube ion, an increasing

number of purely organic MV compounds are being

reported [8, 9]. Among these singular compounds, the Q–

TTF–Q triad plays a fundamental role because it has been

used as a model to obtain new MV compounds incorpo-

rating stronger and more sophisticated acceptor units [10].

The versatility of organic synthesis to create novel com-

pounds with the desired properties opens the way toward

the design of simpler MV compounds which allow us to

gain a deeper knowledge about the mixed-valency phe-

nomenon, specially for MV systems lying in the class II/III

borderline [8, 9].

In this contribution, a thorough theoretical character-

ization of the Q–TTF–Q triad is performed by using

quantum-chemical calculations. Emphasis is made on the

evolution of the structural and electronic properties of the

Q–TTF–Q triad upon oxidation/reduction. Special attention

will be paid to the quantum-chemical characterization of

anion MV species, which turns out to be a difficult task.

For these species, unrestricted Hartree–Fock (UHF) cal-

culations tend to provide structural and electron-density

symmetry breaking and therefore lead to localized charge

and spin densities even in those systems where the extra

charge should be delocalized [11]. An accurate description

of the MV species would require high-level ab initio wave

function methods able to adequately deal with the electron

correlation effect. Such methods, however, are computa-

tionally very demanding and prohibitive for medium-size

molecular systems, and density functional theory (DFT)

methods, which partially account for the electron

correlation effect, may be seen as a practical alternative.

DFT functionals with high portions of Hartree–Fock (HF)

exchange should be employed to reduce the self-interaction

error and to avoid an excessive electron delocalization in

molecular systems [12, 13]. Solvent effects can also play a

pivotal role in the localized/delocalized theoretical

description of the MV molecular system. The performance

of different density functionals and the effect of the solvent

are therefore discussed herein.

2 Computational details

DFT calculations were carried out using the Gaussian 09

program package (version A.02) [14]. Geometry optimi-

zations of both the neutral molecules and the oxidized

(cation and dication) and reduced (anion and dianion)

species were first performed with Becke’s three-parameter

B3LYP exchange-functional [15, 16] and the 6-31G**

basis set [17]. Calculations were done using the C2v sym-

metry point group for the neutral species and the delocal-

ized anion, and the Cs-symmetry for the localized anions.

The cation and dication species were optimized within the

D2h and D2 symmetries, respectively. The anion and the

cation of Q–TTF–Q were calculated as open-shell doublet

systems using the unrestricted UB3LYP approach. The

localized anion was also computed as an open-shell doublet

system within the unrestricted broken-symmetry (BS)

approximation (UB3LYP(BS)). The dication was com-

puted as a closed-shell system, whereas the dianion was

treated both as a closed-shell and an open-shell system to

disentangle its electronic nature. The reduced species were

also optimized with the hybrid (PBE0 [18, 19] and BHH-

LYP [15]), meta-hybrid (M06-2X [20]) and the long-range-

corrected (CAM-B3LYP [21], xB97X [22] and xB97XD

[23]) functionals. To take into account the interaction with

the solvent, both neutral and charged species were also

optimized in the presence of the solvent, dimethylsulfoxide

(DMSO), within the self-consistent reaction field (SCRF)

theory using the polarized continuum model (PCM)

approach [24, 25]. The PCM model considers the solvent

as a continuous medium with a dielectric constant e and

represents the solute by means of a cavity built with a

number of interlaced spheres [24, 25]. Recently, it has been

demonstrated that polarizable continuum models provide a

reasonable description concerning the localized/delocal-

ized nature of organic mixed-valence systems [11, 26, 27].

In particular, simple polarizable continuum models are able

to stabilize the localized MV structures, where the charge

excess is asymmetrically distributed between the redox

centers, in comparison with the delocalized structures,

where the charge is symmetrically distributed in the redox

centers. Atomic charges discussed in the text correspond toFig. 1 Chemical structure of the Q–TTF–Q triad
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those obtained within the Natural Population Analysis

(NPA) algorithm [28]. Molecular orbitals were plotted

using Chemcraft 1.6 [29].

Vertical electronic excitation energies were first com-

puted for the localized anion species at the B3LYP/6-

31?G** level using the time-dependent DFT (TDDFT)

approach [30–32] and the optimized ground-state molecu-

lar geometries. However, the B3LYP functional usually

underestimates the energy of the charge-transfer (CT)

excited states. This shortcoming of standard global hybrid

functionals has been reported for donor–acceptor com-

pounds for which there is a negligible overlap between the

molecular orbitals involved in the excitation [33, 34].

Long-range functionals, such as CAM-B3LYP and the

xB97 family, have been recommended to overcome this

important deficiency [33, 35]. In this sense, vertical exci-

tation energies using the hybrid, meta-hybrid and long-

range-corrected functionals mentioned above were also

evaluated. The complete active space method combined

with a second-order perturbation approach (CASSCF/

CASPT2) was employed to help in the interpretation of the

TDDFT results. CASSCF/CASPT2 calculations using the

(3, 3) active space (3 orbitals and 3 electrons) and the cc-

pVDZ basis set were carried out using the MOLCAS 7.6

program package [36].

3 Results and discussion

3.1 Structural and electronic properties of the neutral

Q–TTF–Q triad

To investigate the effect of fusing the p-benzoquinone units

on the molecular and electronic structure of the TTF

backbone, geometry optimizations of the Q–TTF–Q triad

and the constituting molecules (p-benzoquinone and TTF)

were performed at the B3LYP/6-31G** level both in gas

phase and in the presence of the solvent. Table 1 compares

the optimized values calculated for selected bond lengths

of Q–TTF–Q with those obtained for TTF and p-benzo-

quinone. The main differences are found for the bonds

connecting the donor and the acceptor moieties. The car-

bon–sulfur (CS) bonds 2 and 3 of the TTF fragment

undergo a notably shortening and lengthening, respec-

tively, in comparison with isolated TTF. The carbon–car-

bon (CC) double bond shared by the TTF and Q units

(bond 4) elongates from 1.337 and 1.343 (in TTF and Q,

respectively) to 1.356 Å in the Q–TTF–Q triad. Fusion also

affects to the Q units and the CC single bonds 5 shrink

from 1.487 in Q to 1.480 Å in the triad. These structural

changes are mainly ascribed to the electron-density transfer

that takes place in the triad from the central TTF moiety,

which accumulates a positive charge of ?0.44e, to the

benzoquinone units, which bear a negative charge of

-0.22e. Geometry optimization in the presence of solvent

(DMSO) provides practically identical bond distances and

net charges than those computed in gas phase. The theo-

retical trends calculated in passing from the isolated mol-

ecules (TTF and Q) to the Q–TTF–Q triad, especially those

predicted for the CC double bonds 4, are in general

agreement with those observed from experimental X-ray

diffraction data (see Table 1) [37, 38].

The minimum-energy geometry computed for the

Q–TTF–Q triad in gas phase exhibits the C2v boat con-

formation shown in Fig. 2 with a folding angle h along the

S���S axes of 9.8�, which is similar to that previously

reported both experimentally [39] and theoretically [40] for

isolated TTF. The folding angle is indeed almost identical

to that calculated for isolated TTF (9.6�). The incorporation

of solvent effects by the PCM model confirms the boat

conformation of Q–TTF–Q as an energy minimum with a

slightly larger dihedral angle (14.0�). Fig. S1 in the Sup-

porting Information displays the boat-to-planar energy

profile computed for Q–TTF–Q by varying simultaneously

the two folding angles h. The energy profile suggests that

there are at least two stabilization/destabilization effects to

be considered: The steric hindrance produced by the sulfur

atoms, which is minimized in the boat-like structure, and

the p-delocalization along the whole molecule, which

Table 1 Selected B3LYP/6-31G**-optimized bond lengths (Å) cal-

culated for Q–TTF–Q and for the TTF and p-benzoquinone (Q) mol-

ecules in gas phase

Bond Q–TTF–Qa TTFb Qc

1 1.349 (1.340) 1.350 (1.337) –

2 1.792 (1.769) 1.788 (1.755) –

3 1.753 (1.739) 1.763 (1.731) –

4 1.356 (1.349) 1.337 (1.309) 1.343 (1.322)

5 1.480 (1.471) – 1.487 (1.477)

6 1.224 (1.227) – 1.225 (1.222)

7 1.489 (1.462) – 1.487 (1.477)

8 1.342 (1.342) – 1.343 (1.322)

X-ray diffraction data are given in parentheses
a X-ray data from Ref. [6]
b X-ray data from Ref. [37]
c X-ray data from Ref. [38]
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stabilizes the planar conformer. The planar D2h structure is

actually predicted as a minimum in the molecular potential

energy surface and is found to be higher in energy than the

boat conformation by only 0.01 kcal/mol. Both structures

are separated by almost negligible barriers of 0.05–

0.06 kcal/mol. These small barriers support the fully planar

X-ray structure experimentally observed in the solid state

where packing forces determine the planarization of the

molecule [6].

Figure 3 displays the topology of the frontier MOs

computed for the Q–TTF–Q triad and the TTF and Q

fragments. In the triad, the highest occupied molecular

orbital (HOMO) and the HOMO–1 spread over the elec-

tron-donor TTF unit and match exactly with the HOMO

and HOMO–1 of the TTF molecule. The lowest

unoccupied molecular orbital (LUMO) and the LUMO?1

are completely localized on the electron-acceptor Q units

and clearly resemble the LUMO of the p-benzoquinone

molecule. They correspond to the in-phase and out-of-

phase combination of the LUMO of the Q units, respec-

tively (Fig. 3). An aspect to be kept in mind is that the

delocalized description of the LUMO and LUMO?1 over

the two identical Q fragments shown in Fig. 3 is perfectly

compatible with a localized description where the LUMO

and LUMO?1 would be degenerate and localized over

different Q moieties. Although the localized/delocalized

notation is not relevant for the neutral A–D–A triad, it will

be used below for the electronic description of the anion

since it gives rise to MV species. In oxidation/reduction

terms, the distribution for the MOs clearly suggests that

first oxidations will occur on the TTF unit, whereas first

reductions will take place on the acceptor moieties.

3.2 Oxidized species

To analyse the effect of oxidation on the molecular struc-

ture of the Q–TTF–Q triad, geometry optimizations of the

radical cation and dication species were performed at the

B3LYP/6-31G** level in gas phase and in the presence of

the solvent (DMSO). Table 2 summarizes the optimized

bond lengths computed for Q–TTF–Q in its neutral, radical

cation and dication states. The topology of the HOMO of

the A–D–A triad shown in Fig. 3 helps in the interpretation

of the structural changes that Q–TTF–Q undergoes upon

oxidation. The oxidation process involves the extraction of

electrons from the HOMO, thus weakening bonding and

antibonding interactions localized on CC and CS bonds,

respectively. As a consequence, CC double bonds lengthen

and CS single bonds shorten and a more aromatic molec-

ular structure with a lower bond length alternation is found

upon oxidation. For example, the length of the central CC

bond (bond 1) largely increases from 1.349 in the neutral

state to 1.398 and 1.457 Å in the cation and dication states,

respectively. On the contrary, the CS bonds 2 and 3

undergo a remarkable shortening, more pronounced for

bond number 2 that shrinks by 0.081 Å. The CC bond 4 of

Q–TTF–Q also experiences a lengthening on going from

the neutral (1.354 Å) to the cation (1.356 Å) and dication

(1.365 Å) species. The relative lengthening is significantly

smaller than that computed for isolated TTF (from 1.337 to

1.346 and 1.360 Å, respectively) owing to the fusion of the

Fig. 2 Minimum-energy structure (C2v, boat conformation) computed for Q–TTF–Q at the B3LYP/6-31G** level in gas phase. Sulfur and

oxygen atoms are in yellow and red, respectively

Fig. 3 Electron-density contours (0.03 e bohr-3) calculated for the

HOMOs and LUMOs of the Q–TTF–Q triad and the TTF and Q

molecules at the B3LYP/6-31G** level
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benzoquinone rings. Although the main structural changes

take place in the TTF backbone, in agreement with the

HOMO picture, the Q fragments are also affected by oxi-

dation; bonds 5 conspicuously elongate from 1.479 (neu-

tral) to 1.489 (cation) and 1.500 Å (dication), whereas

bonds 6 and 7 slightly shrink. The structural changes in the

Q fragments alleviate the stress caused by the more pro-

nounced changes affecting the donor TTF unit.

The oxidation process has also a significant impact on

the conformation of the A-D-A triad. A planarization of the

boat-shaped TTF is found for the cation species (D2h

symmetry) as a consequence of the decrease in the electron

density of the TTF moiety and especially of the S atoms.

Figure 4 shows the NPA charge distribution calculated for

Q–TTF–Q in neutral, radical cation and dication states. As

expected, the acceptor Q moieties concentrate the electron

density and present negative net charges in the neutral state

that are compensated by the positive charge accumulated

by the donor TTF fragment. Upon oxidation, electronic

density is mainly extracted from this fragment, which

augments its charge from ?0.42 in the neutral state to

?1.22 in the cation and to ?1.98 in the dication. This

implies the extraction of 80 % (neutral ? cation) and

76 % (cation ? dication) of the electron density from the

TTF backbone. As mentioned above, oxidation causes an

important lengthening of the central CC bond (bond 1) in

TTF, which endows with certain flexibility to the central

part of the molecule and allows the internal rotation of the

TTF rings to reduce the steric hindrance between the sulfur

atoms. In the minimum-energy structure computed for the

dication state, the TTF rings are indeed twisted by an S–C–

C–S dihedral angle of 30� in gas phase that increases to 40�
in the presence of the solvent. These results are in con-

cordance with those reported in the literature for TTF [39],

and evidence that the nature of TTF is maintained in the

triad and that electrons are mainly taken out from the TTF

skeleton.

3.3 Reduced species

The theoretical characterization of the Q–TTF–Q triad in

its radical anion and dianion states is much more complex

due to the possibility to form localized (Q-–TTF–Q) or

delocalized [(Q–TTF–Q)-] anions (mixed-valence sys-

tems) and dianions with a biradicaloid character. To

explore the electronic and structural properties of the

reduced species, geometry optimizations of the radical

anions and dianions were performed by using different

hybrid (B3LYP, PBE0 and BHHLYP), meta-hybrid (M06-

2X) and long-range-corrected (CAM-B3LYP, xB97X and

xB97XD) density functionals in gas phase and in DMSO.

The calculations were carried out with the 6-31?G** basis

set because it incorporates diffuse functions, which are

more appropriate for the treatment of anion species.

Table 3 collects the energy difference between the

localized and delocalized structures computed for the

Q–TTF–Q radical anion at different DFT levels both in gas

phase and in DMSO. In gas phase, the functionals used

within the unrestricted UDFT approach predict a delocal-

ized C2v-symmetry molecular structure where the charge

excess is equally distributed between the Q moieties

(Q–TTF–Q)-. Reoptimizations using the unrestricted bro-

ken-symmetry (BS) approximation were employed to find a

possible localized structure lower in energy than the de-

localized C2v-symmetry solution. The UB3LYP(BS) and

UPBE0(BS) methods converge to the same delocalized

molecular and electronic structure as the unrestricted

approach (Table 3). This theoretical description contrasts

with the experimental characterization by electrochemistry

and ESR spectroscopy that suggests a localized Q-–TTF–

Q anion (class II mixed-valence system) where the extra

electron is localized on one of the Q rings [5]. The poor

description provided by the hybrid B3LYP and PBE0

functionals for the Q–TTF–Q anion in gas phase has

been previously reported and was attributed to the

Table 2 Selected B3LYP/6-31G**-optimized bond lengths (Å) cal-

culated in DMSO for the Q–TTF–Q triad in its neutral, radical cation

and dication states

Bonda Neutral Cation Dication

1 1.349 (1.349) 1.398 (1.399) 1.457 (1.457)

2 1.791 (1.792) 1.750 (1.753) 1.710 (1.720)

3 1.755 (1.753) 1.738 (1.741) 1.720 (1.725)

4 1.354 (1.356) 1.356 (1.355) 1.365 (1.364)

5 1.479 (1.480) 1.489 (1.494) 1.500 (1.510)

6 1.226 (1.224) 1.222 (1.218) 1.218 (1.213)

7 1.487 (1.489) 1.483 (1.484) 1.479 (1.480)

8 1.342 (1.342) 1.344 (1.346) 1.347 (1.351)

Bond distances in gas phase are given within parentheses
a See Table 1 for bond numbering

Fig. 4 Accumulated NPA net charges computed for neutral, radical

cation and dication species of the Q–TTF–Q triad at the B3LYP/6-

31G** level in DMSO. Charges related to the four carbon atoms

connecting the TTF and Q units are divided equally between the fused

fragments
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self-interaction error which favors the charge-delocalized

structures [41, 42]. In contrast, the hybrid BHHLYP and

the meta-hybrid M06-2X functionals, with a large portion

of HF exchange, as well as the long-range-corrected CAM-

B3LYP, xB97X and xB97XD functionals are able to

obtain localized Cs-symmetry structures more stable than

the delocalized C2v-symmetry ones. The localized and

delocalized nature of these anion radicals is illustrated in

Fig. 5 by the unpaired-electron spin density and NPA

charge distributions calculated for the respective anions.

Whereas localized Q-–TTF–Q structures (Cs-symmetry)

are characterized by concentrating the extra electron in one

of the Q moieties, the charge in the delocalized (Q–TTF–

Q)- structures (C2v-symmetry) is equally distributed

among the acceptor units.

Among the functionals assessed, the BHHLYP, M06-2X

and CAM-B3LYP functionals predict an energy barrier for

the interconversion of the localized anions (Q-–TTF–Q

and Q–TTF–Q-) through the delocalized (Q–TTF–Q)-

structure of *3 kcal/mol (Table 3). When using the

xB97X and xB97XD functionals, the barrier increases to

10.03 and 6.48 kcal/mol, respectively. These values are

closer to the activation energy (7.96 kcal/mol) estimated

for the intramolecular electron-transfer process from ESR

experiments [6]. It should be clarified that the difference

between the xB97X and xB97XD functionals is not only

the dispersion term, which is expected to play no signifi-

cant role in the estimation of the energy barrier, but also the

parameter defining the short- and long-range separation

(x), which has a different value (0.3 and 0.2 for xB97X

and xB97XD, respectively). This x parameter is respon-

sible for the different estimates provided by the xB97X

and xB97XD functionals for the energy difference between

localized and delocalized structures.

The incorporation of solvent effects by means of the

PCM model in the optimization process has a strong impact

on the relative stability of the localized and delocalized

structures of the Q–TTF–Q anion (Table 3). In the

presence of solvent, the localized Q-–TTF–Q solutions are

found to be minimum-energy structures with all the func-

tionals evaluated including B3LYP and PBE0. However,

the interconversion energy barrier provided by the B3LYP

and PBE0 functionals (1.71 and 3.16 kcal/mol, respec-

tively) is significantly lower than that computed with the

other functionals and underestimates the experimental

value. The solvent clearly stabilizes the localized structures

(Q-–TTF–Q and Q–TTF–Q-) and increases the energy

barrier through the delocalized (Q–TTF–Q)- structure by

an almost constant amount of *8 kcal/mol when com-

paring with the values computed in gas phase (Table 3).

The BHHLYP and M06-2X functionals and the long-range

CAM-B3LYP functional provide energy barriers around

11 kcal/mol that overestimate the experimental activation

energy (7.96 kcal/mol). Higher energy barriers are pre-

dicted with the xB97X (18.46 kcal/mol) and xB97XD

(14.50 kcal/mol) functionals.

In contrast to the Q–TTF–Q anion, the closed-shell

minimum-energy structure optimized for the dianion

within the restricted DFT approach corresponds to a C2v-

symmetry (Q–TTF–Q)2- structure. However, the restricted

wave function shows a restricted ? unrestricted instabil-

ity. The biradical character of the (Q–TTF–Q)2- dianion

was investigated by reoptimizing its structure using the

UDFT(BS)/6-31?G** approach. The triplet state was also

optimized at the UDFT/6-31?G** level. Table 4 collects

the energy differences computed between the closed-shell

and open-shell (biradicaloid) singlet solutions and between

the closed-shell singlet and triplet solutions. In general, the

unrestricted open-shell solutions are found to be lower in

energy than the closed-shell singlet and the biradicaloid

singlet and triplet solutions are predicted to be virtually

Table 3 Energy difference (kcal/mol) between the delocalized (C2v)

and localized (Cs) structures calculated for the Q–TTF–Q anion in gas

phase and in DMSO

Functional DEgas (C2v - Cs) DEDMSO (C2v - Cs)

B3LYP –a 1.71

PBE0 –a 3.16

BHHLYP 3.02 11.28

M06-2X 2.51 10.62

CAM-B3LYP 3.54 11.72

xB97X 10.03 18.46

xB97XD 6.48 14.50

a B3LYP and PBE0 are unable to predict stable Q-–TTF–Q localized

structures in gas phase

Fig. 5 a Unpaired-electron spin density distribution and b NPA

charge distribution computed for the localized Q-–TTF–Q anion

(Cs-symmetry) and the delocalized (Q–TTF–Q)- anion (C2v-symmetry)

at the UBHHLYP(BS)/6-31?G** and UBHHLYP/6-31?G** levels,

respectively. Charges related to the four carbon atoms connecting the

TTF and Q units are divided equally between the fused fragments
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degenerate. The solvent plays no role in the relative

stability of the restricted and unrestricted solutions. The

dianion of the Q–TTF–Q triad is therefore predicted to be a

biradicaloid species in its electronic ground state.

Investigation of the frontier molecular orbitals gives

additional insight into the nature of the open-shell ground

state predicted for (Q–TTF–Q)2-. Figure 6a displays the

two singly occupied molecular orbitals (SOMOs) calcu-

lated for (Q–TTF–Q)2- at the UDFT(BS)/6-31?G** level.

They are essentially confined on the Q fragments with a

small contribution on the S atoms of the TTF unit

and almost no overlap between them. The (Q–TTF–Q)2-

dianion can be therefore classified as a disjoint biradical

[43–45]. The spin densities calculated for the open-shell

singlet and triplet solutions (Fig. 6b) clearly show that the

unpaired electrons reside on different parts of the molecule.

Table 5 gathers the B3LYP/6-31?G**-optimized bond

distances computed for the neutral, radical anion (local-

ized/delocalized) and dianion (open-shell singlet) species

of the Q–TTF–Q triad in the presence of DMSO. As seen

in Table 5, the most important structural changes affect the

p-benzoquinone rings because, as mentioned above,

the extra electrons are mainly injected in the Q units. The

single and double CC bonds of the p-benzoquinone rings

shrink and lengthen, respectively, and the Q rings become

more aromatic upon reduction. This aromatization is

accompanied by a remarkable lengthening of the double

carbon–oxygen bonds (bonds 6 and 60). The adjacent car-

bon–sulfur bonds (bonds 3 and 30) of the fused TTF unit

also undergo a sizeable lengthening. Table 5 clearly illus-

trates that in the localized Q-–TTF–Q anion the structural

changes are concentrated on one of the Q moieties in good

agreement with the unpair-electron spin density and charge

distributions shown in Fig. 5. Similar structural trends are

obtained when using the other functionals employed in this

work (Tables S1 and S2 in the Supporting Information).

The localized Q-–TTF–Q anion exhibits boat-like and

fully planar minimum-energy conformations as it was

found for the neutral Q–TTF–Q triad (Fig. S1). At the

B3LYP/6-31?G** level, the energy difference between

both conformations is also negligible (0.01 kcal/mol), but

now favors the planar conformation. In the boat confor-

mation, the folding h angle shows different values for the

Q- (12.4�) and Q0 (16.5�) fragments that are similar to that

calculated for the neutral molecule (13.2�). The difference

between the folding angles is an additional structural sig-

nature which corroborates that the extra electron enters in

only one Q moiety.

We finally investigate the photoinduced electron transfer

between the negatively charged and neutral benzoquinone

rings of the localized Q-–TTF–Q anion. This photoinduced

transfer was experimentally studied, but the difficulties

found in solubilizing the Q-–TTF–Q mixed-valence spe-

cies prevented a quantitative study of the electron-transfer

process by Vis/NIR spectroelectrochemical methods [5].

The deconvolution of the Vis/NIR spectra at different

reduction steps revealed a broad absorption band centered

around 1,300 nm (0.95 eV) which was associated to the

Q-–TTF–Q anion. To gain more insights into the nature of

the absorption experimentally observed, the lowest-energy

doublet excited states of Q-–TTF–Q were calculated using

the TDDFT approach and the previously optimized ground-

state geometries. Three doublet excited electronic states

(Dn) are found below 1.5 eV when calculating with the

B3LYP, PBE0, M06-2X, CAM-B3LYP, xB97X and

xB97XD functionals and the 6-31?G** basis set in

DMSO (Table 6). At the B3LYP level, the D0 ? D1

excitation can be described by a one-electron promotion

from the SOMO to the LUMO, which are located on dif-

ferent Q moieties. The D0 ? D1 excitation therefore cor-

responds to the Q- ? Q0 electron transfer and is

computed at 0.42 eV with a small oscillator strength

(f = 0.0086). In the same energy range, the D0 ? D3

Table 4 Energy differences (kcal/mol) between the closed-shell

singlet (CS) and open-shell singlet (OS) states and between the

closed-shell singlet and open-shell triplet (T) states of the Q–TTF–Q

dianion calculated in gas phase (values in DMSO are given within

parentheses)

Functional DE (CS–OS) DE (CS–T)

B3LYP 17.52 (17.09) 17.50 (17.07)

PBE0 21.05 (20.51) 21.04 (20.49)

BHHLYP 37.66 (36.92) 37.65 (36.91)

M06-2X 34.76 (33.79) 34.75 (34.13)

CAM-B3LYP 37.78 (37.24) 37.77 (37.23)

xB97X 50.90 (49.43) 50.88 (50.16)

xB97XD 43.36 (41.65) 43.35 (42.33) Fig. 6 a Electron-density contours (0.03 e bohr-3) calculated at the

UB3LYP(BS)/6-31?G** level for the singly occupied molecular

orbitals of the Q–TTF–Q dianion and b unpaired-electron spin density

distribution computed for the open-shell singlet (OS) and triplet

(T) states
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excitation is calculated at 0.64 eV (f = 0.0026) and

involves an electron transfer from the TTF moiety to the

neutral Q0 fragment. The D0 ? D2 excitation has no

intensity (f = 0.0000). The B3LYP functional therefore

suggests that two electronic transitions (Q- ? Q0 and

TTF ? Q0) contribute to the broad band experimentally

observed around 0.95 eV [5], but underestimates the

energy of this band. It is well known that B3LYP tends to

underestimate significantly the energy of the CT excita-

tions [46]. The PBE0 functional provides a similar

description with the Q- ? Q0 (D0 ? D2) and TTF ? Q0

(D0 ? D3) transitions now computed at 0.68 (f = 0.0067)

and 0.79 eV (f = 0.0038), respectively. The long-range-

corrected CAM-B3LYP functional predicts excitation

energies of 1.05 (f = 0.0061) and 1.06 eV (f = 0.0082),

respectively, which are closer to the experimental absorp-

tion energy. The meta-hybrid (M06-2X) and the long-

range-corrected (xB97X and xB97XD) functionals

provide a similar description of the lowest-energy excited

states, with excitation energies for the weak Q- ? Q0

(D0 ? D2) and TTF ? Q0 (D0 ? D3) transitions

comprised between the values predicted by PBE0 and

CAM-B3LYP. Single-point gas phase CASSCF/CASPT2

calculations performed on the B3LYP/6-31?G** opti-

mized geometry using the (3,3) active space and the

cc-pVDZ basis set support the presence of both the

Q- ? Q0 and TTF ? Q0 transitions at similar energies:

0.53 (f = 0.0049) and 0.79 eV (f = 0.0073). Although the

(3,3) active space is very reduced, it includes the molecular

orbitals and the electrons that play a major role in the

Q- ? Q0 and TTF ? Q0 transitions, that is, the HOMO

localized on the TTF unit and the SOMO and LUMO

localized on the Q- and Q0 units, respectively.

4 Conclusions

The acceptor–donor–acceptor Q–TTF–Q triad has been

theoretically characterized by using DFT quantum-chemi-

cal calculations. Emphasis has been made on the evolution

of the structural and electronic properties upon oxidation/

reduction. The minimum-energy structure of the Q–TTF–Q

triad in its neutral state is a C2v boat conformation,

although the planar D2h structure is also predicted as a

minimum in the molecular potential energy surface. Both

structures are separated by almost negligible barriers in

accord with the fully planar structure experimentally

observed in the solid state. The donor TTF and acceptor Q

Table 5 Selected B3LYP/6-31?G**-optimized bond distances (Å)

computed in DMSO for the Q–TTF–Q triad in its neutral, radical

anion and dianion states

Bond Neutral Localized anion

(Cs)

Delocalized anion

(C2v)

Dianion

(OS)

1 1.351 1.352 1.351 1.349

2 1.790 1.784 1.787 1.789

20 1.790 1.792 1.787 1.789

3 1.753 1.771 1.762 1.770

30 1.753 1.754 1.762 1.770

4 1.359 1.375 1.368 1.376

40 1.359 1.359 1.368 1.376

5 1.481 1.448 1.461 1.448

50 1.481 1.478 1.461 1.448

6 1.226 1.272 1.250 1.264

60 1.226 1.230 1.250 1.264

7 1.489 1.449 1.468 1.456

70 1.489 1.487 1.468 1.456

8 1.343 1.373 1.357 1.370

80 1.343 1.343 1.357 1.370

Table 6 Vertical excitation energies (DE) and oscillator strengths

(f) computed in DMSO for the localized Q-–TTF–Q structure at

different TDDFT levels using the 6-31?G** basis set

Method Excitation Description DE (eV) f

B3LYP D0 ? D1 Q- ? Q0 0.42 0.0086

D0 ? D2 TTF ? Q0 0.43 0.0000

D0 ? D3 TTF ? Q0 0.64 0.0026

PBE0 D0 ? D1 TTF ? Q0 0.51 0.0000

D0 ? D2 Q- ? Q0 0.68 0.0067

D0 ? D3 TTF ? Q0 0.79 0.0038

M06-2X D0 ? D1 TTF ? Q0 0.59 0.0000

D0 ? D2 Q- ? Q0 0.72 0.0061

D0 ? D3 TTF ? Q0 0.86 0.0042

CAM-B3LYP D0 ? D1 TTF ? Q0 0.44 0.0000

D0 ? D2 Q- ? Q0 1.05 0.0061

D0 ? D3 TTF ? Q0 1.06 0.0082

xB97X D0 ? D1 TTF ? Q0 0.55 0.0000

D0 ? D2 Q- ? Q0 0.72 0.0059

D0 ? D3 TTF ? Q0 0.82 0.0041

xB97XD D0 ? D1 TTF ? Q0 0.57 0.0000

D0 ? D2 Q- ? Q0 0.71 0.0061

D0 ? D3 TTF ? Q0 0.85 0.0041

CASPT2 (3,3)a D0 ? D1 Q- ? Q0 0.53 0.0049

D0 ? D2 TTF ? Q0 0.79 0.0073

D0 ? D3 TTF ? Q0 0.87 0.0024

a Single-point CASPT2 calculation performed in gas phase on the

B3LYP/6-31?G** optimized geometry using the cc-pVDZ basis set
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units preserve their electronic structure in the neutral sys-

tem, for which a charge transfer takes place from the

central TTF fragment to the external Q units. Upon oxi-

dation, electrons are mainly extracted from the TTF moi-

ety. The cation species has a fully planar D2h structure,

whereas the dication shows a twisted conformation as a

consequence of the elongation of the central CC bond. The

structural and electron-donor properties of the TTF unit are

therefore maintained in the triad.

The radical anion and dianion states of the Q–TTF–Q

triad were investigated by using different hybrid (B3LYP,

PBE0 and BHHLYP), meta-hybrid (M06-2X) and long-

range-corrected (CAM-B3LYP, xB97X and xB97XD)

density functionals. In gas phase, BHHLYP, M06-2X and

the long-range CAM-B3LYP, xB97X and xB97XD

functionals predict that the Q–TTF–Q triad behaves as a

class II mixed-valence system and form localized Q-–

TTF–Q anions where the unpaired electron is mainly

located over one acceptor Q moiety. In contrast, the hybrid

B3LYP and PBE0 functionals are unable to predict stable

Q-–TTF–Q structures and lead to a delocalized (Q–TTF–

Q)- structure, where the extra electron is equally distrib-

uted among the two acceptor moieties. The incorporation

of solvent effects stabilizes the localized Q-–TTF–Q

solutions, and these solutions are found to be minimum-

energy structures with all the functionals evaluated. The

dianion of the Q–TTF–Q triad is predicted to be a bira-

dicaloid species, for which the unpaired electrons mainly

reside on the external Q units. TDDFT and CASSCF(3,3)/

CASPT2 calculations suggest that the broad absorption

band experimentally observed for the localized Q-–TTF–Q

anion is associated with two charge-transfer electronic

transitions: Q- ? Q0 and TTF ? Q0.
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Abstract The gas-phase conformations and stabilities of

neutral and anionic organosilanes with structure ((HO)3Si-

organic linker-Si(OH)3), where the organic linker is

benzene, ethene, or ethane, were studied using density

functional theory. The calculations were performed at the

B3LYP/6-311?G(2d,2p) level of theory and show that the

cis-bis(trihydroxysilyl)-ethene and gauche-bis(trihydroxy-

silyl)-ethane species are more stable than their trans and

anti-counterparts, respectively. The local geometries of the

organic and inorganic fragments in these hybrid com-

pounds are similar to those found in the case of pure sili-

cate compounds or in the parent organic molecules. The

calculated enthalpies of deprotonation for these species

suggest an acid–base behavior for 1,4-bis(trihydroxysilyl)-

benzene species that is intermediate of those calculated for

the silicate monomer and for the silicate dimer, while for

the cis-bis(trihydroxysilyl)-ethene and gauche-bis(trihydr-

oxysilyl)-ethane, an acid–base behavior that is intermediate

of those calculated for small and for large pure silicates. It

was also found that the calculated charges of the Si atoms

are almost independent of the type of carbon atom to which

they are bonded and that the charge localized on the

organic moiety is always negative, even for the neutral

species. This information is valuable for the development

of molecular force fields for simulating systems involving

organosilicates.

Keywords Density functional theory � Periodic

mesoporous organosilicas � Organosilicates � Atomic point

charges � Enthalpies of deprotonation

1 Introduction

Nanoporous materials have been attracting the attention of

researchers for several decades due to their intrinsic char-

acteristics, such as very high surface areas, which make

these materials ideal for many applications in nanotech-

nology and nanoscience [1–3]. Porous materials can adsorb

and store large volumes of gases [4], which can be effec-

tively removed under adequate conditions, for example, by

changing the temperature. Therefore, these materials are

ideal candidates for capturing greenhouse gases [5], or for

storage of alternative energies to fossil fuels [6]. Porous

materials are also finding application in various industrial

processes, acting as water purifiers [7] or catalysts [8], and

are being used in the construction of electrodes possessing

optimal pore sizes for sophisticated high-performing

capacitors [9] or in basic research of fluid behavior con-

fined in nanospaces [10–12].
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Over several decades, activated carbons and periodic

mesoporous silica (PMS) have been employed as ideal

material structures with nanospaces. The pores in these

materials have defined slit or cylindrical shapes but show

some microscopic disordering. Other more interesting

mesoporous hybrid materials have been introduced recently.

In fact, three groups independently reported a new type of

mesoporous material, which was synthesized using micelle

template methods as in the synthesis of PMS but using or-

ganosilicates (organic linker was ethane or ethene) instead of

silicates as silica sources [13–15]. These new materials were

named periodic mesoporous organosilicas (PMO). Just a few

years later, Inagaki et al. [16] reported the synthesis of an

ordered mesoporous organosilica hybrid material, where the

organic linker was benzene, having a hexagonal array of

mesopores with a lattice constant of 52.5 Å and crystal-like

pore walls that exhibit structural periodicity with a spacing

of 7.6 Å along the channel direction. These PMOs have two

remarkable features which ordinary PMSs do not possess,

that is, molecular order periodicity within the pore walls and

hybrid organic–inorganic structure, alternating hydrophilic

and hydrophobic layers, where each individual organic

group is covalently bonded to two or more silicon atoms

[17]. Although the detailed microscopic structure and the

formation process of PMOs are not yet fully understood, the

molecular ordering of the PMO pore walls was confirmed by

large-angle XRD measurements [16]. It was also anticipated

that the inorganic parts of PMOs supply strong framework

structures and the organic parts are responsible for unique

features of the materials, which as the field of PMO pro-

gresses, are increasingly responsible for new applications,

for example, in lighting, solar energy, displays, and electri-

cally conductive PMO matrices [17]. Thus, PMOs are still

promising materials for modern society with an enormous

potential mainly due to the versatility of their chemical

compositions. The novel functional PMOs often contain

large and complex precursors, and their synthesis and self-

assembly may pose a significant challenge despite the

knowledge acquired so far. Therefore, the understanding of

the PMO formation process and structural details is crucial

for creating new types of materials.

Some studies have been carried out recently aiming at

elucidating the structure and properties of PMO materials.

Commotti et al. [18] reported a 2D NMR study of PMOs

synthesized from a benzenesilicate (1,4-bis(triethoxysi-

lyl)benzene) and quantified for the first time the amounts of

the different Si-condensed species, which were found to be

64.9 %, 32.3 %, and 2.8 % for the T3 (fully condensed Si),

T2 (Si unit containing one OH group), and T1 (Si unit

containing two OH groups) species, respectively. Attribut-

ing negligible T1 species to defects in the structure, and

based on the *2:1 ratio between T3 and T2 species, they

suggested that the inorganic layer in the channel walls is

constituted by alternate six- and four-member rings of a

repeating unit of (T3-T2-T3)n along each wall face rather

than a regular sequence of six-member silica rings with

alternate T3 and T2 species, that is, 1:1 ratio between T3 and

T2 species of a repeating unit of (T3-T2)n along each wall

face [18]. Very recently, Martinez et al. [19] reported the

results of a periodic density functional theory (DFT) study

on the interactions of CO, CO2, and CH4 molecules with the

internal walls of the two channel wall models described

above, that is, (T3-T2-T3)n and (T3-T2)n repeating units.

These gaseous molecules interact preferentially with the

silanol groups, with calculated adsorption energies of

14.3 kJ/mol, 13.3 kJ/mol, and 9.2 kJ/mol for CO, CO2, and

CH4, respectively, where dispersion was found to account

for about one half of the interaction energy. Martinez and

Pacchioni introduced some modifications in their models

(e.g., inorganic part modified with Ti–OH, Si–O-, and

Al-–OH groups or organic part modified with pyridine or

biphenylene groups) and found that the interaction energies

were identical or lower than in the case of the original

phenylene (organic linker is benzene) species. Soichi et al.

studied the Si–C bond stability under acidic and basic

conditions of organosilane molecules during polyconden-

sation to organosilica hybrids with NMR and density

functional theory (DFT) at the B3LYP//6-311??G(d,p)

level of theory [20], in order to explain why these bonds in

some organosilane precursors are unexpectedly cleaved

under such harsh conditions. For example, Si–C bond

breakage was found to occur in the case of thiophene-

bridged organosilane in basic conditions while almost no

Si–C bond rupture was found in the cases where the organic

linkers were derived from ethane, ethylene, or benzene [20].

Previously, we have reported a comprehensive compu-

tational work devoted to the understanding of the early

stages of PMS synthesis. To reach our purposes, detailed

atomistic molecular dynamics (MD) simulations were per-

formed for several different aqueous solutions containing a

surfactant molecule (decyltrimethylammonium), neutral

and charged silicate monomers and oligomers, and bromide

counterions, which were used to model realistic synthesis

solutions with concentrations of different silicate species

obeying experimental compositions [21–23]. The potential

used for the description of the different silicate species was

based on DFT calculations [24]. We have found that anionic

silicates interact more strongly with the ammonium heads

of the cationic surfactants than the bromide ions, and this

was found to be related with an increase of the micelle sizes

and with the enhancement of silica condensation at the

micelle surface (cooperative templating mechanism). The

simulations led to the proposal of a mechanism that vali-

dates several previous experimental and modeling studies

and answers many controversial issues regarding the syn-

thesis of mesoporous silicas. It would be interesting to adapt

Theor Chem Acc (2013) 132:1323
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the DFT ? MD technique used for PMS to hybrid PMO

materials, aiming at elucidating the initial stages of the

formation mechanism of the latter. To accomplish such

task, it is necessary to extend the potential that was

employed before in the study of the early stages of the

synthesis of PMS [24]. Hence, DFT calculations were

performed to optimize the structures of the organosilicate

monomers (neutral and single negative charged silanes with

ethane, ethane, or benzene linkers), considered as models of

the precursor species employed in the synthesis of PMO

materials. These calculations are also important in the

context of modeling chemical reactions involving orga-

nosilicate species.

The full set of computational details is given in Sect. 2,

while in Sect. 3 the DFT results are analyzed and dis-

cussed, that is, the calculated partial atomic charges and the

optimized bond lengths and angles used to develop the new

potential for atomistic MD simulations of the PMO syn-

thesis. Finally, the most important conclusions are sum-

marized in Sect. 4.

2 Computational details

The structures of the organosilane species ((HO)3Si-organic

linker-Si(OH)3), namely 1,4-bis(trihydroxysilyl)-benzene,

bis(trihydroxysilyl)-ethene, and bis(trihydroxysilyl)-ethane,

were optimized in the gas phase by means of density

functional theory. The DFT calculations were performed by

means of the hybrid B3LYP method, which is based on the

ideas of Becke [25] and considers a mixture of Hartree–

Fock and DFT exchange using the B3 functional, together

with the LYP correlation functional due to Lee et al. [26] as

implemented in the Gaussian 03 computational code [27].

The atomic electronic density was described by means of

the 6-311?G(2d,2p) basis set.

This exchange–correlation functional and basis set were

used for computational consistency with the structures

optimized previously for silicate monomers as well as for

linear and branched oligomers [24]. In fact, in that work, we

have considered the B3LYP functional and some other

computational approaches for calculating the enthalpy of the

reactions H2SiO ? HSiO- ? H? and [SiOH]? ? SiO ?

H? but none of the others emerged as a clear and more

appropriate choice than B3LYP (c.f. electronic annex A1 in

ref. 24). The DFT calculations were also performed on the

following negatively charged species: [(HO)3Si-organic

linker-Si(OH)2O]- and [O(HO)2Si-organic linker-

Si(OH)2O]2-. The refinement of the potential needs the

consideration of charged silane species since high pH con-

ditions, pH = *11, are used in the experimental synthesis

of the PMO materials. Under these alkaline conditions, most

(organo) silicates are in their deprotonated anionic form [28].

Due to a large number of conformational degrees of

freedom (e.g., cis and trans conformations are possible for

the ethene organic linker), the structural optimization of the

global minimum for each of the neutral and negatively

charged configurations followed the computational strategy

below: First of all, at least 10 different initial configura-

tions for each organosilane were designed using informa-

tion from our previous DFT work on neutral and charged

linear, branched, and cyclic silicates [24] and optimized

using very tight criteria (int = ultrafine and opt = very-

tight keywords in the Gaussian code) by B3LYP but

employing the smaller 6-31G(d) basis set. Please notice

that several initial geometries lead to the same final state

after optimization with the 6-31G(d) basis set. Then, the

most stable configurations (*5) optimized with the latter

approach were further re-optimized at the B3LYP/6-

311?G(2d,2p) level of theory. All optimized configura-

tions were confirmed to be potential energy minima with

vibrational frequency calculation after the re-optimization.

Finally, the most stable configurations were used for sub-

sequent atomic point charge calculations, which considered

the Mulliken [29], CHelpG (charges from electrostatic

potential grid method) [30], and NPA [31] (natural popu-

lation analysis) approaches.

In order to facilitate the reading, we have considered the

following notation for the silica fragments: The neutral

monomer Si(OH)4 is denoted by SN; the ionic monomer

[Si(OH)3O]- is denoted by SI (not to be confused with the

silicon atom, Si), and the different 1,4-bis(trihydroxysilyl)-

benzene molecules are denoted as SNBSN, SIBSN, and

SIBSI, respectively, the neutral, the single, and the double

negative charged species. Similar notation was used for the

organosilanes based on ethane and ethylene, that is,

SNE3SN, SIE3SN, and SIE3SI and SNE2SN, SIE2SN, and

SIE2SI, respectively. With regard to atom type, these will

be denoted as follows: Si is a silicon atom, Oh is a

hydroxyl oxygen atom, Oc is a deprotonated oxygen atom

(negative charge), Ho is a hydroxyl hydrogen atom, H is a

hydrogen atom in an organic group, and C is a carbon

atom. For the latter two atom types, subscript A refers to a

phenyl group, subscript sp2 refers to an ethylene group,

and subscript sp3 refers to an ethane group. Furthermore,

subscripts N and I are used to denote whether atom types

belong to a neutral or to an anionic fragment, respectively.

3 Results and discussion

3.1 Optimized organosilane structures

Views of the optimized structures for the neutral and

negatively charged organosilicates are shown in Figs. 1, 2,

and 3 for organic linkers benzene, ethene, and ethane,

Theor Chem Acc (2013) 132:1323
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respectively. Full geometrical details for these molecules

are given as supplementary information (Tables S1-S3).

Let us begin with the description of the optimized

geometry for 1,4-bis(trihydroxysilyl)-benzene and the

anions obtained by single deprotonation at just one or at

both silyl groups. In the following discussion, the orga-

nosilane molecular structure will be divided into three

fragments, that is, SN or SI units and organic linker. The

internal O–Si–O angles in SNBSN are 114.5�, 107.5�, and

103.9� (Fig. 1a and Table S1 in the Supporting Informa-

tion). These geometrical parameters optimized in the gas-

eous phase are in quite good agreement with the

experimental results from X-ray powder structural mea-

surements by Cerveau et al. [32], respectively, 116.4(4)�,
112.9(4)�, and 103.4(4)�. As it can be seen, the SN frag-

ments do not possess local C3 symmetry either in the gas or

crystal phases. The calculated C–C–C angles of the aro-

matic ring differ by up to 2.2� from the values in benzene

(120�). The Si–O bond lengths are in the range

1.643–1.652 Å, the Si–C bond lengths are 1.861 Å, the

HC–CH bond lengths are 1.390 Å, and the SiC–CH bond

distances are 1.400 Å. All these results are in quite good

agreement with the X-ray powder diffraction results [33].

However, it is found that the Si–C bonds are shorter in the

gas than in the crystal phase while the Si–O bond lengths

are included in the range defined by the X-ray values.

The optimized structure for the SIBSN anion is shown in

Fig. 1b. As expected, the most notable difference between

the structural parameters optimized for the neutral SNBSN

species and this anion is observed for the SI fragment. The

Si–Oc distance in the SI fragment is shortened by

0.08–0.09 Å and the Si–Oh distances in the SI fragment are

elongated by *0.05 Å with respect to Si–Oh bonds in

SNBSN molecule. The lengthening of Si–Oh bonds occurs

as a response to the shorter Si–Oc bond, due to stereo-

electronic effects caused by orbital overlap since the

electronic cloud of the Oc atom is larger, and closer to the

Si atom, than that of Oh. A similar lengthening (mean

value is 0.07 Å [23]) was found for the pure silicates

(monomers and oligomers) optimized with the same com-

putational approach. The Si–Oh bonds in the SN fragment

of the SIBSN species are in the range 1.651–1.663 Å

(Table S1), that is, they are practically unchanged when

compared with the SN fragments in SNBSN molecule. The

concentration of negative charge in the SI fragment of the

SIBSN species induces the elongation of the Si–C bond

Fig. 1 Side and top views of

the optimized configurations for

a SNBSN, b SIBSN, and

c SIBSI molecules. Bond

lengths are in Å, and bond

angles are in degrees
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123 Reprinted from the journal170



when compared with the Si–C bonds in SNBSN, and an

opposite but small variation is found for the Si–C bond in

the SN fragment of SIBSN when compared with the neutral

molecule. These variations are a consequence of charge

transfer as discussed below.

In the case of the double-charged ion, that is, SIBSI,

Fig. 1c, the changes in the SI fragment bond lengths and

angles with respect to the SN fragment in the neutral

molecule are similar to those described above for the SI

fragment of the SIBSN anion. Hence, the Si–Oc distances

are shortened while the Si–Oh and Si–C bonds are elon-

gated with respect to Si–Oh and Si–C bonds in SNBSN.

Contrasting to what was found for the silica oligomers [24],

the rigidity of the aromatic ring in these organosilanes

prevents the formation of hydrogen bond contacts between

the H(Oh) and Oc atoms in different SI fragments. Thus,

the molecular structures of benzenesilicates are unfolded.

As it can be seen in the bottom row of Fig. 1, the benze-

nesilicates show eclipsed configuration of the SN or SI

moieties along the Si–C-(…)-C–Si direction as in the

crystallographic results by Cerveau et al. [33] which is

expected to facilitate intermolecular hydrogen bonding in

condensed phases. This is very relevant for understanding

the superior ordering and the periodic arrangement of the

structures of PMO materials.

As said above, the synthesis of the type of mesoporous

materials considered in this work is usually carried out at

high pH, and therefore, the solutions used in the experi-

mental work are found to present relative proportions of

anionic species higher than of neutral species. It is inter-

esting to compare the deprotonation enthalpies of the or-

ganosilicates with those calculated previously for linear

and branched silicates [24]. The enthalpies of deprotona-

tion are listed in Table 1 and were calculated using the

energetic data compiled in Table S4 of the Supporting

Information. When analyzing Table 1, it is important to

notice that these deprotonation enthalpies were calculated

in the gaseous phase. To obtain values for the enthalpies in

Fig. 2 Optimized trans (top) and cis (bottom) configurations for a SNE2SN, b SIE2SN, and c SIE2SI molecules. Bond lengths are in Å, and

bond angles are in degrees

Fig. 3 Optimized structures for a SNE3SN, b SIE3SN, and c SIE3SI molecules. Bond lengths are in Å, and bond angles are in degrees
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solution, solvent effects would need to be considered using

a realistic approach, which is beyond the scope of this

work. Nevertheless, it is instructive to compare qualitative

trends between different organosilicate species.

It is found that the enthalpy required to remove a proton

from SNBSN to yield SIBSN is 25 kJ/mol lower than that

required to remove a proton from a silicate monomer, SN,

via the Si(OH)4 ? [SiO(OH)3]- ? H? reaction, but is

46 kJ/mol higher than the deprotonation enthalpy calcu-

lated for the SN2 dimer and [*100 kJ/mol than the de-

protonation enthalpies for larger linear and branched

silicates [24]. Thus, it seems that the SNBSN compound

has an acid–base behavior intermediate of those found for

SN and SN2 species. The mean value calculated for single

deprotonation at both silicates is intermediate of those

computed before for SN2 yielding SISI and for SN3

yielding SISNSI species.

The optimized geometries for the trans and cis config-

urations of bis(trihydroxysilyl)ethene are reported in

Fig. 2a. The most striking difference between trans and cis

conformers is that in the latter, internal hydrogen bonding

between H and Oh atoms is possible. This makes the cis

isomer more stable than the trans species (DH = 9.9 kJ/mol),

where such H-bond interactions are not possible. This

energy difference becomes larger in the case of the anions

(Fig. 2b, c) since stronger hydrogen bonds are formed

between Oc and H atoms in different silica fragments, and

hence, these species are much more folded than the parent

neutral SNE2SN species. The trans to cis enthalpy gain is

71.5 kJ/mol and 4.6 kJ/mol for SIE2SN and SIE2SI spe-

cies, respectively. The very large difference between the

stability of cis and trans SIE2SN species is due to the

formation of two very strong internal hydrogen bonds in

the former and concomitant cooperative effect introduced

by two other but weaker hydrogen bonds (dashed lines in

Fig. 2b).

As it is shown in Table 1, the first enthalpy of depro-

tonation calculated for the trans-SNE2SN species is similar

to that calculated for the SNBSN compound (difference of

only 0.4 kJ/mol) but that calculated for the cis-SNE2SN

compound is lower by *60 kJ/mol. Once again, this dif-

ference is due to the presence of a strong internal hydrogen

bond in cis-SIE2SN that is not verified in the cases of trans-

SIE2SN and SIBSN. The calculated second enthalpies of

deprotonation are similar for cis-SIE2SN and trans-

SIE2SN, both resulting in the corresponding SIE2SI

derivative, but are significantly larger than the first

enthalpies of deprotonation calculated for cis-SNE2SN and

trans-SNE2SN and than the second enthalpy of deproto-

nation calculated for the silicate trimer, SN3, yielding the

SISNSI species [24].

Finally, from comparison of data in Figs. 1, 2 and in

Tables S1 and S2, it is found that the geometrical param-

eters for the three ethenesilicates are much the same as

those calculated for the benzenesilicates.

Views of the optimized geometries for the ethanesili-

cates and selected geometrical parameters are shown in

Fig. 3 (full details are supplied in Table S3). Both in the

neutral and in the anionic species, all the ethane derivatives

present gauche-type configuration. Due to the formation of

internal hydrogen bonds, the gauche configurations are

much more stable than the anti configurations (not shown).

The calculated enthalpies of deprotonation for the most and

for the least stable ethanesilicates are close to their ethene

counterparts suggesting that the stability of the silicates

species in the gas phase is controlled by the number and

nature of the internal hydrogen bonds in these compounds.

In the supplementary information (Tables S5-S10) are

given the averages and standard deviations for each bond

length and angle calculated over all the gaseous molecules

considered above. For the discussion, we will focus sepa-

rately on bond lengths and bond angles for three different

regions, that is, silica groups (Tables S5 and S8, respec-

tively), organic moieties (Tables S6 and S9, respectively),

and the hybrid structure in the region between the organic

and inorganic parts (Tables S7 and S10, respectively).

The analysis of the calculated parameters for the silica

groups shows that the differences between the Si–O and

O–H bond lengths and O–Si–O and Si–O–H angles in

organosilicates and the mean values calculated for the dif-

ferent silicates are smaller than the differences between

different silicates, for example, between linear, branched,

or cyclic silicates [23, 24]. Thus, the geometrical differences

in these bond lengths and bond angles due to the presence of

the organic linkers are in the uncertainty intervals defined for

the same properties in the silicates. This suggests that the

parameters used in our previous MD simulations for such

Table 1 Calculated enthalpies of deprotonation at T = 298.15 K for

the organosilicates considered in this work

Reaction DHdep

(kJ/mol)

DHdep/n

(kJ/mol)a

SNBSN ? SIBSN ? H? 1448.9 1448.9

SNBSN ? SIBSI ? 2H? 3131.0 1565.5

trans-SNE2SN ? trans-SIE2SN ? H? 1449.3 1449.3

trans-SNE2SN ? trans-SIE2SI ? 2H? 3186.4 1593.2

cis-SNE2SN ? cis-SIE2SN ? H? 1387.7 1387.7

cis-SNE2SN ? cis-SIE2SI ? 2H? 3191.8 1595.9

anti-SNE3SN ? anti-SIE3SN ? H? 1459.5 1459.5

anti-SNE3SN ? anti-SIE3SI ? 2H? 3194.4 1597.2

gauche-SNE3SN ? gauche-SIE3SN ? H? 1398.4 1398.4

gauche-SNE3SN ? gauche-SIE3SI ? 2H? 3203.3 1601.7

a Enthalpy of deprotonation divided by the number of H? species

involved in the reaction
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bonds and angles are transferable to the species considered

in this work. Similarly, the averages for the bond lengths

and bond angles in the organic moieties of the several

neutral and anionic organosilicates studied here are almost

unchanged when compared with the same parameters in the

unsubstituted parent organic molecules, that is, benzene,

ethene, and ethane. Moreover, it is also evident that the

structures of the organic part are negligibly affected by the

charges of neighboring silica fragments. In fact, C–C and

C–H bond lengths in the case of the neutral 1,4-bis(tri-

hydroxysilyl)-benzene (Fig. 1) and 1,4-bis(trihydroxysi-

lyl)-ethane (Fig. 3) species are identical to those in their

respective anions, that is, differences in the bond lengths

are lower than 0.005 Å. Similar findings are observed for

the C=C and C–H bonds in neutral and charged 1,4-

bis(trihydroxysilyl)-ethene (Fig. 2). This suggests that the

parameters for the organic moieties are transferable from

neutral to anion or to dianion species.

New parameters for the hybrid region between the

organic and inorganic moieties had to be developed here.

The analysis of average values in Tables S7 and S10 shows

that the Si–C bond length and the C–Si–O angle are almost

the same independent of the organic linker and that the

Si–C bond lengths are elongated by *0.04 Å upon

deprotonation in adjacent silicate fragments. In charged

silicate fragments, there are two types of C–Si–O angles,

that is, C–Si–Oc and C–Si–OhI, while just a single type is

found for neutral fragments, that is, C–Si-OhN. The C–Si-Oc

angle is larger than the C–Si-OhN angle by 5�–7� but the

C–Si-OhI angle is smaller than the C–Si-OhN angle by

7�–9�. The variations found in the charged silicates are

caused by the repulsion between the Oc atom and Oh or C

atoms directly bonded to the same Si, which causes the

elongation of bond lengths and the closing of angles in all

charged organosilanes when compared with the parent

neutral compounds. Finally, the angles C–C-Si and H–C-Si

depend on the organic group, but do not depend on the type

of Si atom (neutral or ionic).

3.2 Atomic point charges

The partial atomic charges were computed with three dif-

ferent standard methods, namely Mulliken, CHelpG, and

NPA approaches. For further explanation about the dif-

ferences and meaning of these methods, the reader is

referred to ref [33]. However, it is meaningful to describe

these features briefly in order to understand the discussion.

Mulliken and NPA are molecular orbital-based methods,

and NPA charges are preferred when the chemical nature

of atoms is discussed. This is because the NPA charges are

much more chemically reasonable when compared with the

Mulliken charges; in Mulliken analysis, the overlap

population is evenly divided between the two neighboring

atoms without considering their nature and electronega-

tivity while NPA employs explicitly orthogonalized (nat-

ural) atomic orbitals and thus solves the overlap population

problem [34]. The NPA method is almost basis set inde-

pendent but the charges are unsuited for use when elec-

trostatic properties are of interest (e.g., development of

force fields for simulations in aqueous solutions) since their

values are usually too positive or too negative when

compared with charges obtained from methods which fit

charges to match the electrostatic potential [35]. The

CHelpG scheme fits the charges to the electrostatic

potential calculated in a regularly spaced grid of points

around the molecule under the constraint that the dipole

moment is preserved. For this reason, CHelpG charges are

suitable for use as point charges in molecular mechanics

force fields for modeling in aqueous environment [36],

although some erratic behaviors of CHelpG charges in the

description of the chemical nature of silica compounds

were reported [37], and were found to be superior to

charges obtained from molecular orbital-based methods for

obtaining multipole moments [35]. For these historical or

practical importances, extensive tables with charges cal-

culated with these three methods for each atomic type

(average values) in the different gaseous molecules con-

sidered in this work are supplied as Supporting Information

(Tables S11 to S14). Other methods for calculating point

charges could be used but they were found to give unre-

alistic behaviors (e.g., Bader charges predicted a strongly

ionic character for several all-silica crystal polymorphs) or

predict charges that are too low for being compatible with

other force fields (e.g., charges calculated with the Hir-

schfeld method) [38].

The following discussion will mainly consider the NPA

charges which are more chemically intuitive for molecules

in the gaseous phase than those calculated with the CHelpG

approach. As expected from similar calculations performed

for gaseous silicates [24], highly positive charges are cal-

culated for silicon, negative charges are found on the

oxygen atoms and small positive charges on the hydrogen

atoms. Furthermore, small negative charges are calculated

here for the carbon atoms. Charges for OhN, OhI, HoN, HoI,

and Oc atom types in the organosilanes are close to those

calculated for silicates [24]. On the other hand, Si charges

connected to C atoms are lower than the previous values

[24]. It is worth to point out here that there are some dif-

ferences depending on the method considered for calcu-

lating the atomic charges.

Since we could regard the organic groups as bridging

moieties, it is very interesting to compare the partial

charges calculated for organosilanes with those for the

silicate dimers calculated in our previous work [24] where
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two silica (SN or SI) fragments are bridged by an oxygen

atom. We can qualitatively mention that the bridging parts

are always negatively charged, although the sign of the

total charge in the silica fragments depends on the degree

of deprotonation in the fragment. In the case of the silicates

[24], the total charge of an SN fragment was ?0.632e in

the case of the neutral dimer (SN2 species or, in the present

notation, SNOSN) and ?0.535e in the case of an SNSI

dimer (present notation is SNOSI). The total charge of an

SI fragment was -0.253e in the case of SNSI and

-0.347e in the case of the SI2 (present notation is SIOSI)

molecule. The charges calculated for the bridging oxygens

were -1.265e, -1.282e, and -1.307e for SN2, SNSI, and

SI2 species, respectively.

The calculated charges for the different fragments in the

benzenesilicates are shown in Fig. 4. Clearly, the charges of

the bridging parts in the benzenesilicates are less negative

than those calculated for the bridging oxygen atom in the

pure silicates. Thus, the organic linker is found to visibly

affect the charges of the silica fragments, especially the

atomic charges of the silicon atoms, which become less

positive than silicon atoms in the silicate dimers. Similar

findings are observed for cis-ethene, trans-ethene, and eth-

ane organosilanes (Supporting Information). As it can be

seen in Fig. 4, the total negative charge of the organic moiety

is mainly due to the atomic charges of the C atoms bonded

directly to the silicate fragments. Interestingly, the charges

in the Si atoms are almost independent of the type of carbon

atom to which it is bonded. As suggested in the previous

section, the elongated Si–C bonds are caused by the negative

charges on the deprotonated silicate fragments as it can be

seen in Fig. 4, which cause electrostatic repulsion.

3.3 Potential parameters

The full set of potential parameters for the organosilicates

is given in Table 2. The charges, bond lengths, and bond

angles were obtained by averaging the CHelpG and geo-

metric data calculated for the several different configura-

tions of charged and neutral silicates and organosilicates,

following our previous approach for silicates [21]. Some of

the charges had to be slightly adjusted to ensure that each

molecule retained its nominal charge. It is worth noticing

that, despite the different approaches used, our values for

the point charges of neutral silicates, shown in Table 2, are

not very far from those proposed previously by Pereira

et al. [39] based on calculations using a different DFT

functional and a numerical basis sets.

Interestingly, the parameters regarding the silicate and

the organic moieties in the organosilicates are identical to

those obtained before for silicates (linear, branched, and

cyclic) and to those available for the parent organic mol-

ecules (benzene, ethylene, and ethane), respectively. In

fact, the most important changes refer to the parameters

involving the linking of the organic and inorganic parts,

that is, the Si–C bond length and the C–Si-O, C–C-Si, and

H–C-Si bond angles. Fortunately, in terms of force field

transferability, some of these parameters were found to be

almost independent of which organic linker is considered,

that is, the parameters are much the same if the linker is

ethane, ethylene, or benzene. Importantly, it was found that

the C–C-Si and H–C-Si bond angles depend on the organic

linker but do not depend on the global charge (neutral,

anion, or dianion) of the organosilicate species while the

Si–C bond length and the C–Si-O bond angle do not

Fig. 4 Total charges in organic

and silica fragments for

a SNBSN, b SIBSN, and

c SIBSI molecules. Atomic

charges for C atoms bonded to

Si atoms are also indicated
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depend on the organic linker but depend on the global

charge of the organosilicate.

In conclusion, the potential parameters optimized in this

work for molecular simulations involving organosilanes in

solution can be combined with those developed before for

silicates possessing different geometries, for example, lin-

ear, branched, cyclic, and different degrees of deprotonation.

4 Conclusions

This paper presents the results of a density functional

theory study, with a considerably large basis set, on the

geometries, energies, and point charges of neutral, singly

deprotonated, and doubly deprotonated organosilicate

molecules (1,4-bis(trihydroxysilyl)-benzene, bis(trihydr-

oxysilyl)-ethene, and bis(trihydroxysilyl)-ethane) in the

gaseous phase. Several possible starting geometries were

considered to assure that the most stable conformer was

duly characterized for each of these species. The bond

lengths and angles for the neutral and anionic organosi-

lanes were discussed in detail. The analysis of the opti-

mized structures for the organosilanes shows that the local

geometries of the silica fragments of the organosilicate are

similar to those found in the pure silicate compounds and

that the local geometries of the organic part of the orga-

nosilicates are similar to those found in the parent organic

molecules. Since our aim is to develop a new potential for

classical molecular dynamics simulations of organosili-

cates in solution, these similarities are very important for

transferability of the potential.

From the calculated enthalpies of deprotonation, it is

concluded that the 1,4-bis(trihydroxysilyl)-benzene species

has an acid–base behavior that is intermediate of those

calculated for the SN (silicate monomer) and for the SN2

(silicate dimer). The acid–base behavior of the 1,4-bis(tri-

hydroxysilyl)-benzene is similar to those found for the least

stable silanes with ethene or ethane as the organic linker,

that is, it is similar to the behaviors of trans-bis(trihydr-

oxysilyl)-ethene and anti-bis(trihydroxysilyl)-ethane com-

pounds, respectively. For the most stable conformers of the

latter organosilanes, that is, cis-bis(trihydroxysilyl)-ethene

and gauche-bis(trihydroxysilyl)-ethane, the calculated

enthalpies of deprotonation are lower than those calculated

for the SN and SN2 species, suggesting a behavior that is

intermediate of those found for small (up to 2 Si atoms) and

larger pure silicates.

The partial atomic charges of the organosilicates were

calculated with three different approaches. From a natural

population analysis, it is found that the calculated charges

of the Si atoms are almost independent of the type of

carbon atom to which they are bonded but the charges on

the neutral silicate fragments are less positive and the

charges on the anionic silicate fragments are more negative

when compared with those in the pure silicates, either the

neutral SN2 or the singly deprotonated SNSI species.

Finally, since the silicate fragments are separated by the

organic linker in the case of the organosilanes, the charge

variation in the SN unit on going from SNXSN to SNXSI

and the charge variation in the SI unit on going from

SIXSN to SIXSI are less important than the variations

noticed for the pure silicate species.
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Abstract A decomposition scheme is proposed to ana-

lyze the physical contributions to the decrease in the

binding energy of chemisorbed species with increasing

coverage. This scheme is applied to the acetaldehyde–TiO2

(110) rutile system as a model for other small organic

molecule—oxide surface systems. Different density func-

tional theory (DFT) functionals have been employed at

both low-medium and high coverages to understand how

the different theoretical descriptions of the various terms

influence the adsorbate–surface interaction. At low cover-

ages, it is found that the localized adsorbate to surface

electron donation is the fundamental physical process that

influences the adsorbate–surface interaction. This results

shows that while it is usually assumed that only pairwise

adsorbate–adsorbate interactions influence the adsorption

energy, the progressive modification of the surface prop-

erties (surface reduction in this case) may also play a sig-

nificative role. The DFT?U functional results, in this case,

in the best agreement with the experimental binding

energy, and the inclusion of the dispersive forces results in

largely overestimated adsorption energies. At higher cov-

erages, the pure GGA and GGA?U functionals overesti-

mate the repulsive terms and the computed binding energy

is well below the experimental data. The inclusion of the

dispersive forces is required to correctly reproduce the

experimental results. The contributions of the different

physical terms are also analyzed.

Keywords DFT � Van der Waals � Adsorption �
Lateral interactions � TiO2 � Acetaldehyde

1 Introduction

The interaction of atoms and molecules with surfaces is

ubiquitous, since all materials interact with their environ-

ment via their surfaces. For this reason, the adsorption of

small organic molecules on the surface of solids is one of

the central and more important topics in heterogeneous

catalysis, photocatalysis, self-assembled layers, dye sensi-

tized solar cells, and sensors [1–10].

It is widely known that the properties of adsorbed spe-

cies are not independent of coverage [11]. The strength of

the adsorbate-surface bond can be perturbed by the pres-

ence of neighboring species. Adsorbate–adsorbate inter-

actions can be purely electrostatic or chemical in origin.

Dipole–dipole coupling or charge–dipole interactions

belongs to the first group while the decreasing in the orbital

overlap between the adsorbate and the surface as the cov-

erage increases is included in the second group. Such

adsorbate–adsorbate or ’’lateral interactions’’ are respon-

sible of the non-ideal behavior of the adsorption process

with increasing surface coverage. Its effects are usually

quantified as a perturbation of the adsorption energy of the

adsorbate in absence of lateral interactions (i.e., at the limit

of zero coverage). While the importance of such interac-

tions is widely recognized [11], a detailed physical

understanding of the different factors that influence the

binding of adsorbates with increasing surface coverage is a
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topic that remains to be addressed. Here, we propose a

theoretical scheme that allows to analyze the observed

decrease in the adsorbate to surface binding energy into

different physical contributions. Different density func-

tional theory (DFT) models are employed to quantify the

influence of the theoretical description in these physical

contributions at low- and high-surface coverages.

As a benchmark system, we have used the adsorption of

acetaldehyde on rutile TiO2 (110) surface. Titanium diox-

ide has received considerable attention in the literature due

to its utility as a catalyst and as a photocatalyst. In par-

ticular, the rutile TiO2 (110) surface has become a proto-

type system in surface science studies of metal oxide

surfaces [12–14]. The (110) surface of rutile TiO2 is

composed of alternating rows of twofold coordinated

bridging Ob atoms and channels that expose both fivefold

coordinated Ti (Ti5c) and in-plane threefold coordinated O

atoms (see Fig. 1). Moreover, the surface chemistry and

photochemistry of organic compounds on the TiO2 surface

is a topic of recurrent interest in the literature. In particular,

acetaldehyde photodecomposition is of singular importance

because it is commonly found as a volatile contaminant,

aside from being present either as reactant, intermediate, or

product in many catalytic processes [15–19]. The chemis-

try and photochemistry of acetaldehyde on the rutile TiO2

(110) surface has been recently studied from a experi-

mental point of view by Henderson [20].

The rest of this paper was organized as follows. In Sect.

2, the methodology and the surface model is described. In

Sect. 3, the partition model, that allow to analyze the

physical contributions to the inter-adsorbate lateral inter-

actions, is presented. In Sect. 4, we present and discuss the

results obtained. Finally, concluding remarks were given in

Sect. 5.

2 Computational details

In order to model the extended nature of these surfaces,

periodic three-dimensional DFT calculations were carried

out using the VASP 5.2 code [21–23] with the projector

augmented wave (PAW) method [24, 25]. In these calcu-

lations, the energy was obtained using the generalized

gradient approximation (GGA) implementation of DFT

proposed by Perdew et al. [26], and the electronic states

were expanded using plane wave basis set with a cutoff of

400 eV. Forces on the ions were calculated through the

Hellmann–Feyman theorem as the partial derivatives of

free energy with respect to the atomic coordinates,

including the Harris-Foulkes correction to forces [27]. This

calculation of the force allows a geometry optimization

using the conjugated gradient scheme. Iterative relaxation

of the atomic positions was stopped when the forces on

the atoms were less than 0.02 eV/Å. In order to analyze the

charge transfer upon adsorption, the total charge of the

acetaldehyde molecule was determined using the algorithm

introduced by Henkelman et al. [28, 29] for the evaluation

of the Bader charges [30].

As gradient corrected density functional theory is known

to assign a delocalized character to the excess electrons

induced on the TiO2 surface by defects like O vacancies or

adsorbates [31, 32], the GGA?U formalism was also

employed. The Hubbard U term was added to the plain

GGA functional using the rotationally invariant approach

proposed by Dudarev et al. [33], in which the Coulomb

U and exchange J parameters are combined into a single

parameter Ueff = U - J. Recent work by Deskins et al.

[34] has shown how the main effect of the use of this

approach is to determine the location of gap states within

the gap, and that reasonable gap states occur for values of

Ueff between 3.3 and 4.1 eV. However, the trends are not

strongly affected by the particular choice of the Ueff within

this range. To be consistent with previous work on our

group, a Ueff parameter of 4.5 eV was chosen, as it quan-

titatively reproduces the experimental position of the Ti

3d levels observed in the valence photoemission spectra of

Ce/TiO2(110) [35].

In order to understand how dispersion forces modify the

description of lateral interactions, the van der Waals den-

sity functional (vdW-DF) derived by Dion et al. [36] was

employed. Recently, there has been an enormous progress

in the treatment of dispersion forces in DFT [37].

Adsorption on solid surfaces is an area where great steps

forward have been made in this respect, but there are still

challenges for dispersion–based DFT methods at present.

Fig. 1 4 9 2 supercell model of a TiO2 (110) surface with four O-Ti-O

layers; the two lower layers are kept frozen and the two upper layers are

fully optimized. Atom colors red O, gray Ti
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The functional employed in this work (optB86b-vdW)

approximately accounts for dispersion interactions, it is a

solution which balances computational efficiency and

accuracy [38] and it is known to describe accurately

structural properties of both gas-phase clusters and bulk

materials [39].

It is known [40] that vacancy formation energies based

on slab calculations show an oscillating behavior with the

number of layers and that at least six TiO2 layers are

required to obtain fully converged values. In previous

works, we did not find big differences between four and six

layers for acetone adsorption [41] so in the present work,

we used supercell models with four TiO2 tri-layers to

represent the TiO2 (110) surface and explore the energetics

and geometries of adsorption of acetaldehyde on this sur-

face. Each slab was separated by a vacuum of 13 Å, con-

sidered enough to avoid interaction between the slabs [40].

In all cases, the optimized lattice parameters for the bulk

used were a = 4.616 Å, c = 2.974 Å, and u = 0.304 Å.

The a and c parameters were kept fixed during the surface

atomic positions relaxation. Multiples of the unit cell along

the [001] direction give cells of the n 9 1 type and j

doubling along the [110] direction gives n 9 2 cells. The

surface cell that were used in the present work was 4 9 2

size, where adsorption of a single acetaldehyde molecule

represents a coverage of h = 0.125. The calculations for

the supercell model where computed at the C point of the

Brillouin zone. Adsorption energy for the incoming acet-

aldehyde molecule is computed as

Eadsðh2Þ ¼ Etotalðh2Þ � Etotalðh1Þ � Eacetal ð1Þ
where Etotal (hi), i = 1, 2, are the total energies of model

systems with N-1 and N acetaldehyde molecules, respec-

tively, and Eacetal is the total energy of an isolated acetal-

dehyde molecule. With this definition, negative adsorption

energies represent bound states stable with respect to

desorption, and a direct comparison with experimental

desorption energies derived from thermal programmed

desorption (TPD) experiments is possible.

3 Partition model

This section introduces a simple model to analyze the

coverage dependence in the adsorption energies into

physically meaningful contributions. The main objective is

to devise a simple model that allow us to understand the

importance of the different physical interactions, their

relation to the level of theory used, and their role at dif-

ferent degrees of surface coverage. Detailed experimental

TPD data available for acetone and acetaldehyde on the

(110) surface of rutile TiO2 shows that binding energy,

even a low coverages (0.01–0.50 ML), decrease with

increasing surface loading [20, 42]. Previous theoretical

work has related this effect to the bonding mechanism of

adsorption of those carbonyl compounds to the rutile sur-

face [41, 43]. The adsorption of organic carbonyl com-

pounds at the TiO2 rutile (110) surface takes place through

interaction of the CO dipole moment with the electric field

of the Ti5c surface cations. For small coverages, a tiny

charge transfer from the organic molecule adlayer to the

surface takes place, reducing the acidity of the remaining

Ti5c sites and, thus, the binding energy of incoming mol-

ecules. However, the role of the long-range dipole–dipole

and short-range steric repulsive interactions was not ana-

lyzed. Taking into account these considerations, the

decrease in the adsorption energy with increasing coverage

can be expressed as

Eadsðh2Þ ¼ Eadsðh1Þ þ fsþd þ fe ð2Þ
where Eads (hi) is the adsorption energy at coverage hi (with

h2[ h1), and fs?d and fe are contributions for steric and

dispersion forces (fs?d) and electronic (adsorbate to surface

charge transfer, fe) physical contributions above described.

The fs?d contribution can be estimated as the energy

difference per molecule between two isolated acetaldehyde

monolayers whose geometries are identical to those in

surface ? adsorbate systems with coverages hi

fsþd ¼ EMLðh2Þ � EMLðh1Þ ð3Þ
It should be taken into account that the electronic density

on the acetaldehyde molecules is changed upon adsorption,

thus the above approximation holds while the adsorbate to

surface charge transfer is not too high, as it is our case. The

contribution of the adsorbate–surface charge transfer is

then easily obtained as

fe ¼ Eadsðh2Þ � Eadsðh1Þ � fsþd ð4Þ

4 Results and discussion

4.1 Low-medium coverages

A single acetaldehyde molecule on our 4 9 2 supercell

model provides the lower coverage explored, 0.125 ML.

The pure GGA functional produces a binding energy of

-0.83 eV, slightly lower than the experimental estimated

value of -0.93 eV (see Table 1). Addition of a second

acetaldehyde molecule results in a coverage of 0.250 ML.

The computed binding energy of this second acetaldehyde

molecule is reduced (-0.64 to -0.74 eV) with respect to

the first adsorbed molecule, in agreement with the observed

reduction in the experimental TPD data (-0.81 eV). The

reduction in binding energy can be ascribed to steric and

dipole–dipole repulsive interactions between the adsorbed

molecules but also to the adsorbate to surface charge
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transfer that takes place upon acetaldehyde adsorption.

Using the above proposed scheme, we can quantify how

these factors contribute to the observed reduction in the

strength of the binding between the acetaldehyde molecule

and the TiO2 surface. As shown in Fig. 2, repulsive inter-

actions are larger when the incoming molecule adsorbs in

the already occupied channel and both contributions are of

the same order and larger in this case. Clearly, the distance

between molecules is shorter and the dipole–dipole and

steric repulsions must be higher in this situation. The

contribution of the adsorbate-surface charge transfer is,

also, significatively larger showing how, upon acetalde-

hyde adsorption, the small charge transfer that takes place

delocalizes over the nearby Ti5c cations, reducing their

acidity and, thus, their ability to bind incoming acetalde-

hyde molecules.

Gradient corrected density functional theory has known

limitations in the description of electronic defects related to

inherent deficiencies in the functionals, mainly the insuf-

ficient cancelation of the self-interaction energy [44]. As

result, the electron density transferred by the incoming

acetaldehyde molecules will be excessively delocalized

over the surface and reduce the acidity of Ti cations in an

unrealistic way. In consequence, fe could be increased in an

unrealistic way. The use of hybrid exchange-correlation

functionals or the DFT?U approach, which adds an

adjustable correction to enhance electron localization,

allows to overcome these deficiencies.

At a coverage of 0.125 ML, the GGA?U computed

adsorption energy is -1.02 eV which is a bit higher than

the experimental value of -0.81 eV. The DFT?U

approximation enhances the ionicity of the oxide and the

charge transfer between the acetaldehyde molecule and the

surface. Both effects reinforce the chemisorption bond of

the acetaldehyde molecule to the surface resulting in the

observed increase in the computed binding energy. At a

0.250 ML coverage, the GGA?U binding energies (see

Table 1) are also higher than those obtained with the pure

GGA functional, but in this case they are closer to the

experimental value. The energetic decomposition of the

Table 1 Computed (GGA, GGA?U, and optB86b-vdW) and experimental acetaldehyde adsorption energies (Eads) at different surface

coverages

h (ML) Eads (eV)

GGA GGA?U ?vdW Exp. [20]

0.125 -0.83 -1.02 -1.23 -0.93

0.250

(a) -0.64/-0.69 -0.86/-0.88 -1.16/-1.21 -0.81

(b) -0.70/-0.74 -0.91/-0.96 -1.19/-1.23

1.000 -0.20 -0.37 -0.82 -0.71

Acetaldehyde molecules are adsorbed in the same (a) or different (b) channels of the TiO2(110) surface

Fig. 2 Histogram for inter-molecular lateral interaction terms at low

coverage (h = 0.250 ML) using different functionals. Brown columns
electronic contribution.Greencolumns steric and dispersion contributions
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lateral interaction shows a qualitatively different picture of

the inter-molecule interaction at this GGA?U theory

level. While the fe and fs?d contributions where similar

when the pure GGA functional was used, the inclusion

of the U parameter drastically reduces the importance of

the adsorbate to surface charge transfer (see Fig. 2b). The

DFT?U approximation forces the localization of the

electrons donated by the acetaldehyde molecule in the Ti

cation in which the molecule is adsorbed and little electron

density is delocalized to nearby Ti5c cations. In fact, the fe
contribution is reduced by a 50 % factor when the second

acetaldehyde molecule gets adsorbed in the same channel

than the first one and no fe contribution is obtained when

adsorption takes place in the empty channel.

Dispersion forces are long-range attractive forces that

are known to be important in order to correctly describe the

stability of a wide range of systems, including the

adsorption of molecules to solid surfaces [39, 45]. How-

ever, the description of these forces, purely quantum

mechanical in origin, pose a challenge to classical DFT

theory as, in most implementations, the exchange–corre-

lation potential does not include contributions from

unshared electronic distributions [44]. The optB86b-vdW

functional has been chosen to evaluate the effect of such

dispersion forces in the present problem. At the lower

coverage employed (0.125 ML), the computed adsorption

energy is now -1.23 eV, which is a 35 % higher than the

experimental value. At a 0.250 ML coverage, the com-

puted adsorption energies (see Table 1) are still largely

overestimated but they show the same decreasing tendency

as the experimental data. This overestimation of the

adsorption energy in vdW-DF has been observed previ-

ously by other authors and has been adscribed to a double

counting of some short-range exchange-correlation effects

[46]. The decomposition of the inter-molecule lateral

interactions obtained with our proposed scheme is shown in

Fig. 2c. The adsorbate to surface charge transfer term (fe)

decreases significatively when compared with the pure

GGA result. This can be related to an increase in the Ti-OC

bond distance from 2.16 Å (GGA) to 2.19 Å that will

reduce the orbital overlap and, thus, the amount of charge

transfer that takes place. Another observation is that, as in

the pure GGA functional, the transferred electron density

delocalizes over all nearby Ti5c cations, including those in

the secondary channel. The dipole–dipole and steric term

(fs?d) shows also a significative reduction, as could be

expected from the inclusion in the functional of the

attractive London dispersion forces. The decrease is more

significative when the two acetaldehyde molecules are

adsorbed in the same channel as expected from the nature

of these dispersion forces [44].

4.2 Full coverage

In the previous section, we have seen how the inclusion of

the Hubbard U term and the London dispersion forces can

modify the values of adsorption energy and the description

and analysis of lateral interactions at low and medium

coverages. Nevertheless, the consideration of these effects

should be even most important at high coverages when the

partial reduction of the surface and dispersion forces are

bigger. For this reason, the interaction of acetaldehyde

molecule with the TiO2 surface has been examined at a

coverage of h = 1 ML. To adequately compare our results

with the experimental values, the acetaldehyde molecules

have been placed alternating their a hydrogen to either side

of the Ti5c channels, in order to produce the most stable

configuration. (see Fig. 3).

Thermal programmed desorption data revealed that the

peak that appears at 245 K corresponds to acetaldehyde

desorption at h = 1 ML [20]. Redhead analysis [47] of

these peaks assuming a typical pre-exponential factor of

Fig. 3 Side and top views of and acetaldehyde monolayer on TiO2

(110) surface at h = 1 ML. Atom colors red O, gray Ti, black C
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1013 produces an estimated experimental adsorption energy

of -0.71 eV. Table 1 show the calculated adsorption

energies for an acetaldehyde coverage of 1 ML with the

different functionals used in this work. Both the pure GGA

and the GGA?U functionals produce adsorption energies

that are well below the experimental data. This is not

surprising as the short-range repulsive forces must domi-

nate when the surface is highly crowded. However, the

attractive dispersion forces must compensate these repul-

sive terms, but they are not included in these two func-

tionals. The decomposition of the inter-molecule

interaction as proposed in this paper, shown in Fig. 4,

reveals that the adsorbate to surface charge transfer term

(fe) is dominant in the case of the GGA functional. The

surface is highly reduced and the electrostatic interaction

between the CO dipole moment and the Ti5c charge is

reduced. This term is largely reduced to a magnitude

similar to that found at lower coverages when the GGA?U

functional is used. The charge donated from the acetalde-

hyde overlayer to the Ti5c cations is localized, and the free

surface cations are only slightly affected. The fs?d term has

a smaller magnitude, compared to low-coverage results,

when the pure GGA functional is used. This is probably

related to an increased distance of 2.33 Å between the Ti

cations and the acetaldehyde overlayer compared to 2.16 Å

at 0.125 ML coverage that will reduce the repulsive steric

interactions between the acetaldehyde molecules and the

protruding oxygen atoms. In contrast to these results, the

optB86b-vdW functional produces a binding energy of

-0.82 eV that overestimates the experimental value by

only a 15 % (this is probably within the experimental error

bar). The decomposition of the inter-molecule lateral

interactions (see Fig. 4) shows that the term related to the

surface reduction is similar in magnitude to the data pro-

duced by the pure GGA functional. As the surface is highly

crowded and this functional does not include an electron

localization term, the degree of surface reduction must be

similar in both cases. In fact, the Ti-OC bond length is

slightly larger in this case (2.36 Å) reflecting the slightly

larger fe term. Not surprisingly the steric term fs?d is now

negative: the high density of acetaldehyde molecules at the

surface increases the dispersion attractive term and this

term overcompensates the repulsive dipole–dipole and

steric repulsive interactions.

5 Conclusions

The physical origin of the so-called lateral interactions,

responsible of the decrease in the adsorbate-surface bind-

ing energy with increasing coverage has been examined in

the acetaldehyde–TiO2 (110) rutile system. A decomposi-

tion scheme is proposed that allows to understand how the

progressive reduction in the oxide surface and the

inter-molecule dipole–dipole and steric repulsive forces

influence the binding energy at low-medium and high

coverages. Three different DFT functional have been used:

pure GGA, GGA?U, and the optB86b-vdW that includes a

treatment of the attractive dispersion forces. The results

show that at low-medium coverages the pure GGA and the

optB86b-vdW functionals over delocalize the electron

density donated from the adsorbate adlayer to the surface,

resulting in an artificially reduced binding energy. The

optB86b-vdW functional overbinds the acetaldehyde mol-

ecules, a result already observed and that has been ad-

scribed to a double counting of some exchange-correlation

terms. The inclusion of the U Hubbard term in the GGA?U

functional overcomes the excessive electron delocalization

observed in the pure GGA functional, and this theory level

seems to be the most adequate at these surface coverages.

At higher coverages, both GGA and GGA?U functional

largely overestimate the repulsion forces, resulting in

binding energies too low compared to experimental values.

The decomposition of the inter-molecule interactions, as

proposed in this paper, reveals that the adsorbate to surface

charge transfer term (fe) is dominant in the pure GGA

functional case. The surface is being reduced by the

already adsorbed acetaldehyde molecules, and the incom-

ing molecules find cationic sites with reduced acidity,

resulting in the observed lower binding energies. At these

high loadings, the inclusion of the dispersion forces is

found to be essential to adequately describe the highly

crowded acetaldehyde overlayer. The computed optB86b-

vdW binding energy overestimates the experimental data

by a small amount (15 %) and is probably within the

experimental error bar. The decomposition of the inter-

molecule lateral interactions shows that although the

adsorbate to surface charge transfer term is still important,

Fig. 4 Histogram for inter-molecular lateral interaction terms at full

coverage (h = 1.0 ML)
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it is largely compensated by the attractive dispersion con-

tribution introduced in this functional.
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Abstract We report simulations of the elastic scattering

of atomic hydrogen isotopes and helium beams from

graphite (0001) surfaces in an energy range of 1–4 eV. To

this aim, we numerically solve a time-dependent Schrö-

dinger equation using a split-step Fourier method. The

hydrogen- and helium-graphite potentials are derived from

density functional theory calculations using a cluster model

for the graphite surface. We observe that the elastic inter-

action of tritium and helium with graphite differs funda-

mentally. Whereas the wave packets in the helium beam

are directed to the centers of the aromatic cycles consti-

tuting the hexagonal graphite lattice, they are directed

toward the rings in case of the hydrogen beams. These

observations emphasize the importance of swift chemical

sputtering for the chemical erosion of graphite and provide

a fundamental justification of the graphite peeling mecha-

nism observed in molecular dynamics studies. Our inves-

tigations imply that wave packet studies, complementary to

classical atomistic molecular dynamics simulations open

another angle to the microscopic view on the physics

underlying the sputtering of graphite exposed to hot

plasma.

Keywords Surface scattering � DFT � Splitting method �
Magnetic fusion � Plasma-wall interaction �
Time-dependent wave packet simulation

1 Introduction

The divertor in the next step nuclear fusion device ITER is

planned to be shielded against hot hydrogen plasma by

plasma facing component (PFC) materials, in some sce-

narios carbon (target plates) and tungsten (upper divertor

and dome) [1]. The choice of graphite (carbon) PFC

materials has been made based on its high thermal con-

ductivity, thermo-mechanical resistivity and the fact that it

does not melt but only sublimates [2]. Major advantages of

tungsten over carbon are its lower erosion rates and thus its

longer lifetime. Its limitations are related to its thermal

behavior under high off-normal heat loads like they might

occur in large edge-localized modes [3, 4] and its stiffness.

One of the major disadvantages of carbon is its high

chemical reactivity with hydrogen (and/or isotopes) lead-

ing to erosion processes summarized under the expression

chemical erosion [4–7]. This drastically limits the utiliza-

tion of carbon-based materials due to safety concerns. In

fact, it is planned to replace the carbon-based divertor

plates with a full tungsten divertor at least in a later stage of

the fusion experiment ITER [1]. The use of tungsten blocks

below their ductile to brittle transition temperature could

result in the total failure through the cracking of tungsten

near cooling tubes [8]. Hence, carbon-based materials
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should at least be kept in mind as an alternative for PFC

materials in ITER and maybe even for reactors [8, 9].

Fusion experiments (for an overview, see for instance [4, 7,

10]) imply that carbon is significantly eroded by incoming

hydrogen isotopes due to the sputtering of hydrocarbon

molecules already at low plasma temperatures of about

1–10 eV. To complement these experiments as well as to

provide an atomistic view on the chemical erosion of car-

bon-based materials, a variety of molecular dynamics

(MD) simulations have been carried out [11–25]. These

studies reveal several mechanisms that are important for

the chemical erosion of carbon-based materials, of which

three phenomena are of particular interest for the scope of

this work. First, swift chemical sputtering has been pro-

posed [11] as one of the main mechanisms leading to

significant erosion at low impact energies. The sputtering

proceeds as impinging hydrogen atoms penetrate the region

between carbon–carbon bonds and, if their energies are in a

certain range, subsequently break the bonds. Second, MD

studies show that the addition of noble gases in small

concentrations (less than 10 per cent) to the usual impact

species hydrogen (isotopes) does not significantly alter the

erosion yield [12]. Third, MD studies involving pure per-

fect hexagonal graphite reveal the interesting sputtering

mechanism known as graphite peeling, that is as the

graphite layers are bombarded they are peeled off one after

the other [21].

In contrast to classical MD simulations, we treat elastic

collisions of H/D/T (hydrogen/deuterium/tritium) and He

with a graphite (0001) surface quantum-mechanically. For

this purpose, we derive H/D/T-graphite and He-graphite

potentials from quantum chemical cluster calculations and

model the H/D/T and He nuclei as appropriate wave

packets. The time-dependent Schrödinger equation is

solved using a split-step Fourier method. This numerical

approach has already proven to be beneficial in a variety of

applications such as thermal energy atomic scattering or

molecular beam scattering [26–29]. For example, in [30]

elastic scattering of low energy He beams in the range of

10-2 eV with a rigid monolayer of xenon atoms was

simulated in good agreement with experiment. More rele-

vant in terms of nuclear fusion and the present work has

been a wave packet study investigating the interaction of H

and D with the basal plane of graphite in a range of impact

energies of 0.1–0.9 eV [31]. In this work, we deal with

beam energies in the range of 1–4 eV, which are substan-

tially higher than the ones in these earlier applications, and

therefore, they are believed to be of significant relevance

for fusion research in the field of plasma-wall interaction.

Though only elastic scattering is studied, our results are in

agreement with the physics underlying the three previously

described phenomena revealed by earlier MD studies and

the mentioned wave packet study.

In Sect. 2, the numerical method is presented and the

construction of the H/D/T-graphite and the He-graphite

potentials is described. The results are discussed in Sect. 3,

focusing especially on the significant difference between

H/D/T and He scattering. Finally, in Sect. 4, a conclusion is

given.

2 Methodology

We briefly describe the used numerical scheme, a Fourier

split-step method, and the construction of the H/D/T- and

He-graphite-potentials which is the input to the propaga-

tion method.

2.1 Numerical solution of the Schrödinger equation

In order to model the dynamics of elastic scattering from a

quantum mechanical point of view, one has to solve the

time-dependent Schrödinger equation, which—using mass-

scaled coordinates—reads

iotW t; xð Þ ¼ �DW t; xð Þ þ V xð ÞW t; xð Þ; t[ 0; x 2 R
3;

W 0; xð Þ ¼ W0 xð Þ; x 2 R
3; ð1Þ

where

W : 0;1½ Þ 
 R
3 ! C

denotes the wave function, V is the time-independent

potential describing either the hydrogen- or the helium-

graphite-potential and W0 is a given smooth initial

function, in our case a Gaussian wave packet. Note that

the original problem can be reformulated in such a way by

choosing appropriate units. To numerically approach

Eq. (1), we use a so-called splitting method. The basic

idea of Lie splitting is to solve the potential part of Eq. (1)

iotWP t; xð Þ ¼ V xð ÞWPðt; xÞ ð2Þ
and to use the respective solution as initial value for the

kinetic part

iotWK t; xð Þ ¼ �DWKðt; xÞ; ð3Þ
that is the free-particle Schrödinger equation. Given a

temporal step size h[ 0, set tn = nh and WðLÞ
n denoting the

numerical approximation obtained by the Lie splitting at

time t = nh and using the notion of groups, the resulting

method reads as

WðLÞ
nþ1 ¼ e�ihVeihDWðLÞ

n ;

where WðLÞ
0 ¼ W0. Under appropriate assumptions, the

method is of order one, that is

WðLÞ
n �Wðnh; �Þ�� ���CLh for 0� nh� T ;
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where CL[ 0 denotes a constant not depending on the step

size h.

By symmetrizing the Lie splitting, one obtains the

Strang splitting, cf. [32], given by

WðSÞ
nþ1 ¼ e�ih

2
VeihDe�ih

2
VWðSÞ

n ;

which is of order two, that is

WðSÞ
n �Wðnh; �Þ�� ���CSh

2 for 0� nh� T

and some constant CS[ 0 independent of h.

By choosing an appropriately large domain, we can

artificially impose periodic boundary conditions. As a

result, Eq. (3) can be solved very efficiently by using a

Fourier spectral method. Note that the other subproblem,

Eq. (2), is simply solved by pointwise multiplication. The

resulting numerical scheme is known as the split-step

Fourier method, cf. [33].

Let WðKÞ
n denote the numerical approximation at time

t = nh using K 2 N grid points in each space dimension.

As described in [33], a single time step is schematically

computed as follows:

1. Pointwise multiplication: WðKÞ
n :¼ e�ihV=2WðKÞ

n

2. FFT: ŴðKÞ
n :¼ FKW

ðKÞ
n

3. Multiplication in Fourier space: ŴðKÞ
n :¼ eihkŴðKÞ

n

4. IFFT: WðKÞ
n :¼ F�1

K ŴðKÞ
n

5. Pointwise multiplication: WðKÞ
n :¼ e�ihV=2WðKÞ

n

Here, k refers to the respective eigenvalues associated

with the Laplacian. Note that one can combine the

computation in (1) and (5) if one does not need dense

output. For further details, we refer to [34], where also

structure-preserving properties of the split-step Fourier

method as unitarity, symplecticity and time-reversibility

are discussed.

We found this method to perform very well when applied

to our problems and since our potential V is expressed in

quintic smoothing splines, the applied split-step Fourier

method is second-order convergent, that is if Wn denotes the

numerical approximation at t = nh, it holds that

Wn �WðnhÞk k�Ch2 for 0� nh� T ;

where the constant C[ 0 does not depend on the step size

h, see [33].

2.2 Construction of the potentials

The determination of energy barriers arising from the

permeation of different atoms through models of a graphite

(0001) surface is discussed in detail in Ref. [35], and we

give only a short summary of the procedure to construct the

H/D/T- and He-graphite potentials.

The permeation of an atom through a graphite (0001)

surface is investigated by quantum chemical cluster cal-

culations in which graphite is modeled by the PAH mole-

cule coronene, see Fig. 1a. PAH molecules are adequate

models for graphite surfaces [36] and graphite (0001)

surfaces can be interpreted as infinitely sized PAH mole-

cules. Recent studies [35] have shown that the size of

coronene (C24H12) is already sufficient to estimate the

potential energy within an accuracy of about 10 % at the

barrier maximum. The three-dimensional H/D/T- and

He-graphite potentials are constructed in the following way

(Fig. 1). First, the distance between H or He and the plane

of coronene is varied in 30 steps of 0.15 Å each. Thus, the

atom is moved along the z-axis toward the molecular plane

(the xy-plane) of the undisturbed PAH from 3 Å in front to

3 Å behind the PAH molecule (Fig. 1b). This process is

performed for 21 distinct permeation sites in a quarter of

the central aromatic cycle of coronene. At each position,

the energy E(A-PAH, z) of the total system is calculated

after relaxation of the PAH molecule, that is the adia-

batic energy barrier E(z) at the respective position z of

the contaminant atom is then given as the difference

E(z) = E(A-PAH, z) - (E(A) ? E(PAH)), where E(A)

and E(PAH) denote the energies of the isolated atom and

unperturbed coronene, respectively. Geometries and ener-

gies are obtained by density functional theory using the

B3LYP functional [37] in conjunction with the small split-

valence basis set 6-31G [38]. The appropriateness of this

chemical model has been validated in [35]. By comparison

with the results obtained with the more sophisticated

xB97XD functional [39] and larger basis sets, it has been

found that shortcomings of the B3LYP functional, for

example, the neglect of dispersion forces and the basis set

truncation error cancel each other. Our model agrees with

earlier theoretical [40–43] as well as experimental [44]

studies on hydrogen adsorption on graphite: The potential

minima are above the carbon atoms, that is at top sites

about 1.4 Å from the undisturbed surface. Moreover, the

change from sp2 to sp3 hybridization of the carbon atom

where the hydrogen is adsorbed is well reproduced [35].

Quantitatively, however, the accordance is just reasonable.

In [44] a desorption energy of 0.7 eV (the energy needed to

release an adsorbed hydrogen from the surface) and an

activation energy of 0.18 eV are given, whereas our con-

structed potential yields 0.43 and 0.4 eV, respectively. On

average, the accuracy of our model is approximately

0.5 eV. All quantum chemical computations have been

carried out with the Gaussian 09 software [45]. By using

the symmetry and periodic continuation, the potentials

obtained from coronene are extended to model the H/D/

T- and He-graphite potential for an infinite surface, see

Fig. 1c.
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The barrier heights, that is the energies that incoming

classical particles need to have at least to penetrate the

surface are about 4.5 eV in case of the H/D/T-graphite

potential and about 10 eV in case of the He-graphite

potential. Since we are only considering elastic reflection

processes at energies below these limits, we believe that the

approximations introduced by our adiabatic potentials are

quite reasonable. Furthermore, it should be noted that the

adiabatic approximation is well applicable for the range of

projectile energies considered here since the highest energy

of 4 eV is much below the HOMO–LUMO gap of coronene

(about 9 eV [46]) used to model the graphite (0001) surface.

3 Results and discussion

We simulate the elastic scattering of H/D/T- and He beams,

at a graphite (0001) surface with the wave packet method

described in Sect. 2.1. The hydrogen isotopes are all

chemically equivalent and therefore the potentials of H, D

and T are the same. For convenience, we focus mainly on

tritium for the following reasons. Since the mass of T is

most similar to the one of helium, one can treat both

elements using the same computational domain as well as

spatial resolution. For lighter isotopes, the spatial width of

the wave packet is larger and consequently the use of dif-

ferent computational domains becomes necessary to capture

the essential features of the scattering process. In particular,

the energy width of the beam DE = 0.2. eV is inversely

related to the spatial width via Heisenberg’s uncertainty

relation DkDx� 1 and E ¼ k2=2 m, where k denotes the

momentum of the beam and m the particle mass. However,

the results for tritium scattering are qualitatively applicable

for the lighter hydrogen isotopes too and treating H or D

results in a scaling of the temporal and spatial dimensions

proportional to a factor of
ffiffiffiffi
m

p
as will be shown below.

For T and He, except for the mass, the same input

parameters are used in the simulations. The energies of the

particles are 1, 2, 3 and 4 eV, the energy width has been

chosen to be 0.2 eV and in all cases the angle of impact is

90�, corresponding to a perpendicular beam direction with

respect to the surface. The size of the time steps are 200,

160, 140 and 120 a.u. for the four different beam energies,

respectively, leading to 41 time steps in each simulation.

The size of the computational domain is 12.5041 9

14.5418 9 18 Å3 in which 256 9 256 9 512 grid points

define the spatial resolution. The interaction potential is

active only in the last third of the computational domain

with respect to the z-direction, that is in the region 3

Å\ z\ 9 Å, whereas the z-limits are between -9 Å and

?9 Å. The interaction sites, that is the regions where the

wave packet impinges at the surface, have been chosen to

be the three high-symmetry sites of the graphite hexagonal

lattice: The hollow site in the center of one aromatic cycle,

the bridge site at the center of one C–C bond and the top

site directly on the top of one of the carbon atoms. Thus,

we have to simulate 24 scattering events in total (four

energies and three sites for two nuclei).

One approach to assess the results is to inspect a cut

through the computational domain parallel to the surface,

the ‘window’ [29], and observe the wave packet as it

moves through. The wave packet passes the window twice,

that is when it approaches the interaction region and after it

is reflected from the surface. The window is placed near the

plane of the PAH at z = 3 Å.

We start with the discussion of the elastic reflective

scattering of He. The He-graphite potential is purely

repulsive and does not contain features like, for example,

adsorption minima, whereas the H/D/T-graphite potentials

do (see Sect. 2.2). Therefore, the physical interpretation is

easier and can serve as a basis for the assessment of the

more complex situation of H/D/T scattering.

Fig. 1 a Coronene as a model for the graphite (0001) surface.

b Permeation of He (dark green sphere) through coronene. The PAH

is fully relaxed at each step. Geometries are calculated at the B3LYP/

6-31G level of theory. c Schematics of the construction of the total

surface potential by using symmetry. The energy barriers at the

locations of the blue dots coincide with those calculated at 21

considered permeation sites marked by red dots) and periodic

continuation (arrows and green dots) from energy barriers at the 21

permeation sites
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3.1 Elastic scattering of He

In Fig. 2, the reflection patterns are depicted for the energy

range of 1–4 eV at all three interaction sites (movies illu-

minating the dynamics of the reflection process are available

as supplementary material in the online version of this

article). He is deflected from the boundary of the aromatic

cycles constituting the graphite lattice. For the impact at

bridge site, this means that the initially spherical symmetric

He wave packet (top row in Fig. 2) is symmetrically split

into two parts by the carbon–carbon bond. At the hollow

site, the interaction with the potential valley causes a

focusing effect similar to light being reflected by a parabolic

mirror. At the top site, the wave packet is symmetrically

split into three parts pointing toward the centers of the

adjacent hexagonal rings. In addition, for higher energies,

the quantum nature of the scattering process becomes visi-

ble. Several maxima and minima form in the reflection

pattern due to quantum interferences. At the highest energies

of 3 and 4 eV, the interaction is strong enough that even far

outlying parts of the initial wave packet are focused con-

siderably in hexagonal rings adjacent to the central one, that

is six, two and three side maxima are observable besides the

strong central feature of the reflection pattern in the case of

the hollow, the bridge and the top site, respectively.

The He-graphite potential is purely repulsive and most

repulsive at the boundary of the aromatic cycles, that is at the

position of the carbon atoms and at carbon–carbon bonds.

This can nicely be seen in plots of the dwell time, that is the

probability distribution inside a certain interaction region

versus time. The interaction region has been chosen as the

interval from 4.5 to 9 Å in the computational domain. The

part of the system beyond the potential maximum is never

reached at the considered energies, and thus, the actual

interaction region ranges from 1.5 Å in front of the undis-

turbed surface to the turning point of the wave packet. For

purely repulsive interaction, the dwell time exhibits a

Gaussian shape since no partial reflection occurs on the way

back of the wave packet due to the monotone shape of the

potential. This is the case at all energies as can be seen in

Fig. 3. In addition, no difference between the distinct impact

sites is observed. The different maxima of the dwell time

curves for the individual energies simply refer to the fact that

at low energies not the whole wave packet is able to pene-

trate the interaction region, whereas at high energies parts of

the wave packet have already left the interaction region as

recently as other parts are not there yet. The shift of the dwell

time curves to the left with increasing energy results simply

from the fact that all wave packets have the same starting

location at 6 Å in front of the undisturbed surface.

Additional information can be gathered from projecting

the probability distribution in the momentum space into px
and py. In Fig. 4, this is done for the initial wave packet

(away from the interaction zone) as well as for the final

reflected beam (again away from the interaction zone) for

the three different interaction sites for 1 eV. Initially, the

wave packet corresponds to a peak at the origin of the

xy-plane with a width corresponding to the energy width of

0.2 eV as discussed at the beginning of Sect. 3. After

reflection at the bridge site, four main scattering channels

symmetrically shifted to two opposite sites from the origin

are observed, in accordance with the direct inspection of

the reflection patterns. Analogously, for an impact at the

top site, one observes a partial shift of the central peak to

three main peaks separated from each other by an angle of

120� in accordance with the broad diffuse zone between the

three main peaks in Fig. 2. For impact at the hollow site,

the central peak becomes tighter and is symmetrically

encircled by a ring-like distribution, again corresponding

well to the same feature in Fig. 2. The projection of the

probability distribution in momentum space has the

advantage that, due to energy conservation, the angular

dependence of the reflection pattern can be inspected

simply by plotting Ewald’s circle referring to the initial

momentum of the wave packet. The part of the probability

distribution located at the origin then refers to a reflection

perpendicular to the surface, that is a reflection angle of

0�, whereas toward Ewald’s circle the reflection angle

increases and on it corresponds to a reflection angle of 90�,
that is, parallel to the surface.

3.2 Elastic scattering of H/D/T

In Fig. 5, the reflection patterns are depicted for the energy

range of 1–4 eV at all three interaction sites (movies illu-

minating the dynamics of the reflection process are avail-

able as supplementary material in the online version of this

article). The results exhibit more complexity than in the

case of He scattering and a stronger energy dependence.

For 1 eV one recognizes similar features as in the case of

He scattering. However, already at this low impact energy,

some differences are apparent. At the bridge site, the wave

packet appears to be deflected by the carbon–carbon bond

but exhibits much more structure due to interference. The

initially spherical wave packet is distributed into an ellip-

soid-like shape around the region of the bond and is not

separated into two distinct wave packets at the two sides of

the bond. At the hollow site, the wave packet is not focused

but rather smeared out, pointing toward the edges of the

aromatic ring. Inspection of the reflection patterns at dif-

ferent locations of the window reveals that in case of the

hollow site, the wave packet is mainly split into two parts

which are deflected toward the carbon–carbon bonds on the

left and right of the hexagon, see Fig. 5. For the top site,

one observes a similar triangular shape of the reflection

pattern as for He, but again, it is smeared out and does not
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yield three well-separated reflection peaks but is distributed

rather around the carbon atom. At 2–4 eV, the situation

becomes clearer. It turns out that the T wave packet is

attracted by the boundary of the hexagonal aromatic cycles

that constitute the graphite surface. This can be seen best in

the reflection patterns for the hollow site, where at the

starting energy of 2 eV a hexagonal structure in the

reflection pattern becomes observable. The higher

the energy, the more concise and compact the structure of

the reflection pattern becomes. In addition, parts of the

adjacent aromatic cycles can be observed in it. The same is

true for the bridge and the top sites. Altogether, the T wave

Fig. 2 Reflection patterns for

He-graphite interaction in the

range of 1–4 eV (from top to

bottom) at the three interaction

sites bridge (left), hollow

(center) and top (right). As

reference, the initial wave

packets are shown in the top
row
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packet is rather deflected away from the centers of the

aromatic cycles and attracted to their boundary in the

energy range of 2–4 eV.

The reason for the difference between He and H/D/T are

the various local minima in the H/D/T-graphite potential. This

is clearly seen in the plots of the dwell time for hydrogen,

deuterium and tritium in Fig. 6. For an energy of 1 eV, the

dwell time exhibits a long tail which is a consequence of

partial reflection when the wave packet passes through the

minima in front of the steep repulsive increase of the poten-

tial. Thus, the wave packet is first reflected by the potential

wall and then by the edges of the minima, parts of it several

times. Hence, the dwell time decreases significantly slower

than in the case of He in agreement with an earlier wave

packet study focusing on impact energies in a range of

0.1–0.9 eV [31]. At higher energies, the dwell time becomes

more Gaussian-shaped as the influence of these features of the

H/D/T-graphite potential become less significant in agreement

with physical intuition, because as energies become higher the

importance of quantum dynamic effects diminishes. Never-

theless, the results at higher energies are in agreement also

with a recent investigation of the sticking coefficients of H/D/

T on graphite which have been shown to decrease with

increasing impact energy [47]. These features as well as the

scaling with the square root of the impinging particle’s mass

are well reproduced in Fig. 6. The dwell time at 2 eV

approaches zero still slower as in the case of He reflection, but

the difference is much smaller than at 1 eV. The dwell time

curve for 3 eV is already Gaussian-shaped. The curve for the

impact energy of 4 eV again exhibits a small tail. This could

be due to the fact that the classical permeation energy at

bridge site is 4.5 eV and thus is only slightly higher than the

impact energy. This subsequently increases the possibility of

encountering small potential walls when the wave packet is

reflected into regions of higher energy.

Inspection of the projected momentum space probability

distributions (Fig. 7) illuminates this. For an impact energy

of 1 eV, the different scattering channels extend far to the

boundary of Ewald’s circle corresponding to the complex

situation of multiple re-reflection at the several potential

walls arising from the small-scale structures in the poten-

tial. When the impact energy is increased, the scattering

channels are well located in the central region of Ewald’s

circle, that is the influence of the small scale structures

vanishes. For an impact energy of 4 eV, one observes that

the probability distribution becomes fuzzy for the reasons
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Fig. 3 Dwell time in the case of He reflection at graphite (0001)

surfaces for different impact energies

Fig. 4 Projection of the

probability distribution in

momentum space for an impact

energy of 1 eV. a Initial wave

packet. b Final probability

distribution after reflection at

the bridge site. c Final

distribution after reflection at

the hollow site. d Final

distribution after reflection at

the top site. Ewald’s circle is

indicated as a blue line
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discussed above. Since the probability distribution is more

centered and Ewald’s circle is larger as the impact energy

increases, the overall reflection angle becomes smaller.

This explains why the reflection patterns become more

concise and compact as the energy is increased, see the

discussion of Fig. 5.

Fig. 5 Reflection patterns for

the T-graphite interaction in the

range of 1–4 eV (from top to

bottom) at the three interaction

sites bridge (left), hollow

(center) and top (right). As

reference, the initial wave

packets are shown in the top
row
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3.3 Discussion

We observe a substantial difference between the reflective

scattering of He and H/D/T at graphite (0001) surfaces.

Whereas He is deflected from the boundary of the hexag-

onal aromatic cycles constituting the graphite surface

toward their centers, the opposite is the case for H/D/T.

Though this can be expected as hydrogen more likely

reacts with carbon than He, our method provides a

microscopic view on the atom-surface scattering process

which can be related to several observations from earlier

MD simulations [11, 12, 21]. First the role of swift

chemical sputtering [11] of carbon-based materials by

hydrogen isotopes is significantly emphasized by our

findings. They show that hydrogen is very likely to interact

with the surface predominantly in this relevant region of

the aromatic cycle, especially in those low energy regimes

in which chemical sputtering takes place. Second, the non-

significance on the sputtering yield at low energies

(\10 eV) of small amounts of noble gases mixed into the

bombarding species [12] is easily explained. It turns out

that He is likely to be deflected toward the centers of the
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Fig. 6 Dwell times in the case of H, D or T scattering at graphite

(0001) surfaces for different impact energies

Fig. 7 Projection onto the xy-plane of the probability distribution in

momentum space for an impact of T at the bridge site. a Initial wave

packet. b Final probability distribution after reflection for an impact

energy of 1 eV. c Final distribution after reflection for 2 eV. d Final

distribution after reflection for 3 eV. e Final distribution after

reflection for 4 eV. Ewald’s circle is indicated as a blue line

c
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aromatic rings, which means that swift chemical sputtering

is not applicable to this situation. In addition, the energy

that a He atom might transfer is spread over a larger amount

of carbon atoms and bonds such that at low energies He does

not contribute much to the sputtering. Since He is proto-

typical for the chemical behavior of other noble gases, one

can directly apply these results to these cases. Third, our

results serve as a simple explanatory tool for the graphite

peeling process [21], that is the observation that graphite

layers are sputtered off one by one. Since hydrogen is

deflected toward the boundary of the aromatic cycles, it is

unlikely to go through the first layer at low energies without

disturbing at least the surface layer via adsorption or bond

breaking mechanisms. Thus, the second layer cannot effec-

tively be sputtered until the degradation of the first layer has

sufficiently advanced such that hydrogen can go through

without being deflected toward the boundary.

4 Conclusion

We present a 3D time-dependent wave packet simulation to

investigate elastic scattering of tritium and helium on

graphite (0001) surfaces. We gain some insight into the

physics underlying important mechanisms for chemical

erosion of carbon-based materials exposed to hot plasma or

gas. In particular, the importance of swift chemical sput-

tering [11] for the chemical erosion of carbon-based

materials is underlined, and a first-principle explanation for

observed graphite peeling during hydrogen bombardment

[21] is given.
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Abstract The decomposition of silicon–carbon–oxygen

(SiCO)-based materials into their binary oxides is studied

at different pressure conditions by first-principles total

energy calculations. We evaluate how the influence of

pressure modifies the enthalpy of this reactive process as

the carbon concentration increases for a number of com-

pounds with variable stoichiometries within the general

chemical formula SixCyO24 (x = 4–11, y = 1–8, x ? y =

12). At low carbon content, pressure destabilizes all SiCO

structures examined, whereas at high carbon content,

pressure tends to reduce the exothermic character of the

decomposition reaction. After the evaluation of the equa-

tion of state parameters for these crystals, we found a

similar trend for the bulk modulus with the highest values

found for the richest carbon compounds. According to

our results, we propose SiC2O6 as the most plausible

stoichiometry.

Keywords First-principles � SiCO-based materials �
High pressure � Decomposition enthalpy

1 Introduction

The analogies and differences between the stability and

reactivity of CO2 and SiO2 polymorphs have been the subject

of several investigations [1–3]. Although both compounds

belong to the group IV oxides, they are remarkably different

under ambient conditions: CO2 is a molecular gas, and SiO2

is a crystalline solid. However, such differences progres-

sively vanish at extreme conditions. Thus, although isolated

CO2 molecules are characterized by double bonds, the

bonding pattern changes dramatically in the solid state at

extreme conditions of pressure (p) and temperature (T). Non-

molecular CO2 crystalline phases in close resemblance to

high-pressure SiO2 polymorphs have been discovered above

30 GPa [4–7].

Such structural similarities suggest the possible exis-

tence of exotic mixed oxides based on silicon and carbon,

which will be referred to as SiCO compounds. Only few

theoretical efforts have been invested to face this attractive,

yet difficult challenge. Considering a-quartz (SiO2) as the

reference structure, da Silva et al. [8] carried out a

molecular dynamics study with the aim of proposing

crystalline structures for SiCO-based compounds. A

hypothetical a-quartz silicon oxycarbide (Si1–xCxO2) was

then generated by replacing Si atoms with C ones. This

strategy provided two potential and competing crystalline

phases, though an ab initio study of the (meta)stability of

these compounds was not undertaken. Other density func-

tional theory calculations were performed by Aravindh

et al. [9] by assuming that SiO2, CO2, and their alloys took

a b-cristobalite-like structure. In that work, the authors

found that, despite mixed SiO2–CO2 alloys do not appear

to be thermodynamically stable at ambient pressure, it

might be possible to create them in metastable forms. They

observed some tendency for C atoms in polymeric phases
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to prefer threefold coordination rather than fourfold

coordination.

Recently, Santoro et al. [7] succeeded in the synthesis of

a silicon carbonate phase, which was obtained by reacting

silicalite and fluid CO2 in a diamond anvil cell at

18–26 GPa and 600–980 K. Interestingly, their spectro-

scopic results were in agreement with the observations of

Aravindh et al. predictions. These experiments definitively

reveal a unique oxide chemistry at extreme conditions,

which can be summarized in the chemical equation

xSiO2 ? yCO2 ? SixCyO2(x?y), thus opening routes for

the synthesis of a novel class of chemical compounds of

interest in different scientific areas, from geochemistry to

materials science.

In this article, we study the stability of SiCO-based

materials under pressure, with specific emphasis on the

decomposition reaction of these hypothetical compounds

into their simple oxides: SiO2 and CO2. Since no clues

about the possible structure of potential SiCO compounds

are available, we choose a monoclinic (space group C2/c,

Z = 4) reference structure for our first-principles electronic

structure calculations. This choice is justified by the

expected analogy with the structure of UB2O6 [10] using

well-established crystal-chemistry concepts based on the

Zintl-Klemm concept applied to oxides [11]. This reference

structure has been selected after a careful and systematic

search among simple lattices of ternary compounds com-

patible with the carbonate-like environment proposed for C

in the new synthesized SiCO compound [7]. Several U/Si

and B/(C,Si) substitutions have been considered, as

detailed in the following section.

This crystal modeling allows us to understand the

different role played by Si and C in the stabilization of

SiCO-based materials. The carbon content, along with the

influence of hydrostatic pressure in the decomposition

enthalpy, are the two variables considered in our study.

After presenting the crystallographic models and the

computational details, we evaluate and discuss the calcu-

lated decomposition enthalpies for several compounds

within the stoichiometries involved in the general chemical

formula SixCyO24 (x = 4–11, y = 1–8, x ? y = 12). Our

analysis is completed with the calculation of the static

equations of state (EOS) for all the optimized structures.

The conclusions are summarized at the end of the paper.

1.1 Modeling stoichiometries

The cell parameters and atomic positions of the reference

UB2O6 structure are listed in Table 1 [10]. Our calculations

are performed making use of the conventional monoclinic

cell containing 4 formula units. With the aim of extending

the number of potential stoichiometries and atomic envi-

ronments for C and Si in this monoclinic lattice, it is

pertinent to substitute the eight B sites for C and Si atoms.

Boron atoms are in threefold coordination with oxygen

(BO3), and the uranium atoms are in sixfold coordination

(UO6) (see Fig. 1).

Since the experiments of Santoro et al. [7] suggested the

existence of carbonate units (CO3), the reference structure

should be rewritten as U4[BnB
0
8–n]O24 (n = 1–8), where

we have distinguished two types of boron atoms: B and B’.

The SiCO configurations are built just substituting U and

B0 for Si and B for C. Notice that n stands for the number of

carbon atoms in the chemical formula above. Therefore, up

to eight different stoichiometries involving different con-

tent of threefold coordinated carbon are to be considered

(see Table 2). These structures can be generalized in the

following carbon silicate or silicon carbonate chemical

formula: SixCyO24, x = 4–11, y = 1–8, with x ? y = 12.

In addition, for some of these stoichiometries, more than

one isomeric structure is compatible depending on the

specific B and B0 atoms chosen to be replaced by C and Si,

respectively. This results in C–D, E–F and G–H isomers for

Si4[C3Si5]O24, Si4[C4Si4]O24 and Si4[C5Si3]O24, respec-

tively. Although the stoichiometries are the same for each

pair of isomers, the environments are different, leading to

energetically non-equivalent structures with the same car-

bon content. As a result, the final number of different

SiCO-based compounds examined is eleven, covering a

carbon content (defined as the ratio n/8) ranging between

0.125 and 1.

1.2 Calculation details

We perform first-principles enthalpy calculations within

the framework of the density functional theory (DFT) with

a plane-wave pseudopotential approach, as implemented

in the Vienna ab initio simulation package (VASP) [12].

We use the projector augmented wave (PAW) all-electron

description of the electron–ion–core interaction [13] and

the Perdew-Burke-Ernzerhof generalized gradient exchange–

correlation functional (PBE) [14]. Brillouin zone integrals

were approximated using the method of Monkhorst and

Table 1 Lattice parameters and internal coordinates of the UB2O6

structure

Atom type Wyckoff positions x y z

U 4e 0 0.2407 0.25

B 8f 0.3013 0.1484 0.2509

O 8f 0.1026 0.2433 0.7562

O 8f 0.2983 0.1830 0.7614

O 8f 0.0893 0.2439 0.4487

Space group C2/c, Z = 4. a = 12.504 Å, b = 4.183 Å,

c = 10.453 Å, and b = 122.18�
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Pack [15], and the energies were converged with respect to

the k-points density and the plane-wave cutoff (600 eV).

Guided by the experimental conditions under which the

silicon carbonate phase was stabilized [7] and the known

overestimation of pressure by the PBE functional, we

restricted our calculations to a hydrostatic pressure window

between 22.5 and 30 GPa. It is expected that temperature

plays a crucial role in the kinetics (energy barrier) but not

in the thermodynamics of the decomposition reaction.

Therefore, only static (zero temperature and zero point

vibrational contributions neglected) results will be pre-

sented here.

Due to the consideration of static conditions, enthalpy,

H = E ? pV, is the most suitable thermodynamic potential

in our study, where E is the energy and V the volume, and

all the quantities are considered per formula unit. We

perform enthalpy calculations for the different SiCO con-

figurations as well as for SiO2 stishovite and the so-called

phase III of solid CO2, since they are the thermodynami-

cally stable phases in the proposed pressure range. In

particular, 49894, 69698 and 69696 k-meshes were

employed for the SiCO structures, SiO2-stishovite and

CO2-III, respectively. Full structural relaxations of both

lattice parameters and atomic coordinates at each pressure

were performed via a conjugate-gradient minimization of

the enthalpy using the Hellmann–Feynman forces on the

atoms and stresses on the unit cell. The geometry relaxa-

tion was considered to be complete when the total force on

atoms was less than 1 meV/Å.

Additionally, the (p,V) calculated points have been

described using the Murnaghan equation of state [16]:

VðpÞ ¼ V0 1 þ B0
0

p

B0

� �� 1

B0
0 ð1Þ

where V0 is the zero-pressure volume, and B0 and B0
0 are

the bulk modulus and its pressure derivative, respectively,

both evaluated at zero pressure. The results are summarized

in Table 4. The pressure derivative of the bulk modulus has

been fixed to 3.5 and 4, which are typical values observed

in oxides [17]. This option minimizes the relative uncer-

tainty in the numerical determination of B0 since large

covariance terms between B0 and B0
0 are usually present in

the fitting procedure.

2 Results and discussion

In order to study the stability of the optimized structures

summarized in Table 2, the decomposition enthalpy into

Fig. 1 Reference structure, UB2O6. Gray, green and red spheres

represent uranium, boron and oxygen atoms, respectively. Boron

(Uranium) atoms are tri(hexa)-coordinated to oxygen atoms

Table 2 Chemical formula and number and type of symmetry-in-

equivalent SiCO configurations for each carbon content

Carbon

atoms

Structure Carbon

content

Structures (Fig. 3

nomenclature)

1 Si4[CSi7]O24 0.125 1 (A)

2 Si4[C2Si6]O24 0.250 1 (B)

3 Si4[C3Si5]O24 0.375 2 (C–D)

4 Si4[C4Si4]O24 0.500 2 (E–F)

5 Si4[C5Si3]O24 0.625 2 (G–H)

6 Si4[C6Si2]O24 0.750 1 (I)

7 Si4[C7Si]O24 0.875 1 (J)

8 Si4[C8]O24 1.000 1 (K)

Carbon content = Carbon atoms/8

Fig. 2 Decomposition enthalpy versus carbon content for all the

SiCO configurations at selected pressures. For sake of clarity,

although the C and D structures have the same carbon content, the

corresponding enthalpy values are slightly shifted to the left/right.
The same applies to the E–F and G–H structures
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their binary oxides has been calculated. We consider the

general chemical reaction SixCyO2(x?y) ? xSiO2 ? yCO2

and evaluate DHr ¼ xHSiO2
þ yHCO2

� HSixCyO2ðxþyÞ at four

different pressures: 22.5, 25, 27.5 and 30 GPa. The

decomposition enthalpy of the different SiCO structures as

a function of the carbon content is plotted in Fig. 2. Spe-

cific pressure–volume data for SiO2 stishovite, CO2-III and

SiCO structures with Si2CO6, SiCO4 and SiC2O6 stoichi-

ometries, along with the associated volume changes

involved in their formation are also collected in Table 3.

Analysis of these results allows us to draw some

conclusions regarding the role played by pressure and

carbon content in the chemistry of SiCO-based materials.

The first general remark to emphasize is the exothermic

character (DHr\ 0) of the decomposition process,

regardless the stoichiometry of the SiCO compound and

the pressure involved in the reaction. As a result, these

structures are not thermodynamically stable, releasing

between 100 and 250 kcal/mol after decomposition into

SiO2 stishovite and CO2–III. This fact agrees with the

difficulty in finding crystalline forms containing simulta-

neously C, Si and O, and reinforces the well-known fact

that CO2 presents difficulties to become part of a solid

solution [18].

It is now interesting to explore the combined influence

of pressure and carbon content on DHr. Bringing together

these two factors in our simulations allows us to explore

the existence of potential SiCO-based materials, since at

the Earth depths corresponding to the pressure window of

our simulations, traces of carbon have been found, and Si

and O are common elements of many minerals [19, 20].

The results are summarized in Fig. 2.

It is observed that in those structures with carbon con-

tent below 0.75, a pressure increase favors the decompo-

sition process, but the effect is reversed as the carbon

content increases. Thus, it is predicted that pressure has

negligible influence on DHr in the structure with a carbon

content of 0.75 (I configuration: Si4[C6Si2]O24 : SiCO4),

whereas for the J and K stoichiometries (Si4[C7Si]O24 and

Si4[C8]O24 : SiC2O6), where the carbon content is higher,

the role of pressure makes DHr to increase around 35

kcal/mol from 22.5 to 30 GPa. Globally, it is interesting to

condense the combined action of the two factors in these

general rules: (1) the effect of increasing pressure changes

from favoring to disfavoring the decomposition reaction as

the carbon content increases, and (2) the decomposition

reaction is less exothermic (|DHr| decreases) as the carbon

content increases for a given pressure. As a result, we

found that SiC2O6 is the most plausible stoichiometry with

the lowest value for |DHr|. Figure 3 shows this structure

with the unit cell description given in the caption.

Table 3 Unit formula volumes of stishovite (SiO2), phase III (CO2), Si4[C4 Si4]O24:Si2CO6, Si4[C6 Si2]O24:SiCO4 and Si4[C8]O24:SiC2O6,

at selected pressures

p (GPa) SiO2 (Z = 2) CO2 (Z = 4) Si4[C4 Si4]O24 (E–F) Si4[C6 Si2]O24 (I) Si4[C8]O24 (K)

V (Å3/Z) V (Å3/Z) V (Å3) DV (%) V (Å3) DV (%) V (Å3) DV (%)

22.5 22.450 26.875 309.57 7.8 293.20 -0.93 277.35 -9.0

25.0 22.305 26.265 304.26 7.3 288.65 -0.95 273.51 -8.6

27.5 22.160 25.720 299.82 7.0 284.86 -0.84 270.36 -8.2

30.0 22.025 25.227 295.66 6.7 281.29 -0.78 267.37 -7.8

The volume changes (DV (%)) involved in the formation of the SiCO compounds (inverse reaction to the decomposition process) are also

indicated

Fig. 3 SiC2O6 monoclinic structure. Lattice parameter: a = 12.651 Å,

b = 4.133 Å, c = 8.011 Å, b = 129.9�. Wyckoff positions: Si(4e)

(0, 0.9808, 0.75), C(8f) (0.3270, 0.2274, 0.3145) and O(8f) 9 3 (0.1219,

0.1970, 0.7886) (0.2971, 0.1177, 0.7741) (0.0738, 0.2465, 0.4634).

Brown, red and blue spheres represent carbon, oxygen and silicon atoms,

respectively

Table 4 Zero-pressure bulk modulus (B0) and first pressure deriva-

tive of the bulk modulus (B0
0) for all the structures

Carbon

atoms

Structures (Fig. 3

nomenclature)

B0 (GPa) B0
0

1 A 44.9–31.9 3.5–4

2 B 52.7–39.7

3 C–D 65.3–52.3

4 E–F 71.9–58.9

5 G–H 80.1–67.1

6 I 89.7–76.7

7 J 101.4–88.4

8 K 113.7–100.6

B0
0 is fixed at 3.5 and 4. The range of B0 comes from different

parameters and uncertainties in the fitting procedure
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These results can be explained taking into account that

pressure favors processes encompassing volume reductions

[21], and these can be achieved by increasing the carbon

content, as illustrated in Table 3. For each of the pressures

examined, there is a continuous tendency to reduce the

total volume involved in the reaction of formation of the

SiCO compound (DV) as the carbon content increases.

Thus, the highest volume reduction is found for the for-

mation of SiC2O6.

The reason why is not difficult to understand has to do

with the compressibilities of the three compounds involved

in the reaction. In Table 4, we collect B0 values corre-

sponding to all the SiCO stoichiometries examined in this

work. For CO2-III and SiO2 stishovite, our computed val-

ues are 7.6 GPa and 260 GPa, respectively. Since CO2-III

is the most compressible reactant, a high y stoichiome-

tric coefficient for CO2-III favors a great reduction of

volume in the formation of a given SiCO compound:

DV ¼ VSixCyOð2xþ2yÞ�ðxVSiO2
þyVCO2

Þ
xVSiO2

þyVCO2


 100: Besides, those com-

pounds with higher carbon content are the ones with higher

B0 values (see Table 4), thus also favoring the reduction of

volume in the reaction. Both factors make SiC2O6 to be the

compound with highest volume reduction.

For a given stoichiometry, pressure variations from 22.5

to 30 GPa play a lower role on DV values. If we look, for

example, at the sequence of DV in SiC2O6, it is found a

slightly lower reduction of volume at the highest pressure

compared with the value at 22.5 GPa. This fact does not

contradict the result shown in Fig. 2. In energetic terms, we

should consider the product pDV, and this is greater in

absolute value as the pressure increases making the

decomposition reaction to be less favorable, in agreement

with our discussion above.

3 Conclusions

In the search for relative stability of in SiCO-based

compounds at high pressure, we have carried out a com-

putational study of the chemical decomposition of eleven

structures with varying stoichiometries into the binary

oxides SiO2 stishovite and CO2-III. We have evaluated

how the influence of pressure and carbon content modify

the enthalpy of the reactive process: SixCyO(2x?2-

y) ? xSiO2 ? yCO2. Although we found DHr\ 0 for all

SiCO structures analyzed, at high carbon content pressure

tends to reduce their exothermic character. According to

the results of our investigation, SiC2O6 is the most plau-

sible stoichiometry. This agrees with the fact that this SiCO

structure with the highest carbon content is less

compressible than the corresponding decomposition prod-

ucts, due to the great concentration of the molecular

CO2-III phase. This behavior suggests new synthetic routes

of this family of materials.
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Abstract The structural and electronic properties of the

CdSe nanoclusters, which have been intended to model

quantum dots, have been examined by means of time-

dependent density functional (TDDFT) calculations. The

optical spectra were first simulated using the standard lin-

ear response implementation of the TDDFT (LR-TDDFT)

in a series of calculations performed using different basis

sets and exchange–correlation functionals. In a second

step, the real-time TDDFT implementation (RT-TDDFT)

was used to simulate the optical absorption spectra of the

CdSe nanoclusters, both naked and capped with ligands. In

general, we found that the RT-TDDFT approach success-

fully reproduced the optical spectrum of CdSe clusters

offering a good compromise to render both the optical and

the geometrical properties of the CdSe clusters at lower

computational costs. While for small systems, the standard

TDDFT is better suited, for medium- to large-sized sys-

tems, the real-time TDDFT becomes competitive and more

efficient.

Keywords TDDFT � CdSe � Absorption spectrum �
UV–Vis � Quantum dot � Real-time TDDFT

1 Introduction

The flexibility and variety of structures of quantum-con-

fined, semiconducting clusters nowadays opens a vast field

of applications. These so-called quantum dots (QDs) can be

tuned in size and shape by controlling temperature, sol-

vents, and ligands. For instance, different organic ligand

molecules prefer to bind to different facets of a QD, and

therefore, the nanocluster will grow along specific direc-

tions. Such properties make available the growth of com-

plex nanostructures like tetrapods [1] or hourglass-like

nanoclusters [2]. Most certainly, advances in experimental

and theoretical methodologies will lead to applications and

structures that today just exist in our imagination.

Quantum dots are thought of being artificial atoms since

their electronic wave functions are confined in 3 dimen-

sions. This confinement leads to a quantization of the

electronic states, resulting in localized orbitals rather than

in a band structure description of a bulk semiconductor.

The size of a QD is typically within the range of a few nm,

which is an order of magnitude smaller than the Bohr

exciton radius in the corresponding bulk material. Another

consequence of the small size of the QDs is a high surface-

to-volume relation, which leads to a particular restructuring

of the QD surface. For a CdSe QD, it was shown that the

tendency is such that the Cd surface atoms move into the

cluster while the Se atoms are puckered out [3, 4]. It is

clear that the electronic environment of these surface atoms

is different from bulk atoms. Unsaturated bonds occur on

the surface, they being a source of surface trap states where

electronic charges are trapped. Trap states are responsible

for bleaching, that is, when no more excitons can be gen-

erated due to the large amounts of energy needed to add

another exciton. This process is highly unwanted since

excitons formed upon irradiation should be harvested to,
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for example, produce electricity in solar cells sensitized

with QDs or emit light in a diode. To avoid trap states,

these unsaturated bonds, or dangling bonds, need to be

passivated.

The QD’s popularity comes also from the fact that they

possess a high photostability and, most importantly, their

absorption spectra can be tuned by simply changing their

size. Moreover, the organic capping ligands can easily be

replaced by different ligands that could render the QDs

water soluble, for instance [5]. This, in turn, offers appli-

cations such as bio-labeling material.

Experimentally, there were several attempts to identify

the size of CdSe nanoclusters [6–9]. For instance, the cage/

core clusters containing 13, 33, and 34 CdSe units were

found to be exceptionally stable CdSe clusters by time-of-

flight mass spectroscopy [7]. In the smallest of these so-

called magic-sized clusters (MSC), the core is formed by

one Se atom. A 6-unit cluster just fits nicely inside the

(CdSe)28 cage which results in a higher binding energy per

CdSe unit than for the (CdSe)33 cage/core cluster [4]. The

first absorption peak of 415 nm (2.98 eV) was attributed to

these larger clusters. However, Nguyen et al. [10] found in

their calculations that the experimentally observed

(CdSe)34 cluster is actually the least stable one. Other work

used the cluster model consisting of 33 CdSe units [11–16].

Nguyen et al. correlated their result to the fact that the

clusters observed by Kasuya et al. by laser ablation

experiments might not follow the thermodynamics of

(CdSe)n as they investigated it. Then, Del Ben et al. were

able to assign the excitonic transition between 350 and

360 nm (3.44–3.54 eV) to the (CdSe)13 cluster by com-

paring the experimental spectrum obtained by Kudera et al.

[8] with that simulated for this specific cluster. Just

recently, an experimental paper was published where the

authors selectively synthesized [(CdSe)13(n-octylamine)13]

and [(CdSe)13(oleylamine)13] nanoclusters [9]. In this

paper, the correctness of the assignation was justified by

presenting elemental analysis and mass spectroscopy. Also,

they used the corresponding spectrum that Del Ben et al.

[11] did present for the (CdSe)13 QD capped with formate/

hydrogen ligand pairs. Both spectra coincide nearly per-

fectly, even though the two groups used different ligands to

obtain their respective spectrum. This is somewhat sur-

prising since Del Ben et al. presented a spectrum for the

(CdSe)33 cluster that has the dangling bonds saturated with

methylamine which is 0.5 eV lower in energy than the QD

saturated with the formate/hydrogen ligand pair.

Typically, organic ligand molecules like phosphines,

phosphine oxides, thiols, and amines are used to cap the

QD, but there are reports that describe the ligation of the

QDs with metal-free inorganic ligands like HS-, S2-,

OH-, and TeS3
2- [17]. Usage of such ligands could

increase the efficiency of QDSSC due to a stronger

electronic QD–QD coupling [18]. However, it provides the

possibility to tune the properties as such as to use QDs as

electronic devices, too. Unfortunately, these ligands are not

easily incorporated in a model system that could be used

for such calculations due to their charged nature.

Albert et al. [15] investigated the dependence of the

electronic structure of the (CdSe)33 cluster on the compu-

tational method and stated that at least a LANL2DZ basis

set is necessary to obtain accurate geometries of the clus-

ters. For organic ligands, they propose to also include

polarization functions in order to calculate correct binding

energies between clusters and ligand molecules. The effect

of the exchange–correlation (xc) functional on the lowest-

energy optical transitions is more pronounced. Generalized

gradient approximation (GGA) functionals underestimate

band gaps and miss relevant excitonic effects in the optical

transitions, whereas hybrid functionals give results that are

more satisfying. On the other hand, they found that solvent

effects have only little influence on the absorption spec-

trum, blue-shifting it by 0.2–0.3 eV. A different study

investigated the influence of amines and phosphine oxides

on the optical spectrum [12]. They also varied the number

of capping ligands in order to observe a change in the

spectra. These hybridized surface states near the band gap

increase the density of electronic states, the effect being

stronger for phosphine oxides than for amines. This

behavior suggests a more likely electron–phonon coupling

with high-frequency vibrations in the ligand, thus provid-

ing a possible explanation of why electron relaxation is

more effective when CdSe QDs are capped with phosphine

oxides than with amines.

Most commonly, to calculate the electronic spectra to

study optical properties of QDs, the linear response time-

dependent density functional theory (LR-TDDFT)

approach [19] is used [6, 15, 20]. Another methodology is

the so-called configuration interaction (CI) [21], applied,

for example, in the work of Isborn et al. [22]. The fre-

quency domain or standard implementation of TDDFT and

CI is, however, demanding for calculations of medium- and

large-sized systems. Recently, it was shown that real-time

TDDFT (RT-TDDFT) is a convenient alternative in the

computation of the absorption spectra of organic dyes used

in solar cells (DSSC) [23–27]. The technique allows for the

simulation of not only the dye, but also a relatively well-

sized [23–25] cluster representing the semiconducting

support. The methodology allows even more elaborate

approaches used to calculate the rate of the photoinduced

electron transfer [28].

In this paper, we report a computational analysis of the

electronic absorption spectra of CdSe QDs by means of

RT-TDDFT using a variety of xc-functionals and basis sets

available in an all-purpose solid-state chemistry code. In

order to facilitate the analysis of the spectra thus obtained,

Theor Chem Acc (2013) 132:1342
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several spectra have also been computed applying the LR-

TDDFT approach. Our aim is to benchmark several xc-

functionals and basis sets and to check if and to what extent

such technical details influence geometry and optical

spectrum of the CdSe quantum dots. After that, we calcu-

lated and compared the absorption spectrum of a given

nanocluster where different Cd surface atoms were

saturated.

2 Models and computational details

Three differently sized CdSe clusters and its ligated vari-

ants were employed in this work. The smallest cluster

consists of 6 units of CdSe (Fig. 1a, b). It is the smallest

possible cluster that still reproduces the wurtzite structure

of bulk CdSe. The bond distances d1 are determined as the

Cd–Se bond within the 6-membered ring, whereas d2 is the

bond between a Cd and Se atom located in two adjacent

rings. The bond angle a1 is calculated as the bond angle

including Se–Cd–Se, all of them form part of the hexa-

meric ring. Finally, a2 is the bond angle that includes again

Se–Cd–Se but one Se atom is in the other ring. To saturate

the Cd atoms, we used 6 molecules of methylamine (MA)

(Fig. 1c, d). Yang et al. [29] reported that even for the

small (CdSe)6 cluster, the 2-coordinated Cd atoms are not

saturated with two ligand molecules; therefore, we will not

employ such model systems for ligated clusters. We

employed these clusters to simulate the absorption spectra

based upon both LR-TDDFT frequency domain calcula-

tions and real-time propagation of the wave function in the

time domain (RT-TDDFT). Following this procedure, we

are able to benchmark the spectra obtained with RT-

TDDFT against the LR-TDDFT methodology. Addition-

ally, modeled after the cage/core clusters reported by

Kasuya et al. [7], we employed here the (CdSe)13 and the

(CdSe)34 clusters. The medium-sized (CdSe)13 cluster

consists of a 1 Se atom core as represented in Fig. 2a, b.

The saturated cluster, (CdSe)13(MA)9, is sketched in

Fig. 2c, d. This is somewhat different to the model

employed by Yang et al. [29] where they use 10 ligand

molecules. Here, we find that one Cd atom indeed forms

bonds to 4 adjacent Se atoms; therefore, we see no need for

it to be saturated with a ligand molecule. Finally, the

largest cluster, which we have considered for this work,

consists of a cage of 28 CdSe units into which a (CdSe)6

core is introduced, cf. Fig. 3a, b. From the 28 surface Cd

atoms, six are 4-coordinated. The remaining 22 surface Cd

atoms are all 3-coordinated and, consequently, are satu-

rated with one MA molecule (Fig. 3c, d).

From a computational point of view, this work consists

of two parts. The first part includes LR-TDDFT calcula-

tions, which were performed using the GAUSSIAN 03

program suite [30]. In order to simulate the absorption

spectra, over 400 singlet transitions were employed in

selected calculations. Four different density functionals and

a large number of different basis sets were employed as to

investigate the influence of them on the spectra. The basis

sets used were LANL2DZ, cc-pVDZ, def2-SVP, and def2-

TZVP for both Cd and Se. Effective core potentials (ECP)

were employed to describe the core region. For the

LANL2DZ basis set, the valence electron density is defined

by the 4d105s2 electrons of each Cd and the 4s2p4 electrons

for the Se atoms. The valence region described with the cc-

pVDZ basis set contains the 4s2p6d105s2 electrons for Cd

and for Se the 3s2p64s2p4 electrons. The def2-SVP and

def2-TZVP basis sets include the same valence for Cd as

for the cc-pVDZ basis set, while for Se it is an all-electron

basis set. When the (CdSe)6 cluster is ligated with

methylamine, then the 6-31G(d) basis set was applied to C,

N, and H. The xc-functionals were represented by the GGA

density functionals PBE [31] and BLYP [32, 33], and two

hybrid functionals, PBE0 [34–37] and B3LYP [33, 38].

Since the B3LYP functional was parameterized against the

G1 database of Pople et al. [39], for which it gives excel-

lent results, its performance might differ when a system is

investigated that contains heavier atoms, as it is the case for

semiconductors. It is worth noting that the combination

LANL2DZ/B3LYP was reported to reproduce adequately

the electronic properties of CdSe systems [40]. The PBE0

hybrid functional, on the other hand, is known to overes-

timate the band gaps of semiconducting material. The

(CdSe)6(MA)6 system was only calculated with PBE. We

did not introduce a solvent model in the calculations as it

was shown that the effect on the spectrum is not significant

[15].

The second part consists of the calculation of absorption

spectra in the time domain using the CP2K/QUICKSTEP pro-

gram [41, 42], which uses a hybrid Gaussian and plane-

wave basis set based on DFT. Here, the PBE and the hybrid

PBE0 functionals were considered together with norm-

conserving Goedecker–Teter–Hutter (GTH) pseudopoten-

tials [43–45]. For both Cd and Se, the short range,

molecularly optimized double-f single-polarized basis set

(m-SR-DZVP) was applied [46]. For Cd, the 4d105s2

valence electrons are included and for Se the 4s2p4 elec-

trons. It was reported that increasing the basis set for Cd

and Se to triple-f quality does not result in relevant dif-

ferences [11]. The m-DZVP basis set is applied on the

ligand atoms only. It contains more diffuse functions [46],

which is in spirit with Albert et al. [15] who proposed to

use polarizable functions at least on the ligand atoms. The

geometries were optimized until the gradients were smaller

than 0.01 eV/Å and the cutoff for the SCF procedure was

set to 10-7. The box length of the simulation cell was set as

such that in each direction at least 15 Å of vacuum is

Theor Chem Acc (2013) 132:1342
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introduced. The absorption spectra were calculated using

the RT-TDDFT methodology introduced by Chen et al.

[27]. Shortly, this method consists in applying an ultra-

short electromagnetic pulse on the ground-state electronic

wave function. It follows the propagation of the perturbed

wave function during which the dipole moment for each

time step was calculated. Through a Fourier transformation

of the induced dipole moment, the absorption cross section

will be obtained. Similar to their work, we set a stepwise

electric field pulse with duration of 0.0121 fs and a mag-

nitude of 0.5 V/Å. The excited wave function was propa-

gated during 4000 steps, using the ETRS propagator [47],

with a time step of 0.0121 fs.

3 Results

First, we look at the geometrical properties of the bare

cluster. We observe that the performance of the different

basis sets changes. Larger basis sets give better geometries

than the smaller ones [15]. In Table 1 are the geometrical

parameters tabulated that define the bare cluster. At the

B3LYP/LANL2DZ level of theory, the same geometry was

reported earlier in literature [6, 10]. The bond lengths

obtained with the PBE functional and the m-SR-DZVP

basis set almost exactly reproduced the bond lengths

obtained when the def2-TZVP basis set is used, indicating

a very nice performance of these basis sets in terms of

geometrical properties. Again, going along with the find-

ings of Albert et al. [15], we observe that the geometry is

quite basis set dependent.

Now, we turn our attention to the optical absorption

spectra. In a first step, we quantify the blue-shift induced

by saturating the dangling bonds on the Cd atoms by

comparing the absorption spectra of (CdSe)6 and the liga-

ted cluster. The spectra computed with the LANL2DZ

basis set and the PBE functional, within the LR-TDDFT

approach, are represented in Fig. 4. In the bare cluster, the

transition occurs at a first absorption peak maximum of

2.68 eV. The excitation takes place between the HOMO-2,

which is composed by a large part of 4p Se orbitals, and the

LUMO, which mainly consists of the 5s orbitals on the Cd

atoms. This can be rationalized by taking into account the

symmetry of the involved MOs. The (CdSe)6 cluster

belongs to the D3d point group, and its HOMO-2 has A2u

symmetry and its LUMO A1g. The HOMO-1 and the

HOMO have Eg symmetry; therefore, the transition

between these two MOs and the LUMO is symmetry-for-

bidden. The first absorption peak maximum for

(CdSe)6(MA)6 is found at 3.08 eV, in very good agreement

with the experimental value of 3.14 eV obtained in a TOP/

TOPO solvent mixture [6]. The excitonic transition at

Fig. 1 Sketch of the (CdSe)6

cluster. The top view and side
view of the bare cluster are

represented in a and b, and for

the ligated cluster, they are

sketched in c and d. In a, the

bond distance d1 and the bond

angle a1 are indicated, whereas

in b, d2 and a2 are shown. See

the main text for details. Cd

atoms are represented in green,

Se in yellow, N in blue, C in

black, and H in white
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3.08 eV includes the HOMO-2, HOMO-1, and HOMO

orbitals and excites an electron into the LUMO. The two-

fold degeneracy of the HOMO-1 and HOMO must have

been broken due to the presence of ligand molecules. We

also calculated the spectra for bare cluster where the cc-

pVDZ, def2-SVP, and the def2-TZVP basis sets were

applied in combination with the PBE functional. We find

that these larger basis sets shift the spectrum to the red,

which is not desirable in this context.

Let us now compare the spectra obtained with the dif-

ferent xc-functionals. The spectra computed using the

LANL2DZ basis set for both Cd and Se are reported in

Fig. 5. Clearly, the BLYP functional does not account

satisfactorily for the position of the first absorption maxi-

mum; it underestimates it by roughly 0.6 eV. On the other

extreme, the PBE0 hybrid functional does suffer from its

known limitations: it overestimates the first absorption

peak by almost 0.4 eV. The B3LYP functional performs

much better as it gives a value that is only slightly below

the PBE/LANL2DZ result, the difference being as small as

0.06 eV.

We now compare the spectra obtained with RT-TDDFT

to the ones simulated with LR-TDDFT methodology. The

spectra for the bare and ligated (CdSe)6 clusters are plotted

in the top panel of Fig. 6. Compared to the PBE/

LANL2DZ spectra of the bare cluster, we observe a red

shift of 0.3 eV. This energy is equivalent to a difference of

0.6 eV compared to literature values [4, 22]. When the

dangling bonds on Cd are saturated, the performance is

slightly better but the energy of the first peak is still

underestimated by *0.14 eV compared to the experi-

mental value [6], and 0.08 eV below the PBE/LANL2DZ

value. We think that this is an acceptable deviation since

this method allows for the simulation of much larger sys-

tems for which LR-TDDFT would be too cumbersome.

The blue-shift when the (CdSe)6 is completely ligated,

compared to the bare cluster, is found to be 0.6 eV. Sur-

prisingly, the band edge absorption for the bare (CdSe)6

and (CdSe)13 clusters nearly coincides. In principle, the

band edge for the bare (CdSe)13 cluster should be red-

shifted due to its larger diameter. For the fully saturated

(CdSe)13(MA)9 cluster, the expected red shift is observed

again, it being 0.5 eV. For the largest bare cluster (CdSe)34,

represented in Fig. 3, the first absorption peak is located at

1.86 eV which agrees quite well with results reported

earlier in literature [11, 15], the differences being of only

0.1 eV. It should be noted that the herein presented values

are not shifted by the difference between the band gap of

the bulk material and the theoretical band gap as it was

done in Ref. [11]. Our spectrum of the (CdSe)34 cluster

Fig. 2 Sketch of the (CdSe)13

cluster. The top view and side
view of the bare cluster are

represented in a and b, and for

the ligated cluster, they are

sketched in c and d. There are

four 4-coordinated Cd atoms in

this cluster. Therefore, only 9

molecules of MA are necessary

to saturate the under-

coordinated Cd atoms. Cd atoms

are represented in green, Se in

yellow, N in blue, C in black,

and H in white
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nicely reproduces the one obtained by Del Ben et al. in that

their spectrum of the bare (CdSe)33 cluster also shows two

peaks next to the first absorption peak, located at 1.76 eV,

at 1.96 and 2.09 eV (these values are obtained by sub-

tracting 0.43 eV from their results). This is nearly identical

to the triple peak in the lowest panel shown in Fig. 6,

which shows up at slightly higher energies: 1.86, 2.02, and

2.16 eV, respectively. However, the second peak here is

the most intense out of the three peaks while in Ref. [11] it

is the least intense one. This could be explained by the

orientation of the ligands. Depending on their orientation,

the symmetry of the cluster’s MOs would be broken in a

way that favors a given transition while a different orien-

tation of ligands will favor a different one.

Fig. 3 Illustration of the

(CdSe)34 cluster. The top view

and side view of the bare cluster

are represented in a and b, and

for the ligated cluster, they are

sketched in c and d. Each Se

atom of the (CdSe)6 core forms

one bond with a Cd atom in the

cage. This leads to six

4-coordinated Cd surface atoms,

and therefore, 28 MA molecules

bound to the remaining under-

coordinated Cd atoms. Cd atoms

are represented in green, Se in

yellow, N in blue, C in black,

and H in white

Table 1 Bond lengths, bond angles, and optical band gaps for the

bare (CdSe)6 cluster

d1 d2 a1 a2 Eabs

PBE, LANL2DZ 2.71 2.87 141.0 100.8 2.68

PBE0, LANL2DZ 2.66 2.82 140.7 100.7 3.03

BLYP, LANL2DZ 2.75 2.91 139.9 100.5 2.08

B3LYP, LANL2DZ 2.70 2.86 139.9 100.4 2.63

PBE, cc-pVDZ 2.60 2.83 145.7 100.7 2.03

PBE0, cc-pVDZ 2.58 2.79 144.6 100.6 –

PBE, def2-SVP 2.61 2.83 145.3 100.4 2.12

PBE, def2-TZVP 2.60 2.83 145.4 100.5 2.11

PBE, m-SR-DZVP 2.61 2.83 145.3 100.3 2.38

PBE0, m-SR-DZVP 2.56 2.80 145.9 100.2 3.41

The distances d1 and d2 and the angles a1 and a2 are defined in Fig. 1.

Distances are in (Å), angles in (�), and the first absorption maximum,

Eabs, in (eV)

Fig. 4 Optical absorption spectra obtained for the (CdSe)6 and

(CdSe)6(MA)6 clusters. Yellow lines correspond to the bare cluster’s

spectrum, and black lines to the caped cluster
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For the saturated (CdSe)34(MA)22 cluster, we find

Eabs = 1.98 eV, an underestimation compared to theoreti-

cal literature values by approximately 0.16 eV [11] and

1.0 eV when compared to experiment where the CdSe

clusters are dissolved in toluene [7]. From this discussion,

the disadvantage of the RT-TDDFT methodology emerges.

It is very difficult to assign the absorption features in the

spectrum and compare them to other experimental and

theoretical work because no information about the MOs

involved in the excitation is available.

We now analyze the effect of a different number of

ligands on the spectrum. The side view in Fig. 7 shows

Fig. 5 Absorption spectra of the bare (CdSe)6 cluster obtained with

different xc-functional as indicated within each panel

Fig. 6 Absorption spectra calculated with the RT-TDDFT method-

ology. All spectra were obtained using the PBE functional. In the top
panel are the spectra of the bare and ligated (CdSe)6 cluster plotted. In

the middle panel, the corresponding spectra that represent the

(CdSe)13 and (CdSe)13(MA)9 clusters. In the lowest panel are the

spectra of (CdSe)34 and (CdSe)34MA22 plotted. Red lines correspond

to the bare clusters, and black lines to the saturated ones

Fig. 7 Represented are the three planes that each consists of 3 Cd

atoms that have a similar bonding environment. In plane u, the

geometry resembles to the 6-membered ring in (CdSe)6. The Cd

atoms in plane v have a similar bond order than those in plane

u. Finally, in plane w, the Cd atoms are only 2-coordinated

Fig. 8 Illustrated is a series of spectra obtained from the (CdSe)13

and (CdSe)13(MA)n clusters, each having different Cd surface atoms

saturated. See the main text for details. The spectra are ordered in

ascending order with respect to the first absorption peak
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how the (CdSe)13 cluster is divided into three planes u, v,

and w, respectively. Each plane consists of 3 Cd atoms that

mainly differ in their coordination number. In the planes

u and v, each Cd atom is 3-coordinated while in plane

w they are only 2-coordinated. The difference between the

Cd atoms in plane u and v is the charge that they carry in

the bare cluster which we estimate to be 0.340 e in plane

u and 0.346 e in planes v and w [48]. From these differ-

ences, it might be possible that the optical absorption

spectrum will be different, too. To investigate the influence

of each ligand plane on the absorption spectrum, we

modeled in total 4 cluster–ligand systems: (CdSe)13(MA)n
with n = 3, 6, 9. We label them in the following manner.

The Cd atoms of each plane are saturated with at most

three ligands, or they are not saturated at all. We did not

consider adding only one or two MAs. Therefore, the fully

saturated cluster will be labeled as (333), while the bare

cluster is labeled (000), the labels referring to the planes u,

v, and w, respectively. The following cluster–ligand sys-

tems were employed: (003), (300), (033), and (333), plus

the bare cluster: (000). The corresponding spectra are

plotted in Fig. 8. The plots are ordered with respect to their

first absorption maximum feature. Their values are tabu-

lated in Table 2. We observe that the largest blue-shift

compared to the bare cluster is induced by the (033) model

(Eabs = 2.57 eV), followed by the (003) cluster. Between

the two extremes, we find the fully saturated cluster, (333),

with an Eabs = 2.49 eV. The second (CdSe)13(MA)3 clus-

ter/ligand system, where the u plane Cd atoms are satu-

rated, hardly shows a shift in the first absorption peak

maximum. Obviously, it is not the (333) system that

experiences the largest blue-shift but the one where the Cd

atoms in the two lowest planes v and w are saturated, (033).

Clearly, the impact on the spectrum is largest if the

2-coordinated Cd atoms are saturated, while the influence

of saturating 3-coordinated Cd atoms in plane v is smaller

and it is nearly inexistent when ligands are bound to the

u plane Cd atoms. The small impact of the u plane ligands

on the spectrum can be rationalized by analyzing

the binding energies of the 3 ligands to the cluster,

Ebind = 0.5 eV, the smallest energy among the systems

where only 3 ligands are bound. Yet, the Cd–N bond dis-

tance is similar in all three cases. In addition, when no ligands

are added, the average charge is not as positive on thew plane

Cd atoms than on the u and v plane cadmiums (0.340 e vs.

0.346 e). For comparison, the average charge is most positive

on the 4-coordinated Cd atoms (0.362 e). Obviously, the

need for saturation of the Cd atoms is smaller in plane u than

on other surface Cd atoms in the planes v and w.

When it comes to the PBE0 functional, we find that it

overestimates the first absorption peak significantly, both

for the (CdSe)6 and the (CdSe)13 bare clusters. In the latter,

the blue-shift is even more pronounced. While for the

smaller QD the difference between the first absorption

peaks is 1.0 eV, it increases to 1.3 eV when 13 CdSe units

form the QD. Albert et al. [15] reported that one should

employ an asymptotically corrected functional like the LC-

xPBE to calculate the energy of the lowest transition closer

to experiments.

4 Conclusion

Concerning the geometrical properties of the CdSe clusters,

we find that the m-SR-DZVP basis set and the PBE xc-

functional give results that are close to results obtained

with larger basis sets like def2-TZVP or cc-pVDZ. When

the PBE functional is used together with the LANL2DZ

basis set, the bond lengths are overestimated compared to

the large basis sets.

We also find that the optical properties of CdSe QDs can

be successfully reproduced with the RT-TDDFT method

using the m-SR-DZVP basis sets and the PBE GGA xc-

functional. Therefore, this level of theory offers a good

compromise to calculate both geometries and spectra. The

PBE0 functional is not recommended for the calculation of

optical properties of CdSe clusters since the optical band

gap is severely overestimated while B3LYP would be a

better choice.

For the (CdSe)13 cluster, we find that the absorption

spectrum depends on which Cd surface atoms the

methylamine ligands are adsorbed to. In particular, when

planes v and w are saturated, the cluster/ligand system

shows the strongest blue-shift in the optical spectrum.

Moreover, compared to clusters with fewer capping

ligands, the fully saturated cluster (9 ligand molecules)

shows lower excitation energies.

In summary, the comparison of the conventional LR-

TDDFT approach with the less conventional but still

already mature RT-TDDFT shows the latter competitive

Table 2 First absorption peak maximum, binding energies of the

ligands and bond Cd–N bond lengths for the different ligand/cluster

models

Eabs Ebind dCd–N, u dCd–N, v dCd–N, w

(000) 2.39 - - - -

(300) 2.39 0.50 2.46 - -

(333) 2.49 0.45 2.51 2.50 2.47

(003) 2.54 0.60 - - 2.45

(033) 2.58 0.52 - 2.47 2.48

(030) - 0.57 - 2.44 -

The bond lengths are given for each plane as they are defined in

Fig. 7. The (030) cluster is tabulated for the sake of completeness; no

spectrum was calculated for it. Eabs and Ebind are given both in (eV);

all bond lengths are given in (Å)
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for large systems, but in contrast, it is not able to give the

assignment of the spectral feature. This is an important

limitation of RT-TDDFT, which is very stimulating for

new theoretical research to overcome or, on the other hand,

to improve the LR-TDDFT algorithm in order to become

more efficient in large systems but keeping the possibility

to give an assignment to the spectral feature, which is a

crucial point for the merit of a computational method.
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Abstract Global optimization and density functional

theory-based calculations are used to investigate the

structure of (TiC)6 and (TiC)12 clusters. In both cases, the

isomers exhibiting the bulk-like rock salt structure appear

to be the most energetically stable. This is in contrast to a

number of other materials that have the rock salt structure

as their bulk ground state, such as MgO, for which more

open tubular motifs are observed. A major factor contrib-

uting to this difference in nanoscale structure is likely to be

the larger covalent character of TiC as compared to MgO.

This is supported by our finding that some of the low-

energy isomers of both (TiC)6 and (TiC)12 exhibit C–C

bonding, whereas the bonding in all analogously sized

MgO isomers is solely based on Mg–O ionic bonding. The

simulated IR spectra indicate that it should be experi-

mentally possible to differentiate (TiC)n clusters with or

without C–C bonds.

Keywords TiC � Clusters � Nanoclusters �
Density functional theory � Global optimization

1 Introduction

The technological need to improve our understanding of

important inorganic solids (e.g. ZnO, SiC, TiO2) at the

nanoscale has renewed the interest in the detailed model-

ling of the atomic and electronic structure of nanosized

clusters of such materials. Nanoclusters of only a few tens

of atoms are placed somewhere between molecules and

bulk-like nanoparticles of hundreds of atoms. Not only are

nanoclusters thus fundamentally interesting for studying

how a material’s properties scale with increasing size, but

also with respect to their physical or chemical properties

which may significantly differ from those exhibited by

larger nanoparticles and extended solids. Probing and

exploiting the specific nanoscale properties of inorganic

solids have become major objectives in numerous different

fields such as nanotechnology, catalysis, solar cells, elec-

tronic components, and material science [1–5]. In addition

to their singular properties, the study of inorganic nanocl-

usters can give insights into growth and nucleation pro-

cesses which lead to different observed crystal structures

[6, 7] in a given material and/or even suggesting the pos-

sible existence of new cluster-based materials [8, 9]. In this

sense, the ability to predict the most stable ground state

structures of nanoclusters, assumed to be those most likely

to be found in the experiment, becomes an urgent and

important subject. Exhaustive exploration of the potential

energy surface of even small-sized clusters is a formidable

task due to the large number of possible stable structures

which grows exponentially with the number of atoms in

the cluster. For this reason, different specific global
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optimization approaches have been developed to efficiently

search the low-energy isomer spectrum of nanoclusters

[10–12]. In this study, we employ global optimization at a

classical level of theory followed by refinement using

quantum mechanical-based methods to investigate the most

stable isomers of nanoclusters of titanium carbide (TiC)

with six and twelve formula units.

TiC is a material in the fringe zone between ionic and

covalent, with bonding properties that go from metallic,

covalent, to ionic [6, 7]. Bulk TiC exhibits the rock salt

structure which is commonly found in strongly ionic

materials such NaCl or MgO, the latter being a prototypical

non-reducible ionic oxide. In spite of its rather simple

crystal structure, TiC has shown interesting properties, for

instance in heterogeneous catalysis. In this context, TiC,

and other simple transition metal carbides, has been sug-

gested as the potential substitutes for expensive noble

metal-based catalysts of the platinum group and, further-

more, can display advantages over these bulk transition

metals in terms of catalytic selectivity or resistance to

poisoning [13, 14]. Transition metal carbides have already

proven to be efficient in some reactions of great techno-

logical importance, as the water–gas shift reaction [15],

and received recent attention in a variety of processes [16–

19]. In addition, transition metal carbides have proven to be

an excellent support for metallic nanoparticles, especially

after the pioneering work of Ono et al. [20] on the catalytic

properties of Au nanoparticles supported on TiC. Sub-

sequent work has shown that Au/TiC systems exhibit

extraordinary reactivity in DeSOx reactions [21–23], being

active to dissociate molecular oxygen [24] and molecular

hydrogen [25, 26] and, more recently, even to hydrogenate

CO2 to methanol [27]. In the specific case of TiC, it has

been shown that, for the water–gas shift reaction, small

clusters adsorb reactants and products too strongly, thus

resulting in excessively large energy barriers [15]. A dee-

per knowledge of TiC nanoparticles seems necessary to be

able to properly tune their properties for such applications.

Non-stoichiometric clusters containing Ti and C are

known since the early cluster beam work of Castleman and

co-workers [28] who termed these clusters as metallocar-

bohedrenes, or just metcars, where Ti8C12 was found to be

particularly stable. These metcars have been studied in detail

for a long time from both theoretical and experimental point

of view [29–35]. Metcars were found to be especially stable

and abundant when obtained by laser vaporization under

certain experimental conditions and were clearly identified

by mass spectroscopic techniques. Subsequent theoretical

investigations were carried out to elucidate the geometry and

structure of metcars, showing that they have a cage shape

similar to fullerenes formed by pentagonal rings [28, 30].

These results increased the interest of the scientific com-

munity in the possible properties and utilities of these

particular clusters [28–30]. Nevertheless, succeeding works

found that, depending on the experimental conditions, met-

cars are not necessarily the most abundant and stable struc-

tures, with Ti14C13 and also larger 1:1 stoichiometric

clusters, being found to be as abundant as the metcars or even

more so [29, 30]. Such stoichiometric TiC clusters may also

have relevance to astrophysical environments, with experi-

mental measurements and observations both pointing to the

presence of such clusters around stars as possible precursors

in the nucleation of carbonaceous stardust [36].

In this work, we focus on the study of the ground state

atomic structures of the stoichiometric (TiC)n clusters with

n = 6, 12 and compare the lowest energy structures to the

corresponding clusters exhibited by MgO. For the TiC

clusters, we also calculate the vibrational IR spectra in

order to find fingerprints to assist in the identification of

such clusters in experiment.

2 Methodology and computational details

Since TiC and MgO exhibit the same bulk rock salt struc-

ture, it is interesting to see whether this correspondence also

holds for the extreme case of small nanoscale clusters. For

this comparison, we take the sizes (TiC)6 and (TiC)12 and

use the structures of the low-energy isomers of the corre-

spondingly sized MgO clusters obtained from global opti-

mization calculations based on the basin-hopping algorithm

[37] using simple ionic Born interatomic potentials. As

nanocluster structures are highly dependent on the atomic

charges employed in such potentials, in order to capture a

wide structural variety, the effective ionic charges,

Mgq?Oq-, were varied (between 1e and 2e) and global

optimizations were performed for each value of q [38, 39].

More than 15 different isomer structures resulting from

the basin-hopping global optimizations were considered for

(TiC)6 and (TiC)12 in a first round of calculations. The

structures and energies of these isomers were first opti-

mized employing a Lennard–Jones two body potential with

an Axilrod–Teller potential for the three body interactions

following the parameterization by Erkoc [40], using the

General Utility Lattice Program (GULP) code [41]. The

lowest energy geometries thus obtained were then refined

using density functional theory (DFT)-based calculations

performed with the VASP code [42–45]. In the DFT cal-

culations, the valence electron density was expanded in a

plane wave basis set with a cut-off of 415 eV for the

kinetic energy and the effect of the core electrons on the

valence density was taken into account using the projector

augmented wave method [46, 47]. The exchange–correla-

tion effects were described by the Perdew–Wang (PW91)

[48, 49] implementation of the generalized gradient

approach (GGA) functional. The calculations were
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performed using a cubic cell of 20 9 20 9 20 Å, to

guarantee there was no significant interaction between the

images of the replicated cells. All calculations were carried

out considering the C point of the reciprocal space only.

Structures were considered converged when forces on the

atoms were smaller than 0.03 eV/Å.

In order to further confirm that the lowest energy opti-

mized structures found in the PW91/DFT calculations

corresponded to genuine energy minima on the potential

energy surface, frequency calculations including dipole

moment calculations were carried out. This type of calcu-

lation also allows one to compute the intensities corre-

sponding to the lowest transition for each normal mode and

thus simulate the infrared (IR) vibrational spectra. The

dipole intensity of a given normal mode k corresponding to

the z component (lz) of the dipole is computed according to

the following expression [50–52]

Ik ¼ olz
oQk

� �2

¼
X3n
i¼1

Pikffiffiffiffiffi
mi

p olz
oDri

� �
where lz is the z component of the dipole moment, Dri are

the Cartesian displacements, and Pikffiffiffiffi
mi

p is the mass-weighted

coordinate matrix of this normal mode. Summing the

contributions for the x, y and z components permits one to

obtain the full theoretical IR spectra for each of the con-

sidered structures of the (TiC)6 and (TiC)12 clusters.

3 Results and discussion

The ground state structures for both (TiC)6 and (TiC)12 are

found to exhibit the bulk rock salt structure, see Fig. 1. In

both cases, the (TiC)6 and (TiC)12 resemble small elon-

gated rock salt slabs. The TiC distances in each of these

clusters were found to be similar to the corresponding

values in the bulk, but with a small contraction observed in

the (TiC)6 structure. This is most clearly noticeable for the

TiC bonds at the ends of the cuboid (TiC)6 cluster and can

probably be attributed to the low coordination of these

surface atoms together with the relatively small cluster

size. In the case of (TiC)12, the bonds involving the atoms

on the ‘‘rim’’ of the slab also show a contraction, although

here a small expansion relative to the bulk, with noticeable

larger bond distances, is observed in the innermost part of

the structure. A selection of bond distances for the ground

state (TiC)6 and (TiC)12 clusters and the bulk rock salt

structure are compared in Table 1.

It is interesting to compare the differences between these

structure and those corresponding to (MgO)n clusters with

the same number of atoms. The ground state structures for

small (MgO)n, n = 6, 12, clusters tend to exhibit an hex-

agonal tubular shape [53]. Although the lowest energy

structures for (TiC)6 and (TiC)12 are bulk-like and thus

structurally unlike the corresponding ground states for

MgO, most low-energy TiC nanocluster isomers are also

found to be low in the energy for MgO. In other words, it is

the order of nanocluster isomer stability that is different in

each material.

Taking first the comparison between (TiC)6 and (MgO)6

clusters, in addition to the differences in the order of

energetic stability, the different (TiC)6 structures are more

widely separated in energy (see Fig. 2). Whereas the (TiC)6

isomers are fairly evenly separated throughout a 0.8 eV per

TiC unit (eV/TiC) range, the (MgO)6 isomers span a

smaller energy interval (\0.6 eV/MgO) and are tightly

grouped into two groups: (1) a low-lying pair of isomers

Fig. 1 Lowest energy structures for the (TiC)6 and (TiC)12 nanocl-

usters (top), and lowest energy C–C-containing (TiC)6 and (TiC)12

nanoclusters (bottom) as predicted from global optimization and

refined by DFT calculations

Table 1 Smallest and largest TiC distances (Å) found in (TiC)6 and

(TiC)12 clusters

TiC bonds (TiC)6 (TiC)12

Smallest 1.937 1.899

Largest 2.072 2.195

Bulk calculated 2.161 2.161

Bulk experimental 2.164 2.164

Calculated and experimental TiC distances in the bulk rock salt

structure are reported for comparison
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(the hexagonal drum ground state and a bulk cut corre-

sponding to the (TiC)6 ground state) separated by\0.1 eV/

MgO and (2) the remaining isomers in a higher lying

narrow (\0.2 eV/MgO) energy interval. Of particular note

is that some structures obtained for (TiC)6 after full DFT

optimization were found to be not stable energy minima for

the MgO system. This is the case, for instance, for isomers

2, 4, 5 and 8, where the numbering refers to the order of

decreasing stability, in (TiC)6. For (TiC)6, isomers 2 and 5

are especially interesting because both exhibit a C–C bond

which is not found to have a correspondence (i.e. a O–O

bond) in any low-energy MgO clusters. Attempting to

optimize (TiC)6 isomer 2 as a (MgO)6 isomer, for example,

converts it to a relatively high-energy isomer with a bulk-

like structure. This striking difference between the two

materials at the nanoscale is particularly noteworthy as

(TiC)6 isomer 2 is only 0.252 eV/TiC higher in energy than

the ground state, and it is thus the second most stable

cluster found for (TiC)6 (see structure in Fig. 1). Although

C–C bonds have not, to our knowledge, been reported

previously in stoichiometric TiC clusters, their presence in

C-rich non-stoichiometric TiC clusters (e.g. metcars) is

well known and is thought to be energetically stabilising

[54]. The appearance of the structures with C–C bonds

prompted us to study the IR spectra that are reported in

Fig. 3 for the bulk ground state cut isomer 1 and for isomer

2. Both calculated IR spectra are quite similar with respect

to the position and intensity of their main peaks, except for a

low intensity peak observed in the spectra of the C–C

bonding isomer that appears at approximately 1,300 cm-1

which is due to to the C–C vibrations present in this isomer.

Experimentally C-C vibrations in this frequency region

have been used to indentify metcars while ruling our bulk-

like stoichiometric TiC nanocrystals [55]. The calculated

spectra should permit one to differentiate and assign our

new stoichiometric, yet C-C-containing, structures from IR

measurements. With respect to electronic structure, we also

note that the gap between the highest occupied molecular

orbital (HOMO) and the lowest unoccupied molecular

orbital (LUMO) found for the (TiC)6 ground state is

1.67 eV, while isomer 2 with a C–C bond shows a con-

siderably smaller HOMO–LUMO gap of 0.56 eV.

In the case of (TiC)12, one finds trends similar to those

already described for the smaller (TiC)6 cluster. Comparing

the lowest energy structures obtained for the (TiC)12 sys-

tem with those of (MgO)12, we also observe differences in

the order of isomer stabilities (see Fig. 4). It is also inter-

esting to remark that the structures for (TiC)12 span a

significantly larger energy range (0.85 eV/TiC) than in the

Fig. 2 Relative energies (in eV per TiC or MgO unit) corresponding

to the low-energy isomer structures of (TiC)6 and (MgO)6 clusters.

The central part of the figure shows the calculated structures which

are linked to their respective relative energies via dashed lines.
Highlighted by red dashed lines are those where structural differences

between the two types of clusters are the largest (see Supplementary

Information for more detail) (color figure online)

Fig. 3 Calculated IR spectra for two (TiC)6 isomers: the bulk-like

ground state isomer (blue) and the lowest energy isomer exhibiting

C–C bonding (red) (color figure online)

Fig. 4 Relative energies (in eV per TiC or MgO unit) corresponding

to the low-energy isomer structures of (TiC)12 and (MgO)12 clusters.

The central part of the figure shows the calculated structures which

are linked to their respective relative energies via dashed lines.
Highlighted by red dashed lines are those where structural differences

between the two types of clusters are the largest (see Supplementary

Information for more detail) (color figure online)

Theor Chem Acc (2013) 132:1312

123 Reprinted from the journal216



case of the corresponding (MgO)12 cluster (0.47 eV/MgO).

Moreover, as for (TiC)6, reasonably stable structures with

C–C bonding also appear in the set of low-energy (TiC)12

isomers. In particular, (TiC)12 isomer 4 contains a C–C

bond and is 0.25 eV/TiC higher in energy than the bulk-

like-structured (TiC)12 ground state (see structure in Fig.

1). Figure 5 presents the calculated IR spectra for the bulk-

like ground state (TiC)12 isomer and for (TiC)12 isomer 4.

Here, the spectra are much more complex than for the case

of the smaller (TiC)6 clusters. A direct comparison of both

spectra is not straightforward, but, as in the case of (TiC)6

cluster, there is a new peak in the spectrum of the isomer

with a C–C bond at approximately 1,100 cm-1. As in the

previous case, this can be assigned to the C–C vibration.

Finally, the (TiC)12 HOMO–LUMO gap calculated for the

ground state is 1.04 eV, which is smaller than in the case of

the (TiC)6 ground state and closer to the bulk, which shows

metallic behaviour. The isomer with a C–C bond shows a

significantly smaller gap of 0.11 eV, which is in line with

the results discussed for (TiC)6.

4 Conclusions

Based on global optimization with interatomic potentials

and DFT-based calculations, we confirm that small stoi-

chiometric TiC clusters tend to energetically prefer to

exhibit a bulk-like structure. For the (TiC)6 and (TiC)12

clusters investigated here, this rock salt-like structure is

between 0.1 and 0.3 eV/unit more stable than the next most

stable isomers found. This is in clear contrast with some

other materials which exhibit the rock salt structure in the

bulk such as MgO, for which the lowest energy (MgO)6

and (MgO)12 clusters correspond to hexagonal tubular

structures. This difference in atomic structure at the

nanoscale is likely to be, at least partially, related to the

much more covalent character of TiC as compared to MgO,

which is a prototypal ionic oxide material. This interpre-

tation is supported by the observation that some of the low-

energy isomers of both (TiC)6 and (TiC)12 exhibit clear

C–C bonding which has no natural low-energy corre-

spondence on MgO clusters. From the calculated IR spectra

for the lowest energy isomers of both (TiC)6 and (TiC)12,

and of the two lowest energy isomers exhibiting C–C

bonding, we find distinguishing features which is due to the

presence of C–C vibrations. These data may be used to

differentiate between these two types of (TiC)n cluster in

experiment.
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15. Viñes F, Rodriguez JA, Liu P, Illas F (2008) J Catal 260:103–112

16. Esposito DV, Chen JG (2011) Energy Environ Sci 4:3900–3912

17. Ren H, Hansgen DA, Kelly TG, Stottlemyer AL, Chen JG (2011)

ACS Catal 1:390–398

18. Esposito DV, Hunt ST, Kimmel YC, Chen JG (2012) J Am Chem

Soc 134:3025–3033

19. Hsu IJ, Kimmel YC, Willis BG, Chen JG (2012) Chem Comm

48:1063–1065

20. Ono LK, Sudfeld D, Cuenya BR (2006) Surf Sci 600:5041–5050
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Abstract The First-principles Bottom-up (FPBU) proce-

dure is applied to rationalize the different macroscopic mag-

netic properties of two compounds that were expected to

be isostructural: bis(2-bromo-3-methylpyridine)dibromocop-

per(II), 1, whose crystals present dominant ferromagnetic

interactions, and bis(2-chloro-3-methylpyridine)dichloro-

copper(II), 2, that shows dominant antiferromagnetic behav-

ior. Our FPBU analysis concludes that 1 presents a dominant

ferromagnetic interaction of 1.16 cm-1 and other two non-

negligible smaller interactions of opposite sign (-0.11 and

0.13 cm-1). Contrarily, the dominant radical-pair interaction

in 2 is antiferromagnetic (-2.37 cm-1), in addition to three

other non-negligible smaller magnetic couplings (0.48,

-0.29, and -0.20 cm-1). In 1, these magnetic interactions

generate a 2D magnetic topology of isolated planes, each

made of weakly interacting parallel ferromagnetic chains,

while in 2 they generate a 2D magnetic topology that can be

described as isolated parallel double-decker planes, each of

them made by weakly connected antiferromagnetic dimers.

The computed magnetic susceptibility curve that results after

applying the FPBU procedure fully matches the experimental

one in both systems. Furthermore, since in both systems, the

weaker magnetic interactions are one order of magnitude

smaller than the dominant coupling, the magnetic suscepti-

bility curve does not vary significantly whether including all

interactions or only the dominant ones. Thus, the FPBU

analysis quantitatively traces down the origin of the different

magnetic behavior of 1 and 2 as due to the change in sign of

their dominant magnetic interactions. We have been able to

connect such a change in nature of the dominant magnetic

interaction with a change in the conformation of the ligands,

which converts from anti in bis(2-bromo-3-methylpyridine)

(1) to syn in bis(2-chloro-3-methylpyridine) (2), confirming

the previous hypothesis.

Keywords Molecule-based magnetism � Theoretical

calculations � Density functional theory � Magnetic

dimensionality � Magnetic exchange interactions �
Copper(II) coordination complexes

1 Introduction

Low-dimensional molecule-based magnets, materials

where the observed magnetic exchange is limited to less

than three dimensions over a broad range of temperatures,

have become a major source of interest for the study of

viable super exchange pathways and magneto-structural

correlations. The advantage to the use of low-dimensional

materials for magnetic study is clear; fewer interactions

makes them easier to define and provides fewer parameters

that affect the sign and magnitude of the magnetic inter-

actions. However, for such studies to be effective, the true

nature of the magnetic lattice must be known so that all
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non-negligible interactions are taken into account. Low-

dimensional materials are also interesting for the possible

presence of new physical phenomena associated with their

reduced dimensionality.

The problem with many studies of low-dimensional

magnets is that the dimensionality of the magnetic lattice is

generally assumed from the physical lattice (obtained from

X-ray or neutron diffraction studies) and these may, or may

not, correlate with the true dimensionality determined from

more accurate and expensive physical measurements (e.g.

muon spin rotation determinations). One prime example is

that of (VO)2(P2O7) which was studied in detail as a

magnetic ladder for nearly a decade [1–5] before neutron

scattering experiments showed the material to be better

described as an alternating magnetic chain [6, 7]. Mag-

netic dimensionality can also be accurately determined

from accurate theoretical studies of the magnetic inter-

actions within a crystal, as we show hereafter in the case

of bis(2-bromo-3-methylpyridine)dibromocopper(II) (1)

and bis(2-chloro-3-methylpyridine)dichlorocopper(II)

(2) (see Fig. 1).

Despite the similar crystal structure of 1 and 2, they

exhibit very different macroscopic magnetic properties. As

observed in experimental studies, [8] 1 is a molecule-based

magnet whose magnetic susceptibility is fitted using a

ferromagnetic chain model with weak antiferromagnetic

interchain corrections, while the magnetic data of 2 is fitted

to an isolated antiferromagnetic dimer model. It has been

postulated that the reason for such a different magnetic

behavior is the change in conformation that the Cu(II)X2(2-

X-3-Mepy)2 (X = Cl, Br; Mepy = methylpyridine) radical

centers show in 1 and 2. Specifically, while in 1 all centers

are present in the anti-conformation, in 2 all are found in

the syn-conformation (see Fig. 1). However, this proposal

has not yet been supported by theoretical studies on the

magnetism of these two compounds. Our main aim in this

work is to confirm the validity of such hypothesis by

applying the First-principles Bottom-up (FPBU) procedure

[9] to 1 and 2 in order to gain an in-depth insight into the

nature of their magnetic interactions and, by comparing

them, rationalize the origin of their difference.

The FPBU procedure computes the macroscopic mag-

netic properties of any molecule-based compound based

only upon knowledge of the crystal structure. It begins by

evaluating, using First-Principles methods (i.e. using high-

level ab initio [10] or DFT [11] methods), the microscopic

JAB magnetic exchange parameters for all symmetry-

unique radical-pairs in the crystal (note that these param-

eters uniquely define the Heisenberg Hamiltonian that

describes the magnetic interactions within the crystal, in a

pair approximation). The matrix representation of the

Heisenberg Hamiltonian is then computed on a properly

selected finite subset of the crystal (called the magnetic

model). Within a regionally reduced density matrix

approach, the corresponding eigenvalues are obtained after

diagonalization and used in the appropriate Statistical

Mechanics expression of the property of interest, in this

case the magnetic susceptibility, in order to evaluate such

property in an unbiased and accurate form. The FPBU

methodology has been previously shown to reproduce well

the magnetic properties of molecule-based magnets pre-

senting a wide variety of magnetic behaviors [12–16]. It

also allows one to connect the macroscopic magnetic

property of interest with its microscopic origin (i.e. the

values of the JAB magnetic couplings and the network of

connections that the non-negligible JAB interactions create

among the radicals of the crystal, known as the magnetic

topology of the crystal). The procedure is called bottom-up

because the macroscopic magnetic properties are deter-

mined from the computed values of the microscopic

radical���radical magnetic interactions, which are calculated

using first-principles methods (no ‘‘a priory’’ assumptions

are made about the size or topology of the magnetic

interactions present in the crystal). In this paper, the FPBU

procedure is used to identify in a numerical and unbiased

way the origin of the different magnetic behavior of

compounds 1 and 2.

2 Methodological details

The First-principles Bottom-up FPBU procedure [9] is a

four-step methodology that computes the macroscopic

magnetic properties of a molecule-based crystalline mate-

rial using its crystal structure as the only input. The four

steps of the FPBU procedure can be summarized as follows

(they are valid for any crystal, although in the description

below they have been adapted to the case of compounds 1

and 2):

Fig. 1 Chemical structure of the anti-bis(2-bromo-3-methylpyri-

dine)dibromocopper(II) (1) and syn-bis(2-chloro-3-methylpyridine)

dichlorocopper(II) (2) conformers

Theor Chem Acc (2013) 132:1331
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1. Identification of all unique radical���radical pairs

within the crystal likely to be magnetically active.

All symmetry-unique radical-pairs (di), whose radi-

cal���radical distance is smaller than a given threshold,

are identified by doing an in-depth analysis of the

crystal. The threshold is selected in such a way that all

relevant first and second nearest neighbor radical���rad-

ical pairs are included. No differences arise if the

selected radical���radical magnetic interactions are

through-bond or through-space [16].

2. Calculation of the radical���radical magnetic interac-

tions (JAB) for all unique pairs found in Step 1. The

Cu(II)X2(2-X-3-Mepy)2 radicals present a doublet

ground state. Thus, the strength of the magnetic

interaction JAB between any potentially relevant

radical-pair di in a crystal can be calculated as

JAB = (EBS
S - ET),1 where ET is the energy of the

triplet, and EBS
S , the energy of the open-shell singlet

computed using the broken-symmetry approximation

[17, 18]. The general Heisenberg Hamiltonian for a

pair of A and B radicals

Ĥ ¼ �2
X
A;B

JABŜA � ŜB ð1Þ

has been used, where ŜA and ŜB are the total spin

operators acting on radicals A and B of each radical-

pair. The radical-pair energies are computed at their

crystal geometry. When available, it is recommended

to use a crystal structure determined at a low tem-

perature, where possible anisotropic thermal effects

are minimized [19].

Note that the previous JAB expression assumes that the

overlap Sab between the singly occupied molecular

orbitals SOMOs of radicals A and B is small.2 This

hypothesis is valid in most through-space interactions,

and also in some through-bond magnetic interactions

(for instance, when the radical containing atoms are

not directly bonded) [16]. The EBS
S and ET energies

were evaluated using the UB3LYP [20–23] DFT

functional, the Ahlrich’s DZP basis set [24] for Cu,

and the 6-31?G(d) basis set [25] on the remaining

atoms. The choice of the B3LYP functional is based

on previous studies that showed its performance to

reproduce the experimental JAB values and those from

high-level ab initio methods on properly characterized

systems [12–16]. The convergency criterion of the

energy values was forced to have an accuracy of 10-7

au in order to guarantee an accuracy of 0.04 cm-1 in

the JAB’s values. All DFT calculations were carried

out using GAUSSIAN09 [26].

Let us further comment on the information held by the

SOMOs. In crystals of 1 and 2, the magnetic interac-

tions formally originate in the overlap between the

SOMOs hosting the unpaired d electron in the tetra-

coordinated Cu(II) ions of the Cu(II)X2(2-X-3-Mepy)2

(X = Cl in 1 and X = Br in 2) radicals (Fig. 2a).

However, UB3LYP calculations indicate that in both

radicals their SOMO, and therefore spin density,

spreads over the Cu-coordinated halide atoms and also

onto the Mepy nitrogen atoms bonded to the Cu(II)

atom (see Fig. 2b, c). As magnetic interactions origi-

nate in the overlap between the occupied orbitals, and

in particular the SOMO orbitals, the shape of the

SOMO in isolated radicals of 1 and 2 suggests that the

strongest magnetic pathways between their radical-

pairs are expected to be those involving short-distance

Cu���halide interactions, halide���halide interactions,

and also (Mepy)N���N(Mepy) interactions.

3. Determination of the magnetic topology of the crystal

and selection of the appropriate model space. The

magnetic topology is straightforwardly defined by the

network of connectivities among the spin centers

linked by non-negligible JAB(di) interactions (previous

tests have shown that when |JAB(di)|\ 0.05 cm-1, the

magnetic interaction can be considered as negligible).

Once the magnetic topology of the full crystal is

known, magnetic models can be selected, namely

subsets of radicals whose propagation along the

crystallographic axes reproduces the magnetic topol-

ogy of the infinite crystal and includes all non-

negligible JAB magnetic interactions in a ratio as close

as possible to that found in the infinite crystal. The

smallest of those finite magnetic models is the minimal

magnetic model. When the minimal magnetic model is

properly defined, the macroscopic properties computed

by enlarging it converge smoothly toward the com-

puted data obtained using the minimal model and, in

turn, toward the experimental results.

4. Calculation of the macroscopic magnetic properties of

the crystal. In Step 2 of the FPBU procedure, from

each two S = � radicals, the energies and therefore

the magnetic interaction parameter (the JAB) of the

effective Hamiltonian are calculated. Then, all the

values (i.e. energy eigenvalues and S quantum num-

bers) are mapped on the corresponding matrix ele-

ments of the model Hamiltonian, whose model space is

selected in Step 3. In the present simple case, within

the framework of a regionally reduced density matrix

1 The criterion chosen to compute the energy difference is

ES � ET ¼ 2ðES
BS � ET Þ=ð1 þ SabÞ. Open-shell singlet systems sepa-

rate alpha spin density and beta spin density on different radicals. In

our case, once the broken-symmetry approximation is applied, the

resulting overlap Sab between the alpha SOMO and the beta SOMO is

zero. Thus, those orbitals are localized on each of the two radicals.

This leads to Sab = 0. As a conclusion, JAB ¼ ES
BS � ET .

2 See footnote one.
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approach, the correspondence between model Hamil-

tonian and effective Hamiltonian is done by mapping

the energies of the determinants on the diagonal

elements of the Heisenberg Hamiltonian.3 The energy

eigenvalues and S quantum numbers obtained after full

diagonalization of the matrix representation of (1) are

then used to evaluate the magnetic properties of

interest using the required statistical mechanics expres-

sions (magnetization, heat capacity, magnetic suscep-

tibility, etc.).

Note that the spectrum of the full crystal would

require including all radical-pairs in the summation of

Eq. 1, which is computationally impractical. Instead, it

has been demonstrated [9] that a proper reproduction of

the energy spectra is obtained by using a properly

defined minimal magnetic model. If the radical is a

doublet, as in compounds 1 and 2, the size of the matrix

representation increases with the number n of radicals in

the model space as n!/[(n/2)!(n/2)!]. In practice, this

means that we are limited to model spaces of 18 spin

centers or fewer.

3 Results and discussion

3.1 Crystal packing analysis of the crystals of 1 and 2

The FPBU studies on crystals of 1 and 2 were done using

the X-ray structures reported in the literature [8]. Both

crystal structures have been obtained at low enough tem-

peratures (120 K for 1 and 165 K for 2) to expect the

anisotropic contraction of the crystal to be minimized. This

fact guarantees that the geometry of any radical-pair

extracted from these crystal structures will be similar to the

geometry for that pair at the low temperatures where

magnetic collective phenomena are most evident (local

maxima/minima) in most molecule-based magnets.

Both crystals belong to the P�1 space group and present

similar cell parameters. The cell parameters for crystals of 1

are as follows: a = 6.2440(2) Å, b = 7.4588(3) Å,

c = 9.5897(4) Å, a = 104.777(2)�, b = 90.043(2)�,
c = 114.151(2)�, V = 391.24(3) Å3. For crystals of 2 they

are as follows: a = 6.0949(4) Å, b = 7.4718(4) Å,

c = 9.5654(5) Å, a = 104.579(2)�, b = 91.809(2)�,
c = 112.825(2)�, V = 384.47(6)Å3. However, as shown in

Figs. 3 and 4, the relative arrangement of the radical mol-

ecules in each crystal is quite different. These differences

are better appreciated in Fig. 4, when looking at their

superstructure, that is, at the general arrangement of the

radicals within the crystal, where each radical is only rep-

resented by its Cu atom. As observed in Fig. 4, the radicals

Fig. 2 a Molecular units of 1
(left) and 2 (right). b SOMO

orbitals of isolated radicals of 1
and 2 (the isosurface of 0.03 au

has been plotted; blue and white
correspond to positive and

negative regions, respectively).

c Spin densities of monomers of

1 and 2 (the isosurface of 0.008

au has been plotted). Color
code: Cu (cyan), N (blue),

C (black), H (pink), Cl (green),

Br (brown)

3 Note that the model Hamiltonian in the context of magnetic

interactions is the HDVV spin-only Hamiltonian, while the effective

Hamiltonian is a projection onto an appropriate model space of

calculations from the exact Hamiltonian.

Theor Chem Acc (2013) 132:1331

123 Reprinted from the journal222



in 1 pack as stacks of flat planes, while in 2 they pack as

stacks of double-decker corrugated planes, where each

double-decker plane results from the aggregation of dimers.

3.2 First-principles bottom-up analysis of 1 and 2

The results of applying the FPBU methodology to the study

of the magnetic interactions in 1 and 2 are hereafter pre-

sented, grouped according to the four steps of the procedure.

Step 1 Identification of all unique radical���radical pairs

from the crystal that are likely to be magnetically active.

All radical-pairs having a Cu���Cu distance shorter than

10 Å in both crystals were considered in 1 and 2 (the

selected radical-pairs are numbered according to their

Cu���Cu distance, d1 being the dimer with the shortest

distance). For 1, four unique radical-pairs were found with

Cu���Cu distances that range from 6.244 Å to 9.590 Å (see

Fig. 5). For 2, eleven unique radical-pairs were selected

(see Supporting Information Figure S1 and Fig. 6 for

magnetically relevant pairs). Their shortest Cu���Cu

distance is 4.329 Å (d1), while d2–d11 present Cu���Cu

distances ranging from 8 to 10 Å.

Step 2 Computation of the microscopic magnetic inter-

actions, JAB(di), for all symmetry-unique radical-pairs

selected in Step 1.

Calculation of the JAB(di) values done at the UB3LYP

level (Table 1) indicates that 1 has only three magnetically

non-negligible radical-pairs (i.e. |JAB(di)|[ 0.05 cm-1):

d1, d2, and d3. The dominant radical-pair magnetic inter-

action is J(d2) (1.16 cm-1), which is about one order of

magnitude larger than J(d1) and J(d3) (-0.11 and

0.13 cm-1, respectively). Note that our computed JAB

exchange coupling values are close to the experimental

one, Jchain = 0.89 cm-1, obtained by fitting the magnetic

susceptibility curve with a ferromagnetic chain model with

a correction term that was added to account for the weak

interchain interactions (best fit value J’(interchain) =

-0.25 cm-1)4 [8]. As observed in Fig. 7a, the dominant

magnetic interaction (d2) is a through-space Cu–Br���Br–

Cu interaction.

Fig. 3 For 1, a top ab- and b lateral bc-views of the geometry of

d1–d4 radical-pairs selected in Step 1 (see dashed lines). For 2, c view

along the a = 45�, b = 45�, c = 45� direction and d lateral bc-view

of the geometry of d1–d4 radical-pairs (see dashed lines). Hydrogen

atoms have been removed for clarity. Color code: Cu (deep-blue),

N (blue), C (black), Cl (green), Br (brown)

4 Note that Jchain = 0.89 cm-1 corresponds to an experimentally

fitted 2J parameter of 2.58 K. The J’(interchain) value has been

translated from the fitted Curie–Weiss mean-field parameter theta

(-0.74 cm-1) assuming two neighbor radicals.
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The values of the JAB(di) interactions computed at the

UB3LYP level for the magnetically relevant radical-pairs

in 2 are collected in Table 2 (see Fig. 6 for geometry of

pairs). They show the presence of a dominant antiferro-

magnetic interaction, (J(d1) = -2.37 cm-1), which is

almost one order of magnitude larger than the three

remaining non-negligible magnetic couplings (0.48, -0.29,

-0.20 cm-1). These computed JAB(di) values compare

well with those obtained by fitting the magnetic suscepti-

bility curve of 2 with an isolated dimer model, Jdimer =

Fig. 4 Superstructure of

a 1 and b 2. Each radical is

represented by its central Cu

atom. The perfectly collinear

chain in 1 (red-dashed lines in

a) becomes corrugated in 2 and

also non-regular since there is

now a short Cu���Cu and a long

Cu���Cu contact (red- and black-

dashed lines in b, respectively)

Fig. 5 Unique radical-pairs that

present a Cu���Cu distance

smaller than 10 Å in 1
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-2.72 cm-1 [8]5. Let us further comment that, according

to Fig. 7b, the dominant magnetic coupling (d1) is a

through-space magnetic interaction via a series of

exchange pathways, ranging from Cu���Cu to Cu���Cl and

Cl���Cl magnetic contacts.

The dominant ferromagnetic exchange observed in

compound 1 is unusual as virtually all examples of mag-

netic superexchange via a two-halide pathway are antifer-

romagnetic. The reason for that could be the atypical

orientation found for Br���Br interactions in 1 (see Fig. 7c,

d). In 1, the Cu–Br���Br angle of the dominant ferromag-

netic radical-pair d2 for this pathway is 106.4�, that is,

close to 90�, which prevents any exchange coupling other

than Br���Br. Whereas, in 2, the Cu–Cl���Cl angle in the

dominant antiferromagnetic pair d1 is 62.8�, whose orien-

tation allows Cu���Cu, Cu���Cl, and Cl���Cl magnetic

exchange. The existence of regions of ferromagnetism in

the Cu(II)-halide���halide-Cu(II) interactions present in

crystals of Cu(II)X2L2 radicals studied here, suggest the

need of a detailed study of their magneto-structural prop-

erties, but such study it is out of the scope of this paper.

Step 3 Determination of the magnetic topology of the

crystal and selection of the appropriate magnetic model.

Figure 8 shows the 2D magnetic topology for the crys-

tals of 1 and 2. According to Fig. 8a, the network of

magnetic interactions in 1 consists of a set of isolated

ferromagnetic chains (J(1d2) = 1.16 cm-1, blue solid

lines), which pack forming planes of parallel chains

(J(1d1) = -0.11 and J(1d3) = 0.13 cm-1, red and green

solid lines, respectively). Finally, the planes of chains stack

in the third dimension with no magnetic linkages (see

Fig. 8a). On the other hand, the magnetic topology of 2

(see Fig. 8b) consists of antiferromagnetic dimers

(J(2d1) = -2.37 cm-1 in red solid lines), which then

weakly interact to give rise to a stack of magnetically

isolated double-decker planes (J(2d2) = -0.29,

J(2d3) = 0.48 and J(2d4) = -0.20 cm-1 in blue, green,

and purple solid lines, respectively). All these results

confirm the expectations put forward on the basis of geo-

metrical considerations [8], namely (1) the strongest

interactions of 1, J(1d2), are ferromagnetic and run along a

chain motif, (2) adjacent chains in 1 are weakly intercon-

nected, although the interchain interactions are not just

antiferromagnetic, but both antiferromagnetic J(1d1) and

ferromagnetic J(1d3) in nature, and (3) the strongest

Fig. 6 Unique magnetically

non-negligible radical-pairs that

present a Cu���Cu distance

smaller than 10 Å in 2

Table 1 Values of the non-negligible magnetic exchange interaction

parameter JAB(di) computed at the UB3LYP level for all unique

radical-pairs present in 1

Dimer d(Cu���Cu)/Å d(Br���Br)/Å JAB/cm-1

d1 6.244 5.253 -0.11

d2 7.459 4.482 1.16

d3 7.517 7.089 0.13

The values of the Cu���Cu and the shortest Cu–Br���Br–Cu distances

are also given (in Å)

5 Note that Jdimer = -2.72 cm-1 corresponds to an experimentally

fitted 2J parameter of ca. -7.824 K.
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coupling in 2, J(2d1), yields antiferromagnetic dimers,

although there are interdimer interactions which are both

ferro- (J(2d3)) and antiferromagnetic (J(2d2) and J(2d4))

that the geometrical considerations did not account for.

Step 4 Calculation of the macroscopic magnetic proper-

ties of the crystal.

The macroscopic magnetic susceptibility of 1 and 2 can

now be computed from the energy spectrum of the Hei-

senberg Hamiltonian acting on a given magnetic model

space, after substituting the JAB(di) interactions by their

values in Tables 1 and 2, respectively. It thus follows that

one first has to select a proper model space. Analysis of the

magnetic topologies of 1 and 2 allows a proper selection of

adequate magnetic models (Fig. 9). At this point, let us

recall that the larger the magnetic model, the better the

agreement between computed and experimental data is

expected to be, but also at the higher computational cost of

evaluating the macroscopic properties. The magnetic

models were also selected keeping in mind that the ratio of

Ji/Jj in the minimal model space should be as close as

possible to that found in the full crystal, whatever the i and

j radical-pair.

For compound 1, four magnetic models were selected.

The first one was the 29(294) model (Fig. 9a), repre-

senting two (294)-radical centers from two adjacent

planes. The second one, the 19(294) model (Fig. 9b), was

chosen to show that the magnetic susceptibility calculated

on two planes (29(294) model) is equivalent to that cal-

culated for just one of those planes since they are mag-

netically isolated, at a reduced computational cost. Finally,

the third is a 19(298) model (Fig. 9c), chosen to test the

convergence along the crystallographic directions along

which the dominant magnetic interactions propagate. Note

that this last model allows comparison with the literature

data since the fitting model used experimentally was a

chain model J(chain) that included a Curie–Weiss-term to

account for weak interchain interactions J0(interchain).

Figure 9d–g show the magnetic models selected for

compound 2. Figure 9d shows the minimal magnetic

model, the 292(292) model, which contains 16 spin cen-

ters and reproduces, by expansion, the double-decker

topology of the full crystal. Similarly to the process fol-

lowed in compound 1, we included the 192(292) model

(Fig. 9e) to test whether using a single double-decker

model is appropriate or not as no magnetic interactions

have been computed between adjacent double-decker

Fig. 7 Spin density of a d2 in 1
and b d1 in 2. Local geometry of

the (X–Cu–X)���(X–Cu–X)

moiety for c d2 in 1 and d d1 in

2. Color code: Cu (deep-blue),

N (blue), C (black), Cl (green),

Br (brown)

Table 2 Values of the non-negligible magnetic exchange interaction

parameter JAB(di) computed at the UB3LYP level on all unique

radical-pairs present in 2

Dimer d(Cu���Cu)/Å d(Cl���Cl)/Å JAB/cm-1

d1 4.329 3.652 -2.37

d2 8.071 7.559 -0.29

d3 8.680 6.762 0.48

d4 9.519 5.346 -0.20

The values of the Cu���Cu and shortest Cu–Cl���Cl–Cu distances are

also given (in Å)
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planes. The third model studied is the 192(294) (Fig. 9f),

aimed at getting convergence in each of the planes along

one direction. Finally, we included the 192(294)-dimer

model (Fig. 9g) that describes a set of non-interacting

dimers, which is the model employed in the literature to fit

the experimental Jdimer values (this is equivalent to setting

the values for J(d2), J(d3) and J(d4) equal to zero).

The magnetic susceptibility v(T) curves computed for 1

and 2 are shown in Fig. 10. For 1, all models agree well

with the experimental curve, and the computed v(T) data

virtually overlap the experimentally measured values. This

is consistent with the fact that all models contain the

dominant exchange parameter, J(d2), in exactly the same

proportion relative to the crystal as a whole. In other words,

the key information about the energy spectrum is

determined by J(d2) and all remaining non-negligible

JAB(di) only induce a small perturbation in that spectrum.

The results also allow us to conclude that the ferromagnetic

character of 1 originates in the ferromagnetic interaction

along the two-halide bridge d2 radical-pair.

A similar trend is observed for the magnetic suscepti-

bility curves of compound 2. Once again, the v(T) curves

computed with the 2929(292), 1929(292), 1929

(294), and 1929(294)-dimer models nearly numerically

reproduce the experimental curve. These results allow us to

conclude that the antiferromagnetic character of 2 origi-

nates in the antiferromagnetic intradimer interaction J(d1).

Once again, the contributions of the additional interdimer

interactions are important to describe the magnetic topol-

ogy of the molecule-based crystal but numerically

Fig. 8 Computed magnetic

topologies for compounds

a 1 and b 2. Color code
(common to a and b): J(d1) in

red, J(d2) in blue, J(d3) in green,

J(d4) in purple

(a) 2x(2x4) model (d) 2x2(2x2) model

(b) 1x(2x4) model (e) 1x2(2x2) model

(c) 1x(2x8) model (f) 1x2(2x4) model

(g) 1x2(2x4)-dimer model

Fig. 9 Magnetic models used

to compute the magnetic

susceptibility curves for

1 (a–c) and 2 (d–g). Blue dots
represent the Cu atoms of each

radical. Red, blue, green and

purple lines (see Fig. 8 for color
code) represent the magnetic

exchange interactions JAB(di)
computed in Step 2
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negligible to compute v(T), which is the magnetic property

of interest.

3.3 The effect of conformation on the different

magnetic behavior of 1 and 2

The FPBU study carried out in this work helps in rational-

izing the magnetic behavior of 1 and 2. As it will be

discussed, the experimental evidence regarding the mag-

neto-structural relationship for these species is supported by

the theoretical calculations presented in this work. A local

difference in the conformation of the radical units (see Fig. 1

for syn- and anti-conformers) leads to a crucial change in the

crystal packing and, thus, to the magnetic topology. This can

be seen particularly in the d1 pair that involves the shortest

possible Cu���Cu distance between radicals. In 2, the syn

arrangement of the (2-Cl-3-Mepy) substituents in a mono-

mer allows a second monomer to approach it along the non-

sterically hindered face forming dimers at 4.329 Å (red solid

line in Fig. 11b). This fact maximizes the overlap between

the SOMO orbitals and enhances the antiferromagnetic

interaction between them (J(d2) = -2.37 cm-1). Mean-

while, the closest adjacent monomer to the sterically hin-

dered face is at 8.459 Å and no magnetic exchange

interaction is found (red–white striped line in Fig. 11b).

On the other hand, in the brominated counterpart 1, the

anti-disposition of the (2-Br-3-Mepy) rings blocks any fur-

ther coordination at both sterically hindered faces. This local

arrangement results in a regular chain with a Cu���Cu dis-

tance of 6.244 Å between radicals (J(d1) = -0.11 cm-1,

red solid line in Fig. 11a).

This behavior is known. A number of complexes

of the general formula Cu(S-py)2X2, where S-py is an

Fig. 10 Magnetic susceptibility curves computed for a 1 and b 2. The

inset shows a detailed view of the low temperature region of the

curve. Note that in both compounds, the computed data overlap nearly

exactly irrespective of the magnetic model used

Fig. 11 Superimposed views of

the crystal structure and the

magnetic topology of a 1 and
b 2. Hydrogen atoms have been

removed for clarity. Color code
for atoms: Cu (deep-blue),

N (blue), C (black), Cl (green),

Br (brown)
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unsymmetrially substituted pyridine and X = Cl, Br, have

been prepared and their structures fall into two categories:

those which form chain-like structures (similar to 1)

[27–32] and those which form dimeric structures via short

X���Cu contacts (similar to 2) [28, 33, 34]. In all these

cases, the relationship between the orientation of the sub-

stituents on the pyridine rings (syn or anti) and the structure

holds; dimers are generated by syn-conformations and

chains by anti-conformations. This is not surprising for

2-substituted pyridine ligands, but it also holds for

3-substituted pyridine ligands where the substituents are

further from the metal center.

To elucidate whether this behavior can be ascribed to a

local effect of the radical unit or to an effect of the crystal

packing, we have conducted geometry optimizations of the

(2-Cl-3-Mepy)2CuCl2 (2-opt) and (2-Br-3-Mepy)2CuBr2

(1-opt) monomers arranged in both the syn- and anti-

conformations. In the gas phase, compounds 1-opt and

2-opt are more stable in the syn arrangement by 7.8 and

1.8 kcal mol-1, respectively, which was expected for 2-opt

as it is the conformation present in the crystal but not for

1-opt. Although an accurate study should be based on

solid-state calculations performed on the crystal structure, a

qualitative interpretation can be drawn from gas phase

calculations on monomers.

According to the optimized geometries in the gas phase

(Fig. 12a, b), the dihedral angle between (2-X-3-Mepy)

rings is about 70� for 1-opt and 54� for 2-opt, indicating

the preference of these monomers to be largely distorted

from the planar 0� dihedral angle in the syn arrangement

(Fig. 12c). The smaller distortion in 2-opt is reduced to 30�
in the crystalline structure of 2 indicating that the crystal

packing seems to force the closure of the dihedral angle

between rings. The larger distortion in 1-opt can explain

the absence of a syn polymorph as the crystals of 1 cannot

accommodate such distortion.

In fact, within the (2-X-3-Mepy)CuX0
2 family of com-

pounds, the heterohalide compound (2-Cl-3-Mepy)CuBr2

with Cl atoms attached to the Mepy ring, reported in the

same experimental work [8], shows both types of confor-

mations in its polymorphs: syn-dimers and anti-chains.

This indicates that, when X is Cl, the difference in stability

between the syn-and anti-conformers is small enough to

obtain a mixture of them, irrespective of X0 being Br. In

view of these data, it appears that the key factor responsible

for the monomer to adapt to a syn-or anti-conformation in

the solid state is the size of the substituent in the 2-position

of the Mepy ring.

4 Conclusions

Within a First-principles Bottom-up (FPBU) strategy, the

computed macroscopic magnetic susceptibility v(T) curves

of bis(2-bromo-3-methylpyridine)dibromo copper(II), 1,

and bis(2-chloro-3-methylpyridine)dichlorocopper(II), 2,

agree with the experimentally observed dominant ferro-

and antiferromagnetic behavior, respectively.

The computed magnetic topology of 1 consists of

ferromagnetic chains (J(d2) = 1.16 cm-1) along the

b-crystallographic axis, which then weakly interact (-0.11

and 0.13 cm-1) giving rise to magnetic planes. For 2, the

strongest exchange coupling is antiferromagnetic and

generates dimers (J(d1) = -2.37 cm-1) that, in turn,

weakly interact (0.48, -0.29, and -0.20 cm-1) to form

double-decker magnetic planes. In both crystals, the 2D

planes pile up along the third dimension showing no

magnetic coupling between planes. The ferromagnetic d2

Fig. 12 Geometry of a 1-opt,
b 2-opt, and c 2. Color code for

atoms: Cu (salmon), N (blue),

C (grey), H (white), Cl (green),

Br (brown)
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radical-pair in 1 is a clear through-space Cu-Br���Br–Cu

interaction, while the antiferromagnetic d1 in 2 shows a

mixture of through-space Cu���Cu, Cu���Cl, and Cl���Cl

exchange pathways.

For simulation purposes, only the largest JAB magnetic

interactions are required to numerically reproduce the

magnetic susceptibility as a function of temperature data.

This is in agreement with the fitting models put forward on

the basis of geometrical considerations and used to

experimentally reproduce the measured v(T) data, namely

a ferromagnetic chain model with Curie–Weiss interchain

corrections for 1 and an antiferromagnetic dimer model for

2. Therefore, the FPBU analysis quantitatively traces down

the origin of the different magnetic behavior of 1 and 2 as

due to the change in sign of their dominant magnetic

interactions. We have been able to connect such a change

in nature of the dominant magnetic interaction with a

change in the conformation of the ligands, which converts

from anti in bis(2-bromo-3-methylpyridine) (1) to syn in

bis(2-chloro-3-methylpyridine) (2). The relationship

between the orientation of the substituents on the pyridine

rings (syn or anti) and the structure holds; dimers are

generated by syn-conformations (e.g. 2) and chains by anti-

conformations (e.g. 1). It appears that the key factor

responsible for the monomer to adapt to a syn- or anti-

conformation in the solid state is the size of the substituent

in the 2-position of the Mepy ring.
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