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Preface

Fibre optic communication networks have become one of the foundations of modern
society and economic progress. They have revolutionised the concept of individual
communication, enabled easy and cheap access to vast sources of data, and have had
a radical impact on industrial development.

The nature of economic and social co-operation has been transformed from lo-
calised activities to global action with fibre optic communication networks as the
backbone, assuring the information flow needed for working on common projects
and tasks. Other enabling applications include ubiquitous surveillance and monitor-
ing networks, distributed sensing and remote healthcare to name just a few.

The fundamental building block for such networks is the optical fibre and the
concept for the transmission of information via such fibres as proposed by Charles
K. Kao in his seminal paper in 1966.

Only very recently (2009) has this achievement been honoured by the Nobel prize
in physics. Another key prerequisite for fibre optic communication is heterostructure
semiconductor lasers as proposed independently by Z. Alferov and H. Kroemer in
the early 1960s and also honoured by the Nobel prize in physics (2000).

However, today’s fibre optic communication networks rely on a number of other
key components, and these will be covered in more detail in this work. This text,
written by internationally renowned experts in the field, will start with the basic
physics behind a particular device, illustrate typical implementations, describe cur-
rent research topics and discuss commercially available solutions.

After the stage has been set by a chapter on the fundamentals of digital trans-
mission and on optical networks, the next chapter focuses on optical fibres. This
will be followed by three laser-related chapters devoted to different types of lasers
developed for distinctly different applications in optical networks.

Photodetectors, needed for the conversion of the optical data into the electrical
domain again, are covered in a separate chapter.

Single channel bit rates have been raised from the 100 kbit=s range by about two
orders of magnitude in the last three decades, and for corresponding systems simple
on-off laser modulation is no longer sufficient, but external modulators have to be
used. The strategy of steadily raising single channel bit rates, which has proven to
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vi Preface

be successful until fairly recently, no longer seems to be a viable approach for rais-
ing the channel transmission capacity, however, higher-order modulation schemes
look much more promising in this respect. The fundamentals of modulators and the
concepts for higher order modulation formats including enabling components are
treated in two corresponding chapters.

The total transmission capacity per optical fibre has experienced a tremendous,
almost step-like, increase in the 1990s by the introduction of wavelength division
multiplexing. The key ingredients for this approach have been, on the one hand and
primarily, the Erbium-doped fibre amplifier which allowed the simultaneous optical
amplification of many channels within the so-called C-band (1525–1560nm) or the
L-band (1560–1625nm) as well but additionally dedicated wavelength filters and
sufficiently wavelength-tunable lasers. As a consequence, not only widely tunable
lasers, but fibre amplifiers and wavelength filters are covered in dedicated chap-
ters as well. For particularly compact solutions, semiconductor optical amplifiers
(SOAs) are the preferred choice, which is particularly rewarding if the SOA can be
monolithically integrated with other optoelectronic devices on a single chip. On the
other hand, SOAs can also be operated beyond the linear regime and under these
conditions, they enable all-optical processing. This has been an attractive topic for
quite a while and, as outlined in the corresponding chapter, all-optical signal pro-
cessing still has a lot of promise, but it has not yet reached the status of commercial
products.

As fibre optic communication systems become more and more complex (in con-
trast to the earlier long-haul point-to-point links), the technical implementation of
complex structures gets more and more important, and the fundamentals and key
issues of passive enabling components are therefore treated in another chapter.

Finally, it has been a vision for many years to combine the potential of silicon-
based electronics with photonic functionality on a single chip, and a lot of work is
going on towards this goal. The key challenge is getting an electrically pumped op-
tical source onto a silicon chip, and the current state-of-the art in this field, including
the most promising concepts and the results achieved so far, are the topic of the final
chapter of this book.

In 2001, Springer published the book “Fibre Optic Communication Devices,” of
which we had the pleasure to act as the editors. This book sold successfully, and
was even translated into Chinese. This encouraged us to build on this success, and
as a result, we have the pleasure of presenting this new text.

It became clear when we started the editing process that this book shouldn’t
simply be a revised edition, considering the tremendous technical progress achieved
in optical communications within the past decade. Instead, the new book represents
a radical update, with a number of highly renowned new authors and exciting, novel
subject matter.

We are grateful to all contributors for sacrificing valuable time and effort in writ-
ing the text, acknowledging that they are already fully absorbed by their professional
engagements and daily duties.

Though this book was designed to cover a broad range of the most relevant de-
vice topics, nonetheless, it should be appreciated that it only covers a selection, and
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we acknowledge that many other important achievements will be omitted. This is
particularly true for the references to external sources, which should be considered
as exemplary and a good starting point for further research.

Berlin, August 2012 Herbert Venghaus
Norbert Grote
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Chapter 1
Optical Networks

David B. Payne

Abstract After a compilation of the fundamentals of optical communication net-
works the chapter continues with technical arguments in favour of optical networks.
Specific attention is given to financial barriers, which have to be overcome for the
introduction of all-optical networks, in particular in the access area. Different op-
tions for optical access networks are explained, including the pros and cons for their
implementation. Examples are point-to-point fibre solutions and various kinds of
passive optical networks (PONs). The rest of the chapter covers metro and core
networks and ends with an outlook on expected future developments.

1.1 Introduction

Using visible light for communications purposes fades into pre-history. It is known
that early systems such as fire beacons were used by the ancient Greeks and more
sophisticated systems using torches to convey letters of the alphabet are described
by Polybius in his book “The Histories” in the 2nd century BC. Smoke signals
were used by the North American Indians since ancient times and more recently
semaphore was developed by the French in the 18th century. In 1880 Alexander
Graham Bell transmitted speech via his “Photophone” which used sunlight reflected
off a mirror caused to vibrate to the incident sound pressure waves. This vibration
modulated the light intensity falling on a parabolic mirror and a selenium optical de-
tector some distance away. The electrical resistance of the selenium detector varies
with incident light and therefore was used to modulate the current flowing in an
electrical circuit containing an electro-magnetic telephone earpiece thus converting
the original vibration back to sound. All these systems were using “free space” op-
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tical communications and as such were dependent on environmental factors such as
weather conditions and local visibility.

The first practical proposal to use light, guided by glass optical fibres for long-
distance, high-capacity, communications purposes was by Kao & Hockham of Stan-
dard Telecommunications Laboratories in their now seminal 1966 paper [1]. In this
paper they proposed a fibre with a glass core 3 to 4 microns in diameter clad with
another glass of refractive index about one percent smaller than the core. At that
time optical fibre had losses of � 1000 dB=km but Kao and his team were propos-
ing that these losses could be reduced to only tens of decibels per kilometre. Kao’s
target loss was 20 dB=km which would, at that time, enable optical transmission to
be economically competitive with co-axial cable.

It would take four years for Kao’s prediction for fibre loss to be realised but his
1966 paper did trigger considerable interest in the possibility and potential for opti-
cal fibre communications. At the British Post Office Research Laboratory at Dollis
Hill in London, F.F. Roberts got support to set up an optical communications re-
search project. With Kao’s paper and the Post Office interested in the potential for
optical communications, research into optical fibre and optical fibre communica-
tions began to spring up around the world.

In 1970 Corning Glass Works using pure fused silica and a vapour phase depo-
sition process produced a fibre with the target 20 dB=km loss at 633 nm [2]; this
result was confirmed at the British Post Office Research Labs. Also in 1970 teams
working in Russia (led by Zhores I. Alferov at Ioffe Physico-Technical Institute of
the USSR Academy of Sciences) and in the USA Bell Labs (Izuo Hayashi, Morton
Panish) [3, 4] reported continuous wave operation of semiconductor lasers at room
temperature; the main ingredients for optical communications were in place!

This early work was focused on single-mode optical fibres or mono-mode as they
were then called. In these fibres the guiding region or core of the fibre has a small
diameter of a few microns. This made alignment of lasers to the fibre and splic-
ing and connectors difficult and in 1971 to 1972 the emphasis moved to larger core
fibres with multi-mode propagation characteristics. Over the next few years fibre
losses continued to decline and laser lifetimes continued to increase, in 1977 after
a number of field trials in the intervening years, live traffic was carried over fibre
systems in the USA by the General Telephone and Electronics Corporation and in
the UK by the British Post Office. These systems and the first generation of com-
mercial systems used multi-mode fibre and semiconductor lasers operating in the
850 nm region. Operating fibres in a multi-mode region causes a number of prob-
lems that limit the performance of the optical system (see Sect. 1.2) and research
continued with single-mode fibre which offered both lower potential fibre loss and
much higher bandwidths. In 1982 after successful field trials the British Post Of-
fice changed its optical fibre strategy from multi-mode fibre to single-mode fibre.
Single-mode fibre is now the dominant fibre in telecommunications networks world
wide, although multi-mode fibre is still extensively used in the shorter distance data
networks.

Loss in optical fibre is always going to be a fundamental limitation and in these
early systems the only way of overcoming the problem of attenuation was to regen-
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erate the signal by first detecting the optical signal, converting it to an electronic
signal and then regenerating this signal with electronic amplification and signal pro-
cessing. These regenerators were expensive and power consuming requiring build-
ings or other physical infrastructure to house them, often remote from switching
centres. What was needed was a device that could amplify the optical signal with-
out conversion to the electrical domain. The concept of optical amplification was
not new: the laser that was at the heart of the optical transmitter has inherent op-
tical gain with feedback to make it oscillate. The problem was making a practical
optical amplifier that could be low cost and exhibit low power consumption and
could extend the reach of optical systems such that remote regenerators would not
be needed. Any regeneration equipment required could then be located at switch-
ing centres. The answer was the erbium-doped fibre amplifier (EDFA) concept first
published and demonstrated by David N. Payne and others at Southampton Uni-
versity in 1987 [5]. These components: low-loss optical fibre, semiconductor laser
transmitters and erbium-doped fibre optical amplifiers paved the way for modern
optical communications systems and the dominant role that they now play in the
transmission networks of the world.

This chapter will give an overview of optical networking and its potential evolu-
tion. The direction in which networks might evolve is driven by a complex mix of:
demand for new services, economic viability, regulatory/political intervention and
then finally technological developments. Optical network evolution and the compo-
nents required to service them into the future could go down a number of different
paths which would put different emphasis on the type of components required, their
functionality and their performance. To understand these options it is necessary to
consider future service scenarios, network architectural options and the economics
of end-to-end network structures.

There are some major challenges facing future network architectures, and current
approaches may not be sustainable into the future. One challenge is the unprece-
dented growth in user bandwidth that could arise if fibre-to-the-home (FTTH) is
deployed on a major scale. A second problem is the energy consumption of always-
on high speed networks. Although communication devices are low power compared
to machinery in other industries, the sheer volume and always-on nature of the tech-
nology now makes the communications industry one of the largest users of electrical
energy. As broadband usage increases, as it inevitably will, reducing energy require-
ments is going to be a very important consideration for future network design.

The major issue for future communications networks is however going to be
economic viability. During the transition from networks being telephony (voice)
services dominated to becoming data services dominated, there has been a massive
shift in the revenue structure of the industry. This shift in its simplest form has been
a shift from usage charging to flat rate charging. The upshot of which is that there
is now little relationship between the revenue earned and the bandwidth consumed.
When this is coupled with the growth of bandwidth and the required price decline
per unit of network bandwidth as networks grow, it becomes apparent that current
network architectures will not scale economically to meet the potential future de-
mand; this will be discussed in more detail later. New approaches are required that
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could challenge the conventional evolutionary direction for networks and will deter-
mine the direction for optical component evolution and market sizing.

Before we examine some of these implications in more detail the next section
will give a brief background to optical communications systems and an overview of
the development of today’s network architectures.

1.2 Background to Optical Communications Networks

Communications networks that we see around the world today have evolved from
telephone networks that were originally designed to interconnect voice circuits with
channel bandwidths of � 4 kHz. The technology used in these early networks has
left a lasting legacy on the layout of the physical infrastructure of today’s networks,
particularly the building locations and the physical routing of cables and duct.

Telephone networks used a copper pair from the customer to a local intercon-
nection point which was usually in a building owned by the network operator. The
physical limitations of the transmission characteristics of the copper pair to carry
the analogue speech signals, and also the DC current required to power the early
telephones, meant that the local switch needed to be relatively close to the end cus-
tomer’s telephone equipment and therefore the distance from exchange to customer
is typically less than 2 km and rarely exceeds 7 km. These local switches, known
as local exchanges or central offices (COs), collect traffic from the customers they
service, concentrate and multiplex the traffic and send it over higher capacity links
to a hierarchy of other switches. Before digital transmission systems the multiplex-
ing technique was analogue frequency-division multiplexing (FDM) which limited
the number of channels to a few hundreds on even the highest capacity transmission
systems. Today transmission and switching is carried out digitally and modern high-
capacity transmission links can carry the equivalent of tens to hundreds of thousands
of telephony channels.

1.2.1 Optical Fibre Transmission Systems

Optical fibre is the latest in a long line of communications transmission technology
stretching back to parallel copper wires strung along wooden poles which in turn
evolved to twisted pairs of copper wires assembled into cables, higher bandwidth
systems using coaxial cables and even microwave waveguides as long-distance
transmission media. Optical fibre is currently the most advanced transmission tech-
nology we have and there is currently no better technology on the horizon.

As outlined in more detail in Chap. 2, there is a wide range of types of optical fi-
bre targeted at different applications and industries. In communication networks the
two dominant types of fibre are made from ultra pure silica pulled into a thin strand
of glass (125 µm in diameter). To provide a light guiding region there is a central
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core where the pure silica is doped with very low absorption materials to raise the
refractive index. This produces a coaxial glass fibre which guides light by confining
the electromagnetic field to the doped core region. The difference between the main
two fibre types is the size of the core doped region and the level of doping. The
most common fibre in wide-area telecommunications networks is fibre with a small
core � 10 µm and a doping level such that only the simplest electromagnetic field
pattern or mode can propagate at the wavelengths of interest. This fibre is known
as single-mode fibre and totally dominates the wide-area telecommunications net-
works around the world.

The other type of fibre, which is predominant in high-performance, short-dis-
tance, data networks, has a larger core � 50 µm with more dopant producing a larger
refractive index in the core region. This means the fibre can propagate a large num-
ber of modes and as such is known as multi-mode fibre. The larger core of multi-
mode fibre enables easier splicing and connectors compared with single-mode fibre,
it also enables easier coupling of light sources to the fibre including LED devices.
This easier coupling leads to simpler and cheaper production processes for the trans-
mitter and receiver devices leading to lower component costs and also simpler cable
installation practices requiring less expensive equipment. This easier coupling is
the only advantage of multi-mode fibre over single-mode fibre, in terms of shear
performance single-mode fibre massively outperforms multi-mode fibre.

The two main impairments introduced into a transmission link by the optical fi-
bre are attenuation of the propagating light and dispersion which broadens the pulses
being transmitted with the distance propagated. Both attenuation and dispersion in-
crease the probability that the signal is detected in error at the receiver and therefore
increase the error rate in the received data. To ensure adequate system performance
both attenuation and dispersion penalties need to be kept within carefully controlled
limits.

1.2.2 Fibre Attenuation

Attenuation in optical fibre arises from a number of mechanisms. The fundamental
mechanism is Rayleigh scattering whereby photons are scattered out of the guiding
region by the fine grain structure of the silica material making up the bulk of the fi-
bre. This scattering is wavelength dependent and reduces in proportion to the fourth
power of the wavelength. This loss mechanism is the same for both single-mode and
multi-mode fibre.

Pure silica, which forms the bulk of the fibre, has a window of low absorption
lying between two intrinsic absorption regions, at short wavelengths (the ultra violet
region) absorption occurs via electron transitions. At long wavelengths (the infra-red
region) absorption occurs by photon interaction with silicon–oxygen (Si–O) bonds.
The dopant materials, used to increase the refractive index of the guiding core re-
gion, produce additional attenuation and because dopant levels are greater in multi-
mode fibre, these absorption losses are higher than those in single-mode fibre. Water
introduced into the fibre during manufacture produces Si–OH bonds which have ab-
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sorption processes operating between 2700 nm and 4200 nm and overtones that fall
into the operating region of the fibre at 1383 nm and 950 nm. Modern manufacturing
processes can virtually eliminate water and produce so-called ‘dry fibre’ that does
not exhibit the OH absorption peaks. This will be particularly valuable for open-
ing up the full fibre operating spectrum for dense wavelength-division multiplexing
(DWDM) in the future.

The third major loss mechanism in optical fibre is leakage of photons from the
guiding region due to bends in the fibre. Bends in fibre arise from the large-scale
bends introduced by the installation of the cable containing the fibre into a real
physical environment, small-scale bends arise from the structure of the cables the
fibres are put into and the surfaces of the protective coatings and sheaths etc. that go
into the make-up of the cable. The fibre will also experience different contact pres-
sures with these materials and components dependent on environmental parameters
such as temperature and pressure.

The loss produced by large-scale bends is called macro-bend loss and the loss
produced by the small-scale bends is called micro-bend loss. Bend losses arise be-
cause the propagating mode of a curved fibre is slightly different from the propagat-
ing mode of a straight fibre. As the mode enters a bend, the mode can be thought
of as being composed of two components, the larger component corresponds to the
mode of the curved fibre, the second component is the difference between this mode
and the mode of the straight fibre that entered the bend. This small component is
the loss due to the transition from straight to curved fibre propagation modes and is
sometimes called transition loss and is the main mechanism in micro-bend loss.

The propagation mode of a curved fibre is displaced from the centre of the core
and moves to a slightly larger radius of curvature. More of the mode field is out-
side the core region and the outer edge of this mode is travelling a longer distance
than the inner edge due to the curvature and therefore needs to travel faster than the
inner edge. A portion of the mode field would be required to travel faster than the
speed of light for the medium and is therefore lost. This loss is continuous around
the bend and therefore is proportional to the length of the bend. Higher order modes
with complex field patterns are less well guided than lower order modes and suffer
greater losses from bends. In multi-mode fibre the effects of bends and the subse-
quent loss is twofold: the fibre suffers greater losses for a given bend due to the
weaker guiding properties of the higher order modes but also the distribution of
power across the mode volume is changed with higher order modes effectively be-
ing stripped of power relative to the lower order modes. Macro- and micro-bend
losses increase with wavelength and become dominant at long wavelengths beyond
� 1600 nm.

1.2.3 Fibre Dispersion

Dispersion in optical fibre produces pulse broadening which increases the overlap-
ping or interference between adjacent transmitted symbols (inter-symbol interfer-
ence, ISI). The effect of this is to increase the probability at the optical receiver that
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a ‘1’ state is received in error as a ‘0’ state and a ‘0’ state is received in error as a
‘1’ state and therefore increase the bit error rate of the system. Dispersion in optical
fibre arises through several mechanisms. For multi-mode fibre the dominant mech-
anism is inter-modal dispersion which is caused by the different group velocities of
the propagating modes of the fibre.

Single-mode fibre has one propagating mode only so inter-modal dispersion is
eliminated. In single-mode fibre there are three main dispersion mechanisms: ma-
terial dispersion, waveguide dispersion and polarisation-mode dispersion (PMD).
Material dispersion arises because the refractive index n.�/ of the fibre material is
wavelength dependent and the phase velocity of light in the medium v .�/ D c

n.�/
is

therefore also dependent on wavelength (�: vacuum wavelength of the propagating
light, c: vacuum speed of light). In communications systems a message has a band
or group of frequencies, and it is the velocity of this group of frequencies, known as
the group velocity, which is of interest. The variation of group velocity as a function
of wavelength produces group velocity dispersion (GVD) and produces the pulse
spreading that leads to ISI and an increase in bit error rate. The GVD due to ma-
terial dispersion is proportional to the second derivative of n.�/. Silica fibre has
zero material dispersion near a wavelength of 1280 nm, below this wavelength the
material dispersion is negative and above it is positive.

In an optical fibre the field distribution across the light-guiding core region of
the fibre varies with wavelength, for standard fibre the mode field expands with
wavelength and a larger portion of the field travels through the lower index cladding
material. This has the effect of reducing the average refractive index that the mode
experiences and increases the phase velocity. This effect produces waveguide dis-
persion and the GVD produced over the wavelength range of optical fibre is always
negative. The effect of the waveguide dispersion for standard fibre is to shift the
zero dispersion point from � 1280 nm to � 1310 nm. By suitable design of the re-
fractive index profile of special fibres the waveguide dispersion can be used to offset
the material dispersion to produce zero dispersion in the 1500 nm region or even
dispersion-flattened fibre. A special dispersion-compensating fibre (DCF) can be
designed to have large negative dispersion in the 1500 nm region to compensate for
the positive dispersion of standard fibre. DCF is used in long-haul high bit rate sys-
tems to ensure the end-to-end dispersion of a fibre link is within carefully managed
limits.

The third dispersion mechanism mentioned above is polarisation-mode disper-
sion, which is a form of mode dispersion even though the fibre is designed to be
single mode. It arises because of residual birefringence in the fibre due to imperfect
geometry and the effect of stresses on the fibre produced at bends et cetera. The or-
thogonal polarisations of the fundamental mode will therefore experience different
propagation delays over a fibre link and produce pulse broadening.

Polarisation-mode dispersion is small compared to material and waveguide dis-
persion. In early systems, before the year 2000, it was generally ignored for prac-
tical transmission systems and most of the fibre installed before this year did not
have a PMD specification. However, unlike material and waveguide dispersion,
which are static properties of the fibre and can be compensated by using dispersion-
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compensation elements (such as DCF), PMD is time varying because it depends on
the physical environment the fibre is experiencing and this changes due to environ-
mental parameters such as temperature and pressure. These changes in environmen-
tal parameters affect both the degree of birefringence in the fibre link and the state of
polarisation of the propagating light, both these effects affect the differential group
delay and therefore the overall pulse broadening at the receiving end of the system.

PMD therefore has to be treated statistically and – although small – can become
the limiting dispersion parameter in very high bit rate systems from 10 Gbit=s and
upwards. After the year 2000 most fibre installed had a PMD tolerance specified and
PMD is not generally a major issue for 10 Gbit=s systems if a fibre link is installed
with all new fibre. In practice this is not always possible and sections of a link may
have to operate with pre PMD specified fibre. PMD is still a major concern for
operators today, active PMD compensation is expensive and upgrading 10 Gbit=s
systems to higher bit rates such as 40 Gbit=s or 100 Gbit=s can be problematic and
potentially expensive. To help overcome this problem complex modulation schemes
(see Chap. 8) and line coding that limit the optical bandwidth of 40 to 100 Gbit=s
systems to the order of a 10 Gbit=s binary channel are receiving much attention.
These schemes are all effectively trading channel bandwidth for signal-to-noise ratio
but the benefit from the reduction in channel bandwidth required for the higher bit
rates can mean that the dispersion management for 10 Gbit=s systems can be used
with little or no modification for 40 Gbit=s and possibly even for 100 Gbit=s. This
approach provides an upgrade path for operators without needing to change the
location of repeaters and regenerators and can enable mixed use of wavelengths in
WDM systems.

1.2.4 Non-linear Effects in Optical Fibre

When light propagates through a physical medium such as the silica of optical fibre,
the electric field of the propagating light can locally modify the physical properties
of the medium. These effects give rise to non-linear interactions with the propagat-
ing light producing non-linear behaviour. Silica is actually a very linear material
with very small non-linear characteristics and requires very high optical intensities
to generate noticeable non-linear phenomena. However, the very small core region
that guides the light in a single-mode fibre can produce very high optical intensi-
ties with relatively small input optical power levels. Also optical fibres provide very
long interaction lengths so that even small effects can become very significant over
the distances of optical transmission systems.

There are two fundamental mechanisms giving rise to non-linear effects in optical
fibres: one is where the light intensity in the fibre locally affects the refractive index.
This effect is known as the Kerr effect and gives rise to three processes that can affect
the communications channel, these are self-phase modulation (SPM), cross-phase
modulation (XPM) and four-wave mixing (FWM). The other process is inelastic
scattering which produces two major phenomena: stimulated Brillouin scattering
(SBS) and stimulated Raman scattering (SRS).
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In this section we will briefly describe these effects and the implications for opti-
cal communications systems. It should be noted upfront that ideally the transmission
media would be perfectly linear and non-linear effects generally reduce the perfor-
mance of optical transmission systems. However, given that fibre is also a dispersive
transmission medium well-controlled non-linear effects can also be used to enhance
transmission capability in certain circumstances. Non-linear effects can also be ex-
ploited in devices for functions such as fast optical switching and optical signal pro-
cessing, for example in 2R and 3R optical signal regenerators. For a more thorough
grounding in non-linearities in optical fibre see [6].

1.2.4.1 Stimulated Brillouin Scattering (SBS)

When an incident light wave reaches sufficient intensity, electrostriction effects can
be sufficiently large to generate acoustic waves in the material. The incident light
and the scattered light (Stokes light) interfere to produce a travelling acoustic wave
which produces a periodic refractive index variation that acts as a Bragg grating.
This travelling acoustic wave Bragg grating Doppler shifts the scattered light so
that, when it interferes with the incident light, the frequency difference reinforces
the initial travelling acoustic wave producing a positive feed-back effect. In SBS
the dominant scattered light is back scatter from a forward travelling acoustic wave.
The greater the incident light intensity the greater the magnitude of the acoustic
wave generated and the greater the backscattered light wave. This effectively limits
the amount of optical power that can be transmitted through an optical fibre. SBS
becomes a problem at quite low optical power (a few mW) in standard fibre and is
therefore a major problem for optical communications transmission systems.

Mitigation of SBS to increase the threshold power is therefore very important in
communication systems if higher power laser sources for long-distance transmission
systems are to be used.

The optical power threshold for SBS in optical fibre is approximately [7]:

Pth � 21bAe

gBLe

�
1C �fs

�fB

�
; (1.1)

where: 1 � b � 2 is dependent on the polarisation state [8], Ae: effective area of
the fibre core (� 50 µm2) for standard single-mode fibre, gB: SBS gain coefficient
which for silica fibre is 4:5�10�11 m=W, Le: effective fibre length,�fs: line width
of the incident light (Hz),�fB: SBS interaction bandwidth (� 20MHz at 1.55 µm).

For standard single-mode fibre systems the only parameter available to increase
the SBS threshold is the source line width. The system length is predetermined by
the physical system topology and adding regenerators to reduce system lengths is
not usually an economic option. High bit rate systems have inherently greater line
width than lower bit rate systems and will therefore have higher thresholds but there
can still be a significant component of the narrow line width optical carrier present,
depending on the modulation scheme used. Some modulation schemes such as phase
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modulation can be used to increase the line width of the transmission system, how-
ever with pressure to increase fibre utilisation and spectral efficiency, advanced mod-
ulation techniques are more often used to reduce the modulation bandwidth not in-
crease it (see Chap. 8), as increasing line width also increases dispersion penalties.
A technique to increase the SBS threshold often used in direct detection systems is
to dither the laser source wavelength at a dither frequency below the low frequency
cut-off of the system receiver (the low frequency bound of the transmitted signal
can be increased by use of suitable line codes). In this way relatively large laser
output frequency deviations can be achieved, to suppress SBS, without increasing
the dispersion penalty of the system (the deviation frequency is much greater than
the dither frequency).

1.2.4.2 Stimulated Raman Scattering (SRS)

Raman scattering is an inelastic scattering process produced when the input source
photons interact with the molecules of the transmission media and are either re-
emitted with higher energy (anti-Stokes wave) or, more usually in a silica fibre, with
lower energy (Stokes wave) and therefore longer wavelength than the incident wave-
length. The wavelength shift of the Stokes wave in SBS is around 11 GHz whereas
for SRS the wavelength shift is �15:6THz (� C120 nm). The other main difference
is that SBS produces back-scattered light whereas SRS produces co-propagating
light. However, the optical intensity threshold for SRS is much higher (� 1W for
standard single-mode fibre) than for SBS (assuming SBS mitigation techniques have
not been employed).

SRS can be a problem for a widely spaced WDM system because the short wave-
length channels can act as pump sources for longer wavelength channels; this has
two detrimental effects. Power is lost from the short wavelength channels, effec-
tively increasing the attenuation of these channels and also light coupled from these
channels into longer wavelength channels can produce crosstalk which can increase
the error rate of the system.

However, SRS can also be used to amplify optical signals by coupling power
from non-modulated pump wavelengths into longer information carrying wave-
lengths. This can produce optical amplification at wavelengths outside the rela-
tively narrow wavelength range of erbium-doped fibre amplifiers (see Chap. 11,
Sect. 11.2).

1.2.4.3 Self-Phase Modulation (SPM)

Self-phase modulation is caused by the Kerr effect and produces chirp across the
optical pulse with lower frequencies at the leading edge of the pulse and higher
frequencies at the trailing edge. This induced chirp increases the spectral width of
the pulse and the normal positive dispersion of the fibre will act on this chirp to
broaden the pulse as it propagates down the fibre. This causes increased ISI at the
receiver which increases the system error rate. However, if the fibre exhibits nega-
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tive (anomalous) dispersion, then the pulse can be compressed by SPM. Standard
single-mode fibre exhibits positive dispersion over most of the operating wavelength
range and SPM is therefore undesirable and needs to be taken into account in the
dispersion management of the fibre link.

However, in specially designed dispersion-managed fibre links, for long-haul,
high bit rate systems, the pulse compression possibilities of SPM can be utilised
to generate very short intense pulses that can propagate as solitons along the fibre
where the normal dispersion is exactly cancelled by the SPM pulse compression in
anomalous dispersion components or DCF thus maintaining the pulse width over
very long distances. These techniques can be used in ultra-long-haul transmission
systems.

1.2.4.4 Cross-Phase Modulation (XPM)

Cross-phase modulation is generated by the same physical mechanism as self-phase
modulation but is produced by a second wave which co-propagates with the first
wave. If the pulses in each optical wave overlap, the two waves each locally modify
the refractive index for the other wave and introduce phase changes in the pulses of
the other wave. Although in direct detection systems phase distortion in pulses is not
important, when the pulses are propagated through a dispersive fibre then phase-to-
amplitude conversion occurs and amplitude crosstalk can be produced which causes
an increase in system error rate. XPM-induced crosstalk can be significant in high-
bit rate WDM systems with close channel spacing.

1.2.4.5 Four-Wave Mixing (FWM)

Four-wave mixing is a non-linear phenomenon also produced by the Kerr effect. In
this case the interaction of two or more incident light waves produces additional
wavelengths which in turn can mix with the incident wavelengths to create more
waves. The general relationship for the FWM products is given by

fijk D fi C fj � fk; (1.2)

where fi , fj , and fk are the frequencies of incident light waves (which in turn can
be FWM generated waves) while fijk is the frequency of the light wave resulting
from the non-linear interaction. The four waves involved in the process give FWM
its name.

The total number of frequency products M produced by FWM for a DWDM
system with N wavelength channels is given by:

M D 1
2

�
N 3 �N 2

�
: (1.3)

If these products fall onto the DWDM system wavelength channels, then there is
potential for significant levels of crosstalk-induced noise that will increase the error
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rate in the optical channels. If the frequency spacing of the channels is uniform,
then the products that fall inside the spectral range of the DWDM band will fall
onto wavelength channels with the majority falling on the centre channels of the
DWDM band. Assuming that all WDM systems will utilise the wavelengths defined
by the ITU G694.1 standard grids for DWDM systems (which have equal frequency
spacing of 100, 50, 25, and 12.5 GHz with a reference channel at 1552.52 nm), then
the FWM products will fall on the DWDM channel wavelengths. However the effi-
ciency of the FWM product generation process is crucially dependent on the phase
matching of the frequency components in the FWM mixing process and also the
interaction length. It is also much greater for closely spaced wavelength channels.

The dispersion of the fibre has a major effect on this phase-matching constraint
and fibres with higher dispersion such as standard G652 single-mode fibre do not
have a significant problem with FWM even with 12.5 GHz spacing [9]. However, op-
erators that have installed dispersion-shifted fibre (DSF) for long-haul transmission
networks have a major problem as they operate in a low dispersion region around the
dispersion zero position. Advanced modulation techniques exploiting phase modu-
lation can help to reduce FWM susceptibility but ideally DSF would be used with
non-uniform frequency grids, unfortunately there are no standards for such grids.

Outside of the requirements for transmission systems four-wave mixing can be
a useful process for other functions such as optical wavelength conversion, para-
metric amplification and optical time-division multiplexing for very high bit rate
systems (see also Chap. 13, Sects. 13.3.2 and 13.5.2.2). For a review of four-wave
mixing see [10].

1.2.5 A Simple Point-to-point Fibre Link

A point-to-point single-mode fibre transmission link will be power budget limited;
the penalty due to dispersion will be designed to be small compared to losses in the
transmission path. The power budget available for the link will be the difference be-
tween the optical transmitter power and the receiver sensitivity. This power budget
has to be spread over all the losses in the transmission path, fibre loss, splice loss,
connector loss etc., and also allow for a system margin that is provided as a contin-
gency against changes to the power budget and link losses over the lifetime of the
system. The receiver sensitivity will take into account the bit rate and modulation
scheme used over the transmission link. A simple point-to-point optical transmis-
sion link is shown in Fig. 1.1.

The ratio (transmitter power)/(minimum required receiver power) is normally
designated as the optical power budget expressed in decibels or given by the differ-
ence Tx (dBm) � Rx (dBm):

Tx � Rx D Llf C
�
L

d
C 2Ns

�
ls C 2lc CM; (1.4)

where Tx: transmitter power (dBm), Rx: receiver sensitivity (dBm), L: fibre length,
lf: cabled fibre loss per unit length, d : mean splice spacing,Ns: the number of splices
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d km (mean distance
between splices)

Splice (loss = ls dB)

Connector
(loss = lc dB)

System length = L km

Tx Rx

Fig. 1.1 Simple point-to-point optical system

in the exchange building (depends on working practices), note the factor 2 is to
account for the two terminating exchange buildings, ls: splice loss, lc: connector
loss, and M : system margin.

The system margin includes: Transmitter power and receiver sensitivity varia-
tions – environmental and ageing; cabled fibre loss variations – environmental and
ageing; maintenance splices, imperfect equalisation, dispersion penalty and PMD
margin (for high bit rate systems), and jitter and timing errors.

The power budget is a simple addition of all the loss parameters in the system
plus the system margin, the loss parameters are in practice random variables and
statistical methods can be employed to give a probability distribution of total system
loss. Operators could use such a distribution as part of the calculation of the margin
required against a probability of the margin being used up and excessive error rates
being produced. However, many operators and designers of optical transmission
systems use worst-case design rules which result in conservative designs with large
system margins for the majority of links.

1.2.6 Receiver Sensitivity

A key parameter in system power budget calculations and hence system design is
the receiver sensitivity which is the minimum optical power needed at the receiver
to achieve a desired bit error rate. The optical power at the receiver is

Ps D Nhf; (1.5)

where N is the photon arrival rate, hf the photon energy, h is Planck’s constant,
and f is the optical frequency. The receiver photodiode current produced by Ps is

Is D �Ne D �
Pse

hf
; (1.6)

where � is the quantum efficiency and e the electron charge. The photon arrival
rate at the receiver will have fluctuations which are described by Poisson statistics
and appear as noise on the received photo-current. The mean square value of the
noise current is proportional to the signal current Is and the receiver post-detection
bandwidth B and is given by

i2s D 2eIsB: (1.7)
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The resulting signal-to-noise ratio (SNR) is

SNR D I 2s

i2s

D I 2s
2eIsB

D Is

2eB
(1.8)

and combining (1.6) and (1.8) yields

SNR D �N

2hfB
: (1.9)

Equation (1.9) is the ‘quantum-limited’ signal-to-noise ratio.
For an ideal receiver the quantum efficiency � D 1, also the receiver would

be noiseless, therefore there would be no noise when zeros are received and the
decision threshold can be set at ‘0’. The only noise present is in the ‘1’ state when
light is present at the receiver. The number of photons per ‘1’ bit exhibits a Poisson
distribution.

For any bit containing a ‘1’ symbol the probability of the number of photons
arriving P [n] is given by the Poisson distribution

P Œn� D �n exp.��/
nŠ

; (1.10)

where � D mean number of photons per bit. Because the decision threshold is set
at zero, the probability of an error is the probability of a ‘1’ being received with
zero photons. For equal ‘1’s and ‘0’s the probability of a ‘1’ equals 1=2 and the
probability of that ‘1’ being an error is P Œn D 0�, therefore

Pe D P Œn D 0� D 1

2

�0 exp.��/
0Š

D 1

2
exp.��/: (1.11)

From this equation we can derive the average number of photons per ‘1’ bit for
a given target error rate Pe:

�.Pe/ D ln

�
1

2Pe

�
photons per bit (1.12)

and an average received power

Ps D �hf

�
D hfBr

2
ln

�
1

2Pe

�
; (1.13)

where � is the bit period, Br D 1=� is the bit rate, and Ps is the quantum-limited
receiver sensitivity.

The quantum-limited error probability is shown against photons per bit in Fig. 1.2
and the corresponding quantum-limited sensitivity for a 1550 nm receiver operating
at a range of system bit rates is shown in Fig. 1.3.

Nearly all optical receivers used in communications systems are square law de-
tectors that produce an output signal proportional to the received optical power or
field intensity squared. A square law detector acts as a low pass filter and the detec-
tion process removes any information associated with the optical carrier frequency
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Fig. 1.3 1550 nm quantum-limited receiver sensitivity

or phase. A practical receiver has additional noise processes, the dominant one be-
ing thermal noise, which results in the receiver sensitivity, even for “good” receivers,
being 30 dB and more from the quantum limit. Photodetectors are covered in more
detail in Chap. 7 and will therefore not be treated in more detail here.

1.2.7 Coherent Optical Systems

The vast majority of commercially deployed optical systems use direct detection
receivers where the power of the received optical signal is converted directly to an
electrical current. In these systems a message signal m.t/ directly modulates the
intensity (E2s ) of the electric field (Es) of the optical carrier. The photodiode at the
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receiver is a square law detector the output of which is proportional to the electric
field amplitude squared (E2s ) and therefore directly recovers the intensity-modulated
message signal. Consider the optical carrier

es D Es cos .!st/ : (1.14)

The average power in the optical carrier Pr is

Pr D 1

T

TZ
0

e2s dt D E2s
T

TZ
0

cos2.!st/dt D E2s
2
: (1.15)

The modulated optical carrier intensity is

Œ1Cm.t/� e2s D .1Cm.t//E2s cos2.!st/ D .1Cm.t// 1
2
E2s .cos .2!st/C 1/

(1.16)

and

Œ1Cm.t/� e2s D E2s
2

cos .2!st /C E2s
2
m.t/ cos .2!st /C E2s

2
C E2s

2
m.t/: (1.17)

The high-frequency terms containing cos.2!st/ are removed by the optical receiver
so that we get for the detector output Pdect

Pdect D Es

2
C Es

2
m.t/ D Pr .1Cm.t// ; (1.18)

where Pr is the average received power of the unmodulated optical carrier, and
(1.18) is simply the power in the optical carrier (not the field), amplitude modu-
lated by the message signalm.t/.

It should be noted that the output direct detection signal is not dependent on the
optical frequency or the optical source line width.

In coherent systems the optical frequency and phase of the signal are used in the
detection process which enables modulation schemes used in traditional electrical
communications systems to be used in optical systems. The main advantages of co-
herent detection systems are more efficient use of the optical spectrum and greater
receiver sensitivities. The latter advantage was the main driver of the coherent op-
tical research carried out during the 1980s, the advent of the erbium fibre optical
amplifiers in the late 1980s offset this advantage and the technological difficulties
associated with coherent optical systems led to an almost complete decline in op-
tical coherent systems research. In recent years the growing pressure to increase
fibre utilisation and the advancement of optical component technologies has seen
a resurgence of interest in coherent systems and they could become very important
in future optical networks.

To compare coherent transmission systems with direct detection we will consider
amplitude modulation systems although advanced modulation techniques are now
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being considered that use phase-, frequency- and amplitude-modulation schemes
(see Chap. 8 of this book for more details).

In a simple coherent detection system the modulated optical signal is compared
with a reference source or local oscillator. Both the local oscillator source and the
modulated optical source require narrow optical line width or “coherent” sources.
The arrangement is shown schematically in Fig. 1.4.

The optical input signal is mixed with the local oscillator signal before entering
the square law detector photodiode.

The electric field of the input optical signal and local oscillator are given by:

es.t/ D Es .1Cm.t// cos .!st / and eL.t/ D EL cos .!Lt C �/ ; (1.19)

where Es is the field amplitude of the optical signal carrier angular frequency !s,
and EL is the field amplitude of the optical local oscillator angular frequency !L.
Note the message signal m.t/ is now modulating the amplitude of the optical field,
not the intensity as in the direct detection system.

The field on the photodiode of the receiver is the sum of these two fields

es.t/C eL.t/ D Es .1Cm.t// cos .!st/C EL cos .!Lt C �/ : (1.20)

The photodiode responds to the square of this incident field:

.es.t/C eL.t//
2 D e2s .t/C 2es.t/eL.t/C e2L.t/ D e2ph; (1.21)

where

e2s D E2s
2

h
.1Cm.t//2 .cos .2!t/C 1/

i
; e2L D E2L

2
Œcos .2 .!Lt C �//C 1�

(1.22)

and

2eseL D 2Es .1Cm.t// cos .!st/ EL cos .!Lt C �/

D 2EsEL .1Cm.t//

�
1

2
.cos .!st C !Lt C �/C cos .!st � !Lt � �//

�

D EsEL .1Cm.t// Œcos .!st C !Lt C �/C cos .!st � !Lt � �/� :
(1.23)
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All the terms at optical frequencies or higher are lost in the square law receiver and
the resulting photo current is

Iph D E2s
2
.1Cm.t//2 C EsEL .1Cm.t// cos .!st � !Lt � �/C E2L

2
: (1.24)

Let us next consider the components of the photo current. The currents from the
optical signal carrier and the local oscillator are

Is D E2s
2

and IL D E2L
2
; (1.25)

respectively, and therefore

Es D
p
2Is; EL D

p
2IL and EsEL D 2

p
IsIL (1.26)

so that the photo current becomes

Iph D Is .1Cm.t//2 C 2
p
IsIL .1Cm.t// cos .!st � !Lt � �/C IL: (1.27)

The local oscillator power can be arranged to be very large compared to the received
signal power i.e. IL � Is, and the photo current then approximates to

Iph � 2
p
IsIL .1Cm.t// cos .!ift � �/C IL; (1.28)

where !if D !s � !L represents an intermediate frequency with a phase � modu-
lated by the message signal. The local oscillator term does not contain message
information but does contribute to the quantum noise.

We now have two options: a Heterodyne system where !if is non zero, i.e. the
local oscillator frequency is deliberately tuned away from the message signal optical
carrier frequency. This allows the modulated intermediate frequency to be processed
by conventional radio frequency electronic techniques. The intermediate frequency
must be high enough to accommodate the modulated signal bandwidth which for
amplitude modulation is twice the message signal bandwidth, i.e. !if � 2B , where
B is the message bandwidth.

The other option is a Homodyne system where the local oscillator is locked to the
message signal optical carrier frequency and !if D 0, in this case the message signal
photo current is produced directly from the photo detector but is now dependent on
the phase �:

Iph � 2
p
IsIL .1Cm.t// cos�: (1.29)

This requires the local oscillator to be optically frequency and phase locked to the
incoming optical signal which is a difficult process and generally heterodyne sys-
tems have been preferred because of the electronic processing enabled by the use of
an intermediate frequency and also because the frequency stability of the local oscil-
lator is easier to achieve than phase locking. An additional advantage of heterodyne
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systems is that the optical local oscillator can also be used to tune closely spaced
frequency/wavelength-multiplexed optical channels.

As previously mentioned one of the advantages of coherent detection is the po-
tential for much improved receiver sensitivities compared to direct detection sys-
tems: The mean square signal photo current is proportional to the signal power Ps:

Ps D 4IsILm2.t/

2
D 2IsILm2.t/ (1.30)

while the noise power PN is given by

PN D 2e.2B/.Is C IL C 2
p
IsIL C Id/C 8	CkT .2B/2: (1.31)

Note that 2B is the minimum receiver bandwidth to accommodate both sidebands
of the modulated message signal. The first term in the noise equation is the quan-
tum noise from the photo current components, the second term is the thermal noise
assuming a simple receiver as discussed in Sect. 1.2.6.

The signal-to-noise ratio SNR is

SNR D 2IsILm2.t/

2e .2B/
�
Is C IL C 2

p
IsIL C Id

�C 8	CkT .2B/2
(1.32)

and when IL � Is this simplifies to

SNR D Ism2.t/

2eB
: (1.33)

This is equivalent to the quantum-limit receiver sensitivity for the direct detection
case discussed in Sect. 1.2.6.

Coherent detection opens the way for optical systems to exploit the advanced
modulation techniques used in electrical and radio communications systems. These
modulation schemes have relative advantages and disadvantages that can help in
the design of optical transmission systems for different environments and system
characteristics; for example, enabling higher bit rate systems at say 40 Gbit=s or
100 Gbit=s to operate over channels originally designed for 10 Gbit=s transmission
rates. For more details of these advanced modulation systems see Chap. 8.

1.3 Why Optical Networks?

1.3.1 Physical Limits

During the history of the development of communications systems there has always
been an increasing demand for more capacity or bandwidth. To satisfy this demand
communications technology has developed to exploit higher and higher “carrier”
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Fig. 1.5 Physical channel capacity limits as a function of “carrier” frequency

frequencies enabling higher bandwidth modulation of the communication channels.
The current generation of optical communications technology uses optical fibre op-
erating in the � 1600 nm to 1260 nm wavelength range, and a “carrier” frequency
range from 187 THz to 238 THz. It might be supposed that as technology progresses
we could continue to exploit higher and higher “carrier” frequencies indefinitely.
However, the photonic nature of electromagnetic radiation means that the photon
energy is also increasing in proportion to the carrier frequency. Higher photon ener-
gies coupled with the uncertainty in the arrival time at a detector produces quantum
noise and this fundamental noise becomes the limiting factor to the information-
carrying capacity of a channel at very high carrier frequencies.

At low frequencies thermal noise dominates communication systems and is the
fundamental limit to channel capacity. As frequencies approach optical frequencies
quantum noise becomes more significant and at ultra violet and beyond, quantum
noise begins to severely limit channel capacity. The effect of quantum noise on
channel capacity is illustrated in Fig. 1.5.

The channel capacity curve was derived by assuming that a constant percentage
of the carrier frequency can be used for the information bandwidth modulated onto
the carrier. Using this assumption it can be seen that the channel capacity peaks
around 5 � 1016 Hz (� 3 nm wavelength). The roll-off in information capacity be-
yond 3 nm wavelength is due to the dominance of quantum noise and is sufficient to
produce a ceiling to the total information capacity as illustrated by the cumulative
capacity curve.
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It is interesting to note that today’s optical fibre technology is only � two orders
of magnitude from this ceiling, so in the future we can not expect the enormous
capacity gains achieved when technology moved from radio frequency communi-
cations to optical frequency communications. Although it is possible that higher
frequency technologies beyond today’s optical technology may emerge, there is
currently no sign of these technologies and optical technology exploits the high-
est frequencies used for communications purposes.

There is a subtle consequence of this that does affect the design and choice of fu-
ture network architectures: as fibre penetrates into all parts of the network (access,
metro and core or backbone networks), the same intrinsic technology is being used
and the same fundamental capacity is available in the access network as in the core
network. This is the first time in the history of communications networks that this
has happened. In the past there has always been a higher capacity transmission tech-
nology for use in the core network that traffic from the access transmission media
could be multiplexed into.

Multiplexing of traffic from the access network into core transmission systems
will have to continue if optical communications networks are to remain practicable
and economically viable. Therefore, if the core technology is optical fibre and the
access technology is also optical fibre, it is implicit that the end users connected to
the access network via fibre cannot have all the capacity of the optical fibre dedicated
to them. They must be sharing the total capacity of the fibre with other users at least
in the core of the network, and because the fibre capacity must be shared, it makes
eminent economic sense to enable that sharing at the earliest possible point in the
network architecture, that is, the access network.

Multiplexing at the optical layer in the access network also means that capacity
can be shared on a statistical basis. This gives users capacity when they need it
without locking that capacity up and therefore allowing it to be available for other
users as required.

1.3.2 Commercial Considerations

The major growth of national communications networks during the last century
was carried out either via large monopolistic companies or state-owned utilities. In
the latter part of the 20th century governments around the world encouraged much
greater competition in the provision of telecommunications services by selling off
state-owned utilities and breaking up very large monopolies. The access technology
in place during this era was mainly copper twisted pair and one of the mechanisms
introduced to encourage competitive service provision was copper pair unbundling
or local loop unbundling (LLU) as it became known. Local loop unbundling en-
ables new competitive operators to have physical access to the copper pairs that
connect customers to the local exchange. This was done either by placing competi-
tor’s equipment directly into the local exchange or diverting pairs to a short cable
that connected to nearby competitor’s equipment.
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Copper pair technology is very limited in bandwidth and even with very sophis-
ticated modulation schemes as utilised in digital subscriber line (DSL) technology,
bandwidths to customers are limited to a few megabits per second. To increase band-
widths further, network providers need to reduce the length of the copper access pair.
This has led to technologies such as very high speed DSL (VDSL) with optical fibre
extended from local exchanges to the street cabinet, in this scheme the copper pair
only exists between the cabinet and the customer, and copper transmission lengths
are reduced from a few kilometres to a kilometre or less. This technology enables
bandwidths to be increased to a few tens of megabits per second under favourable
conditions.

The next obvious extension is to move fibre all the way to the customer premises
and completely eliminate the copper pair. When a fibre to the premises network
(FTTP) is installed and optical networking is also available in the higher layers of
the network, then, as discussed above, there is no competing network technology
that can outperform it in terms of technical capability. There may be performance
differences, due to the choice of equipment and architecture, in terms of service
quality and economic viability but the physical fibre infrastructure cannot be bet-
tered by any currently known technology.

This begs the question whether competition at the physical infrastructure layer
has any real meaning or advantage in an all fibre network future, the economic pay-
back is difficult with only one network to finance, more than one physical network
is probably just not viable. There may therefore be a need to shift from competition
at the physical layer to competition at higher layers (see Table 1.3, below), maybe
just the service and application layers, with competitors sharing the capacity of the
underlying physical infrastructure.

Sharing capacity on a statistical basis rather than being rigidly divided between
service providers can improve the user experience by enabling users to gain flexible
access to very high peak bandwidths when required and releasing it when it is not.
Statistical assignment of user bandwidth can also enable network capacity assign-
ment to service providers to be determined by end user demand on a dynamic basis
rather than pre-allocation via SLAs (service level agreements) with the network
provider. This would ensure much greater levels of competition at the service layers
with service quality and customer care becoming much more important and lock-in
via fixed term contracts could be eliminated. Customers could simply purchase ser-
vices on demand from service providers and indeed be using multiple services from
different service providers simultaneously.

This service provision model is perfectly possible with optical access and all-
optical networking because the access capacity and network throughput is more than
sufficient to enable such capability. With copper access it is more difficult because
of the bandwidth constrictions of the copper feed into the customer premises which
limits the number of simultaneous services and the statistical multiplexing capability
for both customers and service providers.

As new high bandwidth requirements emerge, particularly high definition video
and high-resolution imaging, customers will demand much faster access speeds and
will become increasingly impatient and dissatisfied with slow networks. This in
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turn will put pressure on operators and administrations to put high bandwidth FTTP
networks in place. This may be especially so if there are neighbouring and compet-
ing regions offering FTTP and by doing so having an inward investment advantage
boosting local economies, employment, house prices et cetera. This certainly ap-
pears to be one of the drivers for municipalities who are willing to invest in basic
fibre infrastructure for the benefit of their local communities, and indeed there does
seem to be some evidence that higher bandwidth access networks can provide these
local economic advantages, see [11].

The concept of staying internationally competitive through deployment of the
best telecommunications infrastructure is a major driver for Japan and Korea and
there is growing concern in the US that America is falling behind and is not the
technology leader it once was [12]. Communications is seen as one of the key areas
where America has fallen well behind the Far East and even Europe in terms of
mobile and broadband penetration and capability. When it comes to FTTP Europe
may well fall behind both the Far Eastern economies and the US if it fails to grasp
the opportunities over the next few years.

Operational cost associated with the day to day running of communications net-
works are generally increasing for operators with large copper access networks.
One of the reasons is that the higher bandwidth required by DSL technologies
stresses the copper network and reveals additional faults that would not signifi-
cantly impair basic telephony services. As bandwidths increase further and if equip-
ment is placed in the field with technologies such as FTTCab – fibre to the cab-
inet – using VDSL, then there are further operational cost increases due to the
amount of electrical equipment being placed in a relatively harsh physical envi-
ronment and the cost of providing and maintaining power, including battery backup
of street-based equipment. The increasing incidence of flash flooding is also a prob-
lem which will only grow in the future if street-based electronics systems become
widespread. This suggests that operators and network providers with copper tech-
nology and/or remote electronic nodes are likely to see increasing operational costs
in the future.

There is however good evidence that fibre networks are intrinsically more reliable
than copper pair networks leading to much lower fault rates and reduced network
visits (one of the major operational costs for operators) which in turn leads to fewer
intervention induced faults. Also because fibre can support all services, service pro-
vision and service churn can be automated processes only rarely requiring an end
user or network visit. With properly engineered end user and service management
systems the vast majority of service changes and provisions could be configured re-
motely. It has been argued that operational savings alone could justify FTTP being
installed [13].

One driver for FTTP is of course the promise of new revenues from all the new
services that could be provided, however new revenue generation is an area of ma-
jor uncertainty. Although FTTP will certainly enable new high-capacity services it is
unclear whether there will be any significant net revenue growth over and above tra-
ditional trends. The problem is that revenue generation derived directly from new IT
and bit transport services are often substitutional that is, new service revenue simply
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displaces legacy service revenue and net revenue growth remains relatively static.
To exacerbate this problem the advent of flat rate charging, which has displaced us-
age charging, has removed the linkage between bandwidth usage and revenue. This
has caused a fundamental problem for operators as investment in core network ca-
pacity can be seen as capital investment without any clear path to a return on that
investment. In a commercial market this makes little financial sense and there is little
incentive for network investment to increase capacity for future bandwidth hungry
services [14].

Historical analyses of revenue growth and bandwidth price decline suggest that
there may not be sufficient revenue growth to sustain traditional network builds
and that radically new architectures will be necessary to change the end-to-end cost
structure of networks to massively reduce the cost of bandwidth provision [15], this
will be considered in Sect. 1.4.

1.3.3 Service and Bandwidth Growth

Bandwidth growth driven by new services is obviously the ultimate driver for end-
to-end optical networking and some idea of how bandwidth might grow in the fu-
ture is extremely useful as an aid to strategic network design and investment plan-
ning. The approach outlined in this section is based on user service scenarios cou-
pled with usage behaviour. Take-up and actual usage of new services are random
processes and should be treated statistically, often however access bandwidths are
simply calculated from basic assumptions of simultaneous usage of services and
average bandwidth for the services. This approach can grossly overestimate the av-
erage bandwidth required but at the same time grossly underestimate the instan-
taneous peak bandwidth required for good user experience. To illustrate potential
future bandwidth demand and usage this section will give some service scenarios
and examine the implications for bandwidth growth for the end-to-end network.

Table 1.1 shows an example service scenario for an FTTP termination serving
a small number of users, for example a family home, probabilities of service take
up and usage in a hypothetical busy hour are indicated.

The multiple entries in the table represent simultaneous use of a particular ser-
vice by more than one user at a customer premises site. Using such an example
a simple statistical Monte Carlo analysis can be used to generate user bandwidth in
a hypothetical busy period.

Results for such an analysis are shown in Figs. 1.6, 1.7, 1.8 and 1.9.
The distribution of mean downstream bandwidths for FTTP premises for the first

year in the model (nominally 2010) is shown in Fig. 1.6. It shows an ensemble
mean bandwidth of 3.4 Mbit=s with some premises requiring average bandwidths
beyond 7.0 Mbit=s. It also shows a significant number of premises that required no
services in this particular busy period. Figure 1.7 shows the results (for the same run
of the model) of the distribution of the sum of the bandwidths for all the services
the customers had signed up for. This is the simplistic sum of service bandwidth
that sometimes gets used to determine access pipe bandwidth. The mean of this
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Table 1.1 Example service scenario

Streaming Services Probability of take-up Probability of using
service in busy hour

2010 2020 2010 2020

Internet Surfing 69 % 99 % 46 % 69 %
IP HDTV HR (High Resolution, 1080 p) 44 % 99 % 75 % 80 %
IP HDTV HR 19 % 69 % 53 % 60 %
IP HDTV LR (Low Resolution, 720 p) 15 % 30 % 33 % 40 %
IP HDTV LR 10 % 12 % 11 % 20 %
IP SDTV (Standard-Definition Television) 75 % 2 % 72 % 80 %
IP SDTV 67 % 1 % 52 % 60 %
IP SDTV 35 % 1 % 31 % 40 %
IP SDTV 18 % 0 % 11 % 20 %
Video comms Cam-corder 8 % 49 % 21 % 30 %
Web Cam comms 12 % 25 % 21 % 30 %
Voice 100 % 100 % 20 % 20 %
Voice 81 % 100 % 15 % 15 %
Voice 50 % 50 % 10 % 10 %
Thin-client computing 8 % 59 % 15 % 49 %
Thin-client computing 3 % 29 % 15 % 49 %
File Transfers:

e-mail 85 % 100 % 11 % 20 %
e-mail 8 % 59 % 10 % 15 %
Photos 37 % 69 % 5 % 10 %
Photos 21 % 30 % 5 % 10 %
Video clips 26 % 59 % 16 % 25 %
Video clips 23 % 40 % 16 % 25 %
Music 31 % 40 % 6 % 15 %
Music 21 % 30 % 6 % 15 %
Documents 14 % 39 % 5 % 10 %
Documents 6 % 20 % 5 % 10 %
Software 5 % 10 % 3 % 8 %
Software 2 % 5 % 2 % 5 %
Web site uploads 4 % 10 % 1 % 5 %
Web site uploads 0 % 2 % 1 % 5 %
Peer-to-peer file sharing 9 % 39 % 42 % 50 %
Peer-to-peer file sharing 5 % 20 % 31 % 40 %
Storage services 13 % 59 % 1 % 5 %
Storage services 7 % 39 % 1 % 2 %

distribution is 42.3 Mbit=s which is � 12 times the bandwidth determined by busy
period usage statistics.

As services evolve and usage increases, average bandwidths will increase over
time, the � 2020 results for the example scenario are shown in Figs. 1.8 and 1.9.

The average of the distribution of site bandwidths with statistical multiplexing
increases to � 13Mbit=s from 3.4 Mbit=s. The probability of sites taking no services
in the busy period is very much reduced but is still significant enough to be the point
of greatest probability within the distribution. The distribution of the maximum site
bandwidth based on simultaneous use of all services taken is shown in Fig. 1.9
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Fig. 1.7 Distribution of sum of take-up bandwidths for � 2010

and has a mean of � 120Mbit=s, still � 10 times the required mean bandwidth if
statistical multiplexing is used. By using mean values for busy hour bandwidth,
models can be built to estimate the ingress bandwidth into the core network. In such
a model it is also necessary to take into account technology evolution and adoption
as service take up and usage will be affected by the access technology available to
the end users.

By extrapolating broadband take up and usage and making assumptions about
VDSL and FTTP penetration, estimates for the evolution of technology penetra-
tion can be made for a range of scenarios. Combining this with service scenarios
similar to those described above but also linked to the technology take up, enables
bandwidth growth estimates to be made for a country-wide network. Applying the
models to other countries, taking into account relative adoption rates of technology,
population growth etc., country and world bandwidth growth can be estimated. Such
country and world bandwidth growth scenarios can then be used for such things as
network architecture strategy and market sizing analyses for communications sys-
tems and component volumes.
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1.4 Financial Barriers to All-optical Networking

1.4.1 Network Bandwidth Growth

The major problem arising from an FTTP future will be the huge level of bandwidth
growth that can be delivered into the metro and core networks. By using service
scenarios and traffic scenario models as discussed in Sect. 1.3.3 it is possible to get
a feel for the level of bandwidth growth that may arise in the future.

Bandwidth growth is dependent on technology adoption as well as new high-
bandwidth services becoming available. The adoption of FTTP will have the greatest
impact on bandwidth growth and the consequential deployment of optical network-
ing equipment within the network infrastructure. The main effect of FTTP deploy-
ment is substitution of other broadband technologies with only a modest impact on
overall broadband Internet connections. This is illustrated in Fig. 1.10 which shows
estimates of world communications technology volumes, for an optimistic FTTP
deployment scenario [16] to the year 2020.
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Fig. 1.10 World technology evolution – optimistic scenario

Fig. 1.11 World bandwidth growth

In this optimistic scenario DSL technology deployment peaks around 2012 and
then declines due to substitution from FTTP. It is also assumed that if FTTP is
deployed at a reasonable rate the greater performance and lower operational cost of
FTTP will curtail VDSL deployment.

Figure 1.11 illustrates the range of estimates for world total traffic growth using
different rates for FTTP deployment.

The results for Fig. 1.11 are produced by using data for the OECD countries
plus China and Russia, and extrapolating to the rest of the world. Network band-
width growth is calculated from service adoption and usage scenarios tailored to
the different technologies and technology adoption rates of the individual countries.
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Bandwidth can then be accumulated on an area basis for each country to yield coun-
try bandwidth growth results. These country results can then be summed and scaled
to produce the world bandwidth growth results as shown in Fig. 1.11.

1.4.2 Bandwidth Growth vs. Revenue Growth

A barrier to mass deployment of fibre in the access network is the high capital in-
vestment required. In a commercial and competitive environment network providers
need to get a return on capital expenditure in line with market rates. Indeed regula-
tors will insist on sensible returns on capital expenditure to avoid cross subsidising
of products and services which could distort the competitive environment.

Early FTTP systems targeted specific or niche markets, for example many of the
first generation of commercially available APON (ATM passive optical network,
see [17] for an overview of ATM) and BPON (broadband passive optical network)
systems were aimed at data services for the medium and small enterprises market
and did not support POTS (plain old telephony services). The problem with this ap-
proach is that they cause a fragmentation of revenue streams with revenues from dif-
ferent service portfolios being required to support different network platforms. For
mass-market deployment this is not viable and all revenue streams will be needed
to support the deployment and operation of a single platform. An FTTP solution
needs to deliver all services: voice (including the regulated PSTN (public switched
telephone network) – unless regulation changes), video and data to have any chance
of being financially viable.

The other issue for broadband access is that historically overall revenues from the
customer base grow relatively slowly. Although revenues from a particular service
can grow much faster than the overall rate, it is usually via revenue substitution from
other services within the totality of the telecommunications business.

From a macro-economic perspective this is perfectly reasonable and a large sec-
tor of the economy such as telecommunications can be expected to grow in line with
GDP (gross domestic product) of the country (typically � 1–3 %). To have telecom-
munications growing at rates much faster than GDP growth, particularly over an
extended period of time, would imply significant underlying economic change with
spending in telecommunications substituting spending in other parts of the economy
resulting in a down turn in those economic sectors. Growth in telecommunications
spend has indeed exceeded growth in GDP for several years implying underlying
changes in spending patterns have been occurring, however expecting significantly
greater and sustainable increases in telecommunications spend in the future is unre-
alistic.

It can be seen from the results in Fig. 1.11 that there could be big differences
in the bandwidth demands that future network architectures may need to deliver.
A higher bandwidth growth rate implies greater levels of investment but from the
discussion above it is unlikely that revenues will grow fast enough to fund the in-
vestment required. If costs grow faster than revenues, margins are shrinking and this
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is not a good business to be in, and such an economic situation would not encourage
investment in the network infrastructure required to provide the capacity for the new
broadband services and there is a danger that growth could stagnate.

1.4.3 Implications for Bandwidth Price Decline

Ideally the telecommunications industry would like to maintain the return on capital
expenditure (ROCE) during a sustained period of growth, otherwise there is a risk
of profitability suffering or even companies going out of business. A question that
arises as a result of the bandwidth growth in Fig. 1.11 is: what price decline or
learning curve for bandwidth is going to be required to enable the business to remain
viable and maintain ROCE?

If growths are expressed as a compound annual growth rate (CAGR), a macro-
economic analysis produces an analytic relationship which relates revenue growth,
bandwidth growth and the learning curve for the price decline per unit of bandwidth
required to maintain ROCE:

1CGR � .1CGB/
1CL ; (1.34)

where GR: CAGR for revenues,GB: CAGR for bandwidth,

L D log.L%=100/= log.2/;

and L% is the learning curve (expressed traditionally as a percentage)1.
This is the macro-economic condition that needs to be met for a sustainable busi-

ness as bandwidth grows in the broadband future. This relationship is plotted in
Fig. 1.12 with contours of constant revenue growth. It is reasonable to expect time-
averaged revenue growths to be within a few percent of GDP growth around 2 %
to 6 % CAGR. The price decline of communications systems transmission equip-
ment has typically followed an 80 % learning curve, in recent years. This is in line
with the general electronics industry which follows an 80 % learning curve although
Ethernet-based equipment has followed a faster learning curve at � 70%. Using
this range of values with Fig. 1.12 would suggest that overall network bandwidth
growths of � 10% would be economically sustainable. Before the advent of broad-
band, bandwidth growth of networks were of this order or less, and the whole eco-
nomic system for communications networks was internally consistent with price
declines, revenue growth and bandwidth growth.

An approximate CAGR can be fitted to the regions in Fig. 1.11 where bandwidth
from broadband begins to become significant. Using these fitted bandwidth growth
rates and assuming an optimistic 5 % per annum revenue growth, the relationships

1 A learning curve is defined as the percentage decline in price of a product as the product volume
doubles, an 80 % learning curve will mean that the price of a product at a volume V will decline
to 80 % of that price at volume 2V . In this case the product is bandwidth.
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Fig. 1.12 Relationship between bandwidth growth, revenue growth, and bandwidth price decline
for economic stability, the curves are contours of constant revenue growth

Table 1.2 Learning curves required for given network bandwidth growths

Scenario Bandwidth CAGR fit Bandwidth learning curve

Pessimistic �20% �60%
Middle �34% �56%
Optimistic �55% �54%

shown in Fig. 1.12 produce estimates of the required learning curves for bandwidth
price decline as shown in Table 1.2.

Even the pessimistic scenario has 20 % growth and is unlikely to remain economi-
cally viable with the electronic centric network architectures of today even if some
additional new revenues can be obtained from new service offerings. This would
suggest that the current strategies of operators predominantly deploying asymmet-
ric DSL (ADSL) or Cable Modem for Internet surfing, e-mail etc. and assuming
little take up and provisioning of high-quality video services, will still struggle to
remain viable as usage and bandwidth continue to grow leading to increasing use of
bandwidth capping policies and degradation of service performance.

The middle and optimistic scenarios require even faster bandwidth price declines
which are much faster than the typical 80 % learning curves found in the electron-
ics industry. A bandwidth learning curve of � 55% is so fast that it can be safely
assumed it will not be met via electronic equipment price decline. Therefore, fu-
ture network architectures that continue to use traditional electronic solutions will
not produce sufficient bandwidth price decline when FTTP is deployed on a large
scale.

Operators and network providers can control bandwidth growth to some extent by
allowing contention for backhaul and core bandwidth to increase. From a user per-
spective this will appear as increased delay for upload and download as the network
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gets congested in busy periods, effectively reducing the average session bandwidth
per user. Operators can also use bandwidth capping to limit usage by imposing fi-
nancial disincentives if users exceed predetermined bandwidth limits. This strategy
can limit average bandwidth demand but will still often lead to poor network per-
formance in peak periods and of course does not satisfy the latent demand for new
services. The other approach is to consider alternative network architectures that
require significantly less electronic equipment.

1.5 Impact on Network Architecture

The price decline of bandwidth in current networks is in line with the price de-
cline of electronics. Once this observation was noted, it was fairly obvious that this
should be the case. Today’s networks are heavily dependent on the electronics em-
bedded throughout the infrastructure. Although optical transmission is the dominant
technology for transport within the networks, they are mainly used as point-to-point
links terminating in electronic equipment and interconnected by electronic nodes.
The cost of this electronic equipment dominates network costs (once the trench-
ing for cables has been absorbed as a sunk cost – which is the case for established
networks in the developed world). As network capacity increases, the amount of
electronics and the speed of the electronic terminations also increases often super
linearly. It is the price decline of the electronic technology that limits the price de-
cline of bandwidth provision.

To break this relationship and provide much larger price decline per unit of band-
width provision it is necessary to reduce the relative amount of electronics in the
network. To do this it will become necessary to reduce the number of port cards
and electronic nodes. This means using optical technology for far more than just
point-to-point transmission and to move to greater use of all-optical networking to-
gether with a massive reduction in the number of interconnecting routing/switching
centres.

For this chapter “all-optical networking” means that optical technology is used
for routing as well as transmission purposes. This does not necessarily mean that the
routing function is optical packet routing or switching (although this is not excluded)
but it does at least include circuit switching of optical channels using optical space
switches and also optical wavelength-selective switches if appropriate. Whether or
not optical packet switching is required is a further debate. The author’s view is
that optical packet switching is not required over the time scales covered by the
analyses in this chapter, i.e. up to the year 2020. The bandwidth growths, although
unprecedented in the higher bandwidth growth scenarios, can be accommodated
by architectural changes that use optical circuit switching coupled with electronic
packet switching. What is required is the reduction of opto-electronic ports, equip-
ment and nodes. This will need optical circuit bypass of the nodes in the electronic
centric architectures of today’s networks.
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Before we examine possible new architectures that could bring this about,
Sect. 1.5.1 will briefly review the network options available today. This is impor-
tant because any future network must evolve from today’s architectures and will
largely still exploit much of the technology available today.

1.5.1 Options for Optical Networks

Networks are conveniently thought of in terms of layers, the standard model is the
seven layer ISO (International Standards Organisation) model shown in Table 1.3.
It was developed for data communications networks in the late 1970s and is an
abstraction of the processes necessary for reliable and secure communications, the
layering is only a model and is to a large extent arbitrary. This is illustrated by the
third column in Table 1.3 which shows the layering used by the Internet Engineering
Task Force (IETF) for TCP/IP.

The functionality in real networks does not get conveniently assigned to the lay-
ers but will often straddle multiple layers of the ISO model, for example ATM [17]
straddles layers 1 and 2 and even goes into layer 3.

The model also lumps the bulk of the network into layer 1, the physical layer,
and in this chapter we are concerned predominantly with this layer. Most of the
capital investment in a communications network goes into the physical layer and it
is also the layer where the operation, capability and functionality are determined by
physical processes. The upper layers are arbitrary in comparison and are in the form
they are because of agreements in standards bodies and adoption by the community
at large.

The physical layer can also be subdivided into layers and a hierarchy. The basic
cables, duct, manholes, footway boxes and buildings for switching and transmission
equipment is often called layer 0, to fit into the ISO model structure. It is the most
expensive part of a network build, or conversely the most valuable asset of an exist-
ing network, easily representing 80 % or more of the capital expenditure on network
infrastructure. Much of the layer 0 investment is in the access network and the huge
level of investment required has been the major barrier to wide-scale deployment of
FTTP. It is also what has shaped regulatory policy in many parts of the world where
governments have introduced competition into communications services provision.

These local loop unbundling policies were aimed at introducing competition
into the incumbent operators’ copper pair access network. LLU has been the key
to stimulating effective competition with incumbent operators, the investment re-
quired by start-up service providers to install access network infrastructure would
have been prohibitive and the businesses would not have been viable. LLU pro-
vided a means of enabling new service providers access to their customers without
the need to invest in an access network. It did this by forcing incumbent operators
to provide access to the local copper pairs terminated in the local exchange. The
competitive operators could install their own equipment in the local exchange to
terminate the lines of the customers they had recruited for new broadband services
or indeed for both broadband and telephony services.
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Table 1.3 The ISO seven layer network model

ISO Layer Function TCP/IP Model

7 Application Supports actual applications such as e-mail and allows access
to the network services that support the applications

Application

6 Presentation Formats the data for transmission over the network, handles
data encryption, compression, protocol conversion etc.

5 Session This layer sets up the actual session between two terminals
(usually computers) e.g. login and file transfer processes. It
manages and maintains the session for the required time

4 Transport Provides the processes and protocols for actual transfer of
data for example Transmission Control Protocol (TCP), User
Datagram Protocol (UDP)

Transport

3 Network Provides routing through the network, addressing and address
translation, congestion control etc.

Network

2 Data Link Responsible for the processes that transfer data between net-
work elements. It has two sub layers Media Access Control
(MAC) for controlling access on multi-point networks and
Logical Link Control (LLC) which controls framing, syn-
chronisation and data bit error checking

Link

1 Physical This layer conveys the physical signals over the hardware
platform of the network, i.e. cables line/port cards, switches,
routers etc. It also contains the transmission protocols such as
SDH, ATM that convey the data bits through the network

This enabled customers to choose to keep their telephony service with the incum-
bent operator and have a broadband service with a competing operator or move all
their services to a competing operator or keep them all with the incumbent operator.
The regulator controls the price at which the incumbent operator can lease the line
to the LLU operator, usually at a fixed annual rental.

Unfortunately LLU is now becoming a barrier to FTTP as incumbent operators
are required to keep copper cables maintained in a fit state for LLU operators. While
the incumbent operators and the LLU operators are both using the copper network,
the operational costs are manageable (although they are increasing as DSL tech-
nologies keep stressing the copper technology). However, if the incumbent starts to
move customers onto FTTP, the average operational cost per working copper pair
increases almost in proportion to the ratio of total connections to remaining copper
connections, so that if half the customers moved onto fibre, the operational cost per
pair of the working copper pairs will almost double. If these costs are not passed
on to the operators using the copper network, the incumbent operator faces a severe
financial penalty which itself is a major barrier to FTTP investment. Of course the
problem for the regulator is that passing the increased cost on to the LLU operator
could drive them out of business which defeats the original objective of LLU!

There is a further problem with LLU policy which is a consequence of the band-
width growth issue discussed earlier. As we will see in discussions later in this sec-
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tion, one of the ways of changing the network architecture to significantly reduce
network costs will be to bypass local exchanges and reduce the number of network
nodes dramatically. Most of the nodes that will be bypassed are local exchanges
that terminate the copper pairs. However, current LLU policies can place a require-
ment on operators to maintain local exchanges indefinitely because that is where
the copper access network terminates and handover to LLU operators occurs. This
may mean that a future FTTP network that depends on node bypass for economic
viability will have additional barriers to overcome arising from regulatory policy. At
present regulators have not found a suitable evolutionary policy that gets around the
LLU legacy problem, lack of a policy could therefore inadvertently delay large-scale
deployment of FTTP.

1.5.1.1 Access Network Options

If operators and service providers want to meet the customer requirements aris-
ing from the service scenarios discussed in Sect. 1.3.3, they will need to deploy
FTTP solutions to the mass market. In the following Sects. 1.5.1.2–1.5.1.7 the main
options for optical access are discussed. Not all the options are available as stan-
dardised, commercial products today but all are being worked on in some form or
another in R&D laboratories around the world and can be options for consideration
as part of future optical network architectures. The options which are targeted at the
problem of the cost of equipment required for bandwidth growth (driven by FTTP),
exceeding growth in revenues, are discussed in Sect. 1.5.2, including a description
of an intermediate option based on GPON that could be a bridge between the longer
term vision and the commercial solutions available today.

1.5.1.2 Point-to-point Fibre Solutions

A point-to-point fibre solution is the “obvious” architecture for FTTP, it has a dedi-
cated fibre (or fibre pair) from the local exchange or central office to each FTTP
customer and is therefore a direct analogue of the copper pair telephony network
that is ubiquitous today (see Fig. 1.13).

This is conceptually a very simple architecture that has a number of advantages:
in principle each optical path between exchange and customer is independent of the
other paths and therefore customers can be upgraded as required, each customer
has access to all the fibre bandwidth, the system is relatively secure as no traffic
is available to all customers, the point-to-point nature and short distance does not
demand high-performance opto-electronic devices, simple protocols can be used,
and an access line termination equipment fault at the exchange should only affect
one customer.

Unfortunately many of these advantages also lead to disadvantages: The point-
to-point nature leads to high fibre-count cable, several thousand fibres per cable
will be required as the cables converge onto the local exchange and fibre cost is
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Fig. 1.13 Point-to-point fibre from local exchange site

a significant proportion of the installation cost. Also large cables can lead to greater
duct congestion and significantly increased cost if this leads to additional trenching
and duct build. In the event of cable damage high fibre-count cables are expensive to
maintain in both time and materials. The huge fibre bandwidth cannot be shared or
flexibly assigned as it is nailed up to each customer and upgrades require a change
to be made at both the exchange and the customer simultaneously. Also upgrades to
one customer may affect customers connected to the same common interface cards
in the exchange. Routine testing requires access to each individual fibre at the optical
level and is complex and potentially expensive (because of the high fibre count) and
may need to be built into every fibre termination at the exchange. There needs to
be two optical transceivers and optical line terminations per customer (one at the
exchange and one at the customer).

Point-to-point systems that are point-to-point all the way to the local exchange
have to remain short range because of the very high cost of high fibre-count cable in-
stalled over any significant distance. At the local exchange there must be electronic
multiplexing equipment that aggregates the traffic from the access fibre systems
onto a separate transport network for transmission to the first core node. This keeps
the basic architecture and cost structure the same as today’s copper network and the
opportunity for cost reduction is limited to equipment price declines which, as dis-
cussed above in Sect. 1.4.3, is not sufficient to support the high bandwidth growths
that could be generated by FTTP.

Fibre installed from the customer to the exchange is only one of the options for
point-to-point fibre architectures. Another alternative is to use point-to-point fibre
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to a street node which is much closer to the customer. A convenient place for this
node would be the primary cross-connect point (PCP) or cabinet location, which
typically serves a few hundred customers and is usually less than 1 km from the
premises.

At the cabinet multiplexing equipment aggregates traffic onto a feeder fibre (or
fibre pair) which backhauls the traffic to the local exchange site. Because the feeder
fibre count is much smaller, the cables sizes to the local exchange are correspond-
ingly smaller and it should be possible to economically take them deeper into the
network before further multiplexing or switching is required. This could enable by-
pass and eventual closure of many of the local exchange sites, therefore reducing
costs.

The major disadvantage of this solution is of course the large number of powered
and equipped cabinets, which could push the number of active nodes for a mode-
rately sized network with � 6000 local exchanges to about � 80 000 active cabinets.
These active cabinets are in a relatively harsh physical environment and of course
require mains electrical power and battery backup in case of failure of the mains
power source. The use of active cabinets will increase operational costs, although
it is unclear by how much, but of course it is no worse than fibre-to-the-cabinet
(FTTCab) proposals which have active street cabinets to house VDSL equipment
or street MSANs (multi-service access nodes), with reuse of the existing copper
connections from the cabinet to the customer premises.

1.5.1.3 Passive Optical Networks

Passive optical networks (PONs) were developed as a lower cost solution for fi-
bre to the premises by tackling the problem of high fibre-count cable (particularly
the point-to-point fibre to the exchange solution) and the large number of opto-
electronic devices required for the point-to-point solutions. It does this by using
passive optical splitters placed in the fibre distribution network connecting the cus-
tomer to the exchange. These are mounted in fibre splice housings in footway boxes
or manholes.

The passive splitters enable a feeder fibre from the exchange to be shared over
a number of customers; it also shares the exchange termination and the associated
opto-electronic devices (see Fig. 1.14).

The advantages of the PON solution are the smaller cable sizes required and
the reduced number of opto-electronic components. The protocol, that is used to
direct and marshal the customer traffic and avoid collisions, also assigns the capa-
city of the PON across the customers connected. This bandwidth assignment can
be done dynamically and on demand with a process called dynamic bandwidth
assignment (DBA) and enables high utilisation of the PON capacity. The opti-
cal splitters also enable broadcast services to be provided very simply with only
one copy of the broadcast channels needed on each PON; the appropriate service
being selected at the customer equipment (the ONT – optical network termina-
tion).
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Fig. 1.14 Passive Optical Network (PON) – GPON bit rates illustrated

1.5.1.4 BPON (Broadband PON)

BPON was the first fully standardised solution for a PON system although propri-
etary solutions had previously been available for many years. The disadvantage of
the BPON solution is the relatively low bandwidth, typically 622 Mbit=s upstream
and downstream (although early systems where only 155 Mbit=s upstream). Also
the limited power budget provided by standard optical components limit the split
to about 32 ways and the distance or reach to a few kilometres. This limited reach
means that the physical topology of BPON networks doesn’t fundamentally change,
for example there is little opportunity for exchange bypass and therefore termina-
tion equipment is placed in existing local exchange buildings together with routing,
switching and traffic aggregation (multiplexing) equipment. The exchange therefore
still needs traffic aggregation and grooming equipment with a separate transmission
system for backhaul of the aggregated traffic to the core nodes and, as with the
point-to-point architectures, the cost structure of the network is largely unchanged
with little scope for the radical cost reductions needed.

1.5.1.5 GPON (Gigabit PON)

The limited bandwidth of BPON and some protocol limitations on range and split
were improved considerably with the later GPON standard from the FSAN (Full
Service Access Network) forum and the ITU (G984). Although GPON specifi-
cations cover a wide range of bandwidth possibilities, the version of interest to
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most operators is 2.4 Gbit=s downstream and 1.2 Gbit=s or 2.4 Gbit=s upstream. The
GPON protocol is also very versatile and efficient, capable of native TDM services,
ATM transport and efficient packet transport, including Ethernet, using the GPON
encapsulation method (GEM) which is based on the SDH generic framing proto-
col (GFP). The latest versions of the GPON standards have deprecated the native
ATM mode so this will no longer be supported in future versions of GPON. GPON
also has DBA and a comprehensive operations, administration, and maintenance
(OA&M) capability including network protection mechanisms.

The protocol extends the split up to 128 ways with 60 km total range and 20 km
differential range. However, as with BPON the standard optical components speci-
fied do not allow the full range and split offered by the protocol to be achieved
simultaneously, and generally the combined range and split capability is in practice
no better than BPON, although the higher bandwidths are available.

1.5.1.6 EPON (Ethernet PON)

EPON (Ethernet PON) also called GEPON is the Ethernet only version of PON
systems. This is an important option because it has been widely deployed in Japan
as a broadband overlay solution offering high-speed data services. The widely de-
ployed standard is a 1 Gbit=s system (a Gigabit Ethernet (GE) payload). It has simi-
lar performance to BPON and GPON with standard optical components, although
GPON has a greater payload with current generation equipment. The more impor-
tant limitation of EPON is the limited standardised OA&M capability, the fact that
it is Ethernet only, and it is still unclear how well legacy services can be transported
over such a system, particularly POTS and TDM services (particularly those that
extract timing from the network clock).

In Japan EPON has been used as an overlay network delivering new broad-
band services so the legacy issues have initially been avoided. However, it is more
likely in Europe that an FTTP solution must deliver all services in order to dis-
place legacy networks and reduce operational costs where deployed. Therefore, at
present the GPON solution is favoured over the EPON solution. However, develop-
ments are still occurring to both systems (a 10 Gbit=s IEEE standard version is be-
coming available) and the two solutions need to be continuously monitored and
compared.

1.5.1.7 WDM PON

WDM PON is a relatively new development for PON systems, which tries to exploit
the fibre-sharing advantage of the PON system while logically being a point-to-point
solution (see Fig. 1.15).

As the name suggests it does this by exploiting the wavelength domain by setting
up a dedicated wavelength channel over a common feeder fibre to a wavelength
demultiplexing device at a location near to the customers being served (the same
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Fig. 1.15 WDM PON, logically a point-to-point system with one wavelength to each terminal

device can act as a multiplexing device for the upstream direction). From this device
individual fibres are fed to the optical terminations such that the fibre architecture
is similar to BPON or GPON but the splitting device is a WDM device rather than
a power splitter.

The use of a WDM device relaxes the power budget by avoiding the inherent
10 log.N / dB loss of the passive power splitter used in BPON, EPON or GPON.
However the broadcast capability has now been lost, as has the DBA capability
that can share unused bandwidth across customers on demand. The WDM device
also locks the network spectrally and means that upgrades can only be achieved by
changing the exchange and customer terminal equipment simultaneously (the same
as point-to-point systems) and the ability to have wavelength agility in the future has
been lost. WDM PON also requires a pair of opto-electronic devices per customer
and to simplify the logistics of stores holding, installation practice and repair pro-
cesses the ONT needs to be “colourless”. That is any ONT connected to the WDM
PON must be able to work on any of the wavelengths operating on the system. One
way of doing this is to lock the ONT optical transmitter to a seed wavelength trans-
mitted from the exchange. To keep these devices low cost and simple is a technical
challenge for device manufacturers and the solution chosen could have a major im-
pact on system performance and is still a topic being researched. Currently there are
no standards and the economics of such a system are very unclear.

The lower power budget requirements could mean that longer reaches would be
technically possible, however the WDM splitter has a similar total split to a 32-
way split BPON which means there will only be of the order of 32 customers per
feeder fibre. This is a useful level of fibre sharing to reduce the size of the very high
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fibre-count cables that are required for point-to-point solutions but the economics
of long lengths of the moderately high fibre-count cables required with WDM PON
will limit the scope for major exchange bypass. Generally WDM PON systems will
be terminated on to local exchanges and, as with BPON, separate backhaul and
aggregation equipment will be required at the local exchange. Therefore as for all
the systems described above there is little fundamental change to the structure of the
end-to-end network economics and little potential for any radical cost reduction.

1.5.2 Long-reach Access

The common issue with all the above systems is the economic viability of FTTP for
mass market deployment. All the architectures above rely on equipment price de-
cline to reduce the cost of bandwidth in order to remain economically viable. None
of the above architectures produce any fundamental change to network economics,
in particular they keep the backhaul and access networks separate and require mul-
tiplexing and aggregation electronics at the local exchange site. The cost of the
local exchange and the corresponding backhaul networks can be as large as the ac-
cess network, particularly when the high bandwidth and low contention required for
high-quality personalised video services is to be provided. To solve this problem full
end-to-end network economics must be taken into account as consideration and de-
sign of access, metro/backhaul and core networks separately is generally not going
to lead to economically viable solutions.

The need to reduce electronic nodes in the end-to-end network led to the long-
reach access solution as a means to eliminate the separate backhaul/metro network
and also the electronic aggregation node at the local exchange or central office.
The basic architecture (shown in Fig. 1.16) is a single wavelength amplified PON
system with 100 km reach, a line speed of 10 Gbit=s and up to 1000 way split (to
share the backhaul fibre as much as possible and also to get maximum statistical gain
from traffic carried). The 10 Gbit=s line rate provides a sustained or average rate of
10 Mbit=s per customer (if the full 1000 way split is deployed) but more importantly
enables customers to burst for short durations up to Gbit=s speeds, depending on
the ONT capability and customer interface port speeds. This allows large files to
be transferred very quickly and even high-definition feature length films could be
transferred in a few 10s of seconds. In Fig. 1.17 a further stage of evolution is
shown where WDM has been added to increase the capacity and provide flexibility
in the wavelength domain for customer and bandwidth management. Also shown
for completeness is the optically switched inner core, which together with the long-
reach access could reduce a UK-sized network from currently � 5600 exchange
locations to only � 100 large nodes.

Work at BT Martlesham and the Tyndall Institute in Cork, Ireland, has experi-
mentally verified that from an optical power budget and transmission perspective
such a long-reach access system is technically viable [18] and WDM options have
been investigated in the EU collaborative project PIEMAN [19–21] with initial sys-
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tems and protocol issues investigated within the EU MUSE project [22]. An early
LR-PON solution has also been demonstrated by Siemens [23].

1.5.2.1 Extended-Reach GPON

There are a number of technical and design issues still to be resolved for a viable
long-reach access solution to be developed into a standard product ready for de-
ployment. However, an interim solution that paves the way for this architectural ap-
proach is “Extended-Reach GPON” [24]. As mentioned in Sect. 1.5.1.5 the GPON
protocol can support up to 128 way split and 60 km range but the standard opti-
cal components cannot realise this capability in a practical system. By adopting
the ideas from the long-reach access vision, an amplifier module can be added to
GPON to enable the full protocol capability while still keeping the standard GPON
optical component specification. This means that a standards-compliant GPON sys-
tem can be easily upgraded to a longer reach version simply by incorporating the
in-line amplifier module. The architecture is schematically shown in Fig. 1.18 and
uses commercially available semiconductor optical amplifiers (SOAs) capable of
operating at the wavelengths of standard GPON.

A 4 � 4 optical star coupler is added at the local exchange site where the OLT
for standard GPON would be placed. The 4 � 4 coupler increases the split of stan-
dard GPON from 32 ways to 128 ways by combining together four, 32-way GPON
access networks. The four ports on the metro-node side of the star coupler have the
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Fig. 1.18 Extended-reach GPON – an interim solution to long-reach PON

semiconductor amplifiers attached, the use of four ports enables two fibres working
over two fibre paths to two separate metro-nodes enabling dual parenting protection
switching. One of the metro-nodes is the protection site and the other is the primary
site. The protection metro-node sites will house a standby OLT (OLT S in Fig. 1.18)
which can be switched to an operational state in the event of a fault in the equipment
or connection to the primary metro-node.

Amplified extended-reach GPON (ER-GPON) can offer a short-term expedient
to long-reach access, enabling bypass of a large proportion of the local exchanges
and elimination of the backhaul transport network where it is deployed. The fibre
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architecture is compatible with long-reach access and could be upgraded at a later
date when the long-reach access system becomes available for deployment and the
service demands and business environment make it viable. Recently a new XGPON
standard G987 has been published which is an interim between a full long-reach
PON and extended-reach GPON. It provides for greater split and higher bit rates
compared to GPON and will probably be the standard that will evolve to a full wave-
length-flexible 10 Gbit=s symmetrical bandwidth long-reach PON in the future.

1.5.3 Metro Network

The metro network provides the interconnectivity between the access network and
the core network and is sometimes also known as the backhaul network. In countries
with relatively small geographical coverage this interconnectivity largely consists
of transmission systems that collect the aggregated traffic from the access nodes
or exchanges and transports that traffic to the nodes of the outer core network also
called metro nodes. In countries with large geographical coverage the metro network
is sometimes subdivided into a metro access network and a metro core network.

1.5.3.1 Metro Network Architectures

Architecturally, small country and large country networks are not too dissimilar, the
main differences being of scale/geographical range and nomenclature. The metro
access region is similar to the network connecting access nodes to outer core nodes
in small country networks and can also be called the backhaul network. The metro
core network is then similar to the outer core network which connects the outer
core nodes sitting on the edge of the core network to the inner core nodes that
are interconnected via the long-distance transmission links. There are a wide range
of technologies used for the transmission systems for metro networks which are
usually implemented in either point-to-point or ring topologies.

When networks carried predominantly telephony traffic, the backhaul or metro
access networks were often implemented using point-to-point transmission sys-
tems based on PDH technology (plesiochronous digital hierarchy) at rates between
1.5 Mbit=s and 565 Mbit=s, although the higher rates were usually found in the core
network rather than the backhaul network (prior to the digital era this transmis-
sion was analogue and used FDM over copper transmission technology, e.g. coaxial
cable). PDH was not a synchronous system and required a complex multiplexing
procedure to multiplex data streams from multiple sources having slightly differ-
ent clock rates. This meant that adding and dropping traffic at intermediate nodes
along a transmission path was complex and costly requiring full demultiplexing
and re-multiplexing of the data stream. When SDH technology emerged in the late
1980s, it was designed as a synchronous system and had a frame structure that
was very flexible both for mapping all types of digital traffic into it and also for
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adding and dropping traffic efficiently at intermediate points along the transmis-
sion path. The add-drop multiplexers (ADMs) used to remove or insert traffic at
the intermediate node could also be connected in closed rings which gave a pro-
tection mechanism whereby traffic could be switched at an ADM to go round the
ring in the other direction enabling circumvention of a fault or cable cut in a sec-
tion of the ring. In the metro network SDH is used in both point-to-point and ring
configurations.

Ring networks are particularly useful at low to moderate traffic levels where the
traffic inserted and dropped at each node in the ring is a small fraction of the ring
capacity. Rings become more problematic at high traffic levels where the total traffic
exceeds the capacity of the ring. In these cases rings need to be stacked and a cross-
connect is required to move traffic from one ring to another which increases the cost
associated with the transmission systems.

To increase the capacity of the fibre links, WDM can be used, and in these
systems capacity can be added incrementally by additional wavelengths as traf-
fic growth demands. The basic optical WDM devices need to be installed at day
one but the additional transponders/line cards needed for each wavelength are only
added when required. At each node interconnected via the WDM system an opti-
cal add-drop multiplexer (OADM) is installed. In simple systems the wavelengths
added and dropped at the OADM are configured manually often as part of the ini-
tial system design and installation. Subsequent changes to the configuration require
manual intervention which is perfectly viable if changes are relatively infrequent.
However, if network operators need more dynamic and frequent reconfigurability,
then reconfigurable OADMs (ROADMs) can be used. These are more complex and
consequently more expensive than simple OADMs but have the advantage that they
can be remotely configured and therefore save operational costs in a more dynamic
traffic environment. The number of fibre routes connecting an ROADM to other
nodes is called the degree of the node; a ring has two routes at each ROADM and
therefore has degree 2. However, in recent years ROADMs with degree greater than
2 have emerged. These ROADMs can be used for ring interconnections enabling
wavelengths to traverse from one ring to another. They also enable metro networks
to migrate from ring topologies to mesh topologies as bandwidths grow in the future
making ring topologies less viable. With these higher degree ROADMs the distinc-
tion between a full optical cross-connect (that would more usually be considered for
mesh networking) and an ROADM is blurring.

1.5.3.2 Elimination of Metro Networks

In Sect. 1.5.2 the concept of long-reach access (namely LR-PON) was discussed,
long-reach access takes the access network deep into the network to the outer core
switches/routers or metro nodes which effectively eliminates the separate metro ac-
cess transmission network. The LR-PON performs the aggregation, multiplexing
and routing function normally performed by the local exchange equipment, the PON
protocol can also assign bandwidth as required to customers using a DBA protocol.
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It can therefore also perform the functions of the access aggregation switches/routers
at the local exchanges and therefore eliminate this equipment and the buildings re-
quired to house it, which in time could be closed down and sold off to be re-used for
other purposes. The additional cost for the long-reach access network is the ampli-
fier module at the old local exchange site, this is required to extend the PON reach,
split and capacity. The cost of this optical amplifier equipment and infrastructure is
significantly less than the cost of the local exchange equipment, buildings and the
metro transmission systems the LR-PON replaces. Furthermore, it also consumes
significantly less power and therefore paves the way for a much “greener” network
solution.

The large split of the long-reach PON enables a very fibre-lean network with
a high degree of fibre sharing and utilisation of the long-distance “metro fibre” be-
tween the old local exchange site and the outer core or metro nodes.

When the economics of these networks are compared via a cash flow analysis,
the long-reach PON solution produces the shortest time to positive cash flow and
also the lowest investment of risk capital.

1.5.4 Core Networks

In the previous sections the options for the access and metro networks have been
discussed and from the perspective of bandwidth growth and economic considera-
tions the most favourable solution for a future generation FTTP network will be
long-reach access networks connecting directly into the core network nodes. This
solution enables bypass of the local exchange sites and the elimination of the metro
access transmission systems which reduces the combined access and metro network
costs significantly and gives the lowest risk and shortest time to positive cash flow.
The high bandwidths enabled by FTTP will also drive significant bandwidth growth
into the core network and will also put pressure on the economic viability of the
core network architecture and technology.

From the simple service scenario discussed earlier it can be expected that FTTP
customers could easily drive sustained bandwidths to � 10Mbit=s or more. This
level of bandwidth growth is unprecedented and is a real paradigm shift in the levels
of traffic networks will be required to cope with. To get some feel for the impact of
such growth consider some very simple order of magnitude calculations for a net-
work with � 20million premises. Assuming 50 % of end user premises will take up
and use an FTTP offering then it would mean:

• 10 million end users at 10 Mbit=s per end user
• 100 Tbit=s total sustained busy period traffic
• � 100 core nodes (assuming an LR-PON access network architecture with

100 km reach)
• 1 Tbit=s average traffic per node
• � 10Gbit=s average traffic between each node pair (assuming little turn-around

traffic at the traffic ingress node).
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Fig. 1.19 Number of nodes traversed by an optical path through a 100-node network

It should be noted that statistically the probability of all users using a sustained
rate of 10 Mbit=s simultaneously would be vanishingly small and that practical net-
work bandwidths even for this scenario would be significantly lower. If traffic levels
are of the order of 10 Gbit=s between all node pairs, then this is equivalent to assign-
ing one optical wavelength between all node pairs. With direct optical wavelength
connections between all node pairs there is no need for grooming or add-drop elec-
tronics at intermediate nodes. If there is no intermediate grooming, then the network
could be a flat, single layer all-optical network, and such an architecture reduces
a network of UK size from one with � 5600 exchange locations containing elec-
tronic equipment to � 100 electronic switching/routing nodes.

The use of an all-optical core network will considerably reduce the amount of
electronics required in each of the core nodes. The reduction in traffic that needs
to pass through the core node router can be seen by considering the traffic paths
required across a 100-node core network.

All nodes will need at least one wavelength to all other nodes. These optical paths
will traverse the network and in doing so will pass through intermediate nodes.

The distribution in Fig. 1.19 shows the number of nodes traversed by these optical
paths for a 100-node network. In today’s electronics centric networks each optical
path would be terminated at each node it passes through, requiring opto-electronic
conversion on the ingress and egress ports for every wavelength. The traffic carried
on each wavelength would then be switched/routed through each intermediate node
from the ingress port to the egress port; this requires the switch/router capacity to
cope with all the through traffic as well as the traffic destined for that particular node.
Studies of the UK network show that as much as 70–80 % of the traffic entering
a node can be through traffic. If this traffic can be made to bypass the node router by
remaining in the optical domain, then there are enormous savings in opto-electronic
interfaces and significant reduction in switch/router capacity required. To provide
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optical bypass in the wavelength domain will require cost-effective optical switches
to be added as an optical layer at each metro/core node in the network.

This optical layer effectively creates a flat rather than hierarchical core network.
The flat architecture avoids the need for the opto-electronic conversions at layer
boundaries as transmission paths traverse the network, and as mentioned above
it also reduces the size of the routers required by not electronically handling the
through traffic. The hierarchical architecture however allows for sub-wavelength
grooming whereby traffic from several nodes could be multiplexed on to a shared
wavelength for onward transmission to a destination node and also allows traffic to
be added and dropped at any of the intermediate nodes on the route.

From this simple qualitative discussion, it can be seen that for low traffic lev-
els a hierarchical core would use optical transmission capacity more efficiently but
requires greater router capacity, while for higher traffic levels the flat architecture
makes more efficient use of core node resources but could under utilise wavelengths
if the traffic levels are too low. It can be expected therefore that as traffic levels rise
a transition will occur whereby, to minimise cost, networks will need to evolve from
a hierarchical architecture to a flat all-optical architecture.

The flat architecture is expensive for low traffic levels because the flat core re-
quires large numbers of wavelengths at each node to simply provide the wavelength
mesh connectivity required and therefore has high up-front expenditure. At low traf-
fic levels the wavelengths are inefficiently filled but traffic can grow to high levels
without further expenditure. The hierarchical network however can efficiently fill
the wavelengths by use of sub-wavelength grooming and therefore requires signifi-
cantly fewer optical wavelengths in the core to provide the required connectivity.
However, as traffic grows the equipment required grows and eventually crosses the
flat optical core curve at some traffic level in the future. Estimates suggest that this
could occur by 2015 but planning and early implementation of the optical layer
to enable the transition would need to start much earlier than this date. It should
be noted at this point that the size of the all-optical flat core will need to be lim-
ited as the number of wavelengths required for full interconnectivity grows as N 2.
Networks for very large countries will therefore probably need optical islands with
a limited number of nodes which in turn will be interconnected by another very long-
haul flat optical layer. At the boundary of this layer and the interconnecting nodes
of the optical islands there would be optical-electrical-optical (OEO) conversions
and regeneration of the optical signals as well as routing capacity to groom traffic
onto the inter-island transmission paths. The optimum size of the optical islands
will be a trade-off between optical and electrical switching costs and transmission
costs.

The simple analysis used at the beginning of Sect. 1.5.4 assumed that all the
metro/core nodes are equal in size, in practice there will be a considerable range of
core node sizes. The larger core nodes will have several 10s of fibre links connected
to them even with 80-channel DWDM systems. Many of these fibres will have all
the wavelengths carried as through wavelengths to other nodes. The architecture of
the metro/core node may therefore need two layers of optical switching – a low-
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Fig. 1.20 Future optical metro/core node architecture. Fibre switch enables fibre bypass of node,
cascading nodes leads to requirement for ultra-low-loss optical switches. Electronic switch/router
only needs to process destination traffic. Therefore size, power consumption and OEO port count
are minimised. Some fibres from the optical space switch are diverted to the wavelength switch for
local node wavelength add/drop

loss fibre space switch switching at the fibre level and a wavelength-selective switch
(WSS) switching at the wavelength level. The architecture of the node would then
look something like that shown in Fig. 1.20 [25].

The optimisation of such an architecture, getting the right balance between fi-
bre switching, wavelength switching/multiplexing and electronic switching/routing/
multiplexing functions is still an area of research as are methods and technologies
that can enable graceful growth at any of the layers to meet the conditions at any
particular node.

Of particular relevance to this all-optical architecture is the balance between
wavelength multiplexing versus higher transmission speeds. High transmission
speeds can mean lower wavelength counts and fewer transponders at terminating
nodes. However, getting efficient fill on higher granularity wavelengths may require
sub-wavelength grooming which gets away from the advantages of the flat optical
core network. More wavelengths give more optical switching flexibility with pos-
sibly more graceful growth and simpler transmission systems but at the expense of
more line equipment. However, an additional advantage may be greater resilience
and therefore networks with greater overall availability. It may be that higher speed
systems (40 Gbit=s or 100 Gbit=s) are used selectively on the highest capacity links
where there is sufficient traffic between nodes that sub-wavelength grooming will
not be required while 10 Gbit=s may be used more ubiquitously on the larger num-
ber of lower capacity routes. The actual choice will depend as much on economic
and resilience analyses as technical capability of the transmission equipment and is
a continuing research topic.
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1.6 Summary – Future Evolution of Optical Networking

The aim of this chapter was to give an overview of the principles of optical net-
working and the issues to be addressed as the true broadband network of the future
evolves. Section 1.1 was a very brief historical introduction. Section 1.2 was a brief
overview of optical networking. The reasons and drivers for moving to optical net-
working including fibre to the premises (FTTP) was discussed in Sect. 1.3, Sect. 1.4
examined the economic challenges introduced by FTTP and Sect. 1.5 reviewed the
network architectural issues and options.

Optical networking with fibre to customer premises will provide a network with
the best capability possible with known technology but it is going to bring some
major economic and operational challenges for operators and network providers.
All-optical networking in the access, metro, and core networks means that the same
basic transmission technology and capability is present in all layers of the network
hierarchy. That being the case and given the economic necessity to share the capacity
of metro and core fibre across many customers, it is apparent that customers cannot
have all the capacity of the access fibres connected to them. This implies sharing of
the access fibre capacity and that multiplexing, traffic grooming and consolidation
must either occur at the access-metro network boundary or preferably, from an eco-
nomic perspective, in the access network itself. When reviewing the possible access
network options it was shown that the lowest cost FTTP solution is based on the pas-
sive optical network architecture with passive splitting close to the customer. This
enables maximum fibre and network resource sharing by the customers connected
to the network.

In Sect. 1.4 the economic challenges arising from the bandwidth growth enabled
by FTTP were discussed. It was shown that there is a fundamental problem with cur-
rent electronic centric architectures because the price decline of the network equip-
ment required to service the potential bandwidth growth is insufficient to enable the
network provisioning cost to grow at rates less or equal to the revenue growth that
can realistically be anticipated. It was concluded that the only way of resolving this
challenge would be to reduce the amount of the expensive electronic equipment in
the network by eliminating access nodes (central office/local exchanges) and also
elimination of the metro access transmission systems. The architecture proposed to
achieve this was based on a long-reach PON with enhanced capacity, reach and split
enabled by using optical amplifiers at the site of the old COs/local exchanges.

The huge growth in bandwidth also has major implications for the core network
where minimisation of electronics for OEO conversions, transponders, routers etc.,
is also very important if an economically viable network is to be achieved. The so-
lution discussed was migration of the core network to include an all-optical, circuit-
switched layer, above the electronic router layer. In this way traffic paths travers-
ing the core network from ingress nodes to egress nodes can bypass the electronic
routers in the traversed core nodes and stay in the optical domain. For high-capacity
networks this results in a large reduction in OEO conversions required for transpon-
ders and router I/O cards (router blades). This also reduces the required capacity,
size and power consumption of the core node routers leading to much lower costs
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and a much “greener” solution for the future network. However, it was also pointed
out that for the traffic levels in today’s network the electronic centric core is emi-
nently sensible because there is generally insufficient traffic to efficiently fill the
majority of the optical circuit-switched channels that would be required to fully in-
terconnect all the core nodes of a country-wide (or large region) network. However,
at some point in the future as network bandwidth grows the all-optical core network
layer will be necessary to keep core network costs under control. There is therefore
the outstanding problem of how best to transition from the electronic centric core
networks of today to the all-optical network required for the future.

Although not discussed in this chapter there is also much work to be done on
core bandwidth mitigation techniques where the architecture and operation of the
network minimises the amount of traffic that needs to enter and transit the core
network and could instead be kept or turned round in the access network (this is
particularly relevant to the long-reach access network architecture).

In conclusion the most significant features of future networks compared with
today’s networks will be the growth in bandwidth they will need to cope with and
that optical networking will be required in all parts of the hierarchy. This has an
impact on the requirements for future optical components and technology.

The greatest challenge for the photonics industry is to move much of the high-
performance technology used in core networks into high volume and low price
components for the access network. The access network will require stable high-
performance components at consumer electronic prices (10 Gbit=s and possibly
even coherent technology in the future). Customer premises transmitter and receiver
modules will need to become wavelength-tuneable devices to be both “colourless”
and provide the ultimate flexibility in bandwidth management in the network. Low-
cost, optical amplifiers with low noise figure (and ideally wide spectral width cov-
ering much if not all of the optical fibre windows) will be needed and they ide-
ally should be capable of multi-wavelength operation without introducing crosstalk
(quantum dot amplifier technology may be a solution for this). Low-loss optical
circuit switching including wavelength-selective switches will be required for the
core network and long-distance high-capacity transmission systems including co-
herent solutions will also be required for the higher capacity routes across the
core.

Whether or not optical signal processing and also optical packet switching will
be required is a further debate not discussed in this chapter. If it is required, it is
probably a long time in the future. Optical circuit switching enabling optical layer
bypass of through traffic in the core network significantly reduces the capacity re-
quirements of the core nodes enabling electronic routers a much longer life. Also
there has been negligible work on core bandwidth mitigation techniques which may
further reduce the growth in core network bandwidth and enable electronic routers
to cope with traffic demands for many years to come.

Whatever the final evolution and direction of network technology development
and deployment the selection process is ultimately going to become one of lowest
cost and, end-to-end network, economic viability for all the players in the commu-
nications business.
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Chapter 2
Optical Fibers

Pascale Nouchi, Pierre Sillard, and Denis Molin

Abstract The chapter starts with the fundamentals of light propagation in optical
fibers, followed by the essentials of fiber fabrication. Subsequent sections focus on
typical loss and dispersion characteristics of single- and multimode fibers includ-
ing relevant information on standardization. The basic elements of fiber cables for
various applications constitute another topic followed by new developments such as
microstructured and Bragg fibers, hybrid devices combining glass fibers and semi-
conductors, and multicore and multimode fibers as well.

2.1 Introduction

Within the past 40 years, optical fibers have evolved from a not-so-transparent glass
tube to an extraordinarily efficient transmission medium, now acknowledged as
a central element of modern telecommunication networks. Who could have imag-
ined then, that by now several hundred million kilometers of fibers would have
been installed worldwide, allowing today’s highly sophisticated World Wide Web
(WWW) to link the whole planet in real time? Since the first proposition of using
glass fibers as a data transmission medium in 1966 [1], optical fibers have had an
extremely dynamic development, always sustaining the evolution of transmission
systems and the growing needs for bandwidth.

It is the purpose of this chapter to give the reader some basic knowledge about
optical fibers: How are they fabricated? What are the key characteristics and what
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are the different optical fibers? What are the latest innovations? This chapter is thus
organized as follows: The first section includes some fiber basics to give the reader
a very first insight into fiber propagation and to introduce the two main categories of
optical fibers, that is, single-mode and multimode. The following two sections are
dedicated specifically to multimode and single-mode telecom fibers, respectively. In
each of those two sections, we describe in detail key fiber characteristics, the dif-
ferent types of fibers that have been developed over the past few years, and some
standardization basics. The subsequent section will shortly present fiber cables for
telecom applications, and we will finish with the latest developments on novel opti-
cal fibers.

2.2 Fiber Basics

2.2.1 Principle of Light Propagation in Optical Fibers

An optical fiber is a thin cylindrical strand of silica glass, consisting of a central
core surrounded by a cladding: the core has higher refractive index nco than the sur-
rounding cladding ncl (nco > ncl), thus allowing light to be guided through internal
reflection. Typical dimensions are from 10 to a few 10 s of µm for the core diameter,
depending on fiber type, and 125 µm for the cladding. The index difference between
the core and the cladding is very small, ranging from � 5 � 10�3 to � 30 � 10�3,
again depending on fiber type.

Geometrical optics is often used to get a first physical insight into light propa-
gation. Indeed, light guidance can be simply described by a succession of total in-
ternal reflections (TIR) at the core–cladding interface, with each optical path within
the fiber corresponding to one “mode” of propagation. This is illustrated in Fig. 2.1.
Fibers allowing several modes to propagate are called multimode fibers (MMF),
while fibers allowing only one mode to propagate are called single-mode (SMF).

Snell–Descartes law can be used in a straightforward way to derive the angle
of acceptance, or critical angle 
0, which defines how much light is captured and
guided through a multimode fiber. Any light coming into the fiber at an incident
angle larger than 
0 will not experience TIR and will thus not be guided through the
fiber. The following relation relates 
0 to the fiber characteristics:

sin 
0 D
q
n2co � n2cl D NA; (2.1)

where NA is the numerical aperture. The larger the NA, the larger the number of
modes. Classical silica-based multimode fibers have NA ranging from 0.2 to 0.3.
Again, geometrical optics cannot replace a full description based on electromagnetic
theory and Maxwell’s equation. Basic principles will be given in the next section. It
should also be emphasized that TIR is not the only mechanism that allows light to be
guided. Over the past 10 years, much research has been devoted to new fiber types
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Fig. 2.1 Schematic of light propagation, based on geometrical optics

Fig. 2.2 Step index profile (a) and parabolic index profile (b)

that rely on different physical mechanisms to guide light. This will be described in
the last Sect. 2.6 of this chapter.

We conclude this section with a few words about the refractive index profile n.r/
that describes the change of index over the fiber cross-section. The index profile
fully defines the properties of light propagating through the fiber. The most simple
index profile consists of a step, i.e., a core with a constant index of refraction, but
we will see in Sect. 2.4 that profile shapes have become increasingly complicated as
fiber requirements have become more stringent. Figure 2.2 illustrates the two most
common index profiles, that is the step and parabolic profiles. The parabolic shape,
also called graded-index, is essentially used for multimode fibers, while a large va-
riety of shapes can be used for single-mode fibers (SMF), ranging from the simple
step to more complex segmented structures.

2.2.2 Modal Theory of Light Propagation in Optical Fibers

Light propagation in optical fibers is governed by Maxwell’s equations, like all
electromagnetic phenomena. For a detailed theory, the reader can refer to well-
established textbooks about optical fibers [2, 3]. In this section, we intend to give
a short overview of the most important equations and to introduce the concept of
modes from an electromagnetic perspective.
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Recall that for an isotropic, nonconducting, nonmagnetic medium, Maxwell’s
equations can be written as:

r � E D �@B=@t; (2.2)

r � H D @D=@t; (2.3)

r 	 D D 0; (2.4)

r 	 B D 0; (2.5)

where E and H are the electric and magnetic vectors, respectively, and D and B

the corresponding flux densities. In a dielectric medium, they are related to field
vectors by:

D D "E ; (2.6)

B D �0H ; (2.7)

where " is the dielectric permittivity and �0 is the vacuum permeability.
The wave equation is obtained by combining the above equations to isolate the

electric vector E . Assuming that loss is low enough so that permittivity " is real and
replacing " by "0n2 – where n is the refractive index profile – leads to the following
wave equation:

r2E � n2

c2
@2E

@t2
D r.r 	 E/ D �r �r.ln.n2// 	 E

�
: (2.8)

We saw in the preceding section, that in optical fibers the index difference between
the core and the cladding is small, of the order of � 10�2. This feature allows one to
fully neglect the term on the right side of (2.8). This is called the “weakly guiding
approximation” [4], which allows for a simpler description of guided wave propa-
gation.

Cylindrical symmetry of the guiding structure is another important feature that
allows writing any of the field components in cylindrical coordinates .r; 
/ as:

E D F.r/G.
/ei.!t�ˇz/; (2.9)

where ! is the angular frequency and ˇ the propagation constant of the field propa-
gating along the z-axis.

Inserting (2.9) into the wave equation (2.8) within the weakly guiding approxi-
mation yields the following important equations:

8̂
<̂
ˆ̂:

d2F

dr2
C 1

r

dF

dr
C
�
k2n2 � ˇ2 � �2

r2

�
F D 0;

d2G

d
2
C �2G D 0:

(2.10)

Here, k is the wavenumber, equal to !=c or 2	=�, and � is the azimuthal number,
that can only take integer values due to the 2	 field periodicity.
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Fig. 2.3 Schematic of radial distribution of LP01 mode (a) showing a 3D computed plot, and LP85

mode (b) showing a computed cross-section of the intensity

In the case of a simple step-index profile, with constant index values in the core
with radius a and in the cladding, the solution of (2.10) is well known and takes
the form of Bessel functions. In the case of more complicated index-profile shapes
within the core, even though many strategies have been developed in the past to
solve this scalar wave equation, numerical methods are applied.

There are many solutions to (2.10), each solution being called a mode and being
defined by its propagation constant and field distribution. However, we are only
interested in the guided modes, whose radial distributions should be finite at r D 0

and decay to 0 at infinity. It is then possible to show that all the guided modes have
a propagation constant that follows:

ncl <
ˇ

k
< nco; (2.11)

where ˇ=k is the effective refractive index neff, nco is the maximum index within
the core, and ncl is the cladding index.

Whatever the index profile is, it is necessary to apply the boundary conditions,
that is the electric field and its derivative are continuous at the core–cladding in-
terface, leading to the well-known eigenvalue equation which only depends on the
index profile, the wavelength, and the azimuthal number and whose solution is the
propagation constant ˇ. Depending on the profile parameters and wavelength, this
equation will have one or more solutions for each integer value �. Each solution
is labeled ˇ��, (where � D 1; 2; : : : ) and corresponds to a mode of propagation
labeled LP�� whose optical field distribution is obtained from (2.10), knowing ˇ��.
LP stands for linearly polarized. Indeed, it is possible to show that modes are nearly
transverse. Figure 2.3 shows examples of radial distributions of different modes.

In an SMF profile parameters are chosen so that the only mode that propagates
is the LP01 mode. As can be seen on Fig. 2.3, this mode is nearly Gaussian.
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2.2.3 Fiber Fabrication

Over the past 40 years, silica glass has proven to be the material of choice for opti-
cal fibers, combining both low loss and good reliability and being easy to process.
Research is still going on to find alternative materials, but current interest is directed
toward very specific applications in the field of nonlinear optics. In the case of silica
glass, the index profile can be tailored by the addition of a small quantity of dopants:
Ge (P in some cases) to increase the index of refraction, and F (B in some cases) to
lower it. For example, changing the index of refraction by 1 � 10�3 with respect to
silica requires about 1 wt% of Ge only.

Fiber manufacturing has become an extremely well-mastered process. Geometry
is controlled to the micron level, while material purity is controlled to well below
parts per billion levels.

Fiber manufacturing is a two-step process. The first step is the fabrication of
a high-purity rod called preform. This rod has exactly the same composition and
cross-sectional profile as the fiber but its diameter is a few centimeters. Because
of its larger size, it is possible to achieve a very good control of the index profile.
Different techniques are currently used by fiber manufacturers to make preforms [5]:
modified chemical vapor deposition (MCVD), plasma chemical vapor deposition
(PCVD), vapor axial deposition (VAD), and outside vapor deposition (OVD). For
all these methods, glass is created from a high-temperature reaction between gases.
In the case of MCVD, glass is formed layer after layer on the inner surface of a tube
through the oxidation of SiCl4 gas (1400 °C to 1600 °C):

SiCl4 C O2 ! SiO2 C 2Cl2:

The high temperature is usually obtained by a burner or a furnace. PCVD, as
MCVD, is an inside deposition process but reactions occur within a microwave-
generated plasma. For OVD and VAD, as opposed to MCVD and PCVD, soot is
formed through hydrolysis:

SiCl4 C O2 C 2H2 ! SiO2 C 4HCl:

Thus, both methods require an extra step consisting of dehydration and vitrification
in a heating furnace (� 1500 °C) to eventually obtain glass. OVD is an external-
deposition process, where soot layers are deposited one after another onto a starting
rod. In the case of VAD, the rod is built vertically with core and cladding made at
the same time.

The second step consists in drawing the preform rod into the 125 µm fiber, which
becomes an exact smaller size replica of the rod. This is usually done in a drawing
tower, over 10 m high that includes a high-temperature furnace at the top to melt
down the preform and a spooling device at the bottom to wind the fiber. The end of
the preform rod is thus heated in the furnace (� 2000 °C) above the melting point
to allow the fiber to be drawn by the winding device with a controlled bare-fiber
tension. Fiber is also coated with polymer during the drawing process to ensure
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mechanical protection. Two polymer coatings are generally applied onto the glass
fiber: a first soft material to protect the fiber from lateral pressure when cabled and
a more rigid layer to provide mechanical protection. Coating is usually transparent,
but color components can be directly added to the secondary layer, thus eliminating
the need for an extra inking-process step before cabling. The final diameter of coated
fiber is typically 250 µm.

2.2.4 Fiber Loss

Fiber loss is a fundamental limiting factor, as it reduces signal power propagating
through the fiber. It is described by an attenuation coefficient ˛ in dB=km. As for
any material, loss is linked to either absorption or scattering mechanisms.

Pure silica absorbs in the ultraviolet (electronic transitions) and in the far-infrared
region (molecular vibrations of SiO2). Metallic impurities could give rise to addi-
tional absorption peaks [6], but fiber fabrication process has improved to a point
where impurities are no longer a significant concern, with much less than ppb levels
and no impact on loss. Hydrogen is also one of the well-known impurities, which
has to be avoided during fiber fabrication and once the fiber is installed. Hydrogen
diffuses easily and can undergo chemical reactions with the network of silica glass,
leading to the formation of numerous defects, the most detrimental one being SiOH.
The SiOH vibration has a fundamental absorption peak at 2:73 µm and overtones at
1:38 µm and 0:95 µm, and a concentration of 1 ppmw only leads to a few tens of
dB=km attenuation at 1:38 µm [7]. From the early days of fiber fabrication, much
work has been devoted to the reduction of the so-called OH peak. Latest advances
at the end of the 1990s have allowed manufacturers to produce virtually OH-free
fibers with additional loss of less than 0.1 dB=km at 1:38 µm. These fiber types are
now very well described by standardization bodies and referred to as G.652.D for
SMFs.

Rayleigh scattering is the dominant scattering mechanism in silica fibers. It varies
as ��4 and is also dependent on fiber composition. In most cases, the higher the
dopant concentration, the higher the corresponding scattering. In pure silica, the
Rayleigh scattering coefficient is of the order of 0.6–0:8 dB µm4=km and depends
on fabrication process and thermal history of the glass measured through its fictive
temperature [8]. The influence of Ge doping on Rayleigh scattering has been exten-
sively studied in the past and it can be considered to grow linearly with composition:
Rayleigh scattering is doubled compared to pure silica at a germanium incorporation
equivalent to a refractive index increase of about 25�10�3 [8]. Additional scattering
can also be generated by any defects or small fluctuations at the core–cladding inter-
face, also referred to as “waveguide imperfection” [9]. This component is negligible
for standard SMFs, but can be significant for higher dopant contents [10].

When summing up all these contributions, minimum loss is found around 1:55 µm
where most of today’s telecommunication systems operate. Figure 2.4 shows a typi-
cal loss spectrum for commercially available SMFs with typical values of 0.2 dB=km
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Fig. 2.4 Spectral loss of
a commercial single-mode
fiber

at 1:55 µm. In this wavelength range, Rayleigh scattering is the main contribution.
Even though these values are very close to the fundamental limit for silica, there is
still some research to further reduce fiber loss, with a record loss of 0.152 dB=km
recently reported and achieved through careful profile design and fiber fabrica-
tion [11].

One important feature of optical fibers is that they can be bent. However, light
is not guided as well in a bent fiber as it is in a straight fiber, it scatters away
and loss occurs. The smaller the bending radius, the higher is the loss. In addi-
tion, when fibers are in cable form, they are pressed against a surface that is never
perfectly smooth, thus generating random axial oscillations for the fibers, referred
to as microbending. Both, bending and microbending loss, will be further discussed
in Sect. 2.4, as their control is important when designing fibers.

2.2.5 Fiber Dispersion

Dispersion is the other important limiting factor when considering data transmis-
sion. It causes a light pulse to broaden as it propagates through the fiber and limits
transmission capacity, whether the system is digital or analog. Dispersion is very
different in multimode and SMFs.

In a multimode fiber, it can be very well understood using geometrical optics.
Injected light is coupled to the different modes that the fiber can sustain (or part
of them, depending on how injection is made). Modes have different paths, thus
leading to different time-of-flight at the output of the fiber. This is called intermodal
dispersion. Very simple geometrical-optics computations show that, in a multimode
step-index fiber, it is of the order of tens of ns=km. This is exactly why graded-
index profiles have been developed: to decrease the intermodal dispersion and allow
higher data rates to be transmitted. This will be further discussed in the next section
dedicated to multimode fibers.
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In an SMF, intermodal dispersion does not occur because all the light is car-
ried within one mode. However, pulse broadening is still present because any given
source emits over a certain wavelength band, even single-mode lasers, and differ-
ent wavelengths travel at a different speed. This is called intramodal dispersion or
chromatic dispersion. The chromatic dispersion coefficient is given in ps=(nm km).
Chromatic dispersion exists in all dielectric materials and is intrinsically related
to the wavelength dependence of the refractive index. In fibers, dispersion can be
computed easily, when knowing the wavelength dependence of effective index neff,
through:

D D d�g

d�
D ��

c

d2neff

d�2
; (2.12)

where �g is the group delay. It can be shown that dispersion can be very well ap-
proximated by the sum of two contributions: that of silica itself, called “material
dispersion” and that of the guiding structure, called “waveguide dispersion.”

In the telecom wavelength range, silica dispersion increases with wavelength.
It zeroes near 1:28 µm and is � 20 ps=.nm km/ at 1:55 µm [12]. Conversely, wave-
guide dispersion is negative over a broad spectral range. Waveguide dispersion de-
pends on profile shape and can thus strongly modify material dispersion. Chromatic
dispersion is a very important characteristic, and many fiber types have been devel-
oped with different dispersion properties. This will be further discussed in Sect. 2.4
devoted to SMFs.

2.3 Multimode Fibers

MMF were the first fibers to be commercialized in the 1970s, being used for
both short- and long-distance telecommunications, operating mainly at 850 nm with
Light-Emitting Diode (LED) sources. SMFs were of course recognized for their
higher bandwidth, but there were no sources to couple light efficiently into the nar-
rower core of SMFs. At the beginning of the 1980s, research on sources resulted in
reliable semiconductor lasers suited for smaller core SMFs, which narrowed down
the application of multimode fibers to short-distance systems.

Multimode fiber development has continued from the 1980s up to now, mainly in
the framework of Ethernet dedicated to data communications, that successively pro-
moted bit rates from 10 Mbit=s at the beginning up to 10 Gbit=s since 2002 and
100 Gbit=s expected to come soon. Multimode fibers could follow this increase
in bit rate, thanks to process improvements and technological breakthroughs in
sources that provided low-cost 10 Gbit=s sources at the end of the 1990s, in par-
ticular the vertical cavity surface-emitting laser (VCSEL) operating at 850 nm (see
also Chap. 3).

Compared to SMFs, multimode fibers offer much more relaxed tolerances in the
connectorization between fibers and to sources.
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2.3.1 Key Characteristics

2.3.1.1 Modal Bandwidth

Bandwidth is one of the main characteristics of multimode fibers: it quantifies the
light-carrying capacity, the higher, the better. It is generally normalized by the fiber
length and thus expressed in MHz km, referring to the analog world, but a relation
between maximum bit rate and modal bandwidth can be derived.

A fiber can be seen as a passive low-pass filter. Its bandwidth is then defined as
the modulation frequency that is reduced by 3 dB as compared to the zero frequency
(DC) response. This is illustrated in Fig. 2.5. Bandwidth can be measured either in
the time or the frequency domain [13]. In the time domain, it consists in measuring
the temporal response of the fiber by injecting a short pulse. The transfer function
TF.f / can then be computed from the recorded input sin.t/ and output sout.t/ sig-
nals as the ratio of their respective fast Fourier transform Qsin.f / and Qsout.f /:

TF.f / D 10 	 log10

� Qsout.f /

Qsin.f /

�
: (2.13)

One of the main features of multimode fibers is that many of their characteristics
depend on the way light is coupled, more commonly called the launching condi-
tions. The launching condition defines which modes are excited or not, and what the
corresponding power distribution is. However, the launching conditions provided by
LEDs and VCSELs are very different, and very different even within the VCSELs
family. LEDs usually excite all the guided modes, while VCSELs excite a smaller
number of modes, which varies widely from one VCSEL to another.

Therefore, in order to ensure consistent bandwidth measurements and enable
a comparison of fibers on the same basis, bandwidth is measured under what is
called the over-filled launch condition (OFL), which corresponds to a uniform ex-
citation of all guided modes in the fiber. In practice, a mode scrambler is inserted
between the laser and the fiber to provide a spatially, angularly, and uniformly over-
filled launch. Typical values for OFL modal bandwidth are several hundreds of
MHz km, with the best modern fibers exhibiting values over 10 GHz km at 850 nm.
The OFL modal bandwidth renders fiber properties very well when a fiber is coupled
to an LED.

Modal bandwidth under VCSEL launch is called effective modal bandwidth
(EMB). Because of the plurality of VCSEL patterns, no standardized launching
conditions have been defined, but dedicated measurement strategies have been de-
veloped to best characterize fiber performance. It mainly relies on differential mode
delay (DMD) measurements, as explained in the next paragraph.

2.3.1.2 Differential Mode Delay

DMD measurement is another way of characterizing the modal properties of mul-
timode fibers. It is now widely used by fiber manufacturers to assess performance
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Fig. 2.5 Computed transfer function of a multimode fiber (fc: modal bandwidth)

of fibers dedicated to high-speed networks operating at 10 Gbit=s and using VCSEL
sources. Because VCSELs excite only a limited number of modes, OFL bandwidth
is thus less relevant for such applications.

Examples of DMD measurements at 850 nm are shown in Fig. 2.6 for two dif-
ferent multimode fibers with a core radius of 50 µm. DMD provides a cartography
of the modal dispersion across the fiber radius. Indeed, each line of this plot corre-
sponds to the power evolution as a function of time when a short laser pulse (20 ps to
1 ns) is launched – through an SMF – at one specific position across the multimode
fiber radius, called the “offset launch” on the graph. The mode field diameter of the
SMF is of the order of several microns – below the diameter of typical multimode
fibers – so that it can only excite a subset of modes. A centered launch (offset launch
equal to 0 µm) excites mainly the lowest order modes, while large offset launches
excite the highest order modes. Here, the fiber is scanned from its center to the edge
of its core with 1 µm steps. The DMD plot depends on several settings such as the
spot size used at the launching stage, the pulse duration, the fiber length, and so on.
In order to ensure consistent measurements, DMD measurements were standardized
in 2003 [14] for 50 µm-core multimode fibers.

The DMD plot shown in Fig. 2.6a reveals that the highest order modes, those
excited by the largest offset launches, travel faster than the lower order modes, ex-
cited by the lowest offset launches. This fiber thus exhibits a large modal dispersion,
especially when compared to the fiber whose plot is shown in Fig. 2.6b. For this last
fiber group delays are well equalized.

In addition, the standards provide a set of tools dedicated to the analysis of the
DMD plot: the DMD values, expressed in ps=m [14]. They roughly correspond to
the delay between the fastest and the slowest pulses within a given subgroup of offset
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Fig. 2.6 a, b Measured DMD plot for two different multimode fibers

launches, also called templates. The standards define three DMD values with their
respective templates and named inner, outer, and an unofficially called “sliding”
value. For instance, the inner DMD value corresponds to offset launches between
5 µm and 18 µm only. The fibers of Fig. 2.6 have an inner DMD value of 0.141 ps=m
(a) and 0.025 ps=m (b). As further developed in Sect. 2.3.3 (Standardization), spec-
ifications have been defined for those DMD values, to allow for a minimum EMB
value.

The same standards also propose an alternative to the DMD values: the EMBc
(effective modal bandwidth, where “c” stands for computed), which has been de-
fined to evaluate the worst EMB the fiber may exhibit when coupled to VCSELs
[14]. Indeed, DMD plots also allow to simulate fiber response – that is the output
pulse shape – from a linear combination of each individual trace. Standards define
ten different sets of weights to compute this linear combination and to render the va-
riety of VCSEL launches. EMB can then be computed from those ten output pulses,
and the worst value is called EMBc. The fibers of Fig. 2.6 have EMBc values of
4140 MHz km (a) and greater than 15 000 MHz km (b), with respective OFL modal
bandwidth of 3300 MHz km and greater than 14 000 MHz km.

2.3.1.3 Loss

Loss in a multimode fiber may be more complex than in an SMF because each
mode may experience different attenuation levels. This effect is called differential
mode attenuation (DMA). In practice, DMA is negligible in modern silica mul-
timode fibers, and loss does not depend on the launching condition and linearly
increases with fiber length. As for SMFs, it is expressed in dB=km. Typical loss
values of a 50 µm multimode fiber are about 2.2 dB=km at 850 nm and 0.5 dB=km
at 1300 nm.



2 Optical Fibers 67

Fig. 2.7 Bending loss as a function of wavelength for two 50 µm-core multimode fibers with re-
spective NA of 0.205 and 0.185 after nine turns around a 15 mm radius mandrel

2.3.1.4 Bending Loss

Multimode fibers generally do not behave like SMFs under bending. Each mode
exhibits significantly different bend sensitivities: the highest order modes are weakly
guided compared to the lowest order modes and thus far more sensitive to bending
than the lowest order ones. As a consequence, bending loss level strongly depends
on launching conditions: a launching condition that mainly excites the highest order
modes yields higher bend loss, whereas injection that confines the light in the lowest
order mode may exhibit a very good bend resistance. Another consequence is that
bend loss of a multimode fiber cannot be expressed in dB=turn or dB=m, as in SMFs.
It is recommended to express them in dB for a given number of turns and a given
launching condition [15].

Another very different feature of bending loss of multimode fibers compared to
SMFs is their spectral dependence. Indeed, bend loss does not exponentially in-
crease with wavelength as is the case with SMFs, but, under the OFL condition,
it oscillates around a fairly constant value over the whole spectrum, as shown in
Fig. 2.7. The oscillations come from the cutoff of the highest order modes [16].

2.3.2 Different Types of Multimode Fibers

2.3.2.1 Silica Step-index Multimode Fiber

Step-index multimode fibers were the first ones to be developed in the early days of
optical communication. As briefly explained in Sect. 2.2.4, the difference of arrival
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times between the slowest mode and the fastest one can be written as:

�t D L � NA2

2cncl
; (2.14)

where ncl is the refractive index of the cladding, NA is the numerical aperture,L the
fiber length, and c the speed of light. Modal dispersion in such fibers depends on
the square of the numerical aperture. OFL bandwidth of step-index multimode fibers
usually does not exceed a few tens of MHz km, making these fibers definitively not
suited for high-speed transmissions.

2.3.2.2 Silica Graded-index Multimode Fiber

Graded-index multimode fibers were soon introduced to improve and reduce modal
dispersion of step-index fibers [17]. The idea consists in equalizing the various op-
tical paths followed by all rays of light by lowering the refractive index experienced
by the longest paths. The core profile follows a power law parameterized by the ˛
parameter:

n.r/ D
(
nco

q
1 � 2�

�
r
a

�˛
; r � a;

ncl; r � a;
(2.15)

where nco is the core maximum refractive index, ncl is the cladding index, and � is
defined as

� D n2co � n2cl

2n2co
: (2.16)

With such an ˛-parameterized profile and by a proper choice of the ˛ parameter, it
is possible to maximize the OFL bandwidth at a given wavelength [18, 19]. Indeed,
multimode fibers can be used either around 850 nm (LEDs or VCSELs) or around
1300 nm (LEDs). The ˛ values typically used for maximizing the OFL bandwidth
at wavelengths of 850 and 1300 nm are � 2:07 and � 1:98, respectively, as shown
in Fig. 2.8.

One can see from Fig. 2.8 that, in practice, it is not easy to achieve very high
bandwidths in a reproducible way because bandwidth strongly depends on the ˛
value: a slight variation of less than 0.01 for ˛ shifts the optimal wavelength by tens
of nanometers. In addition, any defects in the index profile will lower the bandwidth.
This indicates that the achievement of very high bandwidth requires an extremely
precise process control, while a slight error on the refractive index profile leads to
a dramatic decrease of fiber performance.

Nowadays, two classes of graded-index multimode fibers dominate: the 50 µm
and the 62.5 µm multimode fibers that exhibit a 50 µm and 62.5 µm core diame-
ter, respectively, and a numerical aperture of 0.200 and 0.275. The 50 µm multi-
mode fiber is historically the first fiber that was developed, followed very rapidly
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Fig. 2.8 Computed OFL modal bandwidth vs. wavelength for ˛ D 2.07 and ˛ D 1.98 for a 50 µm-
core multimode fiber

by the 62:5 µm one that is still the most widely installed multimode fiber all over
the world. This trend is about to reverse due to the advent of the VCSEL sources at
the end of the 1990s, which are able to sustain the high modulation speeds required
for multigigabit-per-second transmission. This breakthrough pushed the fiber man-
ufacturers to improve their process control in order to allow today’s mass produc-
tion of the new class of 50 µm multimode fibers (also known as OM3 fibers and
further explained in Sect. 2.3.3), which exhibits the high bandwidths required for
10 Gbit=s transmission. Their OFL modal bandwidth at 850 nm is typically greater
than 1500 MHz km for OM3 and greater than 3500 MHz km for OM4.

Another aspect that has recently been in the focus of attention is the bending
sensitivity of MMFs. The important rise of traffic in data centers, subject to harsh
environments (massive cabling, plurality of connectors, and reduced footprint), has
spurred the development of a new type of MMFs: bend-resistant OM3 and OM4
fibers. These fibers typically exhibit macrobending sensitivities that are 10 times
lower than those of legacy OM3 and OM4 fibers, with macrobend losses below
0.2 dB for two turns at 7.5 mm bend radius. They all have a depressed-index area
in the cladding, i.e., a trench near the graded-index core that allows for better light
confinement. These new trench-assisted graded-index MMFs are paving the way to
more reliable cable management in data centers and to innovative and more compact
cable designs [20, 21].

2.3.2.3 Plastic Optical Fibers

Plastic optical fibers (POF) are multimode fibers whose core and cladding are made
of plastic material. They usually have a larger core than silica fibers, up to the mil-
limeter range, and can be operated down to the visible. POF are easy to connectorize
and easy to bend. They offer a cheap alternative to silica multimode fibers, but are
limited to very short transmission distances due to their inherent higher loss and



70 P. Nouchi et al.

lower bandwidth. POFs were first used in automation, mainly in the visible, but the
past few years have witnessed a shift to the Ethernet world with operating wave-
length of 850 and 1300 nm.

The original POF design consists of a step-index profile (SI-POF), also known
as the standard POF, with a large core of 980 µm made of poly-methylmetacrylate
(PMMA) surrounded by a thin 10 µm cladding of fluorinated polymer. The typical
numerical aperture is about 0.5. This material exhibits high absorption of about
100 dB=km at 520 nm, 560 nm, and 650 nm.

A graded-index profile is mandatory for higher transmission speed and/or dis-
tance. The early trials did not yield satisfactory loss results, but in the early 1990s,
thanks to the use of perfluorinated polymer, feasibility of low-loss graded-index
plastic optical fibers (GI-POFs) was demonstrated [22] and first fibers were com-
mercialized in 2000. Nowadays, losses of GI-POF are kept below 20 dB=km over
the 800–1300nm range [23], and fibers with core sizes as small as 50 µm are avail-
able. They show good transmission capabilities and can provide OFL-bandwidth
larger than 400 MHz km [24, 25].

2.3.3 Standardization

The concern for standardization has started at an early stage of fiber development.
Several bodies are active: the Telecommunication Standardization Sector of the In-
ternational Telecommunication Union (ITU-T), the International Electrotechnical
Commission (IEC), the ISO/IEC jointly operated by the International Organization
for Standardization and the IEC, and the Telecommunications Industry Association
(TIA). The first ITU-T recommendation on multimode fibers was published in 1984
(G.651).

One of the most common classifications is that of ISO/IEC, which defines four
main multimode fiber classes known as OM1, OM2, OM3 and OM4 [26]. OM1 and
OM2 define specifications for both 50 µm and 62.5 µm multimode fibers, while OM3
and OM4 deal with 50 µm multimode fibers only, as shown in Table 2.1. OM3 was
published in 2002 and is closely linked to the IEEE 802.3 10GbE Ethernet Standard
released in 2002. An OM3-type fiber, when operated at 850 nm in combination with
VCSEL sources, is able to bridge 300 m at 10 Gbit=s.

In the early 2000s, in the framework of the IEEE 802.3 standards, it was shown
through extensive modeling that an error-free 10GbE transmission over 300 m re-
quires an EMB larger than 2000 MHz km. The OM3 standards translate this system
requirement into specifications on the DMD values computed from the DMD plots,
whose definition has been explained in Sect. 2.3.1 [27]. These specifications are
summarized in Table 2.2, which includes six different sets of DMD values. To be
compliant, a fiber needs to fulfill one of the six sets only.

Since the introduction of the OM3-type fiber, fiber manufacturers have developed
a higher grade of Laser Optimized MMF (LO-MMF), with tighter DMD specifica-
tions intended to ensure EMB greater than 4700 MHz km. In November 2009, such
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Table 2.1 OFL modal bandwidth specifications for OM1, 2, 3 and 4 fibers

Fiber class Core diameter
(µm)

OFL-BW at 850 nm
(MHz km)

OFL-BW at 1300 nm
(MHz km)

OM1 50 and 62.5 > 200 > 500
OM2 50 and 62.5 > 500 > 500
OM3 50 only > 1500 > 500
OM4 50 only > 3500 > 500

Table 2.2 DMD specifications ensuring an EMB greater than 2000 MHz km

Specifications Outer DMD
(ps=m)

Inner DMD
(ps=m)

Sliding DMD
(ps=m)

1 � 0.33 � 0.33 � 0.25
2 � 0.27 � 0.35 � 0.25
3 � 0.26 � 0.40 � 0.25
4 � 0.25 � 0.50 � 0.25
5 � 0.24 � 0.60 � 0.25
6 � 0.23 � 0.70 � 0.25

fibers, labeled OM4, were added to the TIA 492AAAD. They provide point-to-
point 40 & 100 Gbit=s Ethernet links over 4 or 10 pairs of fibers, up to 150 m (cf.
IEEE 802.3ba-2010 standard). Discussions are still ongoing to standardize 400 m-
long 10 GbE links implementing OM4 fibers, to extend the 300 m reach provided
by OM3.

2.4 Single-mode Fibers

SMFs have replaced MMFs for long-distance transmission in the early 1980s, when
semiconductor laser sources became available. Since then, steady progress in trans-
mission capacity has been made, with bit rates as high as several Tbit=s being
now transmitted over several thousands of kilometers [28]. SMFs have continu-
ally evolved to meet the permanently increasing system and capacity requirements,
yielding several fiber types, as we will see in this section.

2.4.1 Key Characteristics

We discuss here the main characteristics of SMFs, that are of importance to assess
fiber performance with respect to given applications, that is, loss, dispersion, cutoff
wavelength, mode field diameter, and effective area. Loss and dispersion were de-
scribed above in the fiber basics Sects. 2.2.4 and 2.2.5. Recall that loss is in the range
of 0.20 dB=km at 1550 nm for straight fibers. When a fiber is bent on a macroscale
or subject to microdeformations causing microbends, light scatters away, and loss
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occurs. Macrobending loss mainly depends on the optical properties of the fiber,
and proper profile design allows making it negligible for bend radii around 15 mm
or down to 7.5 mm for some applications (see sections below). Microbending loss
depends on both optical and material properties of the fiber, and careful choice of
both profile and coating renders it negligible when fiber is put into a cable or under
compression or lateral stress. Extensive literature exists on both topics, starting from
the early days of fiber optics history. The reader is referred to [2, 3] for a theoretical
treatment.

Chromatic dispersion is especially important in SMFs, because of its double im-
pact on light-pulse broadening and pulse distortions due to nonlinear effects. We saw
in Sect. 2.2.5 that fiber chromatic dispersion can be made very different from that of
silica, thanks to profile design. Indeed, all along fiber history, much research work
has been done to tailor fiber dispersion through proper design to best fit telecommu-
nication systems requirements. Usually, dispersion characteristics are given in terms
of zero-chromatic dispersion wavelength �0, chromatic dispersion, and dispersion
slope (first derivative of chromatic dispersion with respect to wavelength) at the op-
erating wavelength. Fibers with dispersion values ranging from 17 ps=(nm km) to
well below �100 ps=(nm km) at 1550 nm are now commercially available.

Another source of dispersion arises in SMF when circular symmetry is broken,
yielding a slight birefringence and different group velocity for orthogonal modes of
polarization. It is referred to as polarization-mode dispersion (PMD) [29]. Because
fiber birefringence is small and varies in a random fashion along the fiber, PMD
is not linear with length, but is given in ps=

p
km. PMD of recent SMFs is well

mastered and below 0.10 ps=
p

km.
The cutoff wavelength characterizes the wavelength range over which a fiber is

single-moded and carries only the LP01 mode, as seen in Sect. 2.2.2. In theory, each
higher order mode is allowed to propagate for wavelengths below its cutoff wave-
length, so that the term “cutoff wavelength” refers to the largest cutoff wavelength of
all higher order modes, being in most cases that of the LP11 mode. In practice, one
speaks of fiber and cable cutoff wavelengths (�cf and �cc, respectively), which are
measured by standardized methods (FOTP-80 EIA-TIA-455-80) and correspond to
the wavelength above which higher order modes can be neglected due to their high
losses. Most transmission fibers are specified with �cc < 1260 nm, or <1450 nm,
or even <1530 nm.

Two quantities are used to characterize the mode spatial extension: the mode field
diameter (MFD) in units of µm and the effective area Aeff in µm2:

MFD D
2

qR1
0
F.r/2rdr

R1
0

dF.r/
dr

2
rdr

; (2.17)

Aeff D 2	
�R1
0

jF.r/j2rdr
�2

R1
0

jF.r/j4rdr
; (2.18)

where F is the electric field as seen in Sect. 2.2.2.
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The MFD definition was first proposed in 1983 [30] and is related to the r.m.s.
width of the far-field intensity. It is commonly used to evaluate splice losses. On the
other hand, the effective area is used as a measure of nonlinear effects that might
occur in fibers. The larger the effective area, the more effectively can nonlinear
effects be avoided, since they are proportional to the signal intensity through the
nonlinear index n2 [31, 32]. Transmission fibers have Aeff ranging from � 50 to
� 100 µm2 and n2 ranging from 2.5 to 2:7 � 10�20 m2=W.

2.4.2 Standardization

As is the case with MMFs, standardization bodies have always been very active
in following closely or even anticipating fiber developments. The most common
classification is that of the Telecommunication Standardization Sector of the ITU-T,
defining a range of fiber values for each recommendation or fiber type. They are
named G.652, G.653, and so on.

2.4.2.1 ITU-T Recommendation for Standard Single-mode Fibers (G.652)

This recommendation describes what is also called the “standard” single-mode fiber
(SSMF), whose main feature is a zero chromatic dispersion wavelength around
1310 nm. This recommendation was released in 1984, and at that time, fiber was
optimized for 1310 nm operation. The recommendation has been updated several
times, again to follow the latest advances in fiber development, essentially regard-
ing loss and PMD.

By now, this fiber is mostly operated at 1550 nm and it is the most widely in-
stalled fiber in the world. Overall, these fibers have chromatic dispersion curves
very close to that of silica, with values around 17 ps=(nm km) at 1550 nm. There is
no need for complicated fiber design in that case, and a simple step-index profile is
used, with typical core–cladding index difference of � 5 � 10�3 and core diameter
of � 9 µm.

2.4.2.2 ITU-T Recommendations for Dispersion-tailored Fibers
(G.653, G.655, and G.656)

Recommendation G.652 was soon followed by G.653 in 1988, describing dis-
persion-shifted fibers (DSFs) with the zero-dispersion wavelength �0 shifted to
1550 nm instead of the previous 1310 nm, intended to be used for single-channel
operation at 1550 nm and thus to the benefit of the lowest-loss window of silica
fibers.

At the same time, however, the discovery of erbium-doped fiber amplifiers
(EDFA) made possible the amplification of signals within a whole band around
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1550 nm (the C-band from 1530 to 1565 nm) and paved the way for multiple
wavelength channel transmission, well known as wavelength-division multiplex-
ing (WDM) systems. It was soon recognized that DSFs favored deleterious inter-
channel nonlinear effects and were thus not suited for WDM transmission. As a con-
sequence, nonzero-dispersion-shifted fibers (NZDSFs) have been developed featur-
ing a zero-dispersion wavelength �0 between � 1400 and � 1600 nm and a small
but nonzero chromatic dispersion value at 1550 nm.

The ITU-T recommendation G.655 was first released in 1996 to cover NZDSFs.
G.655 fibers have an absolute value of chromatic dispersion between 0.1 and
6 ps=(nm km) over the C-band. Over the past few years it was amended twice, and
now includes five different subtypes: G.655.A (the original description); G.655.B
and G.655.C to allow the maximum absolute value of dispersion to reach 10 ps=
(nm km) over the C-band, further handling parasitic interchannel nonlinear effects
for dense WDM (DWDM); and G.655.D and G.655.E to better account for the wave-
length dependence of dispersion over the S-, C-, and L-bands, ranging from 1460 to
1625 nm, as depicted in Fig. 2.9.

The last recommendation, G.656, was introduced in 2004 and covers NZDSFs
optimized for wideband operation in the S-, C-, and L-band. The zero-chromatic
dispersion wavelength �0 is below 1460 nm, thus reducing interchannel nonlin-
ear effects compared to G.655-only compliant NZDSFs and allowing for efficient
multiple-wavelength Raman pumping. This recommendation was also updated in
2006 by expressing the chromatic dispersion requirements as a pair of bounding
curves versus wavelength from 1460 nm to 1625 nm. Note that G.655.E fibers are
also G.656 compliant, which is not the case for G.655.D fibers (see Fig. 2.9).

All these categories allow for longer �cc (up to 1450 nm) than those specified in
G.652. This can offer higher margins in profile designs (see Sect. 2.4.3) but at the
expense of losing 1310 nm applicability.

2.4.2.3 ITU-T Recommendation for Bend-Optimized Fibers (G.657)

Over the past few years, fiber penetration deeper into the network – that is for Fiber-
to-the-x (FTTx, x D curb, building, home, . . . ) applications – has spurred the de-
velopment of fibers with reduced bending sensitivity compared to that of G.652
fibers. Increased resistance against bending is needed for such applications because
of a greater risk of encountering incidental bends, sharp bends when installed in
corners, or when stapling the cable along a wall.

These bend-insensitive fibers are described in recommendation G.657, released
in 2006. The first version included two classes: G.657.A, which is G.652 compliant
and exhibits a reduced bending sensitivity; G.657.B, which shows further reduced
bending sensitivity, but it is not G.652 compliant because it contains a wider range
of characteristics, especially concerning MFD and chromatic dispersion parame-
ters (see Table 2.3). For both categories, the cable cutoff wavelength is specified
to be below 1260 nm to ensure single-mode operation in the O-band, ranging from
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a

b

Fig. 2.9 Ranges of dispersion values that are allowed across the S-, C-, and L-bands for: a G.656
dark-gray shaded area and G.655.D, light-gray shaded area; b G.656 dark-gray shaded area and
G.655.E, light-gray shaded area

1260 nm to 1360 nm. In 2009, this recommendation was updated to include two
new subclasses G.657.A1 (former G.657.A) and G.657.A2, and G.657.B2 (former
G.657.B) and G.657.B3 with bend-loss specifications at bend radii down to 5 mm
(see Table 2.3).
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2.4.3 Fiber Types

2.4.3.1 Dispersion-tailored Transmission Fibers

As outlined earlier, the shift to the 1550 nm transmission wavelength region in order
to benefit from the lowest-loss window of silica fibers and the subsequent advent of
WDM systems have both triggered much research to design dispersion-optimized
fibers. However, other parameters such as the MFD or effective area (the larger
the better) and the dispersion slope (the smaller the better) are also important, and
depending on system constraints, an optimum compromise has to be found.

For those fiber types, step-index profiles offer limited possibilities only: a higher
index difference (from � 6 � 10�3 to � 10 � 10�3) and a smaller diameter (from
� 8 µm to � 5 µm) are required to lower chromatic dispersion, yielding small Aeff

(�50 µm2 at 1550 nm) for standard dispersion slopes (� 0:055 ps=.nm2 km/ at
1550 nm), as illustrated in Fig. 2.10a.

To overcome such a problem, multilayered core index structures were proposed
quite early in the history of optical fibers [33]. Larger Aeff are then obtained at
the expense of more complicated profile structures and, sometimes, longer �cc. For
a given profile family, Aeff is unfortunately proportional to the dispersion slope,
thus leading to trade-offs: a large Aeff with a relatively high dispersion slope or
a small dispersion slope with a small Aeff [34, 35]. Two profile families are of par-
ticular interest: the coaxial family, which includes a depressed center (negative in-
dex difference with respect to cladding) surrounded by one or several rings; and the
multiple-clad family, which includes a central step surrounded by rings with alter-
nate negative and positive index differences, as illustrated in Fig. 2.10b, c, respec-
tively. Figure 2.10c shows a quadruple-clad design. Coaxial profiles offer very large
Aeff for acceptable dispersion slopes (>95 µm2 for � 0:060–0:070 ps=.nm2 km/ at
1550 nm [36, 37]) but exhibit relatively large loss (>0:21 dB km) because of their
unusual shape. Multiple-clad profiles offer low dispersion slopes for acceptableAeff

(� 45–55 µm2 (<0:030 ps=.nm2 km) for � 45–55 µm2 at 1550 nm [38–40]) and
loss around 0.20 dB=km.

2.4.3.2 Ultra-long-haul Transmission Fibers

For ultra-long-haul WDM terrestrial or submarine networks, the picture is somewhat
different. Research has focused on the two factors that directly limit optical trans-
mission: loss with the early demonstration of record loss values [41], and, more
recently in the early 2000s, nonlinear effects. In this context, fibers with low loss
(from 0.17 to 0.18 dB=km at 1550 nm) and large Aeff (>100 µm2 at 1550 nm) have
been developed [42–49], and dispersion is dealt with using newly developed and
high-performance dispersion-compensating fibers, either in modules or in cables
(see Sect. 2.4.3.4), or using advanced coherent detection and digital signal process-
ing techniques.
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Fig. 2.10 G.655 fibers,
1550 nm values. a Step pro-
file with Aeff � 45 µm2 and
slope � 0.050 ps=.nm2 km/
and �cc < 1100 nm;
b coaxial profile with
Aeff � 105 µm2 and slope
� 0.060 ps=.nm2 km/ and
�cc� 1375 nm [37]; and
c quadruple-clad profile
Aeff � 50 µm2 and slope
� 0.010 ps=.nm2 km/ and
�cc � 1395 nm [39]; all com-
pared to G.652 step profile
withAeff � 80 µm2 and slope
� 0.058 ps=.nm2 km/ and
�cc � 1180 nm; and mode
shapes

Complicated index profiles are not needed and simple step-index profiles with
small index difference (around 4 � 10�3) and a large diameter (around 12 µm) can
be used, contrary to NZDSFs. The drawback of this option, however, is that smaller
fractions of the modes propagate in the cladding, yielding larger chromatic disper-
sion (� 20 ps=.nm km) at 1550 nm) and longer �cc compared to those of standard
G.652 step-index fibers. These fibers are called cutoff-shifted and are described in
the ITU-T recommendation G.654 that specifies �cc < 1530 nm.

To limit this �cc increase without jeopardizing the bending and microbending
performances, a slightly depressed cladding can be added next to the step core. In
this way, Aeff around 105 µm2 at 1550 nm was demonstrated in the beginning of
the previous decade [42–44] and more recently Aeff of 134 µm2 [47]. An alternative
to these depressed-cladding structures has been presented [45]. It consists in using
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a trench in the cladding. As will be seen in the next section, the trench can be used
to reduce the bending sensitivity of fibers while keeping the same MFD (or Aeff)
and the same �cc as those of G.652 step-index fibers. Here, the trench is used to
enlarge Aeff and to control �cc while slightly improving bending and microbending
performance compared to those of G.652 step-index fibers. With such a profile, Aeff

of around 155 µm2 at 1550 nm has recently been demonstrated [49].

2.4.3.3 Bend-optimized Fibers

As mentioned in Sect. 2.4.2.3, the reduction of bending losses is mandatory for
FTTx networks. For a given bend radius, bending losses are proportional to the
power fraction of the mode propagating after the radiation caustic. As explained
in [50], the radiation caustic is the radius for which the effective index of the mode
(see Sect. 2.2.2) intersects the index of the cladding of a tilted index profile repre-
senting the bent fiber.

One way to reduce the bending sensitivity is to decrease this power fraction with-
out changing the shape of the power profile. For step-index profiles, this means to
use a higher index difference and/or a larger diameter than those of G.652 fibers.
This results in smaller MFDs and/or larger �cc, which might be a problem when
splicing to G.652 fibers. This is illustrated in Fig. 2.11a, which shows a step-index
G.657.B2 fiber exhibiting a small MFD of 8:0 µm at 1310 nm, compared to typi-
cal 9:1 µm for SSMFs. Also, the bend loss levels remain significantly high when
applying incidental kinks with radii of the order of 1 mm to 10 mm.

The alternative and much more efficient way to reduce the bending sensitivity is
to change the shape of the power profile for a given set of MFD and �cc. For this
purpose, new index profile types have to be used. The common feature of these pro-
files is a trench (either made with solid down-doped silica or with random voids or
holes) that is added in the cladding close to the core [51–55]. The trench confines the
tail of the mode without modifying its intrinsic nature, as illustrated in Fig. 2.11b.
MFD, �cc, and chromatic dispersion characteristics are kept unchanged. As a con-
sequence, bend loss can be significantly reduced by a factor of � 100 compared to
SSMFs, while ensuring full compliance with G.652 attributes.

2.4.3.4 Dispersion-compensating Fibers

The demonstration that fibers can exhibit very negative dispersion at 1550 nm was
soon recognized in the development of optical fibers [56]. Its application to com-
pensate the dispersion accumulated over already installed SSMFs started in the
early 1990s [57, 58] and allowed upgrades of existing infrastructure to 10 Gbit=s.
Currently, there are two different kinds of dispersion-compensating fibers (DCFs),
whether the fiber is put inside a module at the amplifier location or into a cable as
part of the transmission link. Because of the increase in data rates, compensating
dispersion for all fiber types (SSMF of NZDSF) has become mandatory.
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Fig. 2.11 a G.657.B2 fiber:
step profile with MFD
� 8.0 µm at 1310 nm and
�cc < 1260 nm; b G.657.A2
and G.657.B2 fiber: step
with trench profile with MFD
� 8.9 µm at 1310 nm and
�cc � 1210 nm [8], both
compared to G.652 step pro-
file with MFD � 9.0 µm at
1310 nm and �cc � 1180 nm,
power shape also shown 0.0001%
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DCF design is similar to NZDSF design (a triple-clad index profile is most com-
monly used) only more extreme: the fraction of the mode that propagates in the
cladding becomes so large in order to get very large waveguide dispersion and neg-
ative chromatic dispersion, that the mode is only weakly guided. This is achieved
with cores with very high index differences (>15 � 10�3) and small diameters
(<5 µm). As a result, DCFs suffer from small Aeff (<30 µm2 at 1550 nm), high
loss (> 0.25 dB=km at 1550 nm), and high bending sensitivities. The characteristics
of DCFs are also more sensitive to small core index variations and to core ovalities
than SSMFs or NZDSFs. Fiber manufacturing has to be done extremely carefully
to tightly control longitudinal and radial core homogeneities and thus chromatic
dispersion and PMD of the DCF [59].

When used in modules that are not part of the transmission distance, the extra
loss introduced by DCFs depends on fiber loss and also on length. A commonly
used figure of merit (FOM) for such DCFs is the ratio of the absolute value of
chromatic dispersion to fiber loss, measured in ps=(nm dB). Considerable work has
been performed to improve this parameter, and DCFs with values ranging from
200 ps=(nm dB) to more than 300 ps=(nm dB) for chromatic dispersions between
�100 ps=.nm km/ and �200 ps=.nm km/ at 1550 nm are now available [45, 60–62].
Aeff � 20 µm2 and PMD � 0:10 ps=

p
km at 1550 nm are generally associated with

such features. When used in cables that are part of the transmission distance, the
situation is different [63]. Loss of spans consisting of transmission fibers and DCFs
should be minimized and high FOM DCFs are no longer the optimum. Chromatic
dispersion around �40 ps=.nm km/ with loss around 0.25 dB=km at 1550 nm proves
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Fig. 2.12 a G.652: chromatic dispersion spectra of DCFs for different dispersion values at 1550 nm
detailed on each curve; b residual dispersion of the compensated links; indicated dispersion values
given in ps=(nm km)

to be better suited for such applications [42–44]. In addition, larger Aeff (� 30 µm2)
and smaller PMD (� 0:06 ps=

p
km) can be obtained.

To achieve optimum WDM performance, DCFs must not only compensate for
chromatic dispersion at a given wavelength but also over the whole range of wave-
lengths used. This implies that both chromatic dispersion and dispersion slope
should be negative. Simple step-index profiles are again insufficient for such a pur-
pose. Adding a depressed cladding next to the core provides a better control of the
wavelength dependence of the waveguide dispersion, and negative dispersion slope
can be obtained [58]. A ring surrounding the depressed region can also be included
to improve bending sensitivities. In the past few years, DCFs with negative chro-
matic dispersions and negative dispersion slopes that match those of all types of
transmission fibers have been introduced [35, 60, 61].

Chromatic dispersion, however, does not vary linearly as a function of wave-
length, and chromatic dispersion and dispersion slope are insufficient to describe
how well a DCF matches a transmission fiber within a wide bandwidth (>30 nm).



82 P. Nouchi et al.

-1000

-800

-600

-400

-200

0

Wavelength  (nm)

-50

-100

-250

-150

Inflection Point -300

-200

C-band

Large-Aeff G655D DCFs

D
is

pe
rs

io
n 

(p
s/

(n
m

.k
m

))

-0.5

-0.4

-0.3

-0.2

-0.1

0.0

0.1

1530 1540 1550 1560 1570
Wavelength  (nm)

-250

-150
-50

Large-Aeff G655D links

R
es

id
ua

ld
isp

er
sio

n 
(p

s/
(n

m
.k

m
))

-1000

-800

-600

-400

-200

0

Wavelength  (nm)

-50

-100

-250

-150

Inflection Point -300

-200

C-band

Large-Aeff G655D DCFs

D
is

pe
rs

io
n 

(p
s/

(n
m

.k
m

))

-0.5

-0.4

-0.3

-0.2

-0.1

0.0

0.1

1530 1540 1550 1560 1570
Wavelength  (nm)

-250

-150
-50

Large-Aeff G655D links

R
es

id
ua

ld
isp

er
sio

n 
(p

s/
(n

m
.k

m
))

-0.5

-0.4

-0.3

-0.2

-0.1

0.0

0.1

1530 1540 1550 1560 1570
Wavelength  (nm)

-250

-150
-50

Large-Aeff G655D links

R
es

id
ua

ld
isp

er
sio

n 
(p

s/
(n

m
.k

m
))

re
si

du
al

 d
is

pe
rs

io
n 

(p
s/

(n
m

.k
m

))

 d
is

pe
rs

io
n 

(p
s/

(n
m

km
))

1460                1520                1580                1640        
                           wavelength (nm)

re
si

du
al

  d
is

pe
rs

io
n 

(p
s/

(n
m

km
))

1530          1540            1550           1560          1570
                           wavelength (nm)

       0

 - 200

 - 400

 - 600

 - 800

-1000

   0.1

   0

–0.1

–0.2

–0.3

–0.4

–0.5

Inflection point

C-band

a

b

Fig. 2.13 Large-Aeff G.655.D: a chromatic dispersion spectra of DCFs for different dispersion
values at 1550 nm detailed on each curve; b residual dispersion of the compensated link; indicated
dispersion values given in ps/(nm km)

Variations of the dispersion slope have to be considered. These variations are re-
sponsible for the chromatic dispersion excursion, or residual dispersion, that re-
mains in the waveband after the compensation. This residual dispersion has a direct
impact on WDM performance and depends on the transmission fiber type that is
used [64].

Figures 2.12 and 2.13 show the two extreme cases of DCFs adapted to com-
pensate for G.652 fibers and for large-Aeff G.655.D fibers (with chromatic disper-
sion of 4 ps=(nm km): dispersion slope of 0:080 ps=.nm2 km/ and Aeff � 70 µm2

at 1550 nm) [65]. The typical chromatic dispersion spectrum of a DCF can be de-
scribed as follows [60]: first, the chromatic dispersion starts to decrease with wave-
length and passes through an inflection point where the dispersion slope can be
made approximately constant over a certain waveband; then it reaches its minimum
(where the dispersion slope is null), and finally, it increases. What is noticeable is
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that the inflection point of G.652 DCFs is inside, or below, the C-band and that it
moves away from this band when the chromatic dispersion value at 1550 nm de-
creases (see Fig. 2.12a). On the contrary, the inflection point of large-Aeff G.655.D
DCFs is always above the C-band, which imposes high variations of the dispersion
slope in this band, whatever the chromatic dispersion value might be at 1550 nm
(see Fig. 2.13a). As a consequence, for G.652 DCFs the residual dispersion in the
C-band is relatively small and it increases when the chromatic dispersion value at
1550 nm decreases (see Fig. 2.12b), whereas for large-Aeff G.655.D DCFs the resid-
ual dispersion is intrinsically high and almost independent of the chromatic disper-
sion value at 1550 nm (see Fig. 2.13b). For G.655.E and G.656 DCFs, the situation
is in-between these two cases: the residual dispersion is slightly larger than that of
G.652 DCFs but the impact of the chromatic dispersion value at 1550 nm is smaller.

These considerations help to choose the appropriate DCF for a dedicated appli-
cation. Note that within a given residual dispersion limit, DCFs with high nega-
tive chromatic dispersion are often preferable because they limit the impact of loss
and nonlinearity [60, 62, 65], thereby improving the performance of optical net-
works [65, 66].

2.5 Optical Fiber Cables

We have discussed in the previous sections the different kinds of optical fibers for
telecommunication. For this application, fibers will eventually be installed and op-
erated in many different environments: they can be buried underground or undersea,
strung aerially between poles, or run through intricate paths within buildings, and
so on. Cabling is then the packaging of optical fibers that will protect them from
anything that may damage them. The list is long and diverse: rodent attacks, light-
ning, more gradual degradation mechanisms like long-term exposure to moisture,
heat and extreme temperatures, crush, and of course tensile strength when cables
are installed. Cables also allow for easier handling and grouping of optical fibers.

There is a large variety of cables due to the differing environments and require-
ments they must fulfill. The simplest cable includes one fiber at its center and has
a diameter of a few millimeters, while the most complex cables can include up to
several hundreds of fibers, and their diameter can be as large as several centimeters.
In this section, we will briefly review some cable basics, that is, the key elements
of an optical cable and the different types of environments and associated cables.
Interested readers can refer to some textbooks dedicated to cables [5, 67].

2.5.1 Basic Elements of a Cable

As stated above, cables can be very different to fit the diverse environments they en-
counter. However, their design always comes down to the same few basic elements.
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There are four basic cable constructions: loose tube, micromodule, tight-buffered,
and ribbon. Cables that include a large number of fibers are built up in a modular
structure, starting from those basic elements. For example, a 96-fiber cable can be
made from eight loose tube modules containing 12 fibers each.

A loose tube simply consists of a larger tube, containing several � 250 µm coated
optical fibers. Fiber length is slightly longer than that of the tube, so that the fiber
can adjust itself within the tube, thus nearly eliminating microbending losses. The
loose-tube construction is widely used for outdoor applications, but can also be
found for indoor applications. Figure 2.14a shows an example of a cable based on
a loose-tube construction.

The micromodule structure consists of several fibers, typically 12, which are put
together and covered by a thin and flexible plastic layer. This structure allows one
to build high-count fiber cables in a very compact and flexible way. They are also
easy to handle within splice boxes.

Tight-buffered cables, as the name implies, only contain tight-buffered fibers, and
are mainly used for indoor applications. A tight-buffered fiber consists of a 250 µm
fiber with an additional layer of plastic extruded on top of it. The resulting ele-
ment is typically 900 µm in diameter and can be easily terminated with connectors.
This forms also the basic element of patchcords, which only include one or two
additional protective layers. Figure 2.14b depicts a tight-buffered cable.

At last, ribbon is manufactured by aligning several fibers (from 4 to 24) side by
side and binding them together using a UV-curable matrix. This structure is quite
popular in the USA. Ribbons ensure that fibers are precisely located so that splicing
can be automated easily with dedicated splicers. Mass splicing is seen as one of the
key advantages of ribbons.

A key role of cables is to protect fibers from longitudinal stress, for example,
when the cable is pulled during installation. A strength member, made out of metal
or hard plastic like fiber glass reinforced plastic (FRP) and located at the center of
the cable, is then used to isolate the fibers from stress and cable is built by stranding
the fiber-containing tubes around the strength member. For further protection, one
or more layers can be added. For smaller count and smaller size cables, glass-yarns
or aramid-yarns protective layers insure a good tensile strength. Finally, crush resis-
tance is accomplished by adding protective layers of metal or hard plastic material.
Metal is also a good protection against rodents that can chew away cables.

Water protection is another key feature for cables. Water causes microcracking in
the glass that can weaken the fiber significantly and eventually break it. Water pro-
tection is especially relevant for outdoor cables. The moisture can enter the cable
in two ways: radially if the sheath is damaged during installation or longitudinally
when moisture can enter through the unprotected ends of the cables. Several strate-
gies have been deployed all along, mainly including hydrophobic gel-filling of tubes
or using water-swelling tape.

Layers of metal conductors can also be included in fiber-optic cables when elec-
trical power is needed. This is especially true for submarine applications, in order
to supply power to the repeaters.
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inner jacket
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Fig. 2.14 Schematic of cables: a shows a loose-tube construction consisting of 6 � 12-fiber tubes
stranded around the central strength member, b shows a tight-buffered construction including 12
tight-buffered optical fibers

As described above, cables can include one or more of the basic structures con-
taining the fibers, which, for large-count cables, are stranded around a strength mem-
ber or loosely stranded in a bigger tube. Then, one or more layers are added to
ensure protection against crush, water, rodents, etc., until the last outer jacket or
sheath. Several materials can be used for outer jacketing: polyethylene, which is
most widely used and which offers a good durability, and also Poly Vinyl Chloride
(PVC), polypropylene, and others. For some applications, essentially indoor, special
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fire-code requirements have to be fulfilled and specific classes of materials have to
be used: low smoke zero halogen (LSZH) or halogen-free fire retardant (HFFR) that
retard fire and avoid toxic fumes to be released.

2.5.2 Cable Environment and Cable Types

Cables are specially designed to withstand particular conditions in each environ-
ment. As is the case with fibers, cable specifications and characterization are stan-
dardized (CENELEC EN 187000 and IEC 60794). The range of cable characteristics
is very broad and diverse, including tensile performance, kinking, cable crush, and
also temperature cycling, water penetration, flame propagation, and so on.

It is customary to classify the cables between outdoor and indoor applications.
For outdoor cables, there is a further subclassification mainly depending on their
final implementation: outdoor direct-burial cables, outdoor ducted cables, outdoor
aerial, and undersea cables.

Outdoor direct-burial cables usually contain a large number of SMFs. They are
designed with very extensive waterproofing, strength members, and often armoring
to protect against gnawing by all kinds of rodents. This is illustrated schematically
in Fig. 2.14a.

Outdoor ducted cables are installed in plastic ducts buried underground. Very of-
ten, it is a large main duct that includes smaller subducts (called microducts) for
progressive installation. Those cables are installed by pulling or blowing. Corre-
sponding cables are usually lighter and smaller and they need to combine good
flexibility, high tensile strength, and a good friction factor.

Outdoor aerial cables have been developed to benefit from the existing pole in-
frastructure, thus avoiding the need to dig roads to bury cables in new ducts. They
can be either directly suspended between the poles or lashed to a messenger wire that
runs between poles and takes the stress outside the fiber cable. Aerial cables have
to sustain environmental extremes (ice and wind loadings, solar radiation, lightning,
. . . ) and need heavy strength membering, both central and radial. When lightning
is a hazard, they do not include any metal. There is a special subset of aerial ca-
bles, called optical ground wire (OPGW), which is included in the earth wire of
a high-voltage electrical system.

The most sophisticated cables are the transoceanic undersea ones that run thou-
sands of kilometers between continents. Long-distance cables have to protect fibers
from strain during cable laying and repair, from pressure in the ocean depth, and
from water. They do not include such a large number of fibers, from 12 to 24 gen-
erally, but include a large number of protective layers of all kinds and as mentioned
earlier, a conductor to carry power for repeaters that lie undersea. Cables that are
intended to operate over short distances are essentially rugged and waterproof ver-
sions of direct burial cables. Those cables can either be buried in the sea floor or just
laid, but with extra armoring to account for any damages due to shipping or fishing
activities.
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There is a large variety of indoor cables as well, and with the advent of FTTH,
much activity has been devoted to develop optimized cable structures over the past
few years. One of the main requirements for indoor cables is flexibility and compact-
ness. Indoor cables usually include a smaller number of fibers and there is less need
for waterproofing and armoring, but some protection from rats is still needed. In ad-
dition, cable materials have to be chosen following fire-code requirements. A typical
indoor cable structure would then consist of a number of 900 µm tight-buffered ele-
ments wrapped either around a central strength member or within a yarn-based layer
surrounded by an outer jacket made out of HFFR or LSZH material, as depicted in
Fig. 2.14b.

2.6 New Developments

Research in the area of silica-based optical fiber is very active. In this section, we
give a brief overview of innovative research works on microstructured optical fibers
(MOF) (Sect. 2.6.1), Bragg fibers (Sect. 2.6.2), fibers mixing glass and semiconduc-
tors (Sect. 2.6.3) and multicore and slightly multimode fibers (Sect. 2.6.4).

2.6.1 Microstructured Optical Fibers

A MOF contains an arrangement of air holes that run along its length. Light is
guided using modified TIR or the photonic-band-gap (PBG) effect. In TIR-MOFs,
holes act to lower the index in the cladding so that light is confined in the solid core
that has a higher index, similarly to conventional solid fibers [68]. In PBG-MOFs,
the holes that define the cladding are arranged on a periodic lattice and a hole that
breaks the periodicity of the cladding acts as the core. As a result, certain ranges
of propagation constants are forbidden in the cladding and allowed in the core [69].
These fibers are usually made by stacking an array of hollow silica rods to form the
preform, which is then drawn into a fiber. Figure 2.15 shows a schematic of both
fiber types.

TIR-MOFs exhibit novel optical properties. Broadband single-mode guidance
was the first one to be experimentally demonstrated in 1997 [70]. At long wave-
lengths, TIR-MOFs act as solid fibers, i.e., higher order modes are cut off because
they are less confined in the solid core and their propagation constants decrease and
become equal to that of the cladding (see Sect. 2.4.1). At short wavelengths, unlike
solid fibers, higher order modes are cut off because they are more confined in the
silica regions and avoid the holes, thus raising the effective propagation constant
of the cladding that becomes equal to theirs. Eventually, the single-mode range is
extended. These “endlessly single-mode” TIR-MOFs have been used to transmit
WDM signals in the 1000 nm region [71]. Such transmissions have also been possi-
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a b

Fig. 2.15 Schematic of microstructured optical fiber, a: TIR-MOF, b: PGF-MOF

ble thanks to impressive work on loss reduction [72, 73]: from a few 100 dB=km in
the late 1990s down to 0.18 dB=km in 2007 [73].

TIR-MOFs are also attractive because of the high index difference between silica
and air that cannot be achieved with solid fibers. This specific feature can be used
to design bend-optimized fibers (also called hole-assisted fibers) for which air holes
in the cladding act as a trench that confines light at bends (see Sect. 2.4.3.3). It also
offers more degrees of freedom when tailoring the waveguide dispersion that can be-
come very negative (similarly to solid DCFs but in a more extreme way) with values
below �1000 ps=.nm km/ at 1550 nm [74] or very positive, thus shifting �0 below
1000 nm [75]. Unlike solid fibers, anomalous dispersion arises because a large frac-
tion of the mode propagates in the holes. This latter feature is used to extend gen-
erations of supercontinua or soliton techniques to shorter wavelengths [76, 77]. Tai-
loring the mode area to reach extremely small or largeAeff (ranging from a few µm2

to more than 500 µm2/ is also possible. This leads to highly nonlinear fibers [78, 79]
used for all-optical signal processing, Raman amplification and broadband sources,
or to large mode area fibers [80, 81] used for high-power applications (delivery,
amplifier, or laser).

PBG-MOFs offer even more unusual features because light propagates in a “hol-
low core.” This opens the door to ultra low nonlinearity and thus to high-power
deliveries [82], and also to new spectral regions both in terms of dispersion and loss
characteristics [83]. Concerning loss, some mechanisms are common to solid fibers
(see Sect. 2.2.4), but roughness of the hole surfaces also causes scattering loss. This
can be of importance for some TIR-MOFs for which modes overlap with the holes;
however, it is a fundamental limit for PBG-MOFs for which 1.2 dB=km obtained
at 1620 nm [84] might be close to the ultimate lower limit [85]. Finally, filling the
core with gas leads to sustainable light interactions with gas over long lengths and
enables applications such as gas sensing [86].

All these new features make possible a wide array of applications. Practical re-
alizations, however, remain critical. Issues such as loss, bending sensitivities, polar-
ization effects, splices, and mechanical strength are still subject to intense research.
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2.6.2 Bragg Fibers

There are three types of PBG fibers: hollow-core PBG-MOFs, described in the
previous section, where the cladding is composed of two-dimensional arrays of
holes; solid versions of these structures, where the core is made of doped or non-
doped silica and the cladding holes are replaced with high-index rods [87–89]; and
one-dimensional PBG fibers, where a low-index core is surrounded by a cladding
made of cylindrical layers with alternating high and low indices, also called Bragg
fibers [90]. Bragg fibers were first demonstrated using all-dielectric structures (for
CO2 laser transmission) in 1999 [91], closely followed by all-silica [92] and air–
silica [93] realizations.

All-silica Bragg fibers are of particular interest because they offer the unique
properties of PBG fibers with the advantage of solid cores that can be used to
write Bragg gratings or can be doped to realize fiber amplifiers or lasers. In ad-
dition, Bragg fibers have one-dimensional structures that allow for low index differ-
ences [89] that can easily be made with standard CVD techniques [92, 94, 95] (see
Sect. 2.2.3), thus avoiding the inherent drawbacks of holey structures.

Such Bragg fibers can be designed to exhibit large mode areas together with good
bending sensitivities, making them suitable for high-power applications [95].

Many theoretical studies have also investigated the potential of Bragg fibers for
chromatic dispersion tailoring, but most examples concern air-core structures that
are difficult to realize [96, 97]. Few examples of all-silica structures have been re-
ported [98–100], among which was one experimental demonstration of a large-Aeff

Bragg fiber with chromatic dispersion below �1000 ps=.nm km/ at 1480 nm, ob-
tained at the expense of high loss (>100 dB=km) [100].

Bragg fibers were first proposed in the 1970s [90], but it is only recently that they
have received more attention. Experimental demonstrations and applications are in
their early stages and a lot of research work needs to be conducted yet to exploit the
full potential of such fibers.

2.6.3 Fibers Mixing Glass and Semiconductors

Modern telecommunications do not only use 100s of millions of optical fiber km
to transmit light but also 100s of millions of semiconductor devices to generate,
control, and detect the light. Nowadays, these two technologies are heterogeneously
interfaced using costly and complex optical–electronic conversion techniques.

Recently, efforts have been made to combine these two technologies [101–104],
the ultimate goal being the realization of fiber-integrated optical–electronic devices
that bring together capabilities to manipulate photons and electrons. Silica glass and
crystalline semiconductors, however, have different properties at high temperature
and cannot be drawn together into a fiber. To overcome this difficulty, research has
focused on MOFs (see Sect. 2.6.1) that offer the possibility to embed semiconduc-
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tors into their capillary holes. Traditional chemical vapor deposition methods for the
formation of semiconductors cannot efficiently be applied to such a confined space;
as a consequence, new techniques such as high-pressure microfluidic chemical de-
position have been developed [103].

With these processes, realizations of hybrid devices have been reported. In-fiber
silicon wires have proved to function as field-effect transistors and light wave-
guides [103], and all-optical modulation of light has been demonstrated in amor-
phous silicon-filled MOFs [104].

This new field of research exploits the design capabilities of both technolo-
gies but fundamental materials science has still to be developed to fully realize its
promises.

2.6.4 Multicore and Multimode Fibers

The concept of space division multiplexing, introduced more than three decades ago,
is currently the subject of intense research in order to increase by more than tenfold
the present 10 Tbit=s capacity of single-core, single-mode transmission systems and
thus avoid the anticipated capacity crunch [105, 106]. Recent studies have exploited
multiple-core or multiple-mode techniques that can be used on top of conventional
wavelength- and polarization-division multiplexing operations.

Studies on multicore fibers [107, 108] have recently focused on a 7-core configu-
ration [109–115]. One important issue in such structures is the crosstalk experienced
by the different cores [109]. Heterogeneous or quasi-homogeneous core structures
are well-known techniques to reduce the crosstalk [110]. Another promising tech-
nique consists of reducing the expansion of the fundamental modes of the different
cores in the cladding. The use of trench assistance, which allows for better light con-
finement, has very recently been reported. This has enabled us to go from � �20 dB
to � �35 dB crosstalk values after � 100 km at 1550 nm for Aeff of � 80 µm2 and
standard cutoff and bending behavior (135–150 µm glass diameters) [111, 112]. An-
other important issue is how to enlarge Aeff above 100 µm2 at 1550 nm without de-
grading the crosstalk and the attenuation levels, especially those of the outer cores
that suffer from high microbending sensitivities and for which standard values be-
low 0.19 dB=km are difficult to achieve. One straightforward way to solve this issue
is to increase the glass diameter to values larger than the standard 125 µm [113]. De-
spite these challenges, 97 channels=core at 160 Gbit=s over 16.8 km of a 7-core fiber
(150 µm glass diameter) [114] and 80 channels=core at 100 Gbit=s over 76.8 km of
a 7-core fiber (186.5 µm glass diameter) [115] have recently been transmitted.

Mode division multiplexing [116] has recently been reformulated to increase
the bandwidths of standard multimode fibers using multiple-input multiple-output
(MIMO) processing [117]: different modes or groups of modes carrying indepen-
dent signals are excited and detected after transmission [118–120]. This way, trans-
mission of two signals at 4 Gbit=s over 5 km of a standard 50 µm graded-index
multimode fiber [121] and of three modes at 25 Gbit=s over 10 km of a few-mode
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fiber [122] has recently been demonstrated. One important issue in such transmis-
sions is the mode-coupling phenomenon. Elaborate MIMO techniques do help to
mitigate this deleterious effect. Another approach consists of reducing it by design,
i.e., by reducing the number of modes in the fiber and by ensuring that their propa-
gation constants are as different as possible [116]. A theoretical study of the trans-
mission performance of such few-mode fiber has recently been presented [123], and
first experimental demonstrations proving the concept (two modes at 10 Gbit=s at
1080 nm over 10 km [124], two modes at 50 Gbit=s at 1550 nm over 4.5 km [125],
and two modes at 100 Gbit=s at 1550 nm over 40 km [126]) have been reported.

As a final note, although this field of research is currently very active, im-
portant challenges are still ahead before space division multiplexing can be used
in long-haul transmissions, namely connectivity (multiplexing/demultiplexing de-
vices, splices, and connectors) and amplification.
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Chapter 3
Laser Components

Martin Moehrle, Werner Hofmann, and Norbert Grote

Abstract The chapter covers InP-based laser diodes (1300–1650nm wavelength
range) deployed as transmitter devices in today’s optical communication systems.
Only discrete directly modulated devices are considered in this chapter which is
followed by two other laser-related articles dealing specifically with ultra-fast and
wavelength-tunable devices. In the first part, a description of basic laser structures
and technology, of relevant gain materials and their impact on lasing properties, and
of fundamental characteristics of Fabry–Pérot devices will be presented. The second
part is devoted to single-wavelength lasers focusing on design rules and various im-
plementations. Essentially, distributed feedback (DFB) devices are treated but other
options such as the so-called “discrete mode” laser diodes will also be outlined. In
the third part, surface-emitting laser diodes are addressed including vertical cavity
surface-emitting lasers (VCSEL) and horizontal cavity DFB structures designed for
surface emission.

3.1 Introduction

Semiconductor laser diodes used as optical transmitters represent one of the prin-
cipal components in any fiber-based communication system. Laser diodes are used
because these devices can be directly current modulated with modulation rates of
up to several tens of Gbit=s being achievable today, they are extremely small in size
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and power efficient, and can be made at very low cost due to the use of semicon-
ductor wafer batch fabrication. Nowadays, market prices of state-of-the-art single-
wavelength laser chips have reached even the lower single-digit US$ range, depend-
ing on performance demands and volumes.

The first functioning semiconductor laser devices came into existence as early as
1962 [1, 2], and a major breakthrough was achieved in 1969 [3, 4] by demonstrat-
ing a heterojunction design which was honored recently with the year 2000 Nobel
prize. Those laser diodes were based on Ga(Al)As generating laser emission in the
wavelength window around 850 nm. This spectral range is still prevailing for short-
reach (<300m) data communications (data centers, local area and storage area net-
works, office communication, etc.) using multimode fibers (MMF) and GaAs-based
laser diodes in the form of vertical cavity surface-emitting lasers (VCSELs). In the
telecommunications arena and for longer datacom transmission distances, however,
the 1.3–1.6 µm infrared wavelength range is dominating due to optimal transmission
properties (attenuation, dispersion) of the optical fiber, as outlined in the previous
chapter. Laser diodes covering this spectral range are made on InP, rather than on
GaAs, using the compounds InGaAsP and InGaAlAs. Development of InGaAsP/InP
lasers had already commenced in the mid-1970s, for example [5, 6]. Although more
than 30 years have passed since then, development efforts are continuously strong
worldwide targeting the optimization of specific laser parameters to meet enhanced
and new systems requirements without compromising the wide range of other rel-
evant properties. Wavelength tunability, enhancement of modulation capability, un-
cooled operation up to 85 °C and above, and lower power consumption are in the
focus of current developments, not to forget the never-ending call for cost reduction.

In this article, we focus on laser diodes for the “long-wavelength” range (1.3–
1.6 µm). In the first part some basics including material aspects and device structures
will be addressed. A more in-depth description of the fundamentals of laser diodes
may be found in distinct text books, for example [7]. In the second part of this chap-
ter, a review of single-mode laser diodes will be presented. Finally, we will deal with
surface-emitting lasers, mainly VCSELs but also variants building on horizontal
cavity structures. Two special topics of high relevance, namely wavelength-tunable
and very high bit-rate laser devices, will be treated in the subsequent Chaps. 4 and 5.

3.2 Materials for “Long-wavelength” Laser Diodes

To create semiconductor laser diodes two basic requirements have to be fulfilled:
The semiconductor needs to possess a direct band structure to efficiently generate
laser light, and allow a band-gap energy to be adjusted that corresponds to the de-
sired emission wavelength. For the wavelength range of interest here, the materials
of choice are the III–V semiconductor InP and the related quaternary compounds
InGaAsP and InGaAlAs illustrated in the “band gap vs. lattice constant” diagram
in Fig. 3.1. The binary semiconductors, such as GaAs and InP, are characterized
by a naturally given band gap and a fixed lattice constant. By mixing binaries, i.e.,
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Fig. 3.1 Band gap vs. lattice constant diagram for “long-wavelength” III–V compound semicon-
ductors (solid line: direct band gap; broken line: indirect band gap; dotted vertical line between
InGaAs and InP/InAlAs: lattice-matched quaternary compositions)

by replacing a fraction of the group (III) and/or group (V) elements, generally any
ternary and quaternary composition can be adjusted within the area spanned be-
tween the binaries concerned. In practice, such composites are deposited as crys-
talline layers onto a binary substrate wafer utilizing well-established epitaxial tech-
niques, and to achieve layers of high crystal quality virtually perfect lattice matching
(<0:1% deviation) is required.

Hence, starting from InP, only layers can be stacked that have a composition
which is defined by a vertical line through the InP point. Thus restricted, only se-
lected InGaAsP materials can be used that cover the compositional range between
InP and the ternary end constituent In0:53Ga0:47As, associated with a band-gap span
from 1.35 to 0.75 eV, or in terms of wavelengths from 920 to 1650 nm. Another
InP-related material family is InGaAlAs covering the range from In0:52Al0:48As
(1.48 eV, 840 nm) to again In0:53Ga0:47As. The optical index of refraction, which is
a crucial parameter for optical waveguiding properties (Fig. 3.2), varies along with
the band gap.

The indicated band-gap values refer to room temperature but change with tem-
perature, roughly by – in terms of wavelengths – 0.5 nm=K. This means a variation
of the order of 60 nm over the full temperature range of practical interest for fiber
optics components, i.e., from �40 to C85 °C in the extreme case. This behavior has
substantial implications for the design and operation of laser diodes, in particular
regarding wavelength stability and adjustment.

There is one important exception to the stringent lattice-match requirement: Be-
low a certain layer thickness, which is dependent on the mismatch in lattice con-
stant and referred to as the critical thickness, the layer may be elastically strained by
purposely introducing lattice mismatch without affecting crystalline integrity. The
figure-of-merit here is the “thickness � strain” product which as a rule of thumb
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Fig. 3.2 Dependence of opti-
cal refraction index on mate-
rial composition of InGaAsP
and InGaAlAs lattice matched
to InP at 1.55 µm wavelength
(taken from [8] and refer-
ences therein; relationship for
InGaAsP after [9])

should not exceed the critical value of around 20 nm %, with the strain, ", repre-
sented by the percentage of relative lattice mismatch of the unstrained materials.
The lattice deformation is associated with a modification of the band structure that is
beneficially exploited in strained multiquantum well (MQW) layer structures widely
employed as the active medium in laser diodes today.

3.3 Laser Diode Structures

3.3.1 Layer Structure

To build a real laser diode, the lasing layer is embedded between layers of higher
band gap and thus lower refractive index. In this way, an optical waveguide is
formed in which the light traveling forth and back within the laser cavity is ver-
tically confined. Concurrently, the injected carriers interact with the optical wave
to generate stimulated light emission. This layer stack is designed as a so-called
double-heterostructure comprised of inner quaternary layers and n- and p-doped
InP cladding layers to create a pn-diode. The quaternary layers may also be lightly
doped. By applying an electrical forward current to the diode hole and electron car-
riers are injected from the doped InP layers into the active layer where they are
electrically confined and converted into photons by recombination. Once the carrier
densities have reached critical levels to yield population inversion in the conduc-
tion and valence band light amplification can occur by stimulated emission. A basic
layer structure is sketched in Fig. 3.3.

The highly doped InGaAs cap layer facilitates formation of ohmic p-contacts
of very-low resistivity (� 10�6
 cm2) which is essential for achieving high mod-
ulation bandwidth and for minimizing heat dissipation. Additional layers may be
inserted for performance or fabrication reasons (e.g., etch stop layer). Altogether,
advanced lasers may contain even more than 20 different layers yielding a total
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Fig. 3.3 Basic layer structure of an InP-based double-heterostructure laser diode; inserted profile
schematically indicating vertical intensity distribution of laser light propagating along the laser
cavity (MQW multiquantum well (refer to Sect. 3.4);Q quaternary composition)

thickness of about 3 to >5 µm. Mainly n-type InP substrates are used but inverted
designs building on a p-doped substrate (Zn doped) are being employed as well [10].
Substrate wafers of 2- and 3-inch diameter are common.

3.3.2 Lateral Structure

Whereas in the vertical direction the laser waveguide is defined by the layer stack,
structural measures have to be taken that define the waveguide in the lateral direction
too. Simultaneously carrier injection needs to be efficiently restricted to this active
region which is typically nearly 2 µm wide to guarantee monomode waveguiding.
In actual lasers two fundamentally different designs are used (Fig. 3.4a–d): (a) ridge
waveguide (RW) and (b) buried-heterostructure (BH). In the former, a mesa ridge is
etched into the upper layers along the laser cavity resulting in a lower effective re-
fractive index outside the ridge and thus lateral optical confinement. The p-contact is
applied to the ridge area, thereby confining the current flow. Because of lateral cur-
rent spreading and unavoidable lateral diffusion of carriers inside the active layer,
current-dependent broadening of the lasing region occurs, and this outdiffusion ef-
fect causes a certain portion of carriers to no longer contribute to lasing.

In BH-type laser diodes the active region is fully surrounded by InP, thus creating
a well-defined buried waveguide. This is achieved by a special selective regrowth
process of InP layers at both sides of the previously etched active stripe. Because
these layers are n–p doped to provide a built-in reverse-biased junction, current
flow is effectively blocked such that it is completely funneled into the active stripe.
Outdiffusion of carriers is suppressed by the energetic barrier between the lower
band gap of the active material and the adjacent InP. As opposed to the RW design,
the upper InP cladding layer extends over the full structure. Therefore, the p-contact
can be made significantly wider implying lower series resistance.
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Fig. 3.4 Schematic cross sections of basic structures used with InP laser diodes: a ridge waveguide
(RW); b buried ridge stripe (BRS); c buried heterostructure (BH) with pn current-blocking layers;
d REM image of real BH cross section; dotted ellipse and circle illustrate near-field profiles (not
drawn to scale)

While BH lasers with pn current-blocking layers are the most common, there are
other variants that are being successfully used. Instead of pn blocking layers semi-
insulating InP has been employed, the high resistivity (� 108
 cm at room tem-
perature) of which is achieved through doping with Fe (conc. � 1017 cm�3). Such
semi-insulating layers are advantageous regarding lower parasitic capacitance and
therefore for high-speed laser devices. However, the specific resistivity decreases
by almost three orders of magnitude between 20 °C and 85 °C, and Fe diffusion ef-
fects may raise reliability concerns. Another version is the so-called buried ridge
stripe laser (BRS) which may be considered a hybrid of the RW and BH struc-
ture. Here, the etched laser ridge is conformally overgrown with the p-InP cladding
layer. Whereas most of this layer is rendered electrically insulating by means of ion
implantation, parasitic current flow through the small remaining conductive InP re-
gions adjacent to the active part is suppressed due to the higher built-in voltage at
the InP pn junction.

Generally, the overall performance of BH-type lasers is superior to their RW
counterparts: lower threshold current, better high-temperature output power and
high-frequency characteristics, and almost circular rather than elliptical beam pro-
file. Conversely, fabrication of RW lasers is less complex and hence more cost-
efficient, thanks to fewer epitaxial steps. Nonetheless, due to performance require-
ments, a great deal of the long-wavelength lasers marketed today are BH devices.
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The RW design is, however, the structure of choice when any Al-containing
layers are involved. This is especially true for 1300 nm uncooled 10 Gbit=s lasers
widely used for datacom applications as well as for externally modulated lasers
(EML, see Chap. 4), the latter benefiting from the better electroabsorption behav-
ior of InGaAlAs structures. The issue encountered with BH lasers is that InGaAlAs
materials are prone to surface oxidation when exposed to air. This effect is dif-
ficult to avoid during processing. There have been several reports on BH laser
diodes containing InGaAlAs layers; however, a real breakthrough of this technol-
ogy is still missing. Any residual oxide remaining on the regrown BH interface
may introduce nonradiative recombination centers and may be regarded as a poten-
tial source for lifetime issues with these lasers. Removing the oxidized surface by
etching with a suitable cleaning gas inside the epitaxy reactor has been primarily in-
vestigated to tackle this issue, and achievement of highly reliable 1300 nm devices
was claimed [11]. Exploiting narrow stripe selective area growth has been another
approach in which case the InGaAlAs MQW layers are covered in situ with an InP
layer [12].

3.4 Active Medium

In its simplest form the active medium of the laser diode consists of a bulk layer
made of InGaAsP. Basically, the lasing transitions occur between the conduction and
the valence band edges to yield laser wavelengths corresponding to the composition-
dependent band gap, Eg. However, such “bulk” lasers exhibit comparably high
threshold currents because of lower material gain, resulting in low output power
and poor high-temperature performance.

3.4.1 Quantum-well Layers

More advantageous are the so-called quantum-well (QW) structures. In such a struc-
ture a thin well layer is sandwiched between two barrier layers of higher band gap.
If the thickness of the embedded well layer is smaller than the De Broglie wave-
length of the electrons and holes in this material, quantization of the electron and
hole energy levels occurs. The optical transitions then take place between the quan-
tized electron and hole levels in the QW rather than between the virtual conduction
and valence band (Fig. 3.5). The well/barrier (QW) layer stack is made of either
InGaAsP or InGaAlAs but mixed InGaAsP/InGaAlAs QWs have also been em-
ployed and have shown distinct benefits for enhancing the modulation bandwidth
(30 GHz [13]). Typical thicknesses range from 4 to 8 nm and from 7 to 15 nm for the
well and barrier layer, respectively. The former thickness has a substantial effect on
the emission wavelength which increases with decreasing well width. Commonly,
a series of QW layers is vertically stacked to result in MQW structures.
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Fig. 3.5 Schematic energy band structure and corresponding optical transitions in a bulk (left) and
a multiquantum well structure (right); CB conduction band; VB valence band

HH

energy

LH HH

energy

HH LH

energy

optical
transitions

a b c

Fig. 3.6 Schematic representation of density of states and corresponding spectral carrier density
dn=dE at transparency condition for a bulk, b lattice-matched quantum-well structure, and c com-
pressively strained quantum-well structure (LH light hole; HH heavy hole; n carrier density;E en-
ergy)

Physically, the advantage of QWs originates from the density of states. As a con-
sequence of the quantized electron and hole states, the respective energy dependence
of the density of states in the conduction (CB) and valence band (VB) changes from
parabolic curves in the case of a bulk layer to step-like functions in the case of
QW layers. If electrically pumped, these carrier states are filled according to Boltz-
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mann’s thermal occupation statistics resulting in spectral carrier densities, dn=dE ,
as depicted in Fig. 3.6a, b. Because of the fact that, as a first approximation, the
optical gain of a semiconductor material for a specific optical transition is propor-
tional to the product of the respective spectral carrier densities in the conduction and
the valence band, it is obvious that QW structures exhibit higher optical gain than
their bulk counterparts (Fig. 3.6b). MQW structures therefore show lower threshold
current densities and accordingly superior temperature behavior and high-frequency
characteristics.

3.4.2 Strained QWs

By incorporating strain into the quantum wells, the gain characteristics can be fur-
ther improved considerably. Typical strain values used here range from �1:5% (ten-
sile strain) to C1:5% (compressive strain). The main physical effect of strain in the
quantum wells is the breakup of the energy degeneration of the heavy hole (HH)
and light hole (LH) valence bands at k D 0 and corresponding significant changes
in the shape of the respective in-plane energy dependence (Fig. 3.7). By applying
compressive strain in the quantum well, the in-plane HH mass is reduced and the
density of states in the HH valence band decreased. Accordingly, band filling at the
same electrical pumping level increases to yield lower threshold current densities
and also higher differential gain values. Furthermore, the effect of optical intraband
losses due to absorption between the HH- and the split-off- (SO) valence band at
the optical transition energy is substantially reduced. The benefit of the strained
layer MQW laser had already been recognized by the end of the 1980s [14], and
nowadays commercial laser diodes are commonly designed this way using compres-
sively strained wells in the MQW structures. One percent of compressive strain was
discovered to be optimal [15]. The barrier layers may be tensile-strained for (par-
tial) strain compensation to allow for implementation of higher-period MQW struc-
tures without exceeding the critical thickness. It should be noted that unstrained and
compressively strained QWs strongly support TE-polarized laser emission, whereas
tensile strain results in TM polarization. This behavior is exploited, for example
in semiconductor optical amplifiers (SOA, see also Chap. 12) to balance TE/TM
gain [16].

For many applications, the high-temperature performance of laser diodes is of
crucial importance. Optical datacom links and fiber-to-the-home (FTTH) networks
demand uncooled operation up to ambient temperatures of C85 °C. At higher tem-
peratures, the optical gain reduces due to thermal broadening of the energetic band
filling distribution of the carriers resulting in smaller dn=dE values at a specific
energy. Material inherent optical losses such as Auger absorption also increase
with increasing temperature. Both effects lead to an increase of laser threshold
current and a decrease of external power vs. current efficiency (slope efficiency)
with increasing temperature. This is also true for the electrical pumping efficiency
of an MQW structure which tends to get lower at higher temperatures. This is
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Fig. 3.7 Schematic energy band structure of strained InGaAsP material on InP for the cases: tensile
strained (left), lattice matched (middle), and compressively strained (right)

because carriers may be thermally released from the well into the adjacent bar-
rier and waveguide layers (referred to as carrier leakage). Because of their lower
mass, this mechanism mainly affects electron injection and is largely dependent
on the conduction band discontinuity between well and barrier layer (Fig. 3.8).
In InGaAsP/InGaAsP structures, the conduction band discontinuity makes up only
some 40 % of the band-gap difference,�Eg, of the layers involved. More advanta-
geous with respect to this carrier overflow issue are InGaAlAs/InGaAlAs structures
and also the combination InGaAsP/InGaAlAs. Here, the conduction band discon-
tinuity amounts to 72 % and 80 % of �Eg, respectively. To further avoid electron
leakage into the surrounding optical waveguide regions, an additional very thin
InAlAs layer is often inserted into the laser layer stack to serve as an electron stop-
per.

Another advantage of the Al-containing QW option is related to the modu-
lation capability. The lower valence band discontinuity, in accordance with the
higher conduction band discontinuity, of InGaAlAs/InGaAlAs MQW structures fa-
vors the hole transport in and out of the quantum wells, allowing for significantly
faster high-frequency response and thus larger modulation bandwidth compared to
InGaAsP/InGaAsP. In accordance with this, a higher number of QWs can be uni-
formly pumped with holes. Uncooled 1300 nm lasers with 10 Gbit=s modulation
capability which have been receiving great attention recently for 10 Gbit=s datacom
links commonly rely on InGaAlAs technology (refer to Chap. 4).
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Fig. 3.8 Schematic energy band structure of a typical InGaAsP/InGaAsP (a) and InGaAlAs/
InGaAlAs MQW structure (b); quantization effects are not regarded for the sake of clarity. Note
the “inverted” MQW band structure of the two material systems

3.4.3 Quantum Dots

Quantum-dot (QD) materials have attracted a great deal of attention in recent years
as a novel active laser medium. QDs are tiny pyramidal nanocrystals of about
10–20 nm footprint that are embedded in host layers. The formation of such QD
structures is accomplished using highly lattice-mismatched material (e.g., InAs)
deposited under dedicated epitaxial growth conditions. QDs feature ı-function-
like density-of-state functions and thus much higher maximum gain values than
QW structures. Theoretically, they offer unique lasing properties, such as ultra-low
threshold current density, high-temperature stability, zero chirping, low noise, and
ultrahigh-frequency capability. In reality, however, the hitherto unavoidable size dis-
persion of the QD particles and their low total active volume inhibit the exploitation
of these properties.

The bulk of QD research has been devoted to GaAs-based lasers and has yielded
a range of impressive laser results, for instance, threshold densities of <10A cm2

and very high and even negative T0 values [17]. However, it appears that such un-
precedented values are difficult to accomplish without compromising other spec-
ifications that need to be simultaneously met for practical applications. With InP,
quantum-dot structures appear to be more challenging to grow, and quantum dashes
rather than dots may be generated depending on growth conditions. The basic laser
properties achieved to date generally do not outperform those of QW lasers. Among
the apparent advantages of QD lasers is their improved noise behavior, which is
beneficially exploited in superior mode-locked lasers and all-optical clock recov-
ery devices [18]. The QD size distribution resulting in an excessively broad gain
spectrum has been exploited to create so-called comb lasers [19]. Superior perfor-
mance of QD-based optical amplifiers (SOA, see Chap. 12) has been well recog-
nized. A unique future application may be as an active medium for single photon
sources for quantum cryptography applications. Despite these achievements, one
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can state that although QD technology is useful for enhancing specific laser param-
eters, it has to date not led to a revolution in semiconductor laser technology.

3.5 Fabry–Pérot Lasers

The simplest form of a laser diode is the Fabry–Pérot (FP) type. The laser cavity
length is defined by cleaving, and the resonator mirrors are simply provided by the
resulting crystal facets. Assuming an effective refraction index of the laser material
of nl D 3:5, the resulting mirror reflectivity against air (n D 1) amounts to some
30 %. By applying optical reflection coatings to the facets, other values can be easily
adjusted. In particular, using a high-reflectivity (HR) coating at the back facet and
a low-reflectivity (LR) one at the front facet, the optical output power from either
facet can be made highly asymmetric. In this way, compared to symmetrical mir-
ror conditions, the optical power from the front side may be almost doubled at the
expense of the power from the backside. The latter is commonly exploited for op-
tical power control by means of a monitor photodiode for which an only moderate
intensity is sufficient.

For the reflection coating, the wafer needs to be cleaved into bars several tens
of which can be simultaneously coated by evaporation or (ion beam) sputtering,
one run for either facet. Because of the large handling effort involved, this process
is rather costly. The coating films consist of periodic pairs of quarter-wavelength
dielectric layers of different refractive index, for example SiO2 and TiO2. Care has
to be taken to minimize undesirable spillage on the surface and backside of the laser
chips. Besides their optical function, the coatings also serve to protect the facets
against detrimental environmental effects. Following the coating process, individual
laser chips are singulated by a scribe-and-break process. To ease this process and
the previous bar cleaving, the full processed wafer is thinned to a thickness of only
some 100 µm. The dimensions of a representative laser chip used for optical data
transmission are given by a cavity length of 200–400 µm and a width of 250–400 µm,
to some extent depending on the targeted application.

A typical emission spectrum of an InP-based FP laser diode is represented in
Fig. 3.9. Since the gain spectrum of the laser material is fairly broad (& 30 nm full
width at half maximum) and the reflectivity of the facet mirrors is practically wave-
length independent, multiple emission wavelengths appear manifesting the longitu-
dinal Eigen modes of the cavity.

Taking into account the chromatic dispersion of optical fibers, the width of the
emission spectrum is crucial for the maximum achievable transmission length at
a given bit rate. A measure for the spectral width is the RMS value which is
a weighted quantity according to (3.1) considering all modes (i ) with intensities
pi within the �20 dB range relative to the prevailing one:

��RMS D
r
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I
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sP

pi .�i � �c/2P
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I �c D
P
pi�iP
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: (3.1)
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Fig. 3.9 Representative P –I curves (a) and emission spectrum (b) of an InGaAsP/InP MQW
BH–FP laser. These characteristics are basically similar for any other emission wavelengths in the
accessible wavelength range (Rf,Rb D reflectivity at front and back facet, resp.)

Typical RMS values are in the 1–2 nm range, with 3 nm representing a specified
upper limit for, e.g., 10 Gbit=s 1300 nm FP lasers at any operational condition.

Also shown in Fig. 3.9 are optical power vs. current characteristics of a BH–FP
transmitter laser diode at various temperatures. Threshold currents in the<5–10 mA
region and optical output power well exceeding 40 mW are representative for those
lasers at room temperature. Because of the physical effects outlined in the previous
section, the output power tends to significantly decrease with increasing temperature
(T ), whereas the threshold current (Ith) increases exponentially according to the
empirical equation (3.2) (Tr D reference temperature, e.g., 20 °C):

Ith.T / D Ith.Tr/ expŒ.T � Tr/=To�: (3.2)

Here, To denotes the so-called characteristic temperature which for InP laser diodes
comprising an active InGaAsP MQW region ranges from � 40 to � 60K, depend-
ing on active volume, cavity length, and facet reflectivity. Using InGaAlAs instead
higher values up to some 80 K are achievable. These values hold for operation up
to some 60 °C but tend to be lower beyond that point. Altogether, compared to their
Ga(Al)As counterparts the temperature behavior of InP-based laser diodes proves
to be substantially worse which largely impacts practical applications and has de-
manded large R&D efforts in recent years to accomplish uncooled laser operation.

As opposed to other laser systems, the output beam of semiconductor lasers is
highly divergent due to optical diffraction. The far-field of the laser beam is essen-
tially determined by the design of the laser waveguide. RW lasers exhibit a pro-
nounced elliptical intensity profile, whereas the one of BH structures is fairly cir-
cular. The circular shape is highly desirable because it matches well to single-mode
fibers for the benefit of efficient optical coupling. The far-field pattern is often char-
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Fig. 3.10 Schematic representation of a tapered laser diode exploiting the concept of a laterally
tapered active stripe leading to mode expansion due to weaker optical guidance (a); optical far-
field pattern of a tapered BH laser in vertical and lateral direction (b); the value of 20° has to be
compared to > 30° for nontapered structures

acterized by the divergence angle, taken as the full angle at half intensity maximum
(FWHM angle). The following values (vertical � lateral) may be considered rep-
resentative for transmitter laser diodes: 45° � 20° for RW and > 30°� 30° for BH
structures.

To accomplish lower values, so-called tapered lasers have been developed. A sim-
ple yet efficient method is to gradually narrow the active stripe in the lateral direc-
tion toward the front facet, as illustrated in Fig. 3.10a. As optical guiding becomes
weaker the more the waveguide narrows, the optical mode broadens accordingly to
result in lower beam divergence. This design does not require any extra process steps
but is applicable to BH structures only. Depending on the taper design, the far-field
angle can be nearly halved to angles down to as small as 15° in this way. An exam-
ple is depicted in Fig. 3.10b, with the FWHM angle amounting to some 20° in this
case. In [20] it is shown that such a reduction leads to an improvement in coupling
efficiency by 6 dB when directly butt-coupled to a flat SMF, comparing tapered and
nontapered laser diodes of otherwise the same design. Other taper techniques that
provide even smaller far-fields have been published but these involve a much higher
fabrication complexity [21], including selective area growth [22]. It should be noted
that VCSELs (see Sect. 3.7.1) inherently provide a circular-shaped far-field of low
divergence angles, which is one of their great advantages.

For efficient laser–fiber coupling, tapered lasers are advantageous but not really
mandatory because low-cost lenses can be used. They are, however, extremely help-
ful in hybrid integration technology where such diodes are to be directly coupled to
optical waveguides without any beam-shaping optics. In addition to the enhanced
coupling efficiency, they also provide larger alignment tolerances.

The main application of FP lasers in optical communications has been for uplink
transmission (1310 nm) in FTTH passive optical networks. Generally, the impor-
tance of FP lasers has been decreasing in recent years, mainly because of the spectral
bandwidth-related restrictions in transmission bit rate and distance, and also because
of the drastic price decline of their superior DFB counterparts (refer to Sect. 3.6.1).
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Fig. 3.11 Optical output power characteristic of a BH–HPLD emitting at 1480 nm (source: FhG–
HHI)

One remaining prominent application area, however, is high-power laser diodes
(HPLD), in the form of either (spatially) single-mode or broad area devices. The
design of such laser diodes, which are normally operated in CW (continuous wave)
or pulsed mode, is substantially different from transmitter lasers. Key to achiev-
ing high output power is to minimize series resistance and internal optical losses.
The former issue mainly requires optimizing doping profiles and layer transitions,
whereas the latter aspect relates to the waveguide design. One has to bestow great
care on keeping the portion of the optical intensity profile penetrating into the lossy
p-doped waveguide region low. This leads to an asymmetric waveguide design asso-
ciated with a relatively small confinement factor of the active region. To compensate
for this, the HPLDs are built excessively long (� 2–3 mm). Reported optical output
power of 1480 nm HPLD lasers emitting in the fundamental mode have reached the
1 W level at room temperature [23].

Figure 3.11 shows the optical power/current curve of a BH-type HPLD delivering
about 700 mW at 1480 nm of ex-facet output power which may be regarded more
state-of-the-art. Such lasers are mainly used as pump sources for Er-doped fiber
amplifiers (pump wavelength: 1480 nm) and for Raman fiber amplification (14xx nm
wavelengths) [24]. Besides that there are diverse applications outside the telecom
field, for example for LIDAR.

3.6 Single-mode Laser Diodes

To cope with the effect of optical fiber dispersion, which restricts achievable bit
rate and transmission distance, transmitter lasers are demanded that emit a single
rather than multiple wavelengths. Typically, residual side wavelengths need to be
suppressed by at least 35 dB, commonly referred to as side-mode suppression ra-
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tio (SMSR). Various types of single-mode laser diode devices are well known, in-
cluding distributed feedback (DFB) lasers, distributed Bragg reflector (DBR) lasers
(see also Chap. 5), external cavity lasers, coupled cavity lasers, discrete-mode lasers
(Sect. 3.6.2), and VCSEL (Sect. 3.7.1).

3.6.1 Distributed Feedback Lasers

DFB lasers, the concept of which was introduced more than 35 years ago [25],
have become the most established single-wavelength laser type. The key struc-
tural element of such laser diodes is the so-called DFB grating providing a pe-
riodic change of the effective optical index of refraction along the laser cavity.
Thereby partial reflection occurs at each index step (real or complex) to gener-
ate distributed optical feedback by constructive interference. This mechanism is
wavelength-selective, thus enabling longitudinal single-mode operation. The DFB
grating is realized by etching a “washboard”-like structure into the optical wave-
guide stack of the laser heterostructure (Fig. 3.12) which is subsequently overgrown
with the p-cladding/contact layers. In this way, the DFB coupling relies on the peri-
odic variation of the real part of the refractive index, which represents the commonly
used solution. Alternatives, though less often applied, are gratings that are formed
in the substrate, i.e., below the active region, and metal gratings placed beside the
ridge of RW laser structures [26].

In order to obtain longitudinal mode selection, the grating period� has to fulfill
the so-called Bragg condition:

� D �m

.2neff/
; (3.3)

where � denotes the grating period, � the emission wavelength, neff the effective
refractive index of the laser structure, andm the grating order (m D 1; 2; : : :). First-
order gratings (m D 1) have the advantage that virtually all the light is reflected
back and forth only in the direction of the waveguide, thus resulting in very efficient
optical feedback. In the case of higher order gratings, part of the light is vertically
coupled out of the waveguide, causing excess optical loss for the laser. Therefore,
first-order gratings are predominantly utilized, whereas second-order gratings have
been exploited in special surface-emitting DFB laser designs (see Sect. 3.7.2.2),
and higher order gratings in high-power DFB devices because of their particularly
long cavity. Mathematically, DFB lasers can be described and simulated by the
well-proven coupled mode and transmission line models, respectively. Both theo-
retical models are thoroughly described, for example in [27].

3.6.1.1 Basic DFB Design

In order to fully exploit the longitudinal mode selection mechanism of the DFB
grating, any back-reflections from the facets have to be avoided. This is commonly
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Fig. 3.12 Schematic views of DFB gratings: a uniform real-index coupling, b index-coupled grat-
ing with integrated �=4 phase shift, and c complex coupling. Not shown are the upper cladding
layers which are grown on top to complete the laser structure. In d an SEM image of a real �=4
phase-shifted DFB grating is depicted made by electron beam lithography and subsequent reactive
ion etching. The grating period (1st order) for a 1550 nm DFB laser amounts to some 220 nm only

achieved by applying antireflection (AR) coating layers to either end facet. Index-
coupled DFB lasers (Fig. 3.12a) with AR-coated facets, however, show a two-
mode spectrum corresponding to the Bragg grating stop band modes, as depicted
in Fig. 3.13a. To achieve single-mode operation, an additional �=4 phase shift in
the center part of the grating can be implemented (Fig. 3.12b). In that case, single-
mode operation at the Bragg wavelength (3.3) is obtained (Fig. 3.13b). Alternatively,
also multiple phase shifts distributed along the DFB grating can be used here [28].
Another means to obtain single-mode operation is to use the so-called complex cou-
pling, in which case an additional imaginary index (gain or absorption) coupling
component adds to the real-index coupling. As a result, single-wavelength emis-
sion is obtained that corresponds to the “red” (gain) or “blue” (absorption) side stop
band mode (Fig. 3.13c). In reality, as one approach, such complex coupling is ac-
complished by etching the DFB grating further into the active layer (Fig. 3.12c).
Although there have been concerns about the reliability of such DFB structures, it
could be demonstrated that appreciably good lifetime behavior is achievable if the
fabrication is done properly. Because of the oxidation issue (see Sect. 3.3) this “ac-
tive layer etching” approach is not readily applicable to Al-containing layer struc-
tures.
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Fig. 3.13 Typical spectra at laser threshold (simulation) of an a uniformly index-coupled, b �=4-
phase-shifted index-coupled, and c complex-coupled DFB structure with both facets AR coated
(L D 300 µm, � D 50 cm�1/

Fig. 3.14 Dependence of
threshold gain � length prod-
uct, gthL, on the coupling
coefficient �L product for
�=4-phase-shifted DFB lasers
with AR-coated facets (opti-
cal losses neglected). L de-
notes the length of the DFB
grating

A key parameter in the design of DFB lasers is the coupling strength of the DFB
grating, denoted by the coupling coefficient � and defined as the fraction of light in-
tensity reflected back at each periodical index step. � depends on the amount of light
confined in the grating layer, i.e., on the grating depth and on the effective refrac-
tive index difference between the materials that compose the grating. The value of �
largely impacts, among others, the threshold current of a DFB laser. Figure 3.14 ex-
emplarily shows the dependency of the threshold gain, gth, on the coupling strength
� for a �=4 phase-shifted DFB laser.

Another effect governed by the �-coefficient is the intensity distribution inside
the DFB laser structure. This is illustrated in Fig. 3.15 where the resulting optical
intensity profile along the cavity is drawn for different �-values in case of a 300 µm-
long phase-shifted DFB device. Strong coupling leads to pronounced intensity peak-
ing at the phase-shift position causing local depletion of the optical gain in that re-
gion of the cavity, also known as spatial hole burning [29]. As a consequence, the
side mode suppression is reduced and the lasers tend to become spectrally multi-
mode. For this reason, such a strong index coupling is generally avoided, and �L
product values between 1 and 2 are mostly used.

DFB laser devices with AR-coated facets generate equal optical output power
from both cavity sides (Fig. 3.15). In most practical applications, however, asym-
metrical output power distribution is desired to increase the usable power from the
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Fig. 3.15 Normalized inten-
sity distribution along the
DFB cavity at laser threshold
for different coupling coeffi-
cients � (L D 300 µm, both
facets AR coated)

front facet at the expense of the light emission from the rear facet, with the latter
commonly utilized to feed a monitor photodiode. This can be accomplished in two
alternative ways. The first one is to implement gratings with an off-center phase
shift (Fig. 3.16). By this means the optical intensity can be lifted such as to yield
higher values at the front facet, and accordingly increased output power. However,
as a trade-off, side-mode suppression tends to decrease with increasing phase-shift
displacement from the center position of the DFB grating. Typically, a front/back
optical power ratio up to 2–3 can be achieved using this method.

The second solution is to employ a cleaved (R D 30%) or high reflection (HR,
R � 60–90 %) coated back facet. Depending on the chosen HR value, the optical
output, or in other terms the external slope efficiency (SLE D �P=�I ), at the
front facet can almost be doubled, associated with a high front-to-back asymmetry
factor. However, this cavity design again largely affects the statistical single-mode
yield which tends to drop significantly as a consequence of the random phase value
of the reflective back facet relative to the DFB grating. Laser facets are created by
a cleaving process, the positional precision of which is limited to values between
˙5 µm and ˙10 µm, unless special demanding technological measures are taken. In
any case, it is impossible to perform the cleaving so as to result in a facet with a well-

Fig. 3.16 Normalized in-
tensity distribution at laser
threshold along the DFB
cavity for different posi-
tions of the �=4 phase shift
(L D 300 µm, � D 50 cm�1,
both facets AR coated)
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Fig. 3.17 Normalized calculated optical output spectra at laser threshold of a �=4 phase-shifted
DFB laser (L D 300 µm, � D 50 cm�1, AR/60 % facet coating) for different phase values at the
back facet

defined phase value relative to the DFB grating. This would require nanometer-scale
accuracy.

The strong influence of the back facet phase condition on the single-mode behav-
ior is illustrated in Fig. 3.17. Here, the optical output spectra at the laser threshold of
a �=4 phase-shifted DFB laser are depicted for different phase values. Their strong
effect on the onset of the competing DFB modes is clearly visible. At phase 0°, the
lasers behave purely single-moded, whereas at 180° they emit at the Bragg grat-
ing stop band modes (see Fig. 3.13). As a consequence, assuming an even phase
distribution such lasers typically exhibit a single-mode yield of around 50 % only,
depending on the specified SMSR limit. Along with this, a statistical fluctuation of
the output power occurs.

To conclude, with traditional DFB laser designs there is a distinct trade-off be-
tween SM yield and achievable optical output power/slope efficiency: Two-sided
AR-coated devices give high SM yields (virtually 100 %) but limited SLE values
(typically � 0:25mW=mA). Conversely, with AR/HR-coated DFB lasers the SM
yield is significantly reduced to the 50 % range but high SLE values are achievable
(>0:4mW=mA). For commercial applications, actually the best of both variants,
i.e., high SM yield and high slope efficiency, is desired for obvious reasons.

DFB lasers are widely deployed in wavelength-division-multiplex (WDM) net-
works. To this end, special demands are posed on the accuracy of emission wave-
length. With dense WDM (DWDM), a spacing of the transmission wavelength chan-
nels down to 50 GHz of optical frequency (equivalent to 0.4 nm at 1550 nm) is used,
and respective DFB devices have to be assigned by selection. Because of the tem-
perature dependence of the material refractive index, the wavelength of a DFB laser
rises with temperature at a rate of about 0.1 nm=K, i.e., by a factor of 5 smaller
than the gain spectrum (� 0:5 nm=K). For DWDM lasers, precise temperature ad-
justment and stabilization using a Peltier cooler is therefore mandatory to match
the exactly specified DWDM wavelengths (“ITU grid”). Under such temperature-
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Fig. 3.18 Schematic illustration of wavelength detuning of DFB lasers to optimize laser character-
istics at high operation temperatures. The drawn curve represents the gain profile, and the arrow
the position of the emission wavelength as defined by the DFB grating. a shows the normalized
profiles’ wavelength position at 20 °C and b at 90 °C

controlled conditions, modulation rates up to 10 Gbit=s are state of the art. Nowa-
days, there is a strong trend to deploy wavelength tunable transmitter devices (see
Chap. 5) rather than fixed wavelength devices to both avoid selection and reduce
inventory costs.

For single-channel (e.g., FTTX PON applications) and coarse WDM (CWDM)
transmission systems, uncooled operation is required to eliminate cooling power
and cooler costs. In the extreme case, the lasers need to be operated in the range
from �40 to C85 °C. With CWDM applications (�� D 20 nm channel spacing),
quite a challenging fabrication tolerance of the lasing wavelength of only ˙2:5 nm
has to be met to stay within a specified transmission window of 12.5 nm over the
temperature range from 0 to 75 °C. To compensate for the lower gain at higher
temperature – at least to a certain degree – the different temperature shift of the
spectral gain and the DFB wavelength is exploited to optimize DFB laser diodes for
high-temperature operation, as illustrated in Fig. 3.18.

At room temperature, the DFB wavelength is intentionally positioned on the
long-wavelength side of the optical gain spectrum by adjusting the DFB grating
accordingly. This design measure is referred to as “wavelength detuning.” With in-
creasing temperature, differently from FP lasers, the emission wavelength shifts to
the gain peak region to benefit from the higher gain and hence to assure fairly low
threshold currents even at high operation temperatures. In this case, the resulting ef-
fective T0-value is no longer related to material properties alone but is also detuning
dependent.

In applications where cooled operation is applicable, wavelength detuning can
also be used to optimize modulation parameters. If the DFB wavelength is de-
tuned to the short-wavelength side of the gain peak, an increase in differential gain
and thus a higher modulation bandwidth can be achieved (for further reading see
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Fig. 3.19 Representative P –I curves of a 1490 nm BH–DFB laser diode designed for uncooled
operation, 10 K temperature steps (a), and current-dependent emission spectra taken at 20 °C (b)

Chap. 4). This design measure is however limited by the associated increase of the
threshold current with increasing deviation from the gain peak. To some extent this
behavior may be compensated for by adjustment of the grating coupling strength or
the use of a suitable HR back facet coating though this results in high-modulation
bandwidth [30]. Along with the increase of the differential gain the Henry (or ˛-)
factor tends to decrease which has a crucial effect on the static and dynamic spectral
linewidth of the emission wavelength. The former characteristic is essential with
narrow-linewidth lasers required for, e.g., local oscillator lasers in coherent detec-
tion schemes, whereas the latter one describing linewidth broadening under modu-
lation (“chirp effect”) largely affects dispersion-related transmission properties.

3.6.1.2 Performance of DFB Lasers

Representative output power characteristics are shown in Fig. 3.19 for an AR/HR-
coated BH–DFB transmitter laser based on InGaAsP/InP and designed for uncooled
operation. Room-temperature threshold currents around 5 mA and optical output
power levels even exceeding 50 mW are obtainable with elaborated designs and to-
day’s highly developed fabrication technology. Inherent to InP laser diodes is the
relatively large material-related degradation of maximum output power and slope
efficiency with increasing temperature. SMSR values >50 dB are readily achiev-
able. It may not be taken for granted, however, that such values are maintained over
the full operational current and temperature range. Instead, the single-mode behav-
ior may get worse and even out-of-specification, which is of particular concern in
the low-temperature region.
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Fig. 3.20 Small-signal modulation curves of an InGaAsP/InP BH–DFB-laser diode at 20° C (a)
and 90° C (b); indicated bias currents including threshold currents

The frequency performance can be characterized by small-signal modulation
curves, as shown in Fig. 3.20 for a device similar to the one demonstrated in
Fig. 3.19. The characteristic �3-dB cut-off frequency is well known to increase
with increasing bias current until a saturation limit is reached. At high operation
temperature, the maximum modulation bandwidth tends to diminish rendering it dif-
ficult to modulate uncooled InGaAsP/InP DFB devices at 10 Gbit=s, at least at prac-
tical current conditions. InGaAlAs/InP-based lasers provide superior performance
in this respect, thanks to their “inverse” QW band structure (Sect. 3.4), and are
therefore prevailing for uncooled 10 Gbit=s applications to date (see also Chap. 4).

3.6.2 Advanced Single-mode Laser Structures

From the previous section it becomes apparent that ordinary DFB lasers do not
meet all the requirements that the fiber optics industry desires. Hence, much effort
has been made recently on achieving improved performance.

3.6.2.1 Complex-coupled DFB Lasers

One approach has been the introduction of complex-coupled DFB lasers [31], al-
ready introduced above (see Fig. 3.12). Using this concept in conjunction with
a reflective back facet, the single-mode yield indeed tends to substantially increase,
compared to the conventional purely real-index-coupled DFB devices. Another mo-
tivation is their reduced optical feedback sensitivity [32]. Optical feedback in fact
represents a major issue with DFB lasers: When laser light is reflected back from
any external reflection site, this light, depending on the phase conditions, may render
the laser to become multimode and even chaotic. A feedback sensitivity – described
by the threshold ratio of reflected-to-emitted intensity at which multimode behavior
starts to occur – as high as possible is desired to avoid an optical isolator. Mostly, an
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Fig. 3.21 Schematic top
view of a curved stripe DFB
laser indicating the basic
architecture (AC as-cleaved,
AR antireflection, HR high
reflection, as-cleaved (30 %)
or coated)

curved tapered active stripe
with uniform DFB grating

front
facet

back
facet

AC / AR

AC / HR

optical isolator is needed to sufficiently eliminate this detrimental feedback effect.
In spite of these advantages, complex-coupled DFB variants to date still appear to
play only a minor role in commercial applications because of the more challenging
fabrication technology and potentially larger reliability risks, although good lifetime
results have been demonstrated [33].

3.6.2.2 Curved Stripe DFB Laser

An alternative innovative concept relying on conventional index coupling has been
introduced recently, named curved stripe DFB (CSDFB) [34]. Initially designed
to realize a tapered DFB diode by pursuing an implementation similar to the one
sketched in Fig. 3.10, it turned out that the CSDFB structure offers additional fea-
tures overcoming drawbacks of traditional DFB lasers. A schematic view of such
a device is shown in Fig. 3.21. Inherent to the design is a curved active BH stripe
tapered toward the front side. The resulting angled front facet provides an effective
AR behavior, thus enabling these lasers to emit single mode even without any an-
tireflection coating on the front facet. The purpose of the curved active stripe is as
follows: Because of the tapered design, the effective index neff of the laser structure
decreases in the longitudinal direction toward the front facet, and the Bragg con-
dition (3.3) varies accordingly along the cavity. Rather than using a DFB grating
with a gradually varying period, which would be quite expensive to define, the re-
quired spatial effective index variation is created by a properly designed curvature
in conjunction with a constant period grating. In this way, established techniques for
grating formation can be utilized, such as the inexpensive UV interference exposure
technique.

The combined effect of decreasing optical gain and index coupling strength to-
ward the front facet and the bending of the active stripe was consistently found to
lead to efficient suppression of the short-wavelength Bragg mode. This feature is of
special advantage if tight wavelength tolerances are required. Calculations similar
to those depicted in Fig. 3.13 clearly indicate that the adverse effect of the phase
variation at the as-cleaved (or HR) back facet on the single-mode yield is signifi-
cantly reduced in CSDFB structures. As a consequence, these lasers were found to
exhibit a single-mode yield in the higher 90 % range even in the absence of any facet
coating [34].
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Fig. 3.22 Emission spectra of a CSDFB laser diode in the temperature range from �40 to C80 °C

The apparently superior mode stability becomes manifest also when regarding
the single-mode behavior over the operating temperature range. It has been verified
that stable single-mode emission is well maintained particularly in the lower range
(<0 °C). An example is given in Fig. 3.22.

Another evidence is the fact that CSDFB lasers prove to be less sensitive to op-
tical feedback effects. Comparative measurements on index-coupled CSDFB and
straight structures of otherwise comparable design indicated enhanced immunity
against optical feedback by a factor of more than 3 dB [35]. By combining the CS-
DFB laser concept with complex coupling, further improvement by 3–4 dB could
be achieved [36], as illustrated in Fig. 3.23.
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Fig. 3.23 Comparative optical feedback measurements on a conventional (straight stripe) index-
coupled and a complex-coupled curved stripe DFB laser of otherwise comparable design but
slightly different wavelengths (measurements according to IEEE Standard 802.3aeTM-2002, 1 mW
in fiber); dashed lines indicate onset of multimode emission depicted by the lobes; note the differ-
ent scale of the feedback ratio (D reflected/launched optical power)
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Fig. 3.24 Schematic view of
a discrete-mode laser diode:
the etched patterns in the
laser ridge locally perturb the
effective refractive index of
the guided mode along very
small sections of the laser
cavity (after [37])

ridge

etched feature
etched pattern

waveguide

MQW active region

front facet

3.6.2.3 Discrete-mode Laser Diode

This variant relies on a new photonic crystal laser diode technology [37]. Basi-
cally, the discrete-mode laser is an RW Fabry–Pérot device which is converted into
a single-mode laser by perturbing the effective refractive index along the cavity. This
is accomplished by partially etching features into the ridge waveguide, which have
a small overlap with the transverse field profile of the unperturbed mode. Suitable
positioning of these interfaces allows the mirror loss spectrum to enhance one FP
mode while suppressing the others resulting in single-mode operation. The detail of
the modified reflectivity spectrum will depend on the number of perturbations, their
topology, and configuration. The mechanism used to achieve the single-mode emis-
sion is clearly different from that in a DFB laser as the FP facets play a significant
role in determining the emission spectrum of a discrete-mode laser device. In fact,
the structure will not lase in the absence of feedback from the cleaved laser facets,
opposite to DFB laser structures. The basic structure of a discrete-mode laser diode
and spectral features are depicted in Figs. 3.24 and 3.25, respectively (after [37]).

Fig. 3.25 Spectral behavior of a discrete-mode laser: resulting single-mode spectrum (bottom); FP
spectrum of the unperturbed RW structure (InGaAlAs MQW, 40 mA) (inset); and calculated mirror
loss as a function of wavelength (top)
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SMSR values of 45 dB and higher are readily achievable. Mode-hop free operation
over the full-temperature range from �40 to C95 °C was demonstrated [38]. Very
narrow spectral emission, characterized by a linewidth of as low as 200 kHz, has
been demonstrated at reasonably low power levels (<10mW) [39]. This feature
renders discrete-mode lasers particularly useful as local oscillator lasers in coherent
detection schemes. Furthermore, these lasers also show enhanced immunity against
optical feedback. From the technological point of view, a noteworthy advantage is
the fact that only a single epitaxial growth for the base wafer, without any regrowth,
is required.

3.7 Surface-emitting Laser Diodes

3.7.1 Vertical-cavity Surface-emitting Laser

The vertical-cavity surface-emitting laser (VCSEL) is a modern laser concept which
was proposed as early as in 1977 [40]. Devices emitting continuous waves at room
temperature were reported in [41]. Since the mid-1990s, VCSELs based on GaAs
have been intensely studied, and 850 nm devices are now widely used in optical
systems ranging from the laser mouse to optical Ethernet modules. In fact, some
75 % of laser diodes commercially employed today are of the VCSEL type.

Different from edge-emitting laser-diodes, the optical beam of a VCSEL is cou-
pled out perpendicularly to the wafer plane. Because of this design, the devices can
be fully processed and characterized on-wafer without prior cleaving, resulting in
a significant reduction of production costs. Owing to the very short optical cavity,
VCSELs are always longitudinal and, for sufficiently small apertures, also trans-
verse single mode. Additionally, VCSELs can be operated at very low power con-
sumption levels of only a few tens of mW, rendering these devices extremely attrac-
tive for mobile applications, and “green” IT solutions in general. To mention a pop-
ular example, laser mice for personal computers are actually VCSEL-based ones
representing an energy-efficient, coherent single-mode light source that is available
for a few dollar cents only. Another emerging application field for VCSELs is op-
tical interconnects for computers, for instance, in the form of active optical cables
(AOCs). Low power consumption associated with low heat dissipation is a particular
requirement for those “parallel optics” applications, regarding the extremely com-
pact transceiver assemblies. The VCSEL devices employed for those applications
are based on GaAs (emission wavelength<1000 nm) which have reached a high de-
gree of maturity. This is true to a lesser degree for long-wavelength (1300–1600nm)
VCSELs which will be addressed here only. Different sophisticated designs and al-
ternative material options have been studied to cope with their generally inferior
physical properties.
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3.7.1.1 Challenges of Long-wavelength VCSELs

With VCSELs, there are two principal issues that are mostly material related:
(a) how to realize a low-loss laser cavity and (b) how to efficiently confine the laser
current to the active area whilst concurrently avoiding excessive heating? To reach
the lasing threshold mirror and cavity losses have to be compensated by the gain of
the active laser section as given by the well-known equation

�gth D ˛i C ˛m D ˛i � 1

2Leff
ln.RtRb/ (3.4)

with � denoting the optical confinement factor, gth the threshold gain, ˛i and ˛m

the internal and mirror losses, Leff the effective resonator length, and Rt and Rb the
top- and bottom-mirror power reflectivity, respectively.

Compared to edge-emitting lasers, VCSELs feature a much shorter gain sec-
tion given by the thickness of the active region which amounts to a few tens of
nanometers only. Whereas in the former case the optical reflectivity of around 30 %
of a cleaved FP laser facet is sufficiently high to reach laser threshold, much higher
mirror reflectivities in excess of 99.5 % are needed with VCSELs to keep mirror
losses low. This kind of reflectors is typically realized by a thick stack of quarter-
wave layers with alternating refractive index, the so-called Bragg mirrors (BM). The
peak reflectivity of a BM can be calculated using (3.5) and (3.6), with � as amplitude
and R as power reflectivity:

� D ˙r.nm C n2/� .nm � n2/

.nm C n2/� r.nm � n2/
with r D ˙

�
n2

n1

�2N � n2

ns�
n2

n1

�2N C n2

ns

: (3.5)

In (3.5) we choose “C” if the Bragg starts with the substrate ns, followed byN times
two layers of a quarter-wavelength, each with refractive indexes n1 and n2, finally
terminated by an infinite media nm. In case the last layer next to the medium (of
refractive index n2/ is missing, i.e., for N � 1=2 pairs, we choose “�”. For ns D n1
and allowing whole mirror pairs only, (3.5) simplifies to:

R D
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ˇ̌̌
ˇ
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� �
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n2
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nm
C �
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n2

�2N
ˇ̌
ˇ̌̌
ˇ
2

: (3.6)

Assuming lossless materials and neglecting beam scattering, arbitrary BM reflectiv-
ity values can be achieved increasing with the number of mirror pairs and the re-
fractive index contrast. Commonly, VCSEL mirrors have been implemented as epi-
taxially grown Bragg layer stacks utilizing lattice-matched semiconductor materials.
Infrared GaAs VCSELs largely benefit from the comparably high index contrast ob-
tainable with the naturally utilized GaAlAs compound system (�nGaAs-AlAs� 0:6).
With InP, different material choices are available: InP/InGaAsP, InP/InGaAlAs,
and InAlAs/InGaAlAs. With any of these combinations, however, adjustable val-
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ues are restricted to below nearly 0.3 (see Fig. 3.2), depending on the targeted
laser wavelength. This implies not only lower spectral reflection bandwidth but
also larger total BM thickness to achieve a given reflectivity, which again is associ-
ated with increased optical cavity loss. Another option is utilizing lattice-matched
AlAsSb/GaAlAsSb (see Fig. 3.1) which offers similar �n-values as the GaAlAs
system but was nonetheless only rarely used [42], one reason being the poor thermal
properties. Heat generation and extraction are of particular concern in any VCSEL
device. In long-wavelength VCSELs (1300 nm < � < 1600 nm) made on the InP-
based material platform, the BM inevitably contains quaternary compounds, at least
for the “high-index” layer. These materials, however, are well known to exhibit very
low thermal conductivity. Regarding optical losses, it should be kept in mind that
free-carrier absorption in p-conducting materials scales with wavelength squared
which principally tends to worsen the conditions in the case of long-wavelength
VCSEL devices. Furthermore, the series resistance of p-doped BM stacks is sub-
stantially increased, causing excess heat generation. Because of these effects, long-
wavelength VCSELs with a p-doped BM never showed satisfactory performance.

To mitigate these issues, advanced mirror concepts have been introduced re-
cently, such as hybrid mirrors [43] and subwavelength high-contrast gratings
[44, 45].

The second major issue relates to the optical mode and the current flow, which
have to be confined in a vertical direction. With an out-coupling mirror on top, the
current has to be injected laterally in a suitable way and then funneled to the center
of the device via an aperture. With GaAs-based devices, this aperture is nowadays
commonly formed by incorporating an insulating layer created by wet oxidation of
a dedicated Al(Ga)As layer. This aperture formation technology is however practi-
cally not transferable to InP-related materials, even when using InGaAlAs of high
Al content, because of the extremely low achievable oxidation rate. Therefore, other
techniques such as buried tunnel junctions (BTJ) [46] or proton implants [45, 47]
have been used to confine the current flow. Figure 3.26 shows a schematic VCSEL
layout using BMs as the front and bottom mirror. The standing cavity wave is also
depicted. It should be noted that for real devices sometimes several tens of semicon-
ductor mirror pairs – each having a thickness equal to half the laser wavelength in
the material – are needed due to the unfavorably low refractive-index contrast of the
InP-based materials used.

3.7.1.2 Realization of Long-wavelength VCSELs

Because of the severe challenges originating from distinctly disadvantageous ma-
terial properties of the InP materials, until the late 1990s the scientific community
strongly doubted whether long-wavelength VCSELs could ever show reasonable
performance allowing industrial application. In the last decade, however, strong
efforts have been made in realizing such devices to result in remarkable results.
Single-mode output powers in excess of 2 mW at 85 °C [48] and modulation speed
in excess of 20 Gbit=s [49] have been demonstrated. This makes these devices strong



128 M. Moehrle et al.

Fig. 3.26 Schematic structure of a “classical” GaAs-based VCSEL with aperture formed by wet
oxidation of an Al(Ga)As layer yielding electrically insulating material; note that in real devices
the number of layer pairs constituting the Bragg mirrors may be as large as 30 each

candidates as light sources in future optical access networks addressing high band-
width, low cost, and energy efficiency.

Nowadays, three quite different design concepts have been pursued and have
reached a fairly mature development stage. Respective VCSEL devices are com-
mercially available. Besides utilizing structures that rely solely on InP materials,
alternative GaAs-based structures have been developed, essentially to make use of
the superior GaAs/Al(Ga)As mirror layers.

3.7.1.3 InP-based Buried Tunnel Junction VCSELs

This VCSEL design comprises a semiconductor top mirror made of InP materials
(namely InGaAlAs), an MQW gain region, and an InGaAs nC=pC tunnel junc-
tion diode buried by an overgrown n-InP layer. The resulting BTJ forms the current
aperture and thus defines the active area of the VCSEL. The purpose of the BTJ
structure is to avoid lossy p-conducting layers in the VCSEL structure (except for
the extremely thin pC BTJ layer) [50, 51]. Basically, a tunnel junction is a very
highly doped reversed biased pn junction, with the space-charge region so narrow
that carriers are tunneling. Utilizing low-band gap material such as InGaAs drasti-
cally raises the tunneling rates and enables ohmic behavior. Figure 3.27 shows the
band structure of a tunnel junction and a schematic illustrating its incorporation into
a VCSEL structure. In that case, the highly doped tunnel junction has to be placed
into an antinode of the optical standing cavity wave to avoid excessive loss. Such
a tunnel structure is concurrently used to implement the current aperture simply by
means of lithography. To this end, the epitaxial growth is stopped at the tunnel junc-
tion and the aperture defined by etching away the TJ layers where no current flow
should occur in the device. After regrowth, a reverse-biased blocking diode is cre-
ated in these outer parts of the VCSEL, whereas the current is guided through the
aperture formed by the BTJ. Using this approach, both the current and the optical
wave are confined in a self-aligned way.
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Fig. 3.27 Schematic band
diagram and structure of
a buried tunnel junction
consisting of two nC- and
pC-doped InGaAs layers.
Because of the high doping
levels, high current flow is
generated under reverse bias
conditions due to carrier tun-
neling converting the holes
into electrons

After fabricating the VCSEL wafer composed of the above-mentioned layers, it
is mounted upside down onto a gold heat sink, and the InP substrate is subsequently
removed. The Au layer simultaneously serves as back-reflector, thus eliminating
a second semiconductor BM. To achieve the very high levels of reflectivity needed,
a few layers of dielectrics are incorporated on top of the plated gold to form a hybrid
mirror. Figure 3.28 schematically depicts a complete BTJ-VCSEL chip.

BTJ-VCSELs, the fabrication of which appears to be rather sophisticated, have
been realized with emission wavelengths ranging from <1300 nm up to even
2300 nm. Figure 3.29 shows representative P –I–V characteristics in dependence
of the active area as given by the aperture. In Fig. 3.30, single-mode VCSEL out-
put power of 4 mW recently achieved on 1550 nm devices (C. Neumeyr, private
communication) is demonstrated along with an output curve at C85 °C. Record-
high modulation speeds could be demonstrated with this design concept [49]. In

Fig. 3.28 Structure of an InP-based BTJ-VCSEL (courtesy: VERTILAS GmbH)
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Fig. 3.29 Output characteristics of a BTJ-VCSEL: influence of size of active area

Fig. 3.30 P –I–V curve of
a 1550 nm BTJ-VCSEL at
20 °C and 85 °C
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Fig. 3.31 a 25 Gbit=s data eye diagram measured on a 1550 nm BTJ-VCSEL and b the corre-
sponding bit-error-rate plot
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Fig. 3.32 Cross section of a wafer-fused longer-wavelength VCSEL combining undoped GaAs-
based reflectors and InP-based active material (after [52]). Two fusion steps are involved in the
fabrication

Fig. 3.31a,b an eye diagram and a corresponding bit-error-rate plot at 25 Gbit=s data
rate are presented. The transmission experiment was carried out at room temperature
in back-to-back configuration.

3.7.1.4 Wafer-fused Long-wavelength VCSELs

Another approach relies on growing GaAs/Al(Ga)As Bragg mirrors on GaAs sub-
strate, and the active region on InP to combine specific advantages of these different
material systems: high “long-wavelength” optical gain and reliable InP-based quan-
tum wells, and the superior optical and thermal properties of the GaAs/Al(Ga)As
reflectors. Starting from three different wafers, the final layer stack is created by
applying two wafer-bonding steps. A respective structure is shown in Fig. 3.32 (af-
ter [52]). Again, a BTJ current aperture is incorporated. Undoped and thus low-
loss BMs are employed requiring lateral intracavity contacts to be applied. This
contacting scheme also avoids the situation where the VCSEL current flows across
the bonded interfaces, which may exhibit rather poor electrical properties. Record-
high single-mode optical powers (CW) of 6 mW at 20 °C and 2.5 mW at 80 °C were
achieved at 1320 nm, and of 4 mW and 1.5 mW, respectively in the 1550 nm band
[53], using this wafer-fusion-based technology. A value of 0:5mW was reached at
2000 nm [52], a wavelength range of interest for spectroscopical applications. In the
former cases, 10 Gbit=s modulation was demonstrated at 70 °C [53, 54]. The elec-
trical parasitics associated with the intracavity contacts, however, tend to limit mod-
ulation speed and may severely impede the achievement of bit rates � 10Gbit=s.



132 M. Moehrle et al.

3.7.1.5 Extending the Active Region on GaAs

A third route to accomplishing high-performance long-wavelength VCSELs uti-
lizes fully GaAs-based structures. This allows using the well-established and ma-
ture GaAs-based VCSEL technology, employing common GaAs/Al(Ga)As mirrors
and oxidized apertures (refer to Fig. 3.26). As the gain medium, different material
options have been investigated, including GaInNAs material [55] where the addi-
tion of small amounts of nitrogen to strained InGaAs on GaAs (“diluted nitrides”)
shifts the emission wavelength toward longer wavelengths (see also Sect. 4.2.4);
In(Ga)As quantum-dot material [56]; and GaAsSb MQW layers [57]. All of these
approaches were focused on VCSELs emitting in the 1300 nm range for data links.
To extend the wavelength range significantly further proves to be more and more
complicated, however. Active InGaSb-based QD gain medium was tried to achieve
1550 nm VCSEL emission [58].

Nitrogen-containing materials are not fully understood yet. They tend to decom-
pose under certain conditions such as extreme temperatures or high current densi-
ties. These parameters appear to be particularly critical with VCSELs, which are
typically driven at rather high current densities and whose active region suffers
from self-heating. Indeed, lifetime issues have been encountered with GaInAsN-
based VCSELs when operated at higher temperatures (& 60 °C). When aiming at
high modulation speeds, high carrier and photon densities are needed to boost the
relaxation oscillation frequency, i.e., the intrinsic bandwidth of the laser. There-
fore, top performance and reliability are somehow contradictory in this approach
but the success will depend on the quality of the nitrogen-containing layers. Nev-
ertheless, reliable devices could be demonstrated using molecular beam epitaxial
(MBE) growth [59], but wider commercialization is missing to date, despite the
apparent advantages regarding device fabrication cost.

As an alternative to diluted nitrides, QD active material has also been investi-
gated. Generally, however, QD-based VCSEL devices suffer from the small active
volume limiting the total achievable gain. Because of this restriction, very high mod-
ulation speeds requiring high gain conditions could not be demonstrated yet [60]. It
remains rather questionable whether QD technology may eventually represent the
technology of choice for the realization of long-wavelength VCSEL devices.

3.7.2 Horizontal Cavity Surface-emitting Laser Concepts

There have been several approaches recently to combine surface emission with “nor-
mal” laser structures, that is, lasers with horizontal cavities. The aim of these de-
velopments is to benefit from the laser performance of those lasers while simul-
taneously retaining the economical advantages (e.g., on-wafer testing) of VCSEL
devices. Like VCSELs, horizontal cavity surface-emitting lasers are also attractive
light sources for hybrid integration technology as surface-mount devices on optical
waveguide boards.
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Fig. 3.33 Schematic structure of a single-mode (DFB) HCSEL integrated with a monitor photodi-
ode (MPD, a) and optical output characteristics (b)

3.7.2.1 Surface-emitting Lasers with Turning Mirrors

This laser type, known under the acronym HCSEL, is basically an edge-emitting
laser comprising a 45° mirror facet for vertical out-coupling of the laser beam, as
represented in Fig. 3.33. Both FP and DFB embodiments are feasible. The char-
acteristics of HCSELs, including output power, beam shape, polarization stability,
and wavelength precision, are basically the same as with their edge-emitting coun-
terparts, whereas full on-wafer processing and on-wafer testability, packaging cost,
and monolithic 2D-array fabrication are advantages that are shared with VCSELs.
Further, epitaxial growth and manufacturing processes are identical to those utilized
in the mature edge-emitter technology, apart from the additional etching process
needed to form the 45° turning mirror. HCSELs can outperform VCSELs regarding
specific advantages of edge emitters, such as higher output power and the possibility
of monolithically integrating further devices in the horizontal plane, namely a mon-
itor photodiode as indicated in Fig. 3.33. Conversely, HCSELs exhibit higher power
consumption and larger beam divergence than VCSELs. Nonetheless, recent HC-
SEL developments have led to achieving appreciably low laser currents [61] which
eventually have enabled employing low-power laser driver integrated circuits devel-
oped for VCSELs [62].

Recently, a concept similar to HCSELs was realized but with the 45° turning
mirror formed so as to direct the output beam through the substrate. At the backside
of the substrate, a collimating lens was monolithically integrated that yields a very
low beam divergence of 2.5° only [63]. Using a 1:3 µm InGaAlAs/InP RW laser
structure, 25 Gbit=s direct modulation up to 100 °C was demonstrated on such lasers
[64], called LISEL (lens integrated surface-emitting laser). Thanks to the substrate-
side emission, they could be flip-chip mounted directly on high-frequency coplanar
lines.
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3.7.2.2 Surface-emitting Lasers with Second-order Grating

Another approach for surface-emitting lasers relies on exploiting second-order DFB
gratings to direct the laser beam to vertical emission. In contrast to first-order grat-
ings providing optical feedback in the longitudinal direction only, with second-order
designs a substantial portion of the light is reflected into a vertical direction. Both
second-order DBR [65, 66] and DFB structures [67] have been demonstrated. In
the former case, one laser facet is replaced by a DBR grating, enabling longitudinal
mode selection, optical feedback into the laser resonator as well as vertical deflec-
tion of the out-coupled optical light. In SE–DFB lasers the second-order grating can
provide surface emission in the center of the DFB resonator [67] and can be de-
signed to shape the optical output beam of the laser. It is, for instance, possible to
focus the output beam into one or more spots or to optimize the beam quality [66].
Compared to HCSELs the challenge in manufacturing is shifted from the formation
of a smooth 45° plane to lithographically defining complex high-precision gratings
with nanoscale accuracy. Despite the existent advantages, to our knowledge such
second-order grating deflection devices have not been commercialized so far.

3.8 Concluding Remarks

In this chapter we have covered the basics of InP-based long-wavelength semicon-
ductor laser diodes, including material options, laser structures and related tech-
nologies, multi- and single-mode emitting lasers, and different variants of surface-
emitting laser devices. Many of these components are commercially available today;
nonetheless, continuous efforts are made to improve on their overall performance
and on specific parameters, and to reduce fabrication costs. Reliability issues have
been largely overcome but need to be revalidated whenever structural and technol-
ogy changes are introduced. The different laser diodes addressed essentially exhibit
modulation capability of up to 10 Gbit=s, at least at room-temperature conditions.
However, there is a strong trend these days to push this limit to much higher values,
namely �25Gbit=s and 40 Gbit=s and even more. Those developments are dealt
with in the next chapter. A second major focus is on wavelength tunability which
will be the subject of a third laser-related article, Chap. 5.
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Chapter 4
Ultrafast Semiconductor Laser Sources

Masahiro Aoki

Abstract This chapter reviews recent technological progress in the development
of ultrafast light sources for achieving small footprint and low-power consumption
optical transceivers. The focus is on various important light sources, for example, di-
rectly modulated diode lasers with high optical-gain materials, low-chirp externally
modulated diode lasers, and ultrafast diode lasers with new structure and modula-
tion scheme. The coverage of the topics starts with an in-depth theoretical treatment
of key characteristics and dependences, illustrates typical realizations of ultrafast
diode lasers and integrated laser-modulators, and includes relevant operation and
performance characteristics as well.

4.1 Introduction

Since the recovery from the “dot-com bubble” (or “information technology bub-
ble”) that occurred at the beginning of this century, the demand for highly efficient
transmission of large amounts of data has soared with the explosive growth of broad-
band/broadgather data networks. Core/edge routers, switches, and data servers are
now essential for information and communications technology (ICT), providing the
infrastructure for our daily lives and our business activities in today’s ICT-based
society. High-end ICT equipment depends heavily on fast optical data transmis-
sion technologies. Such technologies are essential not only in communication net-
works (for both telecommunications and mobile backhaul communication), but also
in storage networks (so-called fiber channels) as well as in local area networks.

Common technological keys enable high data throughput, high port densities,
and, at the same time, cost effectiveness. The total system performance depends

M. Aoki (�)
Hitachi, Ltd., Research & Development Group, 1-6-1, Marunouchi, Chiyoda-ku, Tokyo 100-8220,
Japan
e-mail: masahiro.aoki.ev@hitachi.com

H. Venghaus, N. Grote (eds.), Fibre Optic Communication – Key Devices 139
Optical Sciences 161. DOI 10.1007/978-3-642-20517-0_4,
© Springer-Verlag Berlin Heidelberg 2012

masahiro.aoki.ev@hitachi.com


140 M. Aoki

Fig. 4.1 Footprint area
and power consumption of
10 Gbit=s optical transceivers
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heavily both on the data throughput of each channel port and on the integration
density determined by the assembly size and power consumption of the components.
This is why gigabit-per-second (Gbit=s) class optical transceivers with low power
consumption and small footprints are so important. An example of the technology
trend of optical transponders used for 10 Gbit=s systems is shown in Fig. 4.1, which
plots the relationship between module footprint and total power consumption for
several types of standard transceiver modules.

The standard 10 Gbit=s optical transceivers started with 300 pins in 2000 [1],
with a large footprint (ca. 100 cm2) and high-power consumption (ca. 15–20 W).
To meet the demands for reduced size and power consumption, several types of de
facto standard 10 Gbit=s transceiver packages – XENPAK [2], XPAK [3], X2 [4],
XFP [5], and SFP+ [6] – have been developed and, as a result, the footprint and
power consumption have been reduced in rapid succession. Moreover, the optical
connector has changed from a pigtail to a receptacle, thus simplifying the assem-
blies. Currently, multiprotocol data rates are feasible and the cost of the compo-
nents has decreased. Nowadays, the system requirements for the components ex-
ceed 10 Gbit=s, and 40–100 Gbit=s optical transceivers are under development. In
fact, in mid 2010, a new standard (IEEE 802.3ba [7]) for 40 G- and 100 G-Ethernet
was approved, relying on wavelength-multiplexed 4�10Gbit=s, 10�10Gbit=s, and
4 � 25Gbit=s transmission schemes. For the latter scheme, laser sources with spec-
ified emission wavelengths around 1:3 µm (four wavelengths with 800 GHz spac-
ing, referred to as LAN-CWDM (Local Area Network Coarse Wavelength Division
Multiplexing)) are required that are capable of generating 25 Gbit=s bit streams. To
achieve 40 Gbit=s transmission, the current 4-lane 10 Gbit=s approach is likely to be
replaced by a serial 1� 40Gbit=s solution as the next generation, and developments
for 400 G-Ethernet are already on the horizon. For implementing respective multi-
lane transmitter modules, 40 Gbit=s lasers will be needed as key building blocks.
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In order to reduce the size and power consumption of optical modules, lower-
current/voltage drivability is crucial, and the elimination of thermoelectric coolers
is highly desired. The keys to meeting these requirements are high-speed, uncooled
semiconductor laser sources with small drive current/voltage. This chapter reviews
the recent technological progress in ultrafast light sources for achieving small foot-
prints and low-power consumption optical transceivers. We address several impor-
tant light source devices, for example, directly modulated diode lasers with high-
optical gain materials, externally modulated diode lasers, and ultrafast diode lasers
exploiting new structures and modulation schemes.

4.2 Ultrafast Directly Modulated Laser Sources

4.2.1 High-speed Characteristics of Directly Modulated Lasers

The small-signal frequency response R.f / of a diode laser is derived from the rate
equations that describe the interaction between the carrier densityN and the photon
density S in the active medium of a laser [8]. Above the threshold condition, these
are expressed as

dN

dt
D I

eV
� vg

dg

dN
.1 � "S/.N �NT/S � N

�N
; (4.1)

dS

dt
D vg

dg

dN
�.N �NT/.1 � "S/S � S

�P
C �ˇ

N

�N
; (4.2)

where I is the current injected into the active region of total volume V, e is the
electron charge, vg is the group velocity of light in the laser medium, dg=dN is the
differential gain, " is the gain saturation coefficient, NT is the transparency carrier
density, �N is the carrier lifetime, �P is the photon lifetime, � is the optical confine-
ment factor, and ˇ is the spontaneous emission fraction for lasing. Assuming small
signal current modulation (i.e., I.t/ D I0 C ıI1ej!t /, R.f / is expressed as
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; (4.3)

where fr is the relaxation oscillation frequency, � is the damping constant, and
CldRld is the laser parasitic constant (the index “ld” denotes laser diode). fr and �
are expressed as
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where �i is the internal quantum efficiency. K is called the nonlinear K-factor and
is expressed as

K D 4	2

vg

�
"

dg=dN
C 1

˛m C 2˛th

�
; (4.6)

with ˛m and ˛th being the mirror loss and lasing threshold gain, respectively.
It is apparent from (4.3), that in order to achieve high-speed lasers, it is impor-

tant to enhance the relaxation oscillation frequency fr or to reduce the laser parasitic
constant CldRld and the damping constant � . The quantitative effects of these fac-
tors on the high-speed performance are discussed below.

Reduction of laser parasitic constant CldRld From (4.3), the CR (capacitance–
resistance)-limited frequency bandwidth f CR

3 dB, where f3 dB is the 3 dB-down band-
width, is expressed as

f CR
3 dB D 1

2	CldRld
: (4.7)

With today’s device/process techniques in III–V semiconductor-based optoelectron-
ics, laser capacitancesCld can be designed to be less than a few hundred femtofarads
(fF). Moreover, the laser series resistance, R, is in the range from several ohms to
several tens of ohms (
). If we assume Cld D 400 fF and Rld D 10
, then the
calculated value of f CR

3 dB is 40 GHz. This simply means that 40 Gbit=s direct modu-
lation is theoretically feasible in terms of laser parasitics.

Enhancement of relaxation oscillation frequency fr By solvingR.f fr
3 dB/ D 1=2

for the condition CldRld D 0, � D 0, we get

f fr
3 dB D

q
1C p

2fr Š 1:55fr: (4.8)

The relaxation oscillation frequency fr is governed by the resonant oscillation be-
havior between carriers and photons that occurs in a laser resonator, and the laser
light output can never respond to a rapidly changing electrical input signal any faster
than fr. In other words, fr is the essential parameter that determines the dynamic
limit of semiconductor diode lasers.

Reduction of damping constant � Damping is known to originate from nonlinear
gain saturation, and it adversely affects the laser dynamics. It not only lowers the
resonant peak in R.f /, but also reduces the frequency bandwidth, especially in the
high-frequency range above 20 GHz.

Again, by solving R.f K3 dB/ D 1=2 for CldRld D 0, fr D 1, we get

f K3 dB D 2
p
2	=K: (4.9)

In fact, the nonlinear K-factor is typically 0.3 ns for InGaAsP/InP-based quantum
well lasers, and the corresponding f K3 dB is calculated to be about 30 GHz. This es-
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Fig. 4.2 a Example of small-signal frequency responses R.f / measured on a 1.3 µm wavelength
range diode laser [9] compared with b fitted responses calculated using (4.3)

10

20

30

0.1

0.2

0.3

0 20 40 60 80 100

fr@Ith + 60mA

K (ns)

Temperature (°C)

N
on-linear K

-factor (ns)R
el

ax
at

io
n 

os
ci

lla
tio

n
fr

eq
ue

nc
y 

f r 
(G

H
z)

Fig. 4.3 Temperature dependence of fr and nonlinear K-factor

sentially implies that the effect of damping can never be neglected in ultrafast diode
lasers modulated in the range of a few tens of GHz.

An example of small-signal frequency responses (R.f /) measured on a 1.3 µm
wavelength range diode laser [9] is shown in Fig. 4.2a. The laser has an active
region composed of InGaAlAs (see Sect. 4.2.4 and also Chap. 3) formed on an
InP substrate. It is designed with a 300 µm long cavity and a ridge waveguide (RW)
as the striped structure. Data for R.f / measured at various temperatures ranging
from 25 to 85 °C are plotted in Fig. 4.2a. By fitting the measured R.f / using (4.3),
the temperature dependence of fr and the nonlinear K-factor were both extracted;
they are plotted in Fig. 4.3.

Fitted responses calculated using these data as parameters are drawn in Fig. 4.2b.
The results clearly reveal the good agreement between measured and fitted curves,
evidencing the correctness and accuracy of the laser dynamics modeling provided
by (4.3).

Lastly, it is important to note here that there could be significant contributions of
carrier injection and carrier transport that occur inside or in the vicinity of the active
region other than the above limiting factors of the laser dynamics, i.e., the para-
sitic constant, the relaxation oscillation frequency, and the damping factor. Slow
carrier transport or poor carrier injection efficiency into quantum wells easily de-
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Fig. 4.4 Electrical circuit
model of laser parasitics. Cld:
laser parasitic capacitance
(5.0 pF), Rld: modulator in-
ternal resistance (15�), Rc:
characteristic impedance of
RF line (50�), Rterm: termi-
nation resistance (50��Rld),
L: wiring inductance (0.4 nH)

Rterm = 50 Ω – Rld 

Rld

Cld

L
Rc = 50 Ω

teriorate the high-speed modulation performance, leading to low-frequency roll-off
and excess increase of damping. These negative effects can be diminished, and by
employing a proper active region design, the inherent high-speed capability can be
retained [10, 11].

4.2.2 Large-signal Dynamic Analysis of Rate Equations

Regarding digital modulation of laser sources, large-signal analysis has been per-
formed to understand the dynamic behavior of a laser, which is closely related
to fiber transmission performance [12–15]. The large-signal modulation was sim-
ulated to obtain the temporal variations in optical intensity S.t/ and carrier den-
sity N.t/. The rate equations (4.1) and (4.2) were solved numerically using the
time-developed Runge–Kutta method. A drive-waveform with a maximum 32-bit
nonreturn-to-zero (NRZ) pseudorandom pattern was used in this calculation. A bit
sequence of “01010111” was used to simulate dynamic changes in S.t/ and N.t/.
The electrical circuit model of the parasitics is shown in Fig. 4.4.

The laser drive current waveform with a trapezoidal pattern (meaning finite rise
and fall times) was filtered to account for the parasitics of the laser and assemblies.
The model includes laser capacitance Cld, internal resistance Rld, wiring inductance
L, and a termination resistor to match the impedance of the radio frequency (RF)
signal lines with a standard characteristic impedance of 50
. In the computation,
a signal rate of 10 Gbit=s was used to investigate the feasibility of 10 Gbit=s direct
intensity modulation. Most of the parameters used in the computation were extracted
from experimental data [9]. As mentioned earlier, the active material was assumed to
be comprised of InGaAlAs/InP-based multiple quantum wells (MQW). Calculated
eye diagrams for 10 Gbit=s modulation with various values of relaxation oscillation
frequency fr, CR parasitic, and gain saturation coefficient " are shown in Figs. 4.5
and 4.6.

The results directly indicate the importance of a higher fr and a smaller CR
constant for obtaining better eye opening. Moreover, a too small value of " results
in large peaking in the leading edge of the optical waveform. This implies that the
nonlinear gain in high-speed lasers acts to reshape the waveforms through damping
effects.
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Fig. 4.5 Calculated eye diagrams for 10 Gbit=s modulation with various values of relaxation os-
cillation frequency fr and CR parasitic constant

Fig. 4.6 Calculated eye diagrams for 10 Gbit=s modulation with various values of relaxation os-
cillation frequency fr and gain saturation coefficient "

4.2.3 Chirp Characteristics of Directly Modulated Lasers

In optical fiber transmission systems, the transmission distance and the transmis-
sion capacity of a single-channel data stream are mainly limited by the optical loss
as well as by the chromatic dispersion of the fiber medium. The latter limiting fac-
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tor is linked to the spectral purity of the modulated light source, which is known as
dynamic spectrum linewidth or chirp. This chirp is closely related to the broadening
that an optical pulse suffers as it propagates over long-distance dispersive fibers.
In long-haul transmission systems, fiber-inline amplifiers, such as erbium-doped
fiber amplifiers (EDFAs), are commonly used to compensate for the accumulated
propagation loss. This makes the chirp-induced pulse broadening severely limit the
bit rate and maximum transmission distance [15]. The chirp observed in directly
intensity-modulated diode lasers is characterized by the spectral linewidth enhance-
ment factor, also simply known as the ˛ parameter (˛pld), which is described by

˛pld D �4	
�

dn
dN
dg
dN

; (4.10)

where dn=dN is the differential index in the laser medium, and � is the wavelength
of the laser light. The numerator in (4.10) denotes the changes in the refractive index
in the laser cavity, i.e., the wavelength/frequency fluctuation. On the other hand, the
denominator dg=dN , the differential gain, expresses the degree of intensity modu-
lation. Thus, ˛pld (˛-parameter of a laser diode) can be regarded as the ratio of
frequency modulation depth to amplitude modulation depth.

Calculation results showing how the maximum fiber transmission distance (Lmax)
is limited by ˛pld are presented in Fig. 4.7a, b. We assumed a Gaussian-shaped opti-
cal signal pulse propagating through a normal single-mode fiber line. Two different
signal wavelengths in the 1.3 and 1:55 µm range were used, referring to Fig. 4.7a, b,
respectively. We found, as appears reasonable, that Lmax strongly depends on ˛pld.
Note that the ˛pld of typical directly modulated lasers operated in a single longitudi-
nal mode is within a range between two and eight, mainly depending on the active
material. This limits the maximum transmission distance at 10 Gbit=s, for example,
to 10 km in Fig. 4.7b. The figure also shows that the distance is severely restricted
by the transmission data rate. These results directly indicate the importance of ultra-
fast, low-chirp light sources for longer-reach transmission. For achieving maximum
transmission distances, it is apparent that reduction of ˛pld is crucial. In general,
the use of a laser direct modulation scheme is limited to shorter-reach applications,
while external modulation is used to enhance the link distance. Chirp suppression is
very important for this purpose, and the use of external modulators is discussed in
Sect. 4.3.

4.2.4 High-gain Active Materials for Ultrafast Uncooled Lasers

In present long-reach optical fiber communication systems, different types of light
sources are used in the 1.3 µm and 1.55 µm wavelength windows, where the op-
tical loss or effect of fiber chromatic dispersion is minimum. If we focus on the
III–V compound materials used for these laser sources, we see that InGaAsP grown
on a standard InP substrate has been the most widely used material. This is be-
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Fig. 4.7 Calculated results showing how the maximum fiber transmission distance is limited by
˛pld. a 1.3 µm range transmission (with chromatic dispersion of 6.5 ps=(nm km)) and b 1.55 µm
range transmission (with chromatic dispersion of 20 ps=(nm km))

cause it can provide 1.3/1.55 µm-range operation along with superior long-term
stability (more than a decade) required for communication infrastructure. Initially,
bulk InGaAsP-based laser sources were used, and these were assembled on thermo-
electric coolers to compensate for their poor temperature stability. Recently, wide-
temperature range or so-called uncooled operation has been demonstrated with this
material system through the use of MQWs, which are a new artificial form of mate-
rial (also refer to Chap. 3). In particular, strained-layer MQWs have been successful
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Fig. 4.8 Band diagrams of the quantum well structures for three types of material systems. a
InGaAsP/InP, b InGaAlAs/InP, and c GaInNAs/GaAs. �Ec,�Ev are the typical band-offsets for
the respective material

in producing uncooled InGaAsP diode lasers [16–24]. However, with the wide and
rapid spread of optical fiber links, operation at 10 Gbit=s or beyond has become
essential. Besides, cost effectiveness is naturally important from the commercial
perspective. That is why new high-speed, and hopefully uncooled, diode lasers are
key devices and have been in the focus of current component developments.

It is apparent from (4.4) that higher differential gain dg=dN is very effective
for faster direct modulation. In general, the optical gain g of an optically active
material is determined by the electric dipole moment jMbj2, the reduced density of
states �red, and the Fermi–Dirac functions of carriers in the conduction and valence
bands fc and fv, respectively. It is written as

g.E/ D 	e2„
nm20"0cE

jMbj2�red.E/Œfc.E/� fv.E/�; (4.11)

where n is the refractive index of the laser medium, m0 is the electron mass, "0 is
the permittivity of free space, c is the velocity of light in vacuum, „ is Planck’s con-
stant, and E is the energy of the light signal. It is important to note that the band
structure in active materials has a strong impact on the laser gain g. The three fac-
tors, i.e., jMbj2, �red, and Œfc � fv�, in (4.11), are dominated by the quantum size
effect in the active materials we use. By introducing the quantum size effect using
low-dimensional nanoscale structures, for example, quantum wells, we can greatly
enhance �red due to the step-like density of states. Furthermore, the transition prob-
ability between electrons and heavy holes is enhanced since degenerate heavy holes
and light holes are split in the quantum wells. This directly increases the dipole mo-
ment jMbj2, leading to greater optical gain. Quantitatively, the quantum size effect
can be described by the energy depth of the wells in both the conduction and valence
bands, which corresponds to the confinement of electrons and holes, respectively.
Band diagrams of the quantum well structures for three types of material systems
are schematically illustrated in Fig. 4.8 for InGaAsP/InP (a), InGaAlAs/InP (b), and
GaInNAs/GaAs (c), all designed for 1.3 µm-range light emission. Note that in the
latter one, GaAs is used as substrate material.
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Fig. 4.9 Calculated characteristic temperature as a function of conduction band offset [25]

The important band offset numbers between quantum wells and barriers are pre-
sented for each of the cases in the figures. The conventional InGaAsP/InP system (a)
has a small conduction band offset,�Ec, for electrons of about 100 meV and a large
valence band offset, �Ev, for heavy holes of about 250 meV, meaning an incon-
venient band structure. Since electrons are much lighter than holes, �Ec should
be greater than �Ev in order to achieve strong quantum confinement of electrons.
A small �Ev is desired for simultaneously achieving smooth heavy hole injection.

On the other hand, InGaAlAs/InP (b) and GaInNAs/GaAs (c) both possess dis-
tinctly superior band diagrams in these respects. In particular, GaInNAs/GaAs is
characterized by �Ec of as large as 300–500 meV, which should efficiently sup-
press electron leakage/overflow from the quantum wells. The calculated temperature
stability of diode lasers made from these materials is shown in Fig. 4.9 [25].

The diagram indicates how the characteristic temperature T0 depends on �Ec.
Here, T0 is employed as a figure-of-merit for high-temperature stability of the
threshold current of diode lasers. Using T0, the temperature dependence of the
threshold current Ith.T / is expressed as Ith.T / D Ith.0/ exp.T=T0/, with T be-
ing the absolute temperature. The calculation is based on the thermionic emission
model developed by Suemune [26]. Quasi-Fermi levels for electrons were assumed
to be 50 meV and 70 meV at 300 K and 360 K, respectively. For deep quantum wells
(�Ec > 400meV), the calculated T0 has a very high value of 180 K, meaning that
electron leakage from the wells can be largely neglected.

To illustrate the effectiveness of using a high-gain active material, high-tempera-
ture/high-speed characteristics of a GaInNAs diode laser operated at 1:3 µm are pre-
sented in Fig. 4.10. This GaInNAs laser [25, 27] was grown on a (100)-oriented
n-type GaAs substrate by molecular beam epitaxy (MBE) with the nitrogen atoms
supplied in the form of radicals. The nitrogen flux was produced by an RF dis-
charge in an appropriate nitrogen radical cell. The laser comprises three GaInNAs
quantum wells separated by GaAs barriers. The important quantities�Ec and�Ev
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Fig. 4.10 Light output power versus current characteristics of a GaInNAs RW laser (a) and
10 Gbit=s directly modulated waveform at 100 °C (b)

amount to 400 meV and 150 meV, respectively. To characterize its high tempera-
ture stability due to the superior band structure, a high T0 of over 100 K, uncooled
10 Gbit=s direct modulation at 100 °C, and even 40 Gbit=s direct modulation were
obtained [27]. However, with GaInNAs lasers, it proves very difficult to extend the
emission wavelength significantly above 1:3 µm while retaining good lasing proper-
ties, and lifetime issues still exist.

As discussed earlier, the InGaAlAs MQW structure also possesses fairly large
�Ec and small�Ev (�Ec W �Ev D 7 W 3). Accordingly, sufficient electron confine-
ment in the conduction band and uniform hole injection are expected with this class
of material too, again leading to high differential gain and good high-temperature
performance.

After the initial demonstration of narrow linewidth InGaAs/InAlAs MQW lasers
operating in the 1.55 µm range [28], superior uncooled operation of 1.3 µm-range In-
GaAlAs MQW RW lasers was demonstrated by Zah et al. [29]. Experimental studies
have evidenced that the differential gain of InGaAlAs lasers was distinctly higher
than that for InGaAsP lasers. With the explosive growth of Internet traffic, 10 Gbit=s
InGaAlAs MQW RW distributed feedback (DFB) lasers have been actively devel-
oped and demonstrated by various groups [9, 29–35]. With 10 Gbit=s DFB lasers
comprising InGaAlAs active medium, the maximum operating temperature and bit
rate have reached 115 °C at 12.5 Gbit=s [24, 32] and 120 °C at 10 Gbit=s [33], while
those for InGaAsP appear to be limited to near 100 °C at 10 Gbit=s [22]. These re-
sults provide direct evidence that InGaAlAs offers pronounced advantages with re-
spect to high-temperature and high-speed operation. On the basis of these superior
material characteristics, 1.3 µm DFB lasers have been successfully demonstrated for
use in de facto standard 10 Gbit=s small form factor transceiver modules like SFP+
or XFP. A photograph of an XFP module (10 Gbit=s form factor module pluggable)
incorporating a 1.3 µm InGaAlAs-based DFB laser is shown in Fig. 4.11. As a re-
sult of the high-gain properties of InGaAlAs, a clear opened eye diagram was ob-
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Fig. 4.11 XFP transponder module incorporating a 1.3 µm InGaAlAs DFB laser (Opnext,
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a bRidge-Waveguide

p-electrode

n-electrode InGaAiAs
MQW
active layer

p-InGaAsP
grating

40

30

20

10

0

40

50

25 °C

25 °C

55 °C

85 °C

100 °C

115 °C

R
es

is
ta

nc
e 

R
s (

Ω
)

T0 = 78 K,

Δη = –1.3 dB
Rs = 5.8 Ω

O
ut

pu
t p

ow
er

 (
m

W
)

Current (mA)

30

20

10

0
0 50 100 150

Fig. 4.12 Device structure (a) and light-current curves (b) of a 1.3 µm InGaAlAs DFB laser [32, 33]

tained at 10 Gbit=s modulation. The structure of the InGaAlAs-based laser chip and
light-current characteristics measured at elevated temperatures of up to 115 °C are
depicted in Fig. 4.12 [32].

4.2.5 Short-cavity Ultrafast Lasers

This section discusses how the downsizing of the laser cavity has a positive effect
on laser dynamics. At first glance, (4.4) would suggest that the relaxation oscillation
frequency, fr, can be raised by minimizing the total volume V of the active laser
region. In reality, however, the gain saturation and strong damping in a small active
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region severely limit the high-speed performance. To explore the optimum design
of the laser cavity for high-speed characteristics, analytical expressions for optical
gain and carrier lifetime are used.

The optical gain generated in an active quantum well laser region can be empiri-
cally written using the injection current density J as [36]

g D G0 ln

�
J

NwJ0

�
; (4.12)

where G0, Nw, and J0 denote the gain coefficient, the number of MQWs, and the
transparency current density. Here, J D I=WaLc, where Wa and Lc are the lateral
width and the length of the laser active region, respectively, and I the applied cur-
rent. The first term of the rate equation for the carriers, (4.1), denotes the number of
injected carriers, and it can be rewritten using the carrier density N as

I

eV
D JWaLc

eV
D AN C BN 2 C CN 3; (4.13)

whereA,B , andC are coefficients that describe nonradiative and radiative recombi-
nation, and the Auger process. Using (4.12) and (4.13), the differential gain dg=dN
is then calculated as

dg

dN
D dg

dJ

dJ

dN
D G0

AC 2BN C 3CN 2

AN C BN 2 C CN 3
: (4.14)

Using (4.14) and (4.4), we can derive the current efficiency of fr, indicated by �fr ,
as

�fr D frp
I � Ith

/
s

dg

dN

˛i C ˛m

˛m

1

Lc
: (4.15)

Here, Ith is the threshold current for lasing, ˛m is the mirror loss at the laser facets,
and ˛i is the internal loss of the laser cavity. In the case of Fabry–Pérot-type lasers,
˛m is a function of Rf and Rr, which describe the mirror power reflectivities at the
end facets, and it is given by

˛m D 1

2Lc
ln

�
1

RfR r

�
: (4.16)

By solving the lasing condition

�Nwg D ˛i C ˛m; (4.17)

we can calculate dg=dN at the threshold to determine fr.



4 Ultrafast Semiconductor Laser Sources 153

0

1

2

3

4

5

0.01 0.1 1 10 100 1000

N
or

m
ar

iz
ed

 η
f r : 

f r
/√

(I
 –

 I t
h)

Cavity length Lc (µm)

Edge-emitter
Rr = 0.300, Rr = 0.300

Edge-emitter
Rf = 0.700, Rr = 0.950

VCSEL
Rf = 0.990, Rr = 0.995

fr /√(I – Ith)@Lc : 200 μm = 1

Fig. 4.13 Calculated �fr as a function of laser cavity lengthLc. Parameters areG0 D 850 cm�1,
J0 D 1254 A=cm2, ˛i D 20 cm�1, 	 D 0.1, d D 0.1 µm, A D 9.5 � 107 s�1, B D 7.7 �
10�17 m3=s and C D 1.1 � 10�40 m6=s

The calculated �fr is shown in Fig. 4.13 as a function of laser cavity length, Lc.
The parameters used in this simulation, which are indicated in the figure caption, are
typical for InGaAlAs-based 1.3 µm diode lasers used in recent 10 Gbit=s systems.
�fr for a 200 µm-long InGaAlAs laser is calculated and used as a reference. The ratio
�fr .Lc/=�fr.200 µm/ (for Lc < 200 µm) illustrates the positive effect of the short-
cavity design. The calculation was performed for several sets of Rf and Rr to fairly
well compare short-cavity edge-emitting lasers (SCEELs) and vertical cavity sur-
face emitting lasers (VCSELs) versus “normal-length” cavity edge-emitting lasers.
The results show that �fr is definitely enhanced by shortening Lc. We also find that
the optimum Lc strongly depends on facet reflectivity, i.e., stronger facet reflection
is essential for shorterLc in order to compensate for the increased mirror loss factor
of 1=2Lc ln.1=RfRr/. For example, for Rf D 70% and Rr D 95%, the optimum
Lc was calculated to be 5 µm with a resultant �fr.Lc/=�fr.200 µm/ enhancement ra-
tio of about three. It is noteworthy that in the case of a VCSEL (Rf D 99:0% and
Rr D 99:5%), the optimum Lc lies naturally within the submicrometer range, and
the �fr .Lc/=�fr.200 µm/ enhancement turns out to be close to four.

The above findings indicate the potential of achieving faster diode lasers by em-
ploying short-cavity designs. However, since thermal effects were neglected in the
above model, we then simulated light-current curves of these short-cavity diode
lasers, taking into account the electrical resistance Rld and thermal resistance �ld.
When a short-cavity laser is used, both resistances adversely affect the static laser
performance. Typical I–L curves for a range of short-cavity devices are drawn in
Fig. 4.14a, b, which have linear and logarithmic vertical scales (light power), re-
spectively.
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Fig. 4.14 Typical I–L curves
for a range of short-cavity
devices on a linear scale (a)
and a log scale (b)
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It is obvious that severe power saturation is encountered with short-cavity de-
vices. This suggests that the maximum fr should saturate due to this thermal satu-
ration as well. Taking this effect into account, we have calculated the maximum fr

as a function of Lc. The results are shown in Fig. 4.15.
It is apparent from this figure that there is an optimum Lc to suit the drivable

laser current swings. For example, if we assume a drive current swing of 20 mA, the
best fr of 13 GHz would be achieved with a shortLc of about 40 µm. It is interesting
to note that this maximum fr for the SCEEL is much higher than those for VCSELs
(Lc < 1 µm). This simply underlines the promising future potential for very high-
speed operation of SCEELs.
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Results calculated using (4.3), (4.4), and (4.5) are shown in Fig. 4.16. They show
the requirements for the parameters fr andK essentially governing laser dynamics.
The combination of the two parameters was computed using the three equations so
that they achieved certain levels of f3 dB, as indicated in the figure. To highlight
the capability of 40 Gbit=s direct modulation, the bold line indicates the criterion
for reaching f3 dB D 40GHz. Moreover, 40 Gbit=s eye diagrams were simulated
for several sets of Lc and dg=dN using the method described in Sect. 4.2.2. The
results directly indicate that a high fr value of at least close to 40 GHz is neces-
sary to accomplish 40 Gbit=s opened eyes with a small amount of jitter caused by
intersymbol interference. Also evidenced is the effectiveness of a shorter laser cav-
ity via fr enhancement. The results of successful 40 Gbit=s direct modulation of an
SCEEL [37], designed in accordance with the above rules, are shown in Fig. 4.17.

The respective 1.3 µm-range InGaAlAs laser exhibited a 100 µm-long short cavi-
ty realized by using a conventional cleaving technique. The short-cavity length of
100 µm only led fr to increase to 28 GHz, and this enhancement successfully re-
sulted in room temperature 40 Gbit=s modulation capability, as demonstrated by
the eye-opened optical waveforms represented in Fig. 4.17. Since then, apprecia-
ble progress has been achieved with those directly modulated short-cavity laser
diodes. The practical fabrication difficulties associated with cleaving and handling
such devices were essentially overcome by incorporating passive waveguide sec-
tions by butt-joint growth to extend the physical device length. A recently reported
DFB laser designed in such a way featured a 3 dB bandwidth of 28 GHz at 60 °C
at a bias current of 45 mA only, enabling 40 Gbit=s operation at that temperature
with well opened eyes [38]. In another structure, a waveguide-based Bragg mirror
has been formed at either side of the short-cavity DFB laser section to increase
feedback to the active region and thus to reduce the threshold gain [39]. A buried
heterostructure- (BH-) design using semi-insulating blocking layers was success-
fully adopted despite the Al-containing active medium. A relaxation oscillation fre-
quency fr well beyond 25 GHz was obtained at 25 °C, and still some 20 GHz even
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40 Gbit=s direct modulation
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25 ps

at 70 °C. Threshold currents were as low as 4 mA at 25 °C, and below 10 mA at
70 °C. These values enabled error-free 40 Gbit=s transmission over 5 km of SMF
even at the higher temperature. The industry’s first 4�25Gbit=s transmitter module
employing discrete directly modulated and wavelength-multiplexed DFB lasers to
deliver an aggregated 100 Gbit=s bit stream over 20 km of single-mode fiber was
recently announced and showcased [40]. These recent developments appear to be
quite promising; nonetheless, it needs to be seen how competitive such directly mod-
ulated ultrahigh-speed lasers will be with respect to alternative transmitter devices
to be discussed in the following.
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4.3 Ultrafast, Low-chirp Externally Modulated Laser Sources

With the development of high-performance Er-doped fiber amplifiers (EDFA), the
loss-limited transmission distance in multigigabit optical-fiber communication sys-
tems could be increased dramatically [41]. In high-speed long-haul transmission
systems employing such inline fiber amplifiers, the transmission distance is no
longer limited by the optical loss in the fiber, but by the chirp of the light source.
With chirp-limited transmission, the key components include high-modulation-
speed, spectrum-stabilized transmitter light sources operating at a wavelength of
1:55 µm. Therefore, to overcome the problem of chirp-induced pulse broadening,
intensive efforts have been made to produce various types of external optical modu-
lators (see Chap. 6). Using these modulators substantially helps to avoid the large
wavelength chirping that occurs with conventional laser diodes under direct current
modulation. The impact of chirp (˛P) reduction on the extended fiber transmission
distance was discussed earlier with reference to Fig. 4.7.

Among the various kinds of optical modulators, MQW optical modulators con-
sisting of III/V compound semiconductors are promising candidates. MQW modu-
lators can operate at high frequencies with low chirp and low drive voltage [42–49].
These favorable properties arise from the large field-induced variation in the ab-
sorption coefficient (or refractive index), resulting from the quantum-confined Stark
effect (QCSE) [50, 51]. In particular, QCSE-based electroabsorption (EA) modu-
lators have a high potential for practical use because of the simplicity of their de-
vice physics as well as the good structural feasibility of monolithically integrating
them with laser diodes [52–62]. Monolithic laser integration not only reduces size
and cost, but also improves performance. The light output, for example, increases
substantially because the insertion loss is very low compared with that of discrete
modulators, and the long-term reliability is also improved because the packaging is
more robust.

Most of the 1.55 µm-band EA modulators developed so far use MQW structures
with InGaAsP or InGaAlAs quaternary wells and barriers. Note that in these MQW
modulators, barrier materials with optimized well/barrier band discontinuities are
chosen to achieve sufficient quantum confinement for enhancing the QCSE as well
as for better high-power handling. The latter requirement is related to the sweep-
out of photogenerated carriers outside the quantum wells, which is very important,
especially when the light source is monolithically integrated with the modulator.

One major difficulty in fabricating photonic integrated circuits has been to re-
producibly produce good optical waveguide coupling between functional elements.
Although modulators and lasers are fabricated in the same way, it has still been dif-
ficult to create a nanometer-sized, smooth, high-quality crystal interface between
the components. Nowadays, several monolithic integration methods are available to
solve this issue. In-plane bandgap energy control integration techniques based on
selective area growth [54, 55, 60, 61] and butt-joint integration [52, 53, 56–58, 62],
in which each functional element is implemented separately by selective etching
followed by epitaxial regrowth, are now widely used. These methods enable the in-
tegration of different MQW structures, and, as a result, the performance of both the
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modulator and the laser has been dramatically improved through the exploitation of
the quantum size effect in MQW structures.

4.3.1 High-speed Characteristics of Externally Modulated Lasers

This section mainly focuses on modulators integrated with a light source rather than
on the solitary modulator itself. After describing the basics of EA modulators, the
important technical issues associated with laser integration, such as modulator/laser
interactions, are discussed. A more general description of external modulators is
given in Chap. 6.

The small-signal frequency response R.f / of an external modulator can be
expressed in a much simpler way than that of directly modulated diode lasers.
Basically, it is determined by its parasitics and the transport/sweep-out time of
photogenerated carriers. Here, we assume a lumped element model in which the
modulator is regarded as being much smaller in size than the wavelength of the
microwave signal driving the modulator. We also assume that the photogenerated
carriers are swept out of the quantum wells so fast that they do not influence the
modulator dynamics. A device structure model and an electrical circuit model of an
EA modulator integrated with a DFB laser (EA/DFB laser) are depicted in Fig. 4.18.

The EA/DFB device structure is composed of an EA modulator and a DFB laser
with an automatically aligned optical axis. The optical coupling efficiency between
them is defined as Cout. As with the standard DFB laser, several crucial optical
parameters such as facet reflectivity, along with the optical phase with respect to
the DFB grating, have to be considered. The electrical circuit model starts with
standard modulator parameters, namely, capacitance Cmod, internal resistance Rmod,
wiring inductances L1 and L2, and a 50
 termination resistor Rterm for matching
the impedance of RF signal lines with the characteristic impedance of 50
. Newly
added in this model are the laser capacitance, Cld, connected via an isolation re-
sistor, Riso, and a constant current source. During operation of the EA/DFB laser,
a photogenerated current Iph always flows in the modulator section. Iph is treated as
a constant current source, as indicated in the figure, because it seriously degrades
the electric reflection properties. This effect of Iph on the modulation characteristics
is discussed in the next section.

If we neglect the effects of Iph and wiring inductances,R.f / is simply expressed
as

R.f / D 1

1C f	Cmod.Rmod CRterm=2/f g2 D 1

1C f	Cmod.Rmod C 25
/f g2 :
(4.18)

By solving R.f3 dB/ D 1=2, we get

f3 dB D 1

	Cmod.Rmod C 25
/
: (4.19)
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Fig. 4.18 Physical model of EA/DFB chip (a).Cout: optical coupling efficiency, Cld: laser parasitic
capacitance,Rf: front facet reflectivity,Rr: rear facet reflectivity, 
f: front facet phase, 
r: rear facet
phase, Lmod: modulator length,Lld: laser length, �: coupling efficiency in grating,˚sft: phase shift
in grating, ˛pmod: ˛ parameter of the modulator, ˛pld: ˛ parameter of the laser. Electrical circuit
model of assembled EA/DFB laser (b). Cmod: modulator parasitic capacitance, Cld: laser parasitic
capacitance, Rmod: modulator internal resistance, Riso: laser/modulator isolation resistance, Rc:
characteristic impedance of RF line, Rterm: termination resistance, L1: wiring inductance 1, L2:
wiring inductance 2, Iph: photogenerated current

The light extinction ratio (on/off ratio), ER, of the EA modulator is proportional to
the modulator lengthLmod and the field-induced change in the absorption coefficient
�˛abs, and is given by

ER.dB/ D 4:34�MQW�˛absLmod; (4.20)

where �MQW is the optical confinement factor of the MQW absorption layer.
It is apparent from (4.19) that in order to achieve high-speed externally modu-

lated lasers, it is important to reduce the capacitance, Cmod, and the internal resis-
tance, Rmod, of the modulator. As with high-speed diode lasers, shorter modulator
lengths are effective in lowering Cmod for this purpose. However, since shortening
Lmod has a direct adverse impact on Rmod and the amount of light absorption (and
hence light extinction), there is a trade-off between high-speed characteristics and
the operating voltage needed to achieve a given extinction ratio. Thus, a simple fig-
ure of merit (FOM) of the modulator can be formulated as f3 dB=Vm (or inversely
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Vm=f3 dB/, where Vm is the modulation voltage swing. A more accurate FOM is de-
fined in [63]; it considers the amount of modulation drive power P D V 2m=Rterm. It
should be emphasized that a clear trade-off exists between f3 dB and Vm for all kinds
of modulators reported so far [63].

Regarding high-speed limitation associated with the mobility of photogenerated
carriers, related effects can be expected to be strongly dependent on their density
and on the band discontinuities in the quantum wells. Similar to the case of di-
rectly modulated lasers, a small valence band offset�Ev is important for achieving
smooth sweep-out of heavy holes under higher light power operation [64–66]. This
will be of particular concern when a light-source laser is monolithically integrated.

4.3.2 Chirp Characteristics of Externally Modulated Lasers

External modulation techniques can provide high-speed, low-chirp optical signals
that are suitable for high-bit-rate long-haul communication. These techniques can
avoid the large chirp generated by carrier fluctuation in directly modulated lasers.

As in the case of the latter devices, the chirp observed in external intensity modu-
lators is characterized by an ˛-parameter for modulators, which is expressed as

˛pmod D 4	

�

dn
dE

d˛abs
dE

; (4.21)

where the numerator dn=dE represents the electric-field-induced variation of the re-
fractive index in the modulator medium, which is associated with a phase change in
the light signals. The denominator d˛abs=dE expresses the degree of intensity modu-
lation by light absorption. Like the ˛-parameter for diode lasers given in (4.10),
˛pmod corresponds to the ratio of two modulation depths, but in this case to the ratio
of phase modulation depth to amplitude modulation depth. More importantly, ˛pmod

for EA modulators is typically within the range between �0:5 and C1:0, which is
much smaller than the ˛-parameter of directly modulated lasers of typically 2–8 (as
noted in Sect. 4.2.3). The simple reason for the smaller EA modulator chirp is that
the field-induced change in refractive index (.dn=dE/�E) is much smaller than the
carrier-induced refractive index change (.dn=dN/�N ) in (4.10). This is the pri-
mary advantage of EA modulators over directly modulated diode lasers. In the case
of laser-integrated EA modulators, however, careful attention must be paid to any
interactions (or signal crosstalk) between the modulator and the laser which may in-
duce additional chirp. In general, the possible physical origins of those interactions
may be electrical, optical, and thermal crosstalk effects. Among these, electrical
interaction can be efficiently eliminated by state-of-the-art electrical isolation tech-
niques. For example, isolation (separation) resistance (Riso/ between the two device
elements can be increased to more than 20 k
 by forming a shallow isolation trench
in the cladding layer. If the modulator voltage swing Vpp is assumed to be 2–3 V, this
value of Riso corresponds to a leakage modulation current Ipp to the laser section of
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less than 150 µA, which is sufficiently small compared to the laser driving current
of several tens of milliamperes. Thermal interaction may also be neglected because
of the slow response of thermal effects in the order of milliseconds. A normally ap-
plied NRZ pseudorandom modulation with a 231 � 1 bit sequence corresponds to
a lowest modulation frequency of several hundreds of kilohertz.

The remaining interaction effect, optical crosstalk, represents a serious factor in
achieving reproducible low-chirp operation. This is why the reduction of modulator
facet reflection has been an issue. Any optical reflection at the modulator facet could
produce an undesirable fluctuation in the lasing mode, leading to considerable opti-
cal feedback-induced excess chirp produced in the laser section. Although, qualita-
tively, this phenomenon is quite well understood, only few attempts have been made
to quantitatively clarify the influence of optical feedback-induced chirp on the per-
formance of high-bit-rate transmission over long-distance dispersive fibers [67–69].
In this section, an outline is given of how fiber transmission can numerically be
simulated by taking into account the optical feedback-induced excess chirp. The
simulation results allow for designing robust low-chirp EA/DFB lasers. Eye distor-
tion and the resulting transmission penalties are derived as a function of the residual
modulator facet reflectivity, and these characteristics are shown to be consistent with
experimental results. In getting the required system performance, it is found that not
only the modulator facet reflection but also the chirping parameters (˛-parameters)
in both the laser (˛pld) and the modulator section (˛pmod), as well as the optical
coupling coefficient in the DFB cavity are critical parameters that need to be well
controlled.

Another possible interference is associated with the impact of laser power-
induced photogenerated current on modulator performance. Although this effect has
been neglected and studied very little, it appears to be of great importance in practi-
cal applications. In particular, if the modulator driver circuit and the EA modulator
are DC-coupled, a photogenerated current might flow in the driver circuit, which
would directly deteriorate the drivability. This type of interference will therefore be
quantitatively analyzed and discussed in Sect. 4.3.5.

4.3.3 Facet-reflection Induced Chirp in Externally Modulated
Lasers

The model that accounts for the facet-reflection induced chirp is shown in
Fig. 4.18a. It shows an EA/DFB structure with the corrugated Bragg grating and
a phase shifter in the middle of the laser cavity. The laser parameters are the cavity
length, Lld, coupling coefficient of the corrugation, �, facet reflectivity, Rr at the
laser rear end, relative phase, 
r (with respect to the corrugation phase) at the laser
rear end, and the period of the corrugation, �. The main parameters of the modu-
lator part are the modulator length, Lmod, the relative corrugation phase, 
f, and the
facet reflectivity (Rf) at the modulator front end.
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Fig. 4.19 Comparison of the static chirp yield between bulk- and MQW-based devices. a �=4-
shifted DFB structure with an MQW active region (˛pld D 3, �Lld D 2, �˛thLld > 0.3) and b
�=4-shifted DFB structure with a bulk active region (˛pld D 8, �Lld D 2,�˛thLld > 0.3)

The calculation of the facet-reflection induced chirp is based on coupled-mode
and rate equations, respectively. Under DC conditions (static chirp), it is calculated
by solving the coupled-mode equations of a modified DFB cavity with a variable
front facet [67–69]. The EA modulator section is modeled simply as a piece of
waveguide that has variable loss and a propagation constant according to digital
modulation. Since the waveguide is directly attached to the front end of the DFB-
laser section, it can be regarded as a reflector with variable reflectivity and phase.

The static chirp ��s chirp was calculated as follows: The static chirp corresponds
to the amount of wavelength variation that occurs between the on- and off-states
when the EA modulator is driven by DC signals. To obtain the static chirp, we solve
the time-independent rate equation (d=dt D 0). The 16 � 16 combinations of phase
at the front (
f) and rear (
r) facet are varied in 	=8 steps with respect to the grating.
The dependence of the calculated��s chirp yield on Rf when �Lld is 2.0 is shown in
Fig. 4.19.

Here, �Lld expresses the amount of distributed Bragg reflection occurring in the
DFB-laser cavity, and it corresponds to the Q-factor in the laser resonator. The cal-
culation was performed for two ˛pld values: ˛pld D 3 (Fig. 4.19a), the case for an
MQW active region, and ˛pld D 8 (Fig. 4.19b), the case for a bulk active region. The
figures clearly indicate that for both ˛pld cases, any increase in Rf leads to a poorer
yield in obtaining a certain level of ��s chirp. This is reasonably understood from
the enhanced perturbation in the lasing mode induced by the fraction of modulated
light that is reflected at the modulator front facet back into the laser cavity. The fig-
ures also show that the ��s chirp yield depends strongly on ˛pld, which is another
important parameter that governs the chirp behavior in EA/DFB lasers. It can be
clearly seen from the figures that the��s chirp yield for ˛pld D 3 is much higher than
that for ˛pld D 8. This tendency can be understood more naturally if we consider
the fact that facet-reflection induced chirp is produced in the laser medium, and not
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in the modulator. The above results directly indicate that not only reduction of the
modulator chirp ˛pmod, but also reduction of the laser chirp ˛pld is essential for ob-
taining low-chirp EA/DFB lasers. The reduction of ˛pld can be achieved in several
ways, for instance, by introducing strained MQWs [70–72] combined with negative
wavelength detuning [73] of the DFB-laser structure. Indeed, MQW active regions
offer a superior robust design for achieving low ��s chirp operation of an EA/DFB
laser. Furthermore, it can be concluded from the obtained results that a small ˛pld

value is essential for suppressing the facet-reflection induced chirp, even though the
device is based on an external modulation scheme.

4.3.4 Transmission Simulation of Externally Modulated Lasers
Considering Facet-reflection Induced Chirp

The dynamic chirp of EA/DFB lasers was analyzed by combining the coupled-mode
and the rate equations [69]. Again, as with directly modulated diode lasers, large-
signal analysis was performed using the time-developed Runge–Kutta method to
obtain the temporal variations in the optical intensity and phase. A trapezoidal drive
waveform with a 32-bit 2.5 Gbit=s NRZ pseudorandom pattern was filtered to ac-
count for the parasitics of the modulator and assembly. Most of the parameters for
devices and fiber transmission (Table 4.1) were extracted from experimental data.

Assuming InGaAsP/InP-based MQW material, the important chirp parameters
for the modulator and laser, ˛pmod and ˛pld, were taken to be 0.4 and 3.0, respec-
tively. The 8 � 8 phase combinations at the front and rear facet with respect to the
grating were varied in 	=4 steps. The transmission behavior over normal-dispersion
(17 ps=(nm km)) single-mode fibers was analyzed using the model given in [74, 75],
with receiver parameters adjusted to those used in the experiments. The calculation
was done for different front facet-reflectivity values (Rf) ranging from 0 % to 2 %,
while the rear facet-reflectivity (Rr) was kept constant at 90 %.

Simulated modulation waveforms and dynamic wavelength shifts (total chirp)
occurring in an antireflection–high reflection (AR–HR) coated device are shown in
Fig. 4.20. The optical feedback was calculated for (a) Rf D 0%, (b) Rf D 0:001%,
(c) Rf D 0:01%, and (d) Rf D 0:1%. The rise and fall times used in the com-
putation were 80 ps, and the facet phase combination .
f; 
r/ was .0; 	/. This facet
phase combination yielded the largest chirp, i.e., corresponds to the worst-case chirp
calculation. As is clearly seen in Fig. 4.20d, for Rf D 0:1% the time-resolved chirp
represents a relaxation oscillation which arises from the dynamic nature of the laser.

It was also found that a reduction in Rf leads to lower oscillation peaking. Here,
the peak-to-peak height of the dynamic chirp is defined as ��d chirp. The residual
��d chirp that exists even at Rf D 0% (Fig. 4.20a) is due to the phase chirp caused
by the refractive index modulation in the modulator medium. This modulation is
determined by the modulator chirp parameter ˛pmod. It is interesting to note that
when Rf is less than about 0.01%, ��d chirp is dominated by ˛pmod rather than Rf.
This might indicate that with this chirp combination of ˛pld and ˛pmod, Rf of 0.01 %
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Table 4.1 List of device and transmission parameters used to simulate the effect of facet-reflection
induced chirp on fiber transmission performance

Parameter Symbol Unit Value

Laser parameters
Wavelength � µm 1.557
Optical confinement factor � – 0.027
Carrier lifetime �N ns 0.22
Photon lifetime �P ns variable
Differential gain dg=dN m2 5 � 10�12

Laser ˛ parameter ˛ld – 3.0
Gain saturation coefficient " m3 5 � 10�23

Cavity length Lld µm 400
Active region width Wact µm 1.5
Well number Nw – 7
Coupling coefficient �L – 1.5
Rear facet reflectivity Rr % 90
Rear facet phase 
r – variable

Modulator parameters
Modulator ˛ parameter ˛mod – 0.4
Front facet reflectivity Rf % variable
Rear facet phase 
f – variable
Modulator length Lmod µm 200
Extinction ratio ER dB 16
Parasitic capacitance Cmod pF 1.0
Driver impedance Rz � 50

Transmission parameters
Bit rate B Gbit=s 2.5
Fiber dispersion D ps=(nm km) 17
Fiber loss L dB=km 0.2
Nonlinear coefficient n2 m2=W 2.6 � 10�20

Fiber input power Pin dBm 10

is low enough to eliminate the effect of facet reflection on the hybrid chirp behav-
ior. Simulation results showing how the eye diagrams before and after transmission
through 125 km, 250 km, 375 km, and 500 km long fibers depend on Rf are pre-
sented in Fig. 4.21.

Facet phase combinations .
f; 
r/ of (a) .0	; 0	/ and (b) .	=2; 	=2/were chosen
as examples. The results clearly indicate serious eye distortion caused by the optical
feedback chirp when Rf is larger than 0.5 %. To determine the criterion for Rf, the
simulated transmission power penalty (Pd) was plotted against Rf for all 64 facet
phase combinations. The calculation was performed for transmission over normal
fibers of 125 km, 250 km, and 500 km length. The results are plotted in Fig. 4.22,
which illustrates the Rf criteria for achieving 2.5 Gbit=s transmission with repro-
ducibly low Pd values.

From the figure, the Rf values that reproducibly allow Pd of less than 1 dB are
roughly 0.3 %, 0.1 %, and 0.04 % for the 125 km, 250 km, and 500 km transmission
distance, respectively. A linear dispersion limit of ˛Pld of 0.4 is also indicated to be
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Fig. 4.20 Calculated modulation waveforms and corresponding dynamic chirp under 2.5 Gbit=s
digital modulation with various values of modulator facet reflectivity

effective at about 500 km. This means that the maximum transmission distance is no
longer limited by Rf, but by ˛pmod itself when Rf is less than 0.04 %. This finding
is in qualitative agreement with the Rf dependence of the dynamic chirp shown in
Fig. 4.20.



166 M. Aoki

500 km

a

b

0 km 125 km 250 km 375 km

Rf (%)

Rf (%)
0.0

0.0

0.1

0.5

1.0

2.0

0 km 125 km 250 km 375 km 500 km

400 ps

400 ps

0.1

0.5

1.0

2.0

Fig. 4.21 Calculated transmitted eye diagrams for a signal rate of 2.5 Gbit=s for various values of
modulator facet reflectivity: a 
f D 0� , 
r D 0� ; b 
f D �=2, 
r D �=2. 
f and 
r denote the
relative corrugation phases at the front and rear facet

Next, the measured eye patterns before and after transmission over 120 km and
240 km long fibers are compared with the simulated ones, using the facet phases as
fitting parameters. This comparison is shown in Fig. 4.23a for a device with a large
Rf of about 2 %. By roughly choosing facet phases with an accuracy of 	=4, close
correspondences were obtained. This provides a reasonable explanation of the inter-
symbol interference shown in Fig. 4.23a, where faster propagation of the energy at
the leading edge caused by the blue chirp can be seen to occur. This behavior is very
similar to directly modulated lasers [75, 76]. It is important to note, however, that
the sign of the excess chirp is determined randomly by the facet phase combination,
which is difficult to control deliberately. This means that reduction ofRf is essential
to reproducibly attain low-chirp operation independently of the facet phases. Fig-
ure 4.23b shows the same results for a device with a lower Rf of less than 0.02 %
achieved through the combination of a window structure and/or multilayer antire-
flection coating techniques. In this case, good agreement was obtained between ex-



4 Ultrafast Semiconductor Laser Sources 167

Fig. 4.22 Criteria for modula-
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periment and simulation for all 16 combinations of the facet phases, suggesting that
Rf of 0.02 % is small enough for 240 km transmission, in agreement with the above
theoretical prediction.
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Fig. 4.24 Electrical circuit model of EA/DFB laser combined with a DC-coupled (a) and an AC-
coupled (b) driver IC. Cmod: modulator capacitance, Rterm: termination resistance

4.3.5 Effect of Photogenerated Current on Modulation
Characteristics

When the EA/DFB laser is under operation, photogenerated current Iph is pro-
duced due to light absorption in the EA modulator section. This continuous current
may flow in the assembly circuits, which adversely affects the modulator perfor-
mance. Circuit models of high-speed EA/DFB lasers considering Iph are shown in
Fig. 4.24.

The DC-coupled scheme corresponds to the normal EA/DFB assembly method.
Iph can flow in a 50
 impedance-matching resistor along with the bias current of
Vea=50 because the driver circuit of the modulator is usually designed to have high
impedance. This extra Iph flow into the resistor can severely affect RF reflection.
The scattering parameters S11 and S21 of the EA/DFB laser, taking into account the
existence of Iph flow, are modeled in Fig. 4.24 and given by the following equa-
tions [76]:

S21.!/ D 10 log10

ˇ̌̌
ˇH.!/H.0/

ˇ̌̌
ˇ
2

ŒdB�; (4.22)
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where

H.!/ D
fkRmod C .1C k/.Rterm C j!L2/g

j!Cmod

.Rc C j!L1/
n�
Rmod C 1

j!Cmod

	
C .Rterm C j!L2/

o
C .Rterm C j!L2/

h
Rmod C .1C k/

j!Cmod

i ;

(4.23)

with k D RtermIph=Vmod, and

S11.!/ D 10 log10

ˇ̌
ˇ̌G.!/
G.0/

ˇ̌
ˇ̌2 ŒdB�; (4.24)

with

G.!/ D j!L1 C
.Rterm C j!L2/

n
RmodC.1Ck/

j!Cmod

o
�
RmodC1
j!Cmod

	
C .Rterm C j!L2/

: (4.25)
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Here, the parameter k as defined before is a constant that represents Iph. Calculated
frequency responses of the S11 and S21 parameters for several values of Iph are
shown in Fig. 4.25.

The calculated S11 parameter largely decreases with increasing Iph. The mea-
sured frequency dependence of S11 for various values of Iph is shown in Fig. 4.26,
where the response curves can be seen to be similar to those of the theoretical results
illustrated in Fig. 4.25a.

It is meaningful to qualitatively explain the S11 dependence. In the circuit model
in Fig. 4.24a, any current Iph that flows into the 50
 matching resistor reduces
the voltage at the input port. This voltage reduction leads to a deviation of the ac-
tual terminal resistance Rterm from the ideal value of 50
. Under DC conditions
(f D 0Hz), Rterm is given by

Rterm Œ
� D 50

1C 50Iph

Vmod

; (4.26)

where Vmod is the bias voltage applied to the modulator. Equation (4.26) indicates
that Rterm becomes smaller than 50
 once a photocurrent is generated and that this
reduction of Rterm can directly deteriorate S11. Fortunately, as shown in Fig. 4.26,
the measured jS11j at 5 GHz under the worst condition (i.e., Iph > 10mA) is at
least 10 dB. Such an S11 value does not cause a critical problem at a data rate of
2.5 Gbit=s. However, it must be improved if higher bit rate transmission, as used
in 10 to 40 Gbit=s systems, is envisaged. The curves in Fig. 4.24b reveal the Iph

sensitivity of S21. When Iph amounts to 15 mA, the 3 dB-down bandwidth is reduced
by about 20 %. This reduction should also be taken into account in the design of
high-speed EA/DFB lasers.

Another vital issue is the Iph-induced reduction of the effective modulation volt-
age swing of EA-driver ICs. A non-negligible amount of Iph can flow in the driver
circuit when this circuit is directly connected to the modulator (DC-coupled scheme,
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Fig. 4.24a). This leakage current easily produces a voltage drop in the output sig-
nal swing of the driver, and this tends to reduce the dynamic extinction ratio. This
indicates that careful attention should be paid to this voltage drop when designing
RF-signal connections between EA/DFB lasers and driver circuits. One simple so-
lution for this could be to introduce a bypass line for Iph, as shown in Fig. 4.24b. If
this bypass circuit is integrated into the driver IC, most of the Iph flow will take this
path to effectively suppress the adverse effects of Iph on modulator performance.

4.3.6 Packaged High-speed Externally Modulated Lasers

An example of a real high-speed low-chirp EA/DFB laser that operates in the
1.55 µm wavelength range [77, 78] is shown in Fig. 4.27a. 43 Gbit=s operation and
2 km transmission over a standard single-mode fiber has been demonstrated em-
ploying those devices. Note that an extended data rate of up to 43 Gbit=s is needed
to meet the system demands for forward error correction (FEC). The reported de-
vice consists of a short InGaAsP MQW-based EA modulator monolithically inte-
grated with a DFB-laser light source made of the same material. It was bonded onto
a chip carrier with a 50
 termination resistor and then packaged in a high-speed
module involving lenses, a thermoelectric cooler, a thermistor, and a high-speed
standard electrical connector. The module was hermetically sealed for reliability
reasons. Evidencing the small parasitics in the EA/DFB chip and the assembly,
a 3 dB-down bandwidth of over 40 GHz was measured on this device, and 43 Gbit=s
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a b

10 ps

Fig. 4.28 World’s first serial 100 Gbit=s EA/DFB laser [80]. EA/DFB laser assembled on a high-
speed carrier (a) and 100 Gbit=s optical waveform (b)

operation was successfully demonstrated at a modulator voltage swing Vpp of 2.5 V
(Fig. 4.27b). Currently, 40 Gbit=s EA/DFB lasers are mainly deployed in communi-
cations in so-called very-short-reach router-to-router interconnections and/or client
interfaces.

Devices capable of even 50 Gbit=s modulation have been developed recently
which may be used as building blocks in future >100Gbit=s multilane transmit-
ters, e.g., for 400 G-Ethernet applications [79], and 50 Gbit=s does by far not yet
represent an upper speed limit of EA/DFB devices. In fact, the world’s first se-
rial 100 Gbit=s lumped-element EA/DFB laser, shown in Fig. 4.28, was introduced
about three years ago [80]. This particular component contained an InGaAlAs-based
10-quantum-well absorption layer structure that was buried by a low-capacitance
semi-insulating buried heterostructure. Using a 50 µm short modulator coassembled
with a high-speed driver IC, 100 Gbit=s open eye diagrams could be successfully
accomplished at such an ultrahigh bit rate for the first time.

4.3.7 Uncooled, High-speed, Low-chirp Externally Modulated
Lasers

EA/DFB lasers have been playing an important role in telecommunication networks
due to their distinctly advantageous features, namely, ultrahigh speed capability,
low chirp, low power consumption, and compactness. With the explosive spread
of broadband services, power consumption is becoming more and more critical,
and one of the key issues of related photonics/electronics is to find ways to reduce
it. Focusing on the environmental temperature of these components, most directly
modulated diode lasers have been evolving from temperature-stabilized (cooled) de-
vices to temperature-robust (uncooled) ones. Uncooled operation of directly modu-
lated diode lasers in short-link applications has successfully eliminated the electric
power consumed by thermoelectric coolers. Accordingly, cooler-free operation has
been strongly desired also for EA/DFB lasers deployed in modules for long-distance
transmission. However, this goal proves to be highly challenging, the main reason
being that EA/DFB lasers behave very sensitive to changes in operating temperature.
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Fig. 4.29 Schematic chip structure of the first 1.55 µm uncooled EA/DFB laser [84]

This fact essentially arises from the large mismatch in the temperature coefficients
of the electroabsorption peak wavelength (typically 0.7 nm=K) and the DFB-lasing
wavelength (typically 0.1 nm=K). The phenomenon is widely known, and the mis-
match has often been compensated for by controlling the DC bias voltage applied
to EA modulators [81, 82]. In most cases, the DC bias has been adapted to the
operating temperature set for tuning the DFB wavelength to a targeted wavelength-
division-multiplexing (WDM) grid channel [82]. This technique has also been ap-
plied to extending the operating temperature range of the device [81]. An uncooled
EA/DFB laser for short-reach (10 km) applications has been proposed using this
voltage-offset method [83]. When the offset DC-bias applied to the EA modulator
was adjusted to suit the temperature variation, the device was able to handle the mis-
match in wavelength shift over a wide temperature range. One key issue involved is
how to keep the detuning parameter (i.e., the difference between the DFB lasing and
the electroabsorption peak wavelength) nearly constant. In addition to this, careful
attention must be paid to the increase in optical loss and the change in chirp when
applying an offset bias. As to the optical loss, any increment of the applied bias
voltage as well as of the temperature is certain to lead to increasing light absorption.
Whereas this would be unlikely to occur in case of an ideal step-function-shaped
absorption spectrum, in reality it will occur because of the existing tail-shaped ab-
sorption spectrum. For these reasons, a properly designed detuning parameter is
very important from a practical viewpoint to keep the optical loss within an tolera-
ble range. It should be noted here that the device reported in [83] was designed for
short-reach transmission in the 1:3 µm wavelength range, where chirping virtually
does not matter so much. For 1:55 µm range long-reach applications, however, there
have been serious difficulties in managing the severe trade-off between the extinc-
tion ratio and optical loss plus chirp. This renders achieving uncooled operation of
1.55 µm EA/DFB lasers much more difficult, compared to their 1.3 µm counterparts.

The first successfully accomplished uncooled high-speed, low-chirp EA/DFB
laser operating in the 1.55 µm range is schematically illustrated in Fig. 4.29 [84].
The device comprised a temperature-robust InGaAlAs EA modulator, an InGaAsP
DFB laser, and an InGaAsP bridge waveguide in between, monolithically integrated
on an InP substrate. As with directly modulated diode lasers, the InGaAlAs material
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a b

Fig. 4.30 10 Gbit=s 80 km (1600 ps=nm) single-mode fiber transmission characteristics. a 15 °C:
DER D 9.8 dB, Pd D 1.7 dB and b 95 °C: DER D 10.9 dB, Pd D 1.5 dB

effectively enhances the temperature tolerance of the EA modulator, owing to its fa-
vorable band structure. The large �Ec associated with InGaAlAs is beneficial for
the extinction ratio at low temperatures by effectively maintaining the QCSE under
the high electric field applied to quantum wells. On the other hand, a small valence
band offset �Ev supports prompt sweep-out of photogenerated holes over shallow
valence band barrier walls, implying high optical power robustness.

Measured eye diagrams obtained under 10 Gbit=s, 231 � 1 PRBS modulation are
shown in Fig. 4.30 for 15 °C and 95 °C. Clearly opened eye diagrams were obtained
at both operating temperatures even after transmission through an 80 km long nor-
mal dispersion fiber. The measured error-free bit error rate (BER) performance after
80 km transmission with power penalty (Pd) of less than 2 dB and dynamic extinc-
tion ratio (DER) of greater than 9 dB are sufficient for practical use in 10 Gbit=s
intermediate-reach (40 km) and long-reach (80 km) applications [85–87].

Another emerging application of high-speed EA/DFB lasers is 100-Gigabit
Ethernet (100 GE) [88]. As briefly outlined in the beginning of this chapter,
100 GE is becoming the next-generation high-speed network standard to meet
the explosive increase in network traffic [7]. The world’s first standard-compliant
100 GE transceiver module using EA/DFB light sources operating in the 1:3 µm
range is shown in Fig. 4.31.

Four sets of 25 Gbit=s-driven EA/DFB lasers are assembled inside a 100 GE com-
pact form-factor pluggable (CFP) module (144 � 78 � 13:6mm3) [89] to form
4 � �-channels yielding an aggregate data rate of 100 Gbit=s in a wavelength-
division-multiplex-manner. Moreover, 25.8 Gbit=s 12 km single-mode-fiber trans-
mission was achieved over a wide temperature range from 0 to 85 °C which is at-
tractive in view of energy efficiency. This module is therefore considered a promis-
ing candidate for cost-effective 100 GE client-side technology. A 40 Gbit=s un-
cooled EA/DFB laser using similar technologies has also been successfully demon-
strated [87]. Ideally, the four laser devices and the wavelength multiplexer needed in
the above four-lane transmitter configuration would be monolithically integrated on
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Fig. 4.31 First parallel 100 Gbit=s transceiver using 25 Gbit=s 4�-WDM EA/DFB light sources.
a Schematic structure of 100 GE transponder, b 100 Gbit=s CFP transceiver, and c 25 Gbit=s opti-
cal waveform for uncooled operation

one chip to reduce packaging expenditures and to enable the use of small-size pack-
ages. Such a transmitter chip incorporating four monolithic EA/DFB devices, emit-
ting at four different wavelengths ranging from 1.297 to 1:309 µm (LAN-CWDM
grid), and a multimode interference (MMI) coupler to form the multiplexer was
realized very recently [90] and successfully tested for 100 GE applications at semi-
cooled conditions.

4.4 New Challenges for Ultrafast Semiconductor Light Sources

4.4.1 High-speed Active/Passive Feedback Diode Lasers

The physical limit of the modulation speed of semiconductor diode lasers can be
artificially controlled by the modulation scheme employed. In 1985, K. Iga made
a clear theoretical prediction for improving laser dynamics [91]. He showed that
instead of modulating the injection current into a diode laser, one could alternatively
modulate the optical gain, loss, or photon lifetime. He pointed out that the maximum
frequency for gain and photon lifetime (cavityQ-factor) modulation can exceed the
relaxation oscillation frequency fr. The degree to which the small-signal response
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Fig. 4.32 Calculated modulation responses for various schemes [91]. (A) Injection current modu-
lation, (B) carrier loss modulation, (C) gain modulation, (D) cavityQ modulation

R.f / may be improved, for example, byQ-factor modulation (i.e., photon lifetime
modulation) or by gain modulation is illustrated in Fig. 4.32 [91]. This figure clearly
points out the possibility of achieving faster response in diode lasers by a factor of
more than ten using such modulation schemes.

Based on this suggestion, there have been several practical approaches for ap-
plying alternative modulation schemes to high-speed diode lasers. These include
optical injection locking [92–97], gain switching [98–100], and multisection wave-
guide lasers, including an active/passive feedback mechanism [101–107].

Here, we focus on active/passive feedback lasers. The high-speed characteris-
tics of diode lasers can be improved by optical feedback to the laser cavity or, in
other terms, by modulating the mirror reflectivity [105]. The high-speed operability
relies on an enhanced frequency bandwidth achieved by photon lifetime modula-
tion. The relatively slow response associated with carrier–photon interaction that
governs relaxation oscillation in diode lasers is replaced by photon–photon interac-
tion. This effect leads to an additional photon–photon resonance peak at frequencies
that potentially exceed the usual carrier–photon resonant frequency several times.
Using the passive-feedback DFB laser depicted in Fig. 4.33, 40 Gbit=s direct cur-
rent modulation at an emission wavelength of 1:55 µm could be demonstrated for
the first time [107]. The basic laser structure is an active/passive monolithic two-
section laser with a standard section length of a few hundred micrometers. AR and
HR (>90%) coatings were applied to the DFB and integrated feedback (IFB) facet,
respectively.

When the optical modulation response was recorded under different IFB biasing,
a strong change in the modulation bandwidth was observed. The feedback effect
is shown in more detail in Fig. 4.33. Without any support from the feedback sec-
tion (absorbing IFB section, dashed line), the behavior was found to be similar to
that of a single-section DFB laser, the modulation bandwidth of which is limited by
the carrier-photon resonance frequency of typically 8–12 GHz. On the other hand,
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Fig. 4.33 Effect of optical
feedback on small-signal
response (inset: laser struc-
ture) [107]
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a drastically enhanced modulation bandwidth of about 30 GHz was measured un-
der optimum feedback conditions, thus exceeding the normal relaxation oscillation
frequency limit by a factor of 3. Figure 4.34 shows successful large-signal modu-
lation at 40 Gbit=s achieved with no bit errors when measured for 27 � 1 PRBS
NRZ data streams [107]. It should be emphasized that the 40 Gbit=s operation was
accomplished with low-gain active material, InGaAsP, at a moderate current level
of 40 mA.

4.4.2 EA/DFB Laser Devices with Traveling-wave Modulator

As discussed in the previous sections, the EA-modulated laser is currently one of
the most promising candidates for high-speed compact light sources for use in long-
distance communications. The present EA modulators are based on lumped element
designs and models (see Fig. 4.18b), and their high-speed capability is limited by
the CR time constant Cmod.Rmod C Rterm=2/, as expressed in (4.20). Here again,
Cmod, Rmod, and Rterm denote modulator capacitance, modulator internal resistance,
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and a 50-
 termination resistor, respectively. With this conventional technology,
EA/DFB lasers operating at 40 Gbit=s driven by signals with a voltage swing of
2–3Vpp have been deployed in real subsystems. These values result in a figure of
merit (FOM) of roughly 17–20 GHz=V. It will be difficult to further improve this
figure significantly in a practical way by simply exploiting conventional schemes
because the reduction of Cmod by using even shorter modulator structures leads to
poor extinction ratio and, hence, high driving voltage. It should also be mentioned
that even if a higher-speed EA modulator, for example, a 100 Gbit=s EA modulator,
is realized, we will still face the inherent fiber dispersion limitation. According to
the data discussed in Sect. 4.3.2, the maximum transmission distance of 100 Gbit=s,
1.3 µm-range signals produced by the EA modulator will be nearly 1 km. To extend
the high-speed limitation of lumped EA modulators, structures featuring “traveling-
wave” designs have been demonstrated to overcome the RC-limitation [108–111].
The aim of the traveling wave is to reach very-high-speed intensity modulation by
exploiting the electrical/optical velocity matching effect. With traveling-wave EA
modulators, the lumped short electrode is replaced by a relatively long transmission-
line electrode. This approach was initially developed for Mach–Zehnder interferom-
eter modulators formed on lithium niobate (LiNbO3) (see Chap. 6), and on III–V
compounds (GaAs [112, 113] as well as InP [114–116]). In the traveling wave de-
sign, the electrical drive signal propagates in the same direction as the optical mod-
ulated signal. Ideally, both signals run at the same speed, permitting the light mod-
ulation to accumulate monotonically as they propagate together, which could, in
principle, lead to non-RC-limited operation, irrespective of the operating frequency.
In reality, however, it is not very easy to perfectly match the velocities of the two
waves. This causes a walk-off between the electrical and optical signal waves, which
tend to severely degrade the high-speed capability. It can be readily shown that the
frequency response R.f / of an idealized traveling-wave modulator is expressed
as [112]

R.f / D
"

sin
��f jnopt�nelejLmod

c

�
�f jnopt�nelejLmod

c

#2
; (4.27)

where nopt and nele denote the optical and electrical effective refractive indices, and
Lmod the modulator length (being equal to the length of the traveling-wave elec-
trodes). From (4.27), the 3 dB-bandwidth can be derived:

f TW
3 dB D 1:39c

	jnopt � nelejLmod
: (4.28)

Because of the negative dependence on Lmod, the bandwidth and drive voltage
can be traded for in the same way as with lumped element modulators; thus, the
bandwidth-voltage FOM is equally applicable [112]. In the case of traveling-wave
EA modulators, however, there is a large mismatch between nopt and nele, which
inevitably makes their characteristic impedance small, �25
, about half of the
standard 50
 RF connections. This difference is likely to seriously degrade the
optical waveforms owing to large electrical reflection. In response, several veloc-
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ity/impedance matching techniques have been developed for improving conven-
tional low-impedance traveling-wave EA modulators.

Such a refined traveling-wave EA-integrated laser [108] is shown in Fig. 4.35a.
To compensate for the inherently low characteristic impedance of EA modulators,
a high-impedance transmission line is integrated with a low-impedance traveling-
wave EA modulator. This simple method is quite successful in achieving quasi-
impedance matching between the modulator and driver circuit, which greatly en-
hances the high-frequency performance (Fig. 4.35b), and this kind of artificial
impedance control electrode (ICE) was found to be very effective in achieving
a compact low-power-consumption 40 Gbit=s EA/DFB laser. A packaged device
with an InP/lnGaAs hetero-bipolar-transistor (HBT) based IC driver was able
to provide 40 Gbit=s, 2 km single-mode-fiber transmission with a 0.3 dB penalty
only [108].
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Another important advanced traveling-wave EA modulator [111] is shown in
Fig. 4.36a. Here, a segmented transmission-line electrode was used. This solu-
tion enables the design of a traveling-wave EA modulator with a characteristic
impedance close to 50
. The device exhibits low electrical reflection (return loss:
<15 dB) and excellent frequency response up to 50 GHz. A maximum 3 dB electri-
cal bandwidth of 90 GHz was extrapolated by modeling (Fig. 4.36b).

4.4.3 Directly IC-driven High-speed Modulators

To further improve the speed and power consumption, a novel approach for driv-
ing the EA modulator, referred to as emitter-follower driving technique, has been
proposed [117, 118]. This technique is characterized by the fact that the EA mod-
ulator is driven by an emitter-follower rather than by a standard collector-follower.
The circuit model for this emitter-follower driving scheme is compared with the
conventional driving methods discussed earlier in Fig. 4.37.

The EA modulator is connected directly to the driver output signal port of a low-
impedance emitter-follower and does not possess a 50
 termination. Mathemati-
cally, this means that the term CmodRterm=2 in (4.20) is eliminated, which causes
a significant improvement in the high-speed performance as the intrinsic time con-
stant CmodRmod is reduced to about 1=2 to 1=3 of the previous CmodRterm=2 value.
Physically, this means that the modulator dynamics is determined solely by the
charging/discharging time of the modulator capacitance Cmod via the internal re-
sistor Rmod. It should be noted that this simple driving method is applicable only to
EA modulators whose physical dimensions are much smaller than the wavelength
of the millimeter-wave signals.
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Fig. 4.38 a World’s smallest 40 Gbit=s EA/DFB laser based transmitter achieved using the emitter-
follower driving technique [117] and b the equivalent circuit model

The principle has been experimentally proven using the EA/DFB-on-driver-IC
assembly depicted in Fig. 4.38a [117]. As InGaAsP-based MQW EA/DFB laser
operating at 1:55 µm was mounted on an InP-based HBT driver IC with the input
electrode of the modulator connected directly to the emitter electrode, the output
end of the HBT. As shown in Fig. 4.38a, 40 Gbit=s optical eye opening at a low
HBT driving voltage of 0:7 Vpp was reached, which corresponds to a very high FOM
of 57 GHz/V. Due to this low voltage drive along with elimination of the terminal
resistor, the transmitter’s power consumption amounts to only 0.8 W. Furthermore,
its footprint is in the range of a few square millimeters only because the core of the
transmitter is determined by the driver IC. This technique will be crucial for low-
power consumption dense interconnections in which the signal rate is too high for
electrical connections of a few meters encountered on the back planes of terabit-per-
second-class high-end servers and routers.
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Chapter 5
Widely Tunable Laser Diodes

Hélène Debrégeas-Sillard

Abstract The chapter provides a comprehensive overview over widely tunable laser
diodes and includes a description of the different tuning mechanisms and relevant
implementations: sampled grating- and superstructure grating-DBR lasers, Y-lasers,
multiple peak gratings and widely tunable filter lasers. The treatment covers funda-
mentals of the various solutions, typical performance characteristics, and control
issues as well. The focus is primarily on edge-emitting semiconductor lasers; how-
ever, vertical cavity surface emitting lasers (VCSELs) and external cavity tunable
lasers, integrated tunable laser modulators, and tunable laser subsystems are also
contained.

Widespread deployment of dense wavelength division multiplex (DWDM) systems
calls for transmitter lasers that can emit with extreme accuracy at any WDM-specific
wavelength, as defined by the ITU (International Telecommunication Union) stan-
dardization body. Predominantly, these wavelengths cover the whole C-band (1525–
1565 nm), but will eventually extend over the L-band (1570–1610nm) as well. A ba-
sic approach consists of using standard DFB lasers, the emission wavelength of
which is determined by the Bragg grating pitch, fixed by fabrication. Any DFB laser
can be slightly thermally tuned over a small range of typically 4 nm with 0:1 nm=°C
tuning efficiency, thus covering a limited number of WDM transmission channels
only. A largely superior and preferred solution is to employ widely tunable lasers,
which allow adjusting the laser wavelength to any ITU channel within the transmis-
sion bands. Such tunable laser devices are mandatory for a large range of applica-
tions today.

In long-distance networks, tunable lasers are used either as a spare source to
replace any failing DFB laser or as a universal source, dramatically reducing main-
tenance and inventory management costs. Today, 50 % of newly deployed long-
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distance transmitters comprise tunable lasers, and deployment is expected to reach
90 % within the next 10 years.

Tunable lasers provide both flexibility and adaptability in long-distance and
metropolitan networks. They represent a key element of reconfigurable optical add
and drop multiplexers (ROADMs) – components that can extract or insert any wave-
length to dynamically reconfigure wavelength allocation according to traffic evolu-
tion. They are used for all-optical routing without the need for optic–electronic–
optic conversion, ensuring independence from protocols and bit rates. In packet-
switching transmission schemes, they would allow for real-time network reconfigu-
ration with packet granularity, demanding extremely fast wavelength tuning within
the guard time of the optical packets (� 100 ns).

In future WDM-based access networks, each end user may be equipped with
a receiver configured for a specific wavelength. This wavelength can be used as an
address to route traffic to the desired user. Tunable lasers are foreseen at the optical
line terminal in order to rapidly tune the data for routing to the final users.

For all these applications, performance data similar to standard DFB lasers are
required such as 13 dBm coupled output power, more than 40 dB side-mode sup-
pression ratio (SMSR), low noise, linewidths below 5 MHz, wavelength accuracy
compliant with the ITU standard, and others. In addition, however, they must be
capable of wavelength tuning over the whole 40 nm C-band (48 channels, 100 GHz
spaced), and in coming years over the full C+L band (1525–1610nm). For real
mass deployment in DWDM systems, the cost premium compared to fixed wave-
length lasers has to remain below 20%, which imposes the following general design
requirements:

• To reach high industrial production yield, the tuning mechanism must be based
on robust, fabrication-tolerant processes.

• Power, wavelength, and SMSR feedback loops must be simple enough to ensure
fast characterization and reliable servo-control algorithms.

Monolithic integration can be advantageous for avoiding costly alignment proce-
dures and multiple bulky mechanical elements. In particular, for metro and access
applications, the laser must fit into a TOSA type module (Transmitter Optical Sub-
Assembly), that is, compatible with low-cost extended extra flat packaging (e-XFP)
modules. Last but not least, the possibility to integrate additional functionalities like
external modulation, variable optical attenuation, optical gating, and fast tuning ca-
pability are important assets too. They enable compatibility with different networks
configurations and reductions in system costs.

Tunable lasers have been studied for several decades, leading to a wide variety
of technology solutions based on thermal, mechanical, and current injection tuning
mechanisms [1]. Several types of devices are commercially available now while re-
search strongly continues to further improve performance, increase functionalities,
and reduce costs.

Tunable lasers based on current injection tuning allow for monolithic integra-
tion with additional functionalities, including fast tuning. Derived from distributed
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Bragg reflector (DBR) lasers, solutions incorporating several gratings with multi-
ple reflection peaks can provide more than 40 nm wavelength tuning and are widely
used in today’s networks. Yet, control complexity remains the main drawback, and
many studies have been dedicated to propose simpler tuning methods and robust
feedback algorithms. Recently, photonic integration has even led to the demonstra-
tion of complete subsystems monolithically integrated on InP that comprise tunable
lasers, modulators, photodiodes, and optical amplifiers (see Sect. 5.5).

Other approaches rely on the selection of a laser from an array of thermally tuned
lasers or use an external cavity with a movable Bragg grating. These device struc-
tures are, however, not fully integrable in semiconductor technology, and they are
not suited for fast tuning or integrated modulation. Nonetheless, as they are based on
robust technologies and use simple control mechanisms, they may be commercially
competitive with applications requiring less sophisticated laser functions.

5.1 Basics of Current Injection Tuning, DBR Lasers

5.1.1 Current Injection Tuning Mechanisms

All tunable laser structures relying on current injection integrate a section with
a p-i-n junction containing an intrinsic layer made of quaternary passive material
(typically, InGaAsP with 1450 nm photoluminescence wavelength, in the following
referred to as Q1.45). Under carrier injection, the nonequilibrium excess carrier con-
centration creates variations of the index of refraction in this quaternary material via
three main mechanisms: free-carrier absorption, bandfilling, and bandgap shrink-
age [2]. Physically, these effects are the consequence of a modification of material
absorption ˛.E/ over the whole spectrum which can be linked via the Kramers–
Krönig relation to the index variation at the operating energyE0:

�n.E0/ D „c
	

Princ

1Z
0

�˛.E/

E2 � E20
dE; (5.1)

where ‘Princ’ means principal value of the integral. The effects are represented
schematically in Fig. 5.1 and detailed below.

5.1.1.1 Free Carrier Absorption

This intra-band mechanism illustrated in Fig. 5.1a corresponds to the absorption of
a photon by a free carrier (electron or hole), raising its energy within the conduction
(or valence) band. Conservation of the wavevector k is ensured by the interaction
with a phonon or an impurity. This absorption at very low energies implies a free-



192 H. Debrégeas-Sillard

k

heavy  holes

electrons

E

light  holes

Eg

EFC

EC

EVEFV

conduction band

valence bands

E

k

heavy  holes

a b

light  holes

electrons

Fig. 5.1 Schematic representation of the different types of absorption relevant under current tun-
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carrier-related decrease of the refractive index given by [2]
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with n denoting the refractive index,me, mhh, andmlh, the effective masses of elec-
trons, heavy and light holes, respectively,P the hole density,N the electron density,
and "0 the permittivity of free space. As me 
 mlh;hh, the effect is dominated by
electron absorption in the conduction band.

5.1.1.2 Bandfilling

Assuming a parabolic approximation for the band diagram and using the notations
of Fig. 5.1b, absorption without carrier injection ˛.E/ at an energy E close to the
bandgap,Eg, is given by [2]

˛.E/ D C

E

p
E �Eg if E � Eg and ˛.E/ D 0 otherwise; (5.3)

where C is a material-dependent constant (given in cm�1 eV1=2).
Under current injection, electrons and holes fill conduction and valence band

states at low energy levels (Fig. 5.2a). Now, photon absorption at energy E , with
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Fig. 5.2 Illustration of bandfilling: band diagram under current injection (a) and impact on absorp-
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electron transfer occurring from the valence band energyEV to the conduction band
energy EC, is possible only if, firstly, E D EV C EC, and secondly, if level EV is
occupied and level EC is vacant. Then, (5.3) must be expanded to take into account
the occupation probability of either energy state:

˛.E/ D C

E

p
E �EgŒfV.EV/� fC.EC/� if E � Eg;

˛.E/ D 0 otherwise: (5.4)

Here, fV.EV/ and fC.EC/ indicate the probability that valence band level EV and
conduction band level EC, respectively, are occupied by an electron. They are ex-
pressed by Fermi–Dirac distributions:

fC.EC/ D 1

1C e.EC�EFC/=kT
; fV.EV/ D 1

1C e.EV�EFV/=kT
; (5.5)

where EFC and EFV represent the Fermi levels in the conduction and valence band,
respectively. Under carrier injection, the energy values of the Fermi quasilevels tend
to increase. For energies E slightly larger than Eg, fC.EC/ becomes nonzero and
fV.EV/ becomes lower than unity. Absorption is no longer possible, and injected
carriers can even create gain by stimulated emission as shown in Fig. 5.2b (negative
absorption).

5.1.1.3 Bandgap Shrinkage

Injected carriers occupy bands of lower energy levels, and their wavefunctions over-
lap. They repel each other (electrons–electrons, and holes–holes) due to Coulomb
forces and for statistical reasons when their spins are identical. These repulsions
screen the electric field built-in in the semiconductor crystal network and, as a con-
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sequence, the bandgap energy Eg is reduced. An approximate model gives [2]

�Eg D � e

2	"0"

�
3N

	

�1=3
; (5.6)

where " represents the dielectric constant of the semiconductor material.

5.1.1.4 Cumulative Impact on Refractive Index Variation

The index variation due to carrier injection corresponds to the sum of the three ef-
fects. Simulations of index variation as a function of wavelength are presented in
Fig. 5.3 for a bulk layer of Q1.45 composition. For the data shown in Fig. 5.3, the
factor C in (5.3), which determines the absorption coefficient, has been extrapolated
from experimental values [3] to be 2:82 � 104 cm�1 eV1=2. Band diagrams are de-
rived from effective electron and hole masses [4] (me D 0:065m0, mhh D 0:49m0
and mlh D 0:07m0, with m0 D 9:1095 � 10�31 kg being the free electron mass),
the refractive index n is 3.49, and the dielectric constant " is 13.8.

Bandfilling and bandgap renormalisation result in a modification of the absorp-
tion behavior close to the bandgap energy. Due to the denominator E2–E20 in the
Kramers–Krönig relation (see (5.1)), they generate a maximum index variation
around Eg. On the contrary, the free-carrier plasma leads to an increase of absorp-
tion at energies much smaller than the bandgap energy: the impact on index vari-
ation around wavelengths corresponding to the bandgap is very weakly dependent
on energy. At a typical operation wavelength of 1550 nm, free carrier absorption
accounts approximately for one-third of the overall index variation, and bandfilling
and bandgap shrinkage for two-thirds. A typical experimental value at 1550 nm is
�n � �0:05, plotted in Fig. 5.3 for comparison.
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Fig. 5.4 Schematic cross section of a DBR laser

5.1.2 DBR Lasers: Principle of Operation

5.1.2.1 DBR Cavity and Mode Selection

Exploiting index variation under carrier injection, the first current injection tunable
laser was the DBR laser, proposed in the 1970s and subsequently optimized by
many laboratories [5–7]. A typical DBR laser, as shown in Fig. 5.4, comprises three
different monolithically integrated sections, each controlled by separate currents:
one active and two passive sections, the latter called Bragg and phase section, re-
spectively. The rear facet is antireflection coated and the front facet provides low
reflectivity (� 3%) to create a Fabry–Pérot (FP) cavity between the front facet and
the mirror formed by the Bragg section. The active section has a multiquantum
well (MQW) vertical structure. Injecting the current Iactive gives rise to gain around
1550 nm and generates an FP comb.

The Bragg section is made of bulk Q1.45 material and contains a Bragg grating.
This section acts as a wavelength selective mirror with maximum reflectivity at the
Bragg wavelength �Bragg given by

�Bragg D 2neff�; (5.7)

where neff is the effective waveguide index of the Bragg section and � the grating
pitch. For � 1550 nm emission, neff values are typically 3.2, which yields a pitch of
around 240 nm. The reflection bandwidth and its maximum value are closely related
to the length of the grating and to the coupling coefficient �, defined as the grating
reflectivity per unit length and expressed in cm�1. For a rectangular grating, it is
given by:

� D 2�neff

�
; (5.8)

where �neff represents the effective index difference between the mark and space
regions of the grating. Figure 5.5 shows the calculated equivalent reflectivity spec-
trum for a 300 µm long Bragg grating, assuming � D 40 cm�1 and 15 cm�1 material
loss.
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Fig. 5.5 Equivalent reflectivityReq of a Bragg grating as a function of wavelength (� D 40 cm�1,
L D 300 µm, loss D 15 cm�1)

We define an effective penetration length, Leff, into the Bragg grating corre-
sponding to the penetration distance at which the optical power is decreased by
a factor e. For high � values, Leff is equal to 1=.2�). A laser cavity of length
Lcavity D La C Lph C Leff, where La and Lph represent the length of the active
and the phase section, respectively, generates a comb of FP modes separated by
a free spectral range (FSR) according to:

FSR D �2

2ngLcavity
: (5.9)

Here, ng indicates the group index that takes into account the wavelength-dependent
dispersion of neff:

ng D neff.�/� �dneff

d�

ˇ̌̌
ˇ
�

: (5.10)

The Bragg filter selects the FP mode nearest to �Bragg that benefits from lowest
cavity losses. As a result, monomode emission occurs at �emission (Fig. 5.6).

5.1.2.2 DBR Coarse Tuning with Bragg Section

In a DFB laser, the Bragg grating is inside the active section. Above threshold, in-
jected carriers are almost totally consumed by stimulated photon emission so that the
carrier density is clamped. Therefore, the effective index cannot be varied through
the carrier-related effect anymore, and the only index variation occurs via heating
due to current injection, typically leading to a maximum 3 to 4 nm tuning range. The
possibility to tune �Bragg is specific to DBR lasers. As the Bragg section is made of
passive material and separated from the gain section, the carrier density is no longer
clamped. When injecting a current IBragg, the carrier density increases and the effec-
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Fig. 5.6 FP mode selection by a Bragg grating

tive index neff is reduced via the processes presented in Sect. 5.1.1. This gives rise
to a decrease of �Bragg with a relationship derived from (5.7)

��Bragg D 2�neff�: (5.11)

Maximal achievable neff variation by current injection is in the range of 4 � 10�2,
allowing up to 16 nm tuning. When the Bragg filter is tuned by IBragg, FP modes are
successively selected, but this selection leads to tuning characteristics which exhibit
mode hops (Fig. 5.7). Apart from those mode hops, corresponding to the case where
adjacent FP modes are situated on both sides of the Bragg reflectivity spectrum, the
SMSR remains higher than 40 dB.

5.1.2.3 DBR Fine-tuning with Phase Section

The FP modes in the DBR cavity are defined by the phase condition

2.neff,aLa C neff,phLph C neff,BLeff/ D m�; m 2 @; (5.12)

where neff,a, neff,ph, and neff,B are the effective indices in the active, phase, and Bragg
section, respectively. When a current Iph is injected into the passive phase section,
neff,ph decreases due to the same mechanisms as in the Bragg section. By taking the
derivative of (5.12), we obtain

��FP

�
D �neff,phLph

ng,aLa C ng,phLph C ng,BLeff
(5.13)

with ng,a, ng,ph, and ng,B denoting the group indices of the three sections. The FP
comb can be continuously shifted to lower wavelengths as illustrated in Fig. 5.7,
and the position of the mode hops in the DBR tuning curve can be finely adjusted
along the tuning curve. In this way, emission at any wavelength � in the tuning range
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can be achieved with high accuracy and high SMSR by adjusting IBragg in order to
align �Bragg with �, and Iph to align an FP mode with �.

5.1.2.4 Overall DBR Performance

The design of a DBR laser requires multiple compromises in order to simultaneously
reach a wide tuning range, high output power, and high SMSR. The tuning range,
given by (5.11), can be rewritten as

��Bragg D 2�Q
dnQ

dN
�N�; (5.14)

where �Q is the mode’s optical confinement factor in the undoped quaternary Q1.45
waveguide material of the Bragg section into which carriers are injected, dnQ=dN
is the quaternary index variation with changing carrier density (negative value), and
�N represents the increase of carrier density with current injection. In order to
maximize the tuning range, one aims at achieving:
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• High �Q by using a thick bulk quaternary guiding layer
• Large dnQ=dN by using a quaternary material in the Bragg section which has

a bandgap wavelength close to the emission wavelength where the bandfilling
effect is particularly pronounced (Fig. 5.3)

• High �N by reducing current leakage and by reducing the Bragg section length
to limit radiative recombination through amplified spontaneous emission.

In order to reach high output power, the following targets must be reached at the
same time:

• Maintaining a high mode-overlap between active and passive sections
• Using a quaternary material in the Bragg section with a bandgap wavelength

sufficiently shorter than the emission wavelength so that absorption at low IBragg

or carrier consumption at high IBragg by stimulated emission is limited
• Increasing fiber coupling efficiency via a spot-size converter in the active section
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• Maximizing � in the Bragg section to ensure high Bragg mirror reflectivity while
keeping mode selectivity sufficiently high

• Optimizing the length of the active section regarding the trade-off between a long
section ensuring low current threshold density and low thermal effects, and
a moderate section length to retain a sufficiently high FSR for efficient Bragg
mirror selectivity.

Typical optimized parameters are:

• For the passive sections: 0.42 µm-thick Q1.45 material providing�Q� 75%, with
�� 45 cm�1, LBragg� 300 µm, and Lph� 50 µm

• For the active section: six 8 nm-thick Q1.55 quantum wells with Q1.18 barri-
ers sandwiched between two 100 nm-thick Q1.18 confinement heterostructures,
providing 96 % overlap between active and passive section modes.

Such DBR lasers can emit at any ITU channel over a 16 nm tuning range with SMSR
>40 dB and 20 mW of constant coupled output power, as illustrated in Fig. 5.8 [7].
The output power decreases with increasing Iph or IBragg (Fig. 5.8a) because of free
carrier absorption, but constant output power can be ensured by adjusting Iactive for
each channel.

5.2 Widely Tunable Lasers by Current Injection

DBR lasers represent basic current-injection-tunable laser devices that exploit
a rather simple operation principle relying on the selection of an FP mode with
a tunable filter and fine wavelength adjustment by means of a phase section. Their
tunability, directly correlated to the limited achievable effective index variation, is
limited to around 16 nm, that is nearly half of the C-band. To further increase the
tuning range and in particular to cover the whole 40 nm C-band with a monolithic
device involving current injection, several approaches have been proposed by dif-
ferent laboratories. Basically, these are utilizing the same principle as DBR lasers,
but the Bragg section is replaced by two independently controlled passive sections
designed with more complex Bragg gratings. The wavelength tunable selective mir-
ror is the result of the interaction between these two section gratings, thereby widely
enhancing the tuning range.

5.2.1 Sampled Gratings

The most widely used grating design for such devices is the sampled grating (SG),
illustrated in Fig. 5.9. As explained in detail in [8], it consists of a grating with
periodically sampled pitch �, leading to grating burst lengths ZG at a sampling
period ZS. The resulting reflectivity spectrum is the convolution of the reflectivity
of an equivalent Bragg grating with pitch� and the reflectivity of a periodic square
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Fig. 5.9 Sampled grating scheme and calculated reflectivity spectrum (L D 580 µm,ZS D 58 µm,
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function of length ZG and period ZS. As a consequence, the reflectivity spectrum
shows several reflectivity peaks, centered at �Bragg D 2neff� and separated by:

�� D �2=2ngZS: (5.15)

Each reflectivity peak number n (n D 0 corresponds to the central peak) is equi-
valent to the reflectivity of an unsampled Bragg grating with SG length L, but with
a coupling coefficient �.n/ given by

�.n/ D �0
ZG

ZS

sin.	nZG=ZS/

	nZG=ZS
exp

��i	nZG

ZS

�
: (5.16)

Thus, the peaks are not phase matched, and they correspond to a smaller coupling
coefficient rather than that of the central peak which is given by �.0/ D �0ZG=ZS.
The envelope of the reflectivity peaks widens when the duty cycle ZG=ZS is re-
duced, and the number of peaks in the 3 dB envelope can be approximated by

N3 dB � int.ZG=ZS/: (5.17)

To obtain a large number of peaks, the duty cycle must be reduced, which neces-
sitates a higher �0 in order to retain a sufficiently large �.n/-value for the required
reflectivities. Such SGs typically use �0 as high as 300 cm�1, with a 10 % ZG=ZS

duty cycle.
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5.2.2 SG-DBR Lasers

The first device incorporating dual passive grating sections is the SG-DBR struc-
ture, initially developed at the University of California at Santa Barbara [8]. It is
composed of an active section and an adjacent phase section, sandwiched between
two SGs (Fig. 5.10a). The laser cavity itself is delimited by the two SGs: the reflec-
tivity for the FP modes is given by the multiplication of the two SG reflectivities.
Both SGs have the same pitch�, but their sampling periodsZS1 andZS2 are slightly
different, thus generating different spacings, ��1 and ��2, between the respective
reflectivity peaks. By an appropriate choice of ZS1 and ZS2, one can ensure that
only two peaks are in coincidence between the two zeros of the spectrum envelope.
This coincidence leads to a higher reflectivity for the specific FP modes and selects
the lasing mode (Fig. 5.10b).

By injecting current, for example, into SG2 corresponding to the smaller ��,
the associated reflectivity comb shifts to lower wavelengths by ı� D ��neff2=ng

according to (5.11). When ı� reaches��1���2, the coincidence shifts to adjacent
peaks to the left side. Tuning one SG by ı� D ��1 � ��2 thus generates a shift
of the maximum reflectivity by ��1. This behavior is called the Vernier effect and
leads to a tuning enhancement given by

F D ��1

��1 ���2
: (5.18)
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Fig. 5.11 Two-dimensional tuning map of an SG-DBR (after [9])

By applying the same current density simultaneously to both SGs, the two reflectiv-
ity spectra shift equally. Coincidence can be kept on the same peaks, simply tuned
by ı� D ��neff1;2=ng, and all wavelengths within the reflections’ envelope can be
reached by an appropriate coincidence.

Sampled grating DBR lasers are hence characterized by two-dimensional tuning
curves � D f .ISG1

; ISG2
/ as illustrated in Fig. 5.11. The diagonals correspond to

the same coincidence, with hops between FP cavity modes designated by a number.
“Super-mode hops” are observed between diagonals and correspond to a coinci-
dence change designated by a letter.

In order to precisely reach any ITU channel, currents are injected into SG1 and
SG2 to position the emission wavelength in the middle of a mode-hop free area of
the 2D tuning curves. Subsequently, the FP wavelength is finely tuned by current
injection into the phase section. SG-DBR type tunable lasers demand a precise de-
sign in order to simultaneously guarantee stable modal behavior, high SMSR, and
a 40 nm tuning range required for covering the whole C-band. To ensure full cov-
erage, the reflection peak spacings ��1;2 are typically chosen to be around 5 nm,
leading to SG periods ZS1;2 of some 60 µm. The overall tuning range is limited by
the wavelength spacing between two coincidences, which is given by the enhance-
ment factor F multiplied by the spacing difference ��1 � ��2 between the SG
reflectivity peaks. To reach 40 nm, this difference must be kept very small, entail-
ing each reflectivity peak to be extremely narrow in order to avoid SMSR degra-
dation by adjacent channels. This design requirement leads to quite extended SG
sections with lengths of around 600 µm and many grating bursts (about 10). Such
an optimized design is presented in [10]. There a front grating was applied com-
prising 10 � 6 µm bursts and a 58 µm long sampling period, a rear grating with
11�6 µm bursts and a 64 µm long sampling period, and a � of 300 cm�1. Such a de-
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Fig. 5.12 Super-structure grating scheme and calculated reflectivity spectrum for optimum grating
pitch variations [12]

vice provides a tuning enhancement factor F of 10, and 50 nm tuning range with
SMSR > 35 dB.

With the laser light being emitted through the front SG, a semiconductor optical
amplifier (SOA) structure (see also Chap. 12) can be inserted between that SG sec-
tion and the front facet as a booster to enhance the output power. The emitted light is
amplified by a single pass through the SOA, while the FP cavity is kept unaffected.
Given a typical SOA gain of 15 dB, an input power of 1 mW into the SOA is suf-
ficient to achieve more than 20 mW of optical output power from the laser. Under
these conditions, the SOA is operated in the saturation regime: the carrier density
in the SOA is low, leading to reduced amplified spontaneous emission and high
signal-to-noise ratio. A tilted output and a high quality 10�4 antireflection coating
are necessary to avoid creating any parasitic cavity between the output facet and the
Bragg section, and to ensure a low noise level [10, 11].

5.2.3 SSG-DBR Lasers

The overall envelope of the reflectivity peaks represents one of the limitations of SG-
DBRs, as it reduces reflectivity far from the central wavelength. To overcome this
restriction, it was proposed to replace one or both SGs by more complex gratings,
so-called super-structure gratings (SSGs), that consist of periodically repeated grat-
ings with varying pitch (Fig. 5.12). Numerically calculated optimal pitch variations
within one period can generate a reflection spectrum with a square envelope [12].
As an example, a device has been designed with a rear SSG to provide uniform
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Fig. 5.13 Schematic structure of a Y-laser (after [14])

reflectivity peaks, and a short front SG to minimize free carrier absorption of the
emitted light. In this way, more than 18 mW of output power and 40 dB SMSR over
a 30 nm tuning range have been achieved. Even more than 45 mW could be obtained
with an integrated booster SOA [13].

5.2.4 Y-Lasers

Another approach very close to the SG-DBR variant consists in using a Y-coupler in
order to place the two SGs parallel on the same side of the active section (Fig. 5.13)
rather than on either side. Likewise, the Vernier effect is exploited to reach 40 nm
tuning, but contrary to SG-DBR lasers, the reflectivity for the FP modes is given
by the vector sum of the SG reflectivities, instead of multiplication. With a care-
ful design of the waveguides, the differential phase between both SGs can be ad-
justed to get opposite phase conditions between competing adjacent channels, and
improve super-mode selection. Such a device can deliver an output power of more
than 10 mW with more than 40 dB SMSR over a 40 nm tuning range [14, 15], and
is now commercially available.

5.2.5 Multiple Peak Grating and Tunable Wide Filter Lasers
(GCSR, DS-DBR)

There are other sophisticated solutions that use an active and a phase section sand-
wiched between a multiple peak grating (SG or SSG) and a tunable wide filter sec-
tion. Instead of making use of the Vernier effect, the wide filter simply selects one of
the reflectivity peaks. The first example of this kind was the grating-assisted codi-
rectional coupled sampled grating reflector (GCSR) laser [16]. The filter is formed
by a vertical coupler composed of two waveguides with a long-period grating. The
tunability is given by

�� D �
�n1

ng1 � ng2
; (5.19)
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Fig. 5.14 DS-DBR(-SOA) structure. Tuning mechanism (a), top view (b), photo image of
a mounted device (c) [19]

where �n1 represents the refractive index change of the upper waveguide due to
current injection, and ng1; ng2 the group indices of the upper and lower waveguide,
respectively. Using an optimized coupler design and a specially tailored reflector
grating, wavelength tuning over 32 nm was demonstrated, along with SMSR higher
than 40 dB and 25 mW output power [17]. This concept has been taken further
very recently by employing a grating assisted codirectional coupler filter that is
formed by laterally rather than vertically arranged asymmetric waveguides [18]. It
was claimed that the adiabatic coupling conditions at the input and output of this
filter variant provided more stable characteristics. A very wide quasicontinuous tun-
ing range of 65 nm (1510 nm–1575 nm) with SMSR >35 dB was obtained at 50 °C
and appreciably low operating currents.

Furthermore, the digital supermode DBR (DS-DBR) has been proposed which
involves an SSG grating, and a series of eight short Bragg gratings with slightly
different pitches (Fig. 5.14) to provide the filter function. Each Bragg grating sec-
tion is controlled by an individual current. Without current injection, they generate
a sequence of reflection peaks separated by 5 nm to result in a wide weak reflec-
tivity spectrum. When current is applied to Bragg section number i , its reflectivity
shifts from �i to lower wavelengths and adds to the reflectivity at �i�1 of the adja-
cent Bragg section i � 1 with lower pitch. As a result, the SG peak closest to �i�1
will be preferentially selected (Fig. 5.14a). Although such a device requires many
electrodes, it may be simpler to control than SG-DBR type lasers because it is not
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Fig. 5.15 Wavelength tunable laser design employing three selectable DBR structures combined
by an MMI coupler (a), and fabricated device chip (b). Only one of the three branches is operated
at the same time

relying on the critical Vernier effect, and the currents controlling the short Bragg
sections are digitally fixed at 0 or � 5mA. The drawback of this structure is the
poor selectivity of the multiple Bragg peaks. The uniformity of the rear SSG peaks
has to be very carefully optimized to ensure efficient peak selectivity. Again, more
than 40 nm tuning together with SMSR better than 40 dB has been demonstrated. As
with SG-DBR designs, a booster SOA has been incorporated in front of the multiple
gratings giving 14 dBm fiber coupled power [19].

5.2.6 DBR-MMI

Another means to increase the tuning range consists in using three DBR lasers in
parallel, each of them covering one-third of the C-band. A multimode interference
(MMI) coupler combines the three outputs, while a common SOA section guar-
antees high output power (Fig. 5.15). This device requires quite a few electrodes;
on the other hand, the tuning scheme proves to be fairly simple. Only one DBR
is operated at the same time, and the tuning characteristics are determined by only
one Bragg current rather than the two currents simultaneously feeding the grating
sections in the aforementioned designs. A total tuning range of 40 nm has been
demonstrated whilst maintaining the SMSR level above 40 dB [20].
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5.3 Control Issues

All current-injection-based tunable lasers described above are very attractive be-
cause they are monolithically integrated on InP semiconductors, offering small foot-
print and packaging costs, and compatibility even with e-XFP modules. They are
also well suited for fast-tuning applications as the tuning speed is limited intrinsi-
cally only by carrier lifetime (� 1 ns). From a practical perspective, however, the
major challenge with all these approaches arises from control measures needed to
guarantee constant output power, extremely precise emission wavelength, and to
avoid any SMSR degradation or even mode hopping. Control accuracy has to be
maintained during the full time of operation when the laser is kept running, and
when the laser is turned on after a period without operation. To this end, tunable laser
components require exhaustive and complex initial characterization to precisely de-
fine the optimum operating conditions and feedback loop parameters. Changes in
performance and settings due to aging effects are demanded to be limited to levels
as low as possible, but nonetheless to be well controlled in order to ensure stability
over the entire life cycle. These constraints lead to limited fabrication yield and high
characterization costs.

5.3.1 Control Algorithms

Tunable lasers are operated at constant temperature, monitored on submount by
means of a temperature-dependent resistive probe, and controlled by a Peltier ele-
ment. Commonly, a tap coupler is positioned between the front facet and the fiber
coupling optics to extract a small amount of light for monitoring purposes. This
light is split by a second tap and received by a photodiode PD1 in the one axis
and by another photodiode PD2 in the other axis after passing a Fabry–Pérot etalon
(Fig. 5.16a). PD1 monitors the output power which is controlled by the drive cur-
rent of the active laser section or of the booster SOA via a feedback loop. The signal
received by PD2 varies periodically with wavelength, with a period equal to the
etalon’s free spectral range (typically the 100 GHz ITU spacing, i.e. 0.8 nm at C-
band wavelengths). By adjusting the FP etalon transmission characteristic such that
the positions of maximum slope coincide with the ITU channels, the ratio IPD2

=IPD1

can be normalized to unity and used to monitor the position of the emitted wave-
length relative to an ITU channel (Fig. 5.16b): if IPD2

=IPD1
> 1, then �emission will

be >�ITU, whereas IPD2
=IPD1

< 1 indicates �emission to be <�ITU. In this way, the
emission wavelength of the tunable laser is finely tuned to be precisely aligned to
the ITU wavelength, controlled by the phase section current in conjunction with
a feedback loop.

The major difficulty is to avoid both SMSR degradation and mode hops. For
adjusting and maintaining maximum SMSR, it is necessary to extract a monitoring
parameter that can easily be measured inside the module. SMSR is optimized when
an FP mode matches a maximum of cavity reflectivity, corresponding to the center
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Fig. 5.17 Servo-control loops for controlling an SG-DBR

of mode-hop-free areas in the 1D or 2D tuning curves. This situation is characterized
by minimal loss in the cavity, and accordingly yields minimum threshold current.
Then, the voltage at the active section, Vactive, will exhibit a local minimum and the
output power a local maximum.

The method used to avoid mode hops in DBRs consists of superimposing a small
and slow dithering signal on the current IBragg. Then, dP=dIBragg (or dVactive=dIBragg)
is measured at the same frequency, and maintained on a local extremum by control-
ling IBragg via a feedback loop. In the case of tunable lasers comprising simultane-
ously controlled multiple Bragg sections (SG-DBR, Y-laser, or GCSR), the indivi-
dual currents are dithered at different frequencies, leading to double monitoring of,
e.g., dP=dISG1

and dP=dISG2
, involving two feedback loops [21].

Dedicated algorithms are applied to adjust the servo-control loops and to ensure
stable behavior. However, these loops, schematically illustrated in Fig. 5.17 for an
SG-DBR-SOA, are interdependent. For example, when ISG is increased to maintain
maximum SMSR, the effective refractive index in the SG section is reduced, thus
causing the FP modes to shift toward lower wavelengths: the emitted wavelength
is decreased. Likewise, when increasing Iphase or ISG, cavity losses tend to increase
due to free-carrier absorption, and the output power decays. If the power is adjusted
by increasing the active current accordingly, the associated heating shifts FP modes
and SG reflectivity peaks to higher wavelengths.
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Fig. 5.18 Scheme of a TTG laser (a) and 2D tuning characteristics (b): the thin solid lines within
the supermodes indicate 1 nm spaced iso-wavelength contours for visual aid [22]

Adjusting the optical power by using an SOA is advantageous since the SOA
is located outside the FP cavity. Any heating effects do not impact the emitted FP
mode wavelength. The SOA requires an additional control current; however, Iactive

can be set to a constant value (e.g., 50 mA) sufficient for lasing. Hence, the number
of adjustable currents is kept unchanged. Moreover, the SOA can fulfill the needed
functionality of optical gating: when tuning from one wavelength to another, or
when turning on the laser, light is emitted on adjacent channels during the transition
interval, which is unacceptable for WDM networks. The SOA can be switched off
during those transition time slots and turned on only once the laser is fully stabilized.

Aiming at simplifying the servo-control of SG-DBR type lasers, a tunable twin
guide laser (TTG) has been proposed [22]. In this approach, the sampled grat-
ings SG1 and SG2 are incorporated in a passive waveguide layer which is placed
above the active waveguide (Fig. 5.18). The phase section can be omitted because
SG1 C SG2 cover the whole cavity length. When SG1 and SG2 are simultaneously
tuned such that coincidence is retained for the same reflectivity peaks, the FP comb
will be tuned similarly and the FP mode remains aligned to this coincidence. Con-
tinuous mode-hop free wavelength tuning up to 8 nm is achievable within the super-
modes (Fig. 5.18b). The difficulty to be solved in such devices is to achieve efficient,
independent current injection into the two successive active and passive p-i-n junc-
tions.

5.3.2 Influence of Cavity Length and Nonlinear Effects

The complexity of the control mechanisms is strongly influenced by two factors:
the FP cavity length of the tunable laser structure and nonlinear intracavity effects.
The free spectral range represents the width of a mode-hop-free area in the tun-
ing characteristics in the center of which the emission wavelength must be kept.
According to (5.9) the FSR is inversely proportional to the cavity length. There-
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fore, tunable laser designs aim at reducing the cavity length to allow for larger
tolerances of the current settings and for more tolerant control algorithms with
reduced mode hop risks. As an example, for a DBR laser, the total cavity length
Lcavity D La C Lph C Leff amounts to � 400 µm C 50 µm C 150 µm D 600 µm.
With a typical value of 3.8 for ng, this yields an FSR value of � 0:5 nm. For widely
tunable lasers, on the other hand, such as SG-DBR lasers, the respective length is
Lcavity D La C Lph C 2Leff, SG � 500 µm C 100 µm C 2 � 400 µm D 1400 µm.
Effective lengths in SGs are long due to the reduction of the coupling coefficient
by the sampling effect (5.16). The width of mode-hop-free areas is thus reduced to
about 0.23 nm.

The other drawback associated with long cavities is the occurrence of nonlinear
effects. When experimentally observing SMSR or power maxima on tuning charac-
teristics, they appear not to occur at the center of mode-hop-free areas, but to shift
toward a higher wavelength mode. Sometimes, maxima even tend to move outside
this area which renders SMSR monitoring impossible (Fig. 5.19). A hysteresis ef-
fect may be noticed as well: the currents corresponding to mode hops are different
depending on whether the Bragg current is increased or decreased.

This phenomenon was thoroughly studied in [23] and has been attributed to the
nonlinear four-wave mixing (FWM) effect. As detailed in [24], the beating of FP
modes generates modulation of the carrier density and carrier energies within the
conduction or valence bands at a frequency determined by

�� D c

�2
FSR: (5.20)

For tunable lasers, where the FSR remains within 0.2 to 0.5 nm, �� is in the 25
to 60 GHz range. At these frequencies, the dominant effect turns out to be carrier
density pulsation (CDP), whereas intraband effects like spectral hole burning or
carrier heating can be neglected. CDP generates an asymmetric gain modification
around the emission wavelength [24], as illustrated in Fig. 5.20.

In a tunable laser, assuming the mth FP mode to be emitted, the gain charac-
teristic behaves asymmetrically, centered at �m, in that the gain of mode m C 1 at
�mC1 > �m is larger than the gain of mode m � 1 at �m�1 < �m. Mode hopping
toward decreasing wavelengths is then impeded, while mode hopping toward higher
wavelengths is favored. This explains why SMSR and power maxima always tend
to shift toward the higher wavelength sides, as mentioned above. When a mode hop
occurs, the center of the asymmetric gain characteristic shifts to the new mode and
generates an abrupt change in the gain. This results in SMSR or power discontinu-
ities (Fig. 5.19) and causes the hysteresis phenomenon. Indeed, initial gain values
for the FP modes are different depending on the initial lasing mode, i.e., whether
the Bragg current is being increased or decreased.

Aiming at reducing these nonlinear effects to get regular tuning characteristics
with clear power maxima, it proves necessary to shorten the cavity length to in-
crease the spacing of the FP modes and reduce their beating. Secondly, the intra-
cavity power should be reduced. In this respect, the integration of an output SOA
is another benefit in that, by providing external amplification, the requirements for
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Fig. 5.19 Tuning characteristics of DBR laser (a): Emission wavelength (red curve), SMSR (blue
curve), and output power (black curve). SMSR and output power exhibit a sequence of maxima
around 45 dB and 15 mW, respectively, shifted to the left side (lower Bragg current) of mode-hop-
free areas (after [20]). Output power characteristics of SSG-DBR laser as a function of current in
rear and front SSG-DBR sections (b). Mode-hop-free areas have maximum power away from the
center or even no power maximum [21]

the emission power from the cavity itself are highly relaxed. The current driving the
active section as well as the section length can be reduced, typically from 600 µm in
a DBR to 400 µm for a DBR with SOA. This measure immediately damps nonlinear
effects and leads to more regular hysteresis-free characteristics.

Despite all these difficulties, simultaneous control of optical power, wavelength,
and SMSR is possible via interleaved feedback loops on control currents of the
different sections. This is done at the cost of extremely precise measurements, elec-
tronics, and algorithms. Some companies have developed sufficiently reliable algo-
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rithms to obtain stable behavior despite aging or variation of external conditions
(e.g., [25]), and to eventually meet Telcordia qualification standards.

5.3.3 Fast Tuning

The transmission of individual packets at different wavelengths leads to very high
granularity and offers high flexibility for coping with fast traffic fluctuations in
metropolitan or access networks. For such emerging applications to become a re-
ality, the laser tuning speed should be shorter than the 50 ns packet guard time.
Current-injection tunable lasers are the only possible candidates for such applica-
tions due to the intrinsic fast-tuning mechanism, limited only by carrier lifetime
(� 1 ns). Studies on widely tunable lasers such as SG-DBR or DS-DBR lasers with
optimized electrical current signals have indeed shown extremely fast tuning [9, 26].
Practically, however, the wavelength switching period must also encompass the time
needed for precise stabilization of the output power and of the emission wavelength
onto the ITU grid including sufficiently good single-mode behavior (SMSR).

The altered injection currents enabling tuning also give rise to transient heating
effects, and these are very slow processes. As a consequence, the effective tuning
speed for this type of lasers is limited by the servo-control feedback loops. The
efficiency of these loops, i.e., the possibility to run them very fast without mode-
hop risk, is closely related to the robustness of the tuning mechanisms and to the
tolerance with respect to control current variations. With extremely fast electron-
ics, 50 ns tuning with 3 GHz wavelength accuracy has been demonstrated on GCSR
lasers [27].

5.4 Other Wavelength Tunable/Selectable Lasers

Monolithically integrated tunable lasers based on current injection are attractive as
they offer low cost potential, reduced footprint, and fast tuning, and various kinds of
such lasers have been introduced into current commercial systems. This has become
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possible thanks to a large effort on design, process development, characterization,
and electronics that led to devices meeting Telcordia specifications (extrapolated
lifetime of 25 years with stable performance) and an industrial yield compatible
with commercially viable production. Researchers and manufacturers have sug-
gested many other approaches, including lasers with mechanical or thermal tuning.
In general, these devices tend to be larger, though in exchange, they offer relaxed
control mechanisms. Depending on their design, they can provide even larger tuning
ranges, e.g., over the complete C+L bands, very high output powers, or record low
spectral linewidth.

5.4.1 Thermally Tuned DFB Array

A very simple and yet efficient approach is an array of typically 12 DFB lasers
with a stripe-to-stripe wavelength spacing of about 3 nm obtained by an appropriate
variation of the grating pitch. For operation, only one of the lasers is selected and
electrically turned on while the array temperature is varied within a range of 30 °C
to finely tune to the desired wavelength. This solution benefits from an extremely
simple control scheme, absence of mode hops, and from the high performance, ma-
turity, and reliability of standard DFB lasers. On the other hand, fabrication of such
lasers requires a high level of process control to meet yield requirements. Especially,
single-mode behavior must be guaranteed for each laser device of the array (see also
Chap. 3). In addition, thermal tuning requires a large operation temperature range
and is not compatible with fast-tuning applications.

One option for selecting any of the DFB lasers is to use a monolithically in-
tegrated coupler, such as an MMI [28], or alternatively and preferably a funnel
combiner (Fig. 5.21a) [29] which relaxes fabrication tolerances. With an integrated
output SOA to compensate for around 15 dB coupler losses, achievement of up to
40 mW-coupled output power has been demonstrated over the C-band. Another al-
ternative is to make use of an external microelectro-mechanical system (MEMS)
based tilt mirror placed at the focal plane of a collimating lens (Fig. 5.21b) [30].
The InP chip is simplified, losses of the passive combiner are suppressed, and pack-
aging remains simple thanks to an electronic fine alignment of the mirror. Today,
this solution has found widespread use in DWDM systems.

5.4.2 Tunable Vertical Cavity Surface Emitting Lasers

Another very simple-to-control solution is a VCSEL (see Chap. 3) composed of an
active structure sandwiched between a bottom Bragg mirror and a movable mirror
membrane on top [31], as sketched in Fig. 5.22. Due to the extremely short cav-
ity, only one FP mode exists in the wavelength range where gain is available. This
FP mode can be continuously tuned by changing the cavity length accomplished
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Fig. 5.21 DFB array with
funnel combiner and output
SOA (a) [29], and DFB array
with MEMS tilt mirror (b)
[30]
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Fig. 5.22 Tunable VCSEL with a movable top mirror membrane [31] (see also Sect. 3.6.1)

by moving the top mirror. Electrically pumped devices have been realized featur-
ing a 76 nm tuning range, albeit the output power remained limited to a few mW
only.
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Fig. 5.23 Designs of external cavity tunable lasers with rotating Bragg grating [32] (a), and with
integrated vertical concave grating and dispersive element for fine tuning (b) [33]; IDE, IPCS, ISOA,
and ICH1–M denote the currents of the dispersive element, phase-controlled section, optical am-
plifier, and of the active elements (channel 1–M ), respectively

5.4.3 External Cavity Tunable Lasers

External cavity tunable lasers consist of a long cavity built from discrete elements,
including an InP chip as the gain medium (basically an antireflection coated FP
laser) and wavelength-selective mirrors. These long cavities have the advantage of
enabling fairly small linewidths compared to integrated solutions. However, at the
same time, they generate extremely dense FP combs. As a consequence, the laser
design must incorporate solutions which ensure that both, the FP modes and the
wavelength selective mirror(s), can automatically be tuned in a correlated fashion
so that uncontrolled mode hops are avoided.

5.4.3.1 Design with Diffraction Grating

An InP gain chip is placed within a cavity delimited by a fixed mirror and a wave-
length tunable external grating. A first example is the Littman/Metcalf cavity con-
figuration depicted in Fig. 5.23a [32]. The beam emerging from a diode with a rear
high-reflection coating is collimated by a lens and then diffracted by a grating.
A voltage is applied to an MEMS actuator, thereby rotating the grating plane to
allow a particular wavelength to be coupled back into the laser diode. The first-
order diffracted beam is used to automatically adjust the actuator voltage. By careful
choice of the Bragg grating rotation with respect to the pivot point, an equal shift
of the cavity FP modes and the Bragg grating can be achieved during tuning, and
thereby continuous mode-hop-free tuning over 40 nm along with 55 dB SMSR is
provided.

A widely tunable multichannel grating cavity laser is another variant which has
been proposed more recently [33]. The laser operates in a Littrow configuration and
includes a number of active sections arranged in parallel to each other and all las-
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Fig. 5.24 External cavities
based on an FP etalon and an
LC tunable mirror [34]

ing at different wavelengths, an output SOA, a phase-controlled section, a current-
tunable dispersive element, and an etched vertical diffraction grating, all monolithi-
cally integrated on a single InP chip (Fig. 5.23b) [33]. The cavity is formed by the
front facets of the active elements and the rear diffraction grating (the center of
which is designated by “pole”). Coarse wavelength tuning is accomplished by se-
lecting an appropriate active element while fine-tuning is managed by modifying the
angle of the back-reflected beam in that the effective refractive index in the disper-
sive element is varied via current injection. More than 50 nm tuning without mode
hops has already been demonstrated. Nonetheless, the design still needs further im-
provements so that the output power can be raised above its present values which
range from �5 to 0 dBm.

5.4.3.2 Design with Fabry–Pérot Etalon

In another concept, an FP etalon is placed inside the cavity. Its maximum transmit-
tance is adjusted to the ITU wavelengths so that these are the only possible wave-
lengths to be emitted from the cavity. A widely tunable filter selects the desired ITU
channel and again a phase section is used to finely align a cavity mode. In principle,
this approach is very similar to the DS-DBR laser, except that the multiple peak
grating is replaced by an FP etalon.

A more advanced device consists of a chip with active and phase sections and
a front SOA section separated by an on-chip mirror (a deeply etched gap). Light
emitted from the active section is collimated by a lens into an FP etalon and reflected
by a liquid crystal (LC)-based widely tunable mirror (Fig. 5.24) [34], the reflectivity
of which is tuned to the desired transmission peak of the etalon. The phase current is
used for fine-tuning in the established way. With the SOA section arranged outside
the cavity, external modulation or Variable Optical Attenuator (VOA) functionalities
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are feasible, and more than 100 mW output power is achievable over the whole C-
band.

Some companies have proposed an external cavity containing two thermally
tuned FP etalons of slightly different wavelength periodicity such that tuning is ob-
tained by the Vernier effect between the two FP etalons.

5.4.3.3 Design with Polymer Waveguide Gratings

Another type of tunable external cavity laser comprises a thermo-optically tunable
waveguide grating that is based on polymer material and coupled to an InP-based
gain chip by means of a collimating lens [35] or in a hybrid integration fashion
[36, 37]. Such devices offer the potential of very cost-efficient fabrication. Tuning
over more than 26 nm was reported [36].

5.4.4 Tunable Lasers with Ring Resonators

A microring (MR) coupled to a dielectric waveguide represents a microring re-
sonator (MRR) which exhibits periodic high transmission peaks. Their periodicity
is determined by the effective refractive index of the MR waveguide and the diame-
ter of the microring (see also Chap. 9, Sect. 9.9). The behavior of such an MRR is
similar to that of an FP etalon, and therefore an MRR can also be used for locking
laser emission wavelengths to predetermined channels. In the case of widely tun-
able lasers, it is advantageous to combine an MRR, which transmits channels with
narrow spacing, with another element for coarse wavelength selection. One such
example is shown in Fig. 5.25 [38].

The monolithic laser structure comprises a gain section, a phase section, a ring
resonator, a ladder filter for coarse wavelength selection, and an output booster SOA.
The diameter of the ring resonator has been chosen in such a way that the trans-
mission minima coincide with ITU channels. The ladder filter consists of an input
and an output waveguide plus a number of interconnecting waveguides coupled via
multimode interference (MMI) couplers. The ladder filter is conceptually equiva-
lent to an arrayed waveguide grating (AWG, see also Chap. 9). It may either exhibit
periodic peaks with equal transmission [40] or, alternatively, a single transmission
peak can be made significantly more pronounced than all the others by chirping
(more than 5.4 dB are reported in [38]) so that the coarse wavelength selection is
improved. Tuning of this single transmission peak is accomplished by varying the
effective refractive index of the input or output waveguide by means of current in-
jection. In essence, the tuning involves three steps: the transmission maximum of
the ladder filter assures wide wavelength tuning, the ring resonator selects an ITU
channel, and the phase section finely tunes the corresponding cavity mode. A total
tuning range of 38 nm and 9 dBm output power thanks to the booster SOA have been
demonstrated with this device.
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Fig. 5.25 Ring resonator type tunable lasers: monolithically integrated structure with ladder fil-
ter (a) [38], resonator ring reflector laser made on silicon-on-insulator (b) [39]

Another embodiment, consisting of an SOA flip-chipped on a silicon platform
with three ring resonators and a waveguide loop mirror (Fig. 5.25b, [39]) provides
an even wider tuning range. The three resonators are designed with slightly different
peak periodicity: one ring with 100 GHz peak spacing acts as an ITU etalon, the
second ring with 100.8 GHz periodicity provides coarse tuning, and the third ring
with 110.9 GHz peak separation the fine-tuning. Tuning is obtained via the Vernier
effect between the ring resonators, and the individual transmission characteristics
are swept by means of thin metal heaters. Such a device delivered an impressive
tuning range covering the whole CCL band (115 nm) with more than 40 dB SMSR
and better than 13 dBm-coupled output power. Recently, fully integrated versions
on InP have been developed which rendered possible 50 nm tuning [41].

5.5 Subsystems and Tunable Photonic Integrated Circuits

Tunable lasers covering the C-band have now become commercially available, and,
as a next development step, various approaches aim at expanding the tuning range
to the CCL bands, at reducing cost, and at simplifying control. In addition, a large
amount of current work focuses on the integration of tunable lasers with other opto-
electronic devices in order to improve performance and provide new functionalities,
apart from cost aspects.
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One option is to introduce hybrid integration in optical packaging. For example,
an InP Mach–Zehnder modulator (MZM) mounted between collimating lenses has
been successfully added to the DFB array with selective MEMS of Fig. 5.21b, and
to the DS-DBR-SOA of Fig. 5.14, to implement a 10 Gbit=s transmitter capable of
low chirp and adaptable to a small-form-factor optical module. To further reduce
footprint and packaging costs, additional optoelectronic devices may be monolithi-
cally integrated with the tunable laser chip, leading to so-called photonic integrated
circuits (PICs). Each device requires a different material band edge according to
its functionality, whether it is an active section with gain, a passive tuning section,
a photodetector, an electroabsorption modulator, and maybe others. Different optical
integration schemes exist, for example, butt-joint coupling, selective area growth,
and quantum well intermixing (QWI) [42] so that materials of different composi-
tion can be epitaxially grown on the same wafer. The University of Santa Barbara in
California appears to be the most active group in the field of widely tunable PICs.
They have focused on the QWI technique and have applied it to demonstrate various
PICs around their widely tunable SG-DBR design (see e.g. [42]).

5.5.1 Tunable Laser Integrated with Modulator

Direct modulation of tunable lasers has been investigated using several designs, but
the maximum achievable transmission distances remained limited to around 10 km
at 10 Gbit=s due to laser chirp. Improved transmission distances and modulation bit
rates can be expected if an external modulator is integrated with a widely tunable
laser, similar to the concept of integrating DFB lasers with a modulator.

One example in this respect is an SG-DBR-SOA integrated with a 40 Gbit=s elec-
troabsorption modulator (EAM) as shown in Fig. 5.26a [43]. The EAM bandgap is
detuned to 1500 nm by QWI and provides more than 20 dB static extinction ratio for
SG-DBR emission ranging between 1540 nm and 1560 nm. 1 V peak-to-peak volt-
age has been sufficient to provide a clear 40 Gbit=s eye diagram with 8 dB dynamic
extinction ratio. However, the integration of EAMs with widely tunable lasers re-
mains critical because the operation of EAMs relies on the quantum confined Stark
effect (QCSE) which is a band edge effect and therefore highly dependent on the de-
tuning between the lasing wavelength and the photoluminescence wavelength of the
EAM. As a consequence, it is necessary to adapt the driving voltages to the emitted
wavelengths, and the performance in terms of power, peak-to-peak voltage, chirp,
etc., varies considerably over the whole tuning range.

MZM, which are based upon the interference between two phase-modulated arms
(see also Chap. 6), intrinsically provide almost wavelength-independent character-
istics and their chirp can be adjusted arbitrarily, allowing for longer reach, virtually
penalty-free transmission. The disadvantages of MZM are more stringent process-
ing specifications, higher complexity with monolithic integration, and larger device
size. An example of a successful integration is shown in Fig. 5.26b [44] featuring
300 µm long MZ arms, more than 10 GHz bandwidth, and 20 dB static extinction for
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Fig. 5.26 Photo image of a mounted SG-DBR-SOA-EAM (a) [43], and schematic structure of
an SG-DBR-SOA-MZ (b) [44]
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Fig. 5.27 Complex monolithically integrated 40 Gbit=s components: tunable transceiver (a) [46],
and wavelength converter (b) [47]

less than 5 V operation voltage. Higher bandwidth and lower driving voltages can
be obtained if the MZM is operated in push–pull configuration and traveling wave
electrodes are used on the MZ arms. Clear eye diagrams have been demonstrated at
40 Gbit=s over a tuning range of 34 nm with 3.2 V drive voltage [45].

5.5.2 Tunable Subsystems

Monolithic integration can be pushed even further so that complete widely tunable
subsystems are obtained as shown in Fig. 5.27a, for example [46]. The transmitter
is composed of an SG-DBR laser-integrated with a 125 µm long EAM and an out-
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put booster SOA that provides 3 dB penalty only for 40 Gbit=s transmission over
5 km. The tuning range exceeds 30 nm and the driving voltages are as low as 1.5 to
2.5 V. The receiver consisted of two SOAs and a uni-traveling carrier (UTC)-type
photodiode yielding �20 dBm sensitivity at 40 Gbit=s.

A 40 Gbit=s tunable all-optical wavelength converter for packet-switched optical
networks is illustrated in Fig. 5.27b [47]. The input signal pulses are split into two
arms with a relative delay of 10 ps, then amplified by two linear SOAs, and subse-
quently they generate time-delayed carrier depletion in the nonlinear SOAs of the
MZ interferometer. The corresponding phase changes lead to a short time window
during which the MZ interferences are constructive. Because the continuous wave
(CW) signal emitted by the SG-DBR tunable laser is coupled into both MZ arms
and recombined at the output, the resulting signal is a replica of the input pulses,
however, converted to the CW wavelength. In this device, QWI for implementing
the SG-DBR sections and the linear SOAs is combined with butt-joint technology
for integrating nonlinear SOAs containing highly confined bulk material. Very low
jitter and more than 12 dB output extinction ratio have been obtained at 40 Gbit=s
with less than 1 dB penalty across the whole C-band.

5.6 Conclusion

Research has been carried out during the last decade to achieve widely tunable lasers
for DWDM systems featuring high performance, reduced footprint, simple control,
and cost-efficient fabrication. This topic is extremely rich in terms of overall de-
sign innovation, and an impressive variety of approaches has been pursued. None
of them, however, appears to be a universal solution so far; instead, there may be
optimum designs for different specific applications.

Designs like the SG-DBR or DS-DBR lasers appear to be the prevailing solu-
tions for metropolitan networks and for ROADMs. DFB arrays are widely used
solutions that are commercially available. This is especially true for long-distance
transmission based upon coherent modulation formats (like QPSK or QAM) where
both amplitude and phase are modulated and the signals decoded by interference
with a local oscillator (see also Chap. 8). A narrow linewidth is mandatory for these
applications in order to assure low phase noise at the detection site.

Tuning can be accomplished thermally, mechanically, and by current injection.
The lasers can be monolithically integrated on InP or made of discrete elements.
Many embodiments are fundamentally based on the same principles. Most of them
comprise an FP cavity and require alignment of a cavity mode to the desired wave-
length via a phase section current or via cavity length adjustment (in an external
cavity). Coarse tuning relies essentially on three generic concepts and elements:

• Use of highly selective tunable filters. Examples are the current injection tuned
Bragg section in a DBR or a Bragg grating with tunable angle in an external
cavity.
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Table 5.1 Summary of main tunable lasers approaches, including their tuning characteristics and
their state-of-the-art pros and cons. Devices marked with an � are commercially available

Device References 
(companies) 

Tuning 
mechanism 

Tuning 
principle

Pros Cons 

SG-DBR* 
SSG-DBR 
Y-laser* 

[8, 10, 12, 13, 14] 
JDS-Uniphase, 
Syntune 

Current Vernier 

DS-DBR*
GCSR

[16, 17, 19] 
Oclaro 

Current Multiple peaks + 
wide filter 

Monolithic integration 
Fast tuning 

Complex control 
Large linewidth 

DBR-MMI [20] Current One filter  1D tuning
TTG [22] Current Vernier  No phase 

section 
Complex 
injection 

DFB array 
+Funnel*

[28, 29] 
NTT 

gninutwolSnoitceleSlamrehT

DFB array  
+ MEMs* 

[30] 
Santur 

Thermal Selection 

Simple control 

Footprint 
Slow tuning 

VCSEL [31] Voltage  Single FP 
 mode 

Simple control 
Vertical emission 

Low power 

Ext. cavity 
+ Bragg 

[32] Mechanical One filter Low linewidth Complex alignment 
Large footprint 
Slow tuning 

Ext. cavity + 
Bragg (integ. 
solution) 

[33] Current One filter Low linewidth 
Monolithic integration 

Slow tuning 
Low power 

Ext.
Cavity+FP 
etalon+LC 
mirror 

[34] Voltage Multiple peaks + 
wide filter 

Low linewidth 
High power 

Large footprint 

Ext. cavity 
+2 FP etalons 

 Thermal Vernier Low linewidth Control 
Slow tuning 

Ladder laser [38] Current Multiple peaks + 
wide filter 

Monolithic integration 
Simple control 
Fast tuning 

Critical processing 
High power 

Ring reflector 
laser

[40, 41] Thermal Vernier Hybrid integration 
C+L bands or 
monolithic C-band 

Control  
Slow tuning 

• Use of the Vernier effect between multiple peak elements. Multiple peak ele-
ments can be multiple peak gratings such as sampled gratings and SSG in SG-
DBR, SSG-DBR, or TTG lasers. Alternatively, they can be formed by Fabry–
Pérot etalons in external cavities with dual FPs or by ring resonators in ring
reflector lasers.

• Use of a multiple peak element and a widely tunable coarse filter. For example,
in DS-DBR lasers, a super-structure grating and multiple Bragg gratings are uti-
lized, in an external cavity laser an FP etalon and a liquid crystal type mirror are
employed, and a tunable ring laser involves a ring resonator and a ladder filter.

The main approaches for widely tunable lasers are summarized in Table 5.1, which
includes the tuning principles and mechanisms, and state-of-the-art pros and cons
for each device.

Some of these tunable lasers are commercially available and deployed in DWDM
systems to a varying degree where they offer enhanced flexibility (SG-DBR-,
SSG-DBR-, Y-, DS-DBR-, DFB arrayCFunnel-, DFB arrayCMEMs-, and Exter-
nal CavityCFP etalonCLC mirror laser). Other innovative solutions are still in the
laboratory stage and these include lasers based upon an external cavity with mono-
lithically integrated concave mirror, with an FP etalon and an LC mirror, and more
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recent developments based upon multiple ring resonators. These innovations are ex-
pected to further improve performance, e.g., by offering tuning across the full CCL
band, allowing for faster switching in future WDM PON access networks, or fitting
to very cost-efficient assemblies.

Another important research target is the extension of tunable lasers to PICs to
eventually arrive at complete monolithically integrated subsystems. This opens the
way toward multiple combinations of various subcomponents and to a wide range
of future devices and system functionalities.
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Chapter 6
Semiconductor-based Modulators

Hiroshi Yasaka and Yasuo Shibata

Abstract The chapter starts with a comparison of methods to generate digital optical
signals: direct laser modulation, electroabsorption and Mach–Zehnder interferom-
eter modulators. Next follows an in-depth treatment of physical effects which are
utilized for semiconductor-based modulators (Plasma, Franz–Keldysh, quantum-
confined Stark, and electro-optic (Pockels) effect), and their exploitation for InP-
and GaAs-based modulators with specific emphasis on aspects of high-speed mod-
ulator design. Modulator characteristics including eye diagrams obtained for dif-
ferent implementations and various operation conditions illustrate the current state-
of-the-art, and the chapter concludes with a section on modulators for higher order
modulation formats.

Semiconductor-based modulators are particularly promising for applications in fiber
optic communication systems owing to various characteristics which include com-
pactness, low power consumption, and the potential for monolithic integration with
other devices.

Key features of semiconductor-based modulators and typical performance pa-
rameters will be the topic of this chapter, and it is organized as follows: First, gen-
eral methods for digital optical signal generation by using semiconductor photonic
devices and their features are described (Sect. 6.1). In Sect. 6.2, fundamentals and
features of semiconductor-based Mach–Zehnder interferometer (MZI) modulators
are elucidated. The way for designing a high-speed semiconductor MZI modulator

Hiroshi Yasaka (�)
Research Institute of Electrical Communication, Tohoku University, 2-1-1 Katahira, Aoba-ku,
Sendai-shi, Miyagi Pref., 980-8577, Japan
e-mail: yasaka@riec.tohoku.ac.jp

Yasuo Shibata
NTT Photonics Laboratories, 3-1 Morinosato Wakamiya, Atsugi-shi, Kanagawa Pref., 243-0198,
Japan
e-mail: shibata.yasuo@lab.ntt.co.jp

H. Venghaus, N. Grote (eds.), Fibre Optic Communication – Key Devices 227
Optical Sciences 161. DOI 10.1007/978-3-642-20517-0_6,
© Springer-Verlag Berlin Heidelberg 2012

yasaka@riec.tohoku.ac.jp
shibata.yasuo@lab.ntt.co.jp


228 H. Yasaka and Y. Shibata

is discussed in Sect. 6.3. Properties of current semiconductor-based MZI modulators
and high performance modulators for future optical fiber transmission systems are
shown in Sects. 6.4 and 6.5, and a general summary is given in the final Sect. 6.6.

6.1 Overview of the Methods to Generate a Digital Optical Signal

The generation of high-speed intensity modulated digital optical signals is one of
the key functions in fiber optic communication systems. Digital optical signals can
either be generated by directly modulating single-mode semiconductor lasers, or
by using external intensity modulators, and the characteristics of such signals af-
ter transmission through spans of single mode optical fibers (SMFs) significantly
depend on the way the digital optical signals had been generated. This will be dis-
cussed in more detail below.

The transmission distance of digital optical signals through an SMF is limited
by the group velocity (chromatic) dispersion of the SMF and the amount of spec-
tral broadening (spectral width) of the digital optical signal. In principle, the op-
tical spectrum is broadened when the optical intensity is coded by a high-speed
digital signal. The spectrum is additionally broadened by the instantaneous fre-
quency change of the signal light, a phenomenon normally designated as ‘chirp.’
The amount of chirp is expressed by using a chirp parameter ˛cp, and the parameter
is defined by [1]

˛cp D �n=�n0; (6.1)

where �n and �n0 are the relative changes in the real part and the imaginary part
of the complex refractive index, respectively. The imaginary part of the complex
refractive index n0 is related to the propagation loss or gain of the material. In this
chapter, the character nwith no subscript or superscript is used as the real part of the
complex refractive index and also the term “refractive index” expresses the real part
of the complex refractive index in all cases unless otherwise stated. In an external
modulation scheme, an instantaneous frequency change due to a phase change is
obtained by using a time differential of the phase:

�! D �@�=@t; (6.2)

where ! and � are the angular frequency and the phase of the light, respectively.
The phase change is derived by using ˛cp according to [2]

d�

dt
D
�˛cp

2

	� 1
S

��
dS

dt

�
; (6.3)

where S is the intensity of the light. The chirp parameter varies over a certain range
depending on the modulation methods used for the digital optical signal generation.
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The waveform after SMF transmission can be calculated by using a split step
Fourier method (SSFM) [3]. Using this technique, the Fourier component having an
instantaneous angular frequency ! at the position z, U.z; !/, is expressed by using
the chromatic dispersion coefficientD of the SMF:

U.z; !/ D U.0; !/ exp

�
�j

�2

4	c
D!2z

�
; (6.4)

where � and c are the signal light wavelength and the velocity of light, respectively.
The chromatic dispersion coefficient of conventional SMFs takes a value around
17 ps=(nm km) at 1550 nm wavelength.

In the following, we will focus on three ways to generate high-speed digital
optical signals: i) direct modulation of semiconductor lasers, ii) external modula-
tion with electroabsorption modulators and iii) external modulation using Mach–
Zehnder modulators. We will illustrate characteristics such as waveform, chirp, etc.,
but we will also discuss features related to SMF transmission such as waveform
distortions, eye opening penalties, dispersion tolerances and so forth.

6.1.1 Direct Modulation of Semiconductor Lasers

In directly modulated single-mode semiconductor lasers, chirping is slightly differ-
ent from that in external modulation schemes expressed by (6.2). The lasing wave-
length (i.e., the lasing optical frequency) itself changes when the output light in-
tensity is directly modulated with high-speed digital signals superimposed on the
injection current. The wavelength change is due to the fact that the carrier density in
the laser cavity changes dynamically, and as a consequence, the refractive index in
the laser cavity also changes through the plasma effect (see Sect. 6.2.1.1). The chirp
parameter ˛cp for a semiconductor laser is defined as

˛cp � 4	

�

dn=dN

dg=dN
; (6.5)

where n, g, and N are the real part of the refractive index of the laser cavity, the
modal gain of the laser, and the carrier density in the laser cavity, respectively. The
parameter ˛cp is well-known as the linewidth enhancement factor for semiconductor
lasers (see Chap. 4, Sect. 4.3.2), and it typically takes values around 3 to 5 for
conventional single-mode semiconductor lasers. The optical frequency change ��
due to a carrier density change�N can be expressed by using the chirp parameter:

�� D c

4	n
˛cp�ocAg�N; (6.6)

where �oc and Ag are the optical confinement factors of the laser cavity and the
differential gain coefficient of the laser material, respectively. �N can be derived
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Fig. 6.2 Calculated characteristics of semiconductor laser output under 10 Gbit=s NRZ signal op-
eration. Output eye diagram from the laser under direct modulation (a), eye diagrams after 6 km
SMF transmission for 1550 nm wavelength (total dispersion � 100 ps=nm) without and with a low-
pass filter (b, c), calculated eye opening penalty as a function of SMF transmission length (d)

by using the well-known semiconductor laser rate equations for the carrier density
and the photon density of the laser under the condition that the injection current is
modulated by a high-speed digital signal.

Figure 6.1 shows the calculated waveforms for injected and generated pulses with
100 ps width, which corresponds to one bit of a 10 Gbit=s non-return-to-zero (NRZ)
signal. Figure 6.1a represents the pulse shape of the input electrical signal with limi-
ted bandwidth of some tens of GHz. Figure 6.1b illustrates the corresponding optical
output signal from the laser. The waveform is distorted due to the well-known re-
laxation oscillations. Finally, Fig. 6.1c shows the optical frequency change. In the
calculation, a value of three has been used for the chirp parameter. The changes of
the optical frequency and that of the optical intensity are correlated by the dynamic
carrier density change in the laser cavity. Based on these results, eye diagrams be-
fore and after SMF transmission are calculated for a 10 Gbit=s NRZ signal using the
semiconductor laser rate equations and the SSFM.

Figure 6.2a represents an eye diagram for the laser output under modulation
where relaxation oscillations and pattern effects are clearly visible. Figures 6.2b, c
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are the eye diagrams after 6 km SMF transmission for a 1550 nm wavelength sig-
nal without and with a low-pass filter (4th order Bessel–Thomson low-pass filter
with cut-off frequency f0 of 7.5 GHz). The total amount of fiber chromatic disper-
sion is around 100 ps=nm. A pronounced waveform distortion is observed even after
a fairly short SMF transmission distance such as 6 km. Figure 6.2d is the calculated
eye opening penalty as a function of SMF length. The chromatic dispersion coeffi-
cient is approximated to be 17 ps=(nm km). The eye opening penalty, which is used
to quantitatively discuss the waveform distortion, is calculated by using

Eye opening penalty D �10 log10

�
B

A

�
; (6.7)

where A and B are the eye openings of the eye diagrams before (actually, for the
filtered eye diagram) and after SMF transmission as shown in Figs. 6.2a, c. The
penalty increases drastically as the SMF transmission distance gets longer, while
the penalty remains below 1 dB only as long as the SMF transmission distance is
shorter than 6 km. This means that a 10 Gbit=s NRZ optical signal generated from
a directly modulated single-mode semiconductor laser has a dispersion tolerance
of about 100 ps=nm only. As a consequence, directly modulated single-mode semi-
conductor lasers are mainly used in systems that operate in the 1300 nm wavelength
band where the chromatic dispersion of an SMF is almost zero.

6.1.2 Electroabsorption Modulators (EAMs)

Electroabsorption modulators (EAMs) utilize the property of semiconductors that
the band-edge wavelength changes under the influence of an applied electric field.
The phenomenon is called Franz–Keldysh effect in the case of bulk material [4, 5]
and quantum-confined Stark effect (QCSE) for multiquantum well (MQW) struc-
tured materials [6–13]. Until now, the latter one is commonly used for EAMs be-
cause the change in the photoabsorption coefficient is steeper for the QCSE com-
pared to the Franz–Keldysh effect, and large optical extinction ratios can be ob-
tained in MQW-EAMs with low bias voltages. Because the EAMs are operated at
the band-edge wavelengths, they have large wavelength dependences. Moreover,
EAMs also exhibit chirp caused by the refractive index change due to the applied
bias voltage. The changes of the refractive index and that of the absorption under
the influence of the applied voltage are related to each other by the Kramers–Kronig
relations [14, 15]. Figure 6.3 shows an example of the measured extinction of an
MQW-EAM as a function of negative bias voltage.

The absorption rises rapidly as the negative bias voltage increases. The chirp
parameter measured by utilizing the fiber response method [16, 17] is also shown
in the figure. The chirp parameter decreases gradually as the negative bias voltage
increases, and it takes negative values when the negative bias voltage exceeds 1 V.

The waveforms for a 10 Gbit=s NRZ signal are calculated by using the charac-
teristics shown in Fig. 6.3, and the corresponding results are illustrated in Fig. 6.4.
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Fig. 6.3 The extinction ratio
(solid line) and chirp parame-
ter (dotted line) of an EAM as
a function of applied negative
bias voltage
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In this calculation, the DC bias and modulation voltages are set to �1:3V and
2Vp-p, respectively. The operation wavelength is assumed to be 1550 nm and there-
fore the chromatic dispersion coefficient is set to 17 ps=(nm km). Figure 6.4a shows
the intensity modulated output eye diagram from the EAM. Due to the nonlinear
extinction characteristics, the cross-point of the eye diagram becomes low which
is one of the drawbacks of EAMs. The instantaneous frequency chirp for a fixed
010 pattern is also calculated and the result is shown in Fig. 6.4b. Pronounced
chirp due to the phase change in the EAM can be observed at the leading and
falling edges of the pattern. Figures 6.4c, d are the eye diagrams after a 50 km SMF
transmission without and with a low-pass filter, respectively. The total amount of
fiber dispersion is calculated to be 850 ps=nm. Waveform distortion due to chro-
matic dispersion is observed, but the eye is still open. Figure 6.4e is the calcu-
lated eye opening penalty as a function of propagation distance along the SMF.
As expected, the penalty rises as the SMF transmission distance gets longer. Less
than 1 dB penalty can be obtained as long as the SMF transmission distance is
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Fig. 6.4 Calculated characteristics of EAM output under 10 Gbit=s NRZ signal operation. Output
eye diagram from the EAM (a), calculated chirp for the fixed 010 pattern (b), eye diagrams after
50 km SMF transmission without and with a low-pass filter (c, d), calculated eye opening penalty
as a function of SMF transmission length (e)
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shorter than 40 km. This means that a 10 Gbit=s NRZ optical signal generated by
an EAM has around 800 ps=nm dispersion tolerance. Research has been devoted
to increase the dispersion tolerance. Recently, EAMs having a dispersion toler-
ance of around 1600 ps=nm have been developed for 10 Gbit=s NRZ optical sig-
nals [18–20]. Here, the amount of stress or strain and the thicknesses of the well
and barrier layers in the EAM core are designed strictly to make the chirp pa-
rameters have negative values. Moreover, core layers are also fabricated in the
InGaAlAs material system in order to enlarge the dispersion tolerance and im-
prove the temperature-dependent characteristics. DFB lasers monolithically inte-
grated with a traveling-wave EAM have recently been operated even at 100 Gbit=s,
however, no information on chirp nor on maximum transmission distances has been
given thus far [21].

6.1.3 Mach–Zehnder Interferometer (MZI) Modulators

Mach–Zehnder interferometer (MZI) modulators are very versatile devices which
can be used for many purposes, for example, high-speed modulation or the realiza-
tion of advanced modulation formats, and they have been fabricated in various ma-
terial systems including III–V semiconductors (to be covered in more detail below),
in LiNbO3 (see Chap. 8) and based upon electro-optic polymers as well [22, 23].

The generic structure of an MZI modulator is that of a symmetric Mach–Zehnder
interferometer as schematically shown in Fig. 6.5.

The electric field of an incoming CW light, Ein, can be represented by

Ein.z; t/ D E0 exp Œ�j.ˇz � !t/� (6.8)

with the propagation constant ˇ defined by

ˇ D 2	neff

�
; (6.9)

and neff and � being the effective refractive index of the medium in which the wave
propagates (dielectric waveguide for example) and the propagating light’s wave-
length in vacuum, respectively. Light is assumed to propagate along the z-direction.
The incoming electromagnetic field is equally split into both interferometer arms by
a splitter. After traveling along the two branches, it is recombined by a combiner
and the output electromagnetic field Eout at the cross-port output is given by

Eout.z; t/ D �j
E0

2
Œexp.�jˇuL/C exp.�jˇlL/� ; (6.10)

where ˇu and ˇl are the propagation constants along the upper and lower MZI
branches, respectively. (The factor (�j) reflects the fact that the output signal from
the cross-port is advanced by 90° with respect to the through-port signal.)
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RF signal 1

CW light Modulated light

RF signal 2

Phase control waveguides

Splitter Combiner

Fig. 6.5 Schematic structure of an MZI modulator

For the following considerations, it is useful to rewrite the propagation constants
as

ˇu;l D ˇ C�ˇu;l; (6.11)

where �ˇu;l may be positive or negative as well (see below). According to (6.9)
�ˇu;l can be directly related to a change in the effective refractive index,�neff, and
as outlined in detail in Sect. 6.2, different physical effects can be used to induce
effective refractive index changes �neff by a voltage VRF applied to the waveguide
arms of the MZI.

Intensity-modulated optical signals are generated by modulating the refractive
indices of the two interferometer branches differently, i.e.,

�ˇu ¤ �ˇl; (6.12)

which results in a corresponding phase difference between the two light waves in-
terfering at the MZI output. The interferometer branches can thus be designated as
phase control waveguides and modulation is normally realized by applying a radio
frequency (RF) signal to one or both phase control waveguides of the MZI modula-
tor.

The following cases are of particular interest:
i) a modulation voltage is only applied to one of the MZI arms (“single arm

operation”):

ˇu D ˇ C�ˇ and ˇl D ˇ (6.13)

and under these operation conditions, the output electric field becomes

Eout D �jE0 cos

�
�ˇL

2

�
exp

�
�j

�
ˇ C �ˇ

2

�
L

�
: (6.14)

Eout is characterized by a sinusoidal intensity variation plus an additional �ˇ-
induced phase change (given by the second term in (6.14)), i.e., the output signal
exhibits chirp.
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Fig. 6.6 Output intensity dependence of an MZI modulator as a function of bias voltage applied to
phase control waveguide (black solid curve). Chirp parameter measured (black open circles) and
calculated for a differential drive MZI modulator (gray lines) for various values of ı (see text)

ii) a voltage of equal amplitude but different sign (designated as the “push-pull
operation”) is applied to the two MZI arms, i.e.,

�ˇu D C1

2
�ˇ and �ˇl D �1

2
�ˇ: (6.15)

Inserting (6.15) into (6.10) and taking (6.11) into account yields

Eout.z; t/ D �jE0 cos

�
�ˇL

2

�
exp.�jˇL/: (6.16)

This operation mode is characterized by a�ˇ-dependent sinusoidal variation of the
output signal without any modulation-induced chirp. In addition, it is worthwhile
to note that the required propagation constant change�ˇ=2 (which is proportional
to the driving voltage swing for each differential RF signal) in the differential drive
scheme is half of that needed in the single arm operation scheme,�ˇ.

Figure 6.6 illustrates the output intensity of an MZI modulator which changes
sinusoidally as a function of applied bias voltage (black solid curve).

One parameter which characterizes MZI modulators is the so-called half-wave-
length voltage V� , which corresponds to an applied voltage resulting in a 	-phase
difference between the lightwaves in both phase modulation waveguides. Hence the
half-wavelength voltage V� is defined by the voltage needed to change the output
power of MZI modulators from the maximum to the minimum value. In Fig. 6.6,
the half-wavelength voltage V� is � 3 V.

The measured chirp parameter under the single arm operation conditions, shown
by the black open circles in Fig. 6.6, depends on the bias voltage. The chirp vanishes
when the output intensity becomes zero and it diverges when the output intensity
gets close to the maximum value. The sign of the chirp parameter depends on the
sign of the extinction slope, d.Intensity/=dV . When the slope is positive, the chirp
parameter takes positive values, and the parameter becomes negative when the slope
is negative.
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Another specific advantage of the differential drive scheme for an MZI modulator
is that the chirp of the output optical signal can be freely controlled by adjusting the
ratio of the modulation voltages of the differential RF signals. The chirp under un-
balanced differential drive conditions can be discussed by introducing an unbalance
parameter ı into (6.11) as

ˇu D ˇ C .1C ı/�ˇ=2; (6.17)

ˇl D ˇ � .1 � ı/�ˇ=2 (6.18)

with �1 � ı � C1. The single arm (i) and balanced differential drive (ii) operation
conditions discussed above are described by setting the parameter ı to C1 and to
zero, respectively. By inserting (6.17) and (6.18) into (6.10), we get

Eout D �jE0 cos .�ˇL=2/ exp .�j .ˇ C ı�ˇ=2/L/ : (6.19)

The output intensity Sout and its phase change�� can now be expressed by

Sout D E20 cos2.�ˇL=2/ (6.20)

with

�� D .�ˇL=2/ ı: (6.21)

It is worthwhile to note that the output intensity does not depend on the unbalance
parameter ı and remains constant if the parameter ı is changed, while the phase
varies linearly with ı. The chirp parameter for the MZI modulator defined by (6.3)
can be derived by using (6.20) and (6.21) as

˛cp D 2S
��

�S
D �2 cos2.�ˇL=2/

sin .�ˇL/
ı D � tan�1.�ˇL=2/ı: (6.22)

The calculated chirp parameters for various values of ı are shown in Fig. 6.6 as gray
curves. The horizontal axis of the calculated chirp parameter is adjusted by fitting
the measured and calculated output intensity curves. The calculated chirp parameter
for ı D C1 agrees quite well with the measured one displayed by black open circles.
As one can see, the chirp parameter and hence the amount of phase change can be
controlled by an appropriate choice of the unbalance parameter ı and hence by
adjusting the ratio of the modulation swing voltages of the differential RF signals.
However, the chirp parameter depends on the bias voltage as well (�ˇ � VRF), and
hence, in a complicated way, on the output intensity of the MZI modulator. Chirpless
operation (˛cp D 0) can be obtained by setting the parameter ı to zero as shown by
the dash-dotted line in the figure and also indicated by (6.21).

Calculated SMF transmission characteristics of 10 Gbit=s NRZ optical signals
generated by an MZI modulator are illustrated in Figs. 6.7, 6.8 and 6.9. In this
calculation, the operation wavelength is set to 1550 nm.
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Fig. 6.7 Calculated maxi-
mum SMF transmission dis-
tance for an eye opening
penalty of < 1 dB as a func-
tion of an MZI modulator’s
unbalance parameter ı (black
solid curve) and modulated
optical signal’s chirp parame-
ter (gray dotted curve)
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The calculated maximum SMF transmission distance for an eye opening penalty

of less than 1 dB is shown by the solid black curve in Fig. 6.7 as a function of the
unbalance parameter ı.

The transmission distance increases (decreases) as the unbalance parameter de-
creases (increases) related to a corresponding change of the chirp parameter as
shown in Fig. 6.6. Commonly, the SMF transmission characteristics of digital in-
tensity modulated optical signals are discussed by using the approximation that the
chirp parameter is constant when changing the optical intensities (see [2, 3]), which
helps to clarify the SMF transmission characteristics easily and simply by using
the parameter ˛cp and the simple relation between the phase change and the opti-
cal intensity change given in (6.3). When one adopts the constant chirp parameter
approximation to the output from the MZI modulator, the slight distortion of the
optical signal waveform in E/O conversion with an MZI modulator caused by the
nonlinear transfer function (6.16) and the complicated relation between the chirp
parameter and the propagation constant change�ˇL (see (6.17) and (6.18)) are ig-
nored. In order to find out the validity range of the constant chirp parameter approxi-
mation, the dependence of the transmission distance on the unbalance parameter ı
is fitted by calculated results using the constant chirp parameter approximation. The
calculated transmission distances for intensity modulated optical signals with con-
stant chirp parameter are given in Fig. 6.7 by the gray dotted curve. The horizontal
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Fig. 6.8 Calculated eye diagrams after 50 km SMF transmission for various chirp parameter val-
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Fig. 6.9 Calculated characteristics of MZI modulator output with a chirp parameter of �1 under
10 Gbit=s NRZ signal operation. Output eye diagram from an MZI modulator (a), calculated chirp
for fixed 010 pattern (b), eye diagrams after 100 km SMF transmission without and with a low-pass
filter (c, d), calculated eye opening penalty as a function of SMF transmission length (e)

axes for these results are adjusted in order to gain an optimum agreement between
the two calculated curves which turns out to be quite good. The change in the unbal-
ance parameter ı from �1 to C1 is approximately equivalent to a change of the chirp
parameter of the modulated optical signal from �1:4 to C1:4. It indicates that the
SMF transmission characteristics of the MZI modulator’s output can be discussed
to a good approximation by using the intensity modulated signal with constant chirp
parameter ˛cp in the range from �1:4 to C1:4. To generalize the discussions below,
the SMF transmission characteristics for the MZI modulator outputs are discussed
by using the chirp parameter ˛cp. Here, the chirp parameter is defined for the mod-
ulated optical signal and is assumed to be constant. One can see from the figure that
a slightly negative value of the chirp parameter (around �1) enlarges the SMF trans-
mission distance and raises the chromatic dispersion tolerance. Figure 6.8 shows the
eye diagrams of modulated optical signals with various chirp parameter ˛cp values
after 50 km SMF transmission.

The eye opening is enhanced when ˛cp D �1 (Fig. 6.8a) compared to the case of
˛cp D 0 (Fig. 6.8b). On the other hand, it is reduced when ˛cp D C1, as shown in
Fig. 6.8c. In this case, strong intersymbol interference occurs, which determines the
maximum SMF transmission distance. Figure 6.9 summarizes the characteristics of
the MZI modulator output having a chirp parameter of �1.

Figure 6.9a shows the intensity modulated output eye diagram from the MZI
modulator. The instantaneous frequency chirp for a fixed 010 pattern is shown in
Fig. 6.9b. Clear chirp due to the phase change in the MZI modulator can be ob-
served at the leading and falling edges of the pattern. Figures 6.9c, d are the eye
diagrams after 100 km SMF transmission without and with a low-pass filter, respec-
tively. The total amount of the fiber dispersion is 1700 ps=nm. Waveform distortion
due to chromatic dispersion is observed, but the eye is still open. Figure 6.9e is
the calculated eye opening penalty as a function of SMF transmission length with
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a chromatic dispersion coefficient of 17 ps=(nm km). The results suggest that less
than a 1 dB penalty can be obtained as long as the SMF transmission distance is
shorter than 96 km, and this means that a 10 Gbit=s NRZ optical signal generated
by an MZI modulator has a dispersion tolerance of more than 1600 ps=nm if the
modulator is operated under proper driving conditions.

6.2 Semiconductor-based MZI Modulators

Semiconductor-based MZI modulators offer various advantages including their
small size, low driving voltage, and absence of DC drift problems. Additionally,
they have been investigated and developed in the GaAs- [24–36] and in the InP-
material system as well [37–44]. In this section, fundamentals and relevant fea-
tures of semiconductor MZI modulators are summarized. The refractive index con-
trol methods for semiconductor materials are explained in Sect. 6.2.1. In particular,
the plasma (Sect. 6.2.1.1), Franz–Keldysh (Sect. 6.2.1.2), quantum-confined Stark
(Sect. 6.2.1.3), and electro-optic (Sect. 6.2.1.4) effects are described. In Sect. 6.2.2,
features of GaAs- and InP-based MZI modulators utilizing the effects mentioned
above are described.

6.2.1 Fundamentals/Refractive Index Control of Semiconductor
Materials

Intensity modulation with an MZI modulator is realized by varying the refractive
indices of the two phase control waveguides in the MZI modulator. The refractive
index of semiconductor materials can be changed in various ways: by injecting car-
riers through the plasma effect or by applying electric fields via the Franz–Keldysh,
the quantum-confined Stark, or the electro-optic effect. The features of these effects
are summarized below.

6.2.1.1 Plasma Effect

Free carriers in semiconductor materials change the refractive index of these mate-
rials according to [45, 46]

�n D � e2�2

8	2c2"0n

�
N

me
C P

mh

�
; (6.23)

where e, �, c, "0, n, me, mh, N , and P are electron charge, incident light wave-
length, velocity of light, permittivity of free space, refractive index, electron effec-
tive mass, hole effective mass, electron density, and hole density, respectively. The
hole effective mass, mh, in (6.23) includes contributions of heavy and light holes.
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But as the light hole mass is usually much smaller than the heavy hole mass, the
hole effective mass is mainly determined by the heavy hole. A precise expression
including heavy and light hole masses is given in equation (21) in [46]. According
to (6.23), the refractive indices of semiconductors can be varied by changing the
amount of free carriers by injection. However, the refractive index change is accom-
panied by a large increase in free carrier absorption. The absorption coefficient ˛fc

(in cm�1/, for example, has the following dependence on the electron (N in cm�3/
and hole (P in cm�3/ densities for GaAs material [47]:

˛fc � 3 � 10�18N C 7 � 10�18P: (6.24)

6.2.1.2 Franz–Keldysh Effect

When an electric field is applied to a bulk semiconductor, the band structure of
the semiconductor is modified and the tails of the electron and hole wave func-
tions penetrate into the forbidden band which is equivalent to a bandgap shrinkage
(or a long-wavelength shift of the bandgap-equivalent wavelength) [4, 5]. The re-
fractive index change of the semiconductor material is related to a change in the
corresponding absorption spectra, and the following relation between the complex
refractive index nc.!/, the real part of the complex refractive index n.!/ and the
absorption coefficient ˛.!/ holds

nc .!/ D n .!/C j
c˛ .!/

2!
: (6.25)

The change in the real part of the complex refractive index �n.!/ can be derived
by using the absorption coefficient change �˛.!/, following the Kramers–Kronig
relations [14, 15, 48]

�n .!/ D 2c

e2
Pv

1Z
0

�˛ .!0/
!02 � !2 d!0

� 2c

e2
lim
ı!0

0
@
!�ıZ
0

�˛ .!0/
!02 � !2 d!0 C

1Z
!Cı

�˛ .!0/
!02 � !2 d!0

1
A ; (6.26)

where Pv denotes taking the Cauchy principal value. Thus, (6.26) illustrates how
the refractive index of a semiconductor can be changed by applying an electric field
through the Franz–Keldysh effect. The Franz–Keldysh effect exhibits a pronounced
wavelength dependence because it is a band-edge related effect.

6.2.1.3 Quantum-confined Stark Effect (QCSE)

The nonlinear electroabsorption characteristics in quantum wells have been studied
theoretically and experimentally since the 1980s [6–11]. The absorption spectrum
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of a multiquantum-well (MQW) structured semiconductor material shifts to longer
wavelengths when an electric field is applied perpendicularly to the MQW structure.
The shift, called the Stark shift, is analogous to the energy shift of a hydrogen atom
under applied electric fields [6]. In the absorption spectrum of MQW structures,
resonance peaks appear at the absorption edge which are due to electron–hole pairs
held together by the Coulomb attraction between the opposite charges and which
are designated as Wannier excitons. The exciton resonances can be observed even at
room temperature due to the confining potential of the barrier material surrounding
the quantum wells. The presence of the exciton absorption and its shift in low-
dimensional semiconductor systems is referred to as the quantum-confined Stark
effect (QCSE). If the applied electric field is weak [12, 13, 46, 49], the bandgap
energy shift �shift can be expressed as

�shift D 	2 � 15

24	4„2 .me Cmh/ e
2E2W 4; (6.27)

whereE andW are the applied electric field and the thickness of a well layer, given
in units of V=m for E and in m for W . �shift is then given in J, which can be con-
verted to eV by applying the following relation: 1 eV D 1:6022� 10�19 J. The shift
is proportional to the square of the applied electric field E and the fourth power of
well width W . The change of the refractive index of the MQW semiconductor ma-
terial is accompanied by a change in the absorption spectrum through the Kramers–
Kronig relations as given by (6.26). The electric-field induced change in the absorp-
tion is much steeper for the QCSE than that due to the Franz–Keldysh effect, and
as a consequence, almost all electroabsorption modulators and some semiconductor
MZI modulators utilize the QCSE. However, similar to the Franz–Keldysh effect,
the QCSE also exhibits a strong wavelength dependence as it is also a band-edge
related phenomenon.

6.2.1.4 Electro-optic (Pockels) Effect

The refractive index of semiconductors also changes via the electro-optic (or
Pockels) effect when an electric field is applied to the material [50–52]. In aniso-
tropic materials like crystals, an electric displacement fieldD0i can be expressed by
using the electric field componentsEj as

D0i D
3X

jD1
"ijEj ; (6.28)

where "ij is the dielectric constant having the form of a symmetric tensor of rank
two. Generally, the tensor is expressed as an ellipsoid according to

3X
iD1

3X
jD1

"ijxixj D 1; (6.29)
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where xi and xj (i; j D 1; 2; 3) denote three axes of a rectangular coordinate sys-
tem. It can be converted into the following standard expression by choosing an ap-
propriate rectangular coordinate system

"xx
2 C "yy

2 C "zz
2 D 1: (6.30)

This expression is formally equal to the following index ellipsoid whose principal
values of the refractive indices are nx , ny , and nz , that is,

x2

n2x
C y2

n2y
C z2

n2z
D 1: (6.31)

The relation between the electric displacement field and the electric field can also
be written as

Ei D
3X

jD1
bijD0j (6.32)

using coefficients bij defined as

bij D @Ei

@D0j
: (6.33)

For the case of an electric field applied to a material, the following relation holds
with respect to the reciprocal dielectric constant and the electric field:

bij D b0ij C
3X
kD1

�ijkEk C 1

2

3X
kD1

3X
lD1

QijklEkEl C : : : ; (6.34)

where �ijk and Qijkl are called the coefficients of the Pockels and Kerr effect, re-
spectively. b0ij is the reciprocal dielectric constant without electric field. The Pockels
(or linear electro-optic) effect gives rise to a change in the refractive index which
is linearly proportional to the electric field. The Pockels effect requires inversion
asymmetry, and thus it is only observed in certain crystalline solids. On the other
hand, in the case of the Kerr (or quadratic electro-optic) effect, the change in the
refractive index is proportional to the square of the electric field and all materials
exhibit the Kerr effect, but it is generally much weaker than the Pockels effect. Thus,
electro-optic modulators are usually made from crystals exhibiting the Pockels ef-
fect.

III–V semiconductor materials such as GaAs and InP exhibit the Pockels effect.
They have zincblende crystal structure with space group of T2d -FN43m. The index
ellipsoid of this type of crystal structure with no external electric field is a sphere
whose principal values of the refractive indices nx , ny , and nz are equal, which will
be designated as n0 in the following. The crystal structure has determinants for the
tensors of rank 2, 3, and 4 and these are given by (6.35)–(6.37) [50–52]. For the
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tensor of rank 2 (the reciprocal dielectric constant tensor),

b0ij D
2
4b11 0 0

0 b11 0

0 0 b11

3
5 (6.35)

holds, the tensor of rank 3 (coefficient for the linear electro-optic effect) is given by

�ijk D

2
66666664

0 0 0

0 0 0

0 0 0

�41 0 0

0 �41 0

0 0 �41

3
77777775
; (6.36)

while the tensor of rank 4 (coefficient for the quadratic electro-optic effect) is

Qijkl D

2
66666664

Q11 Q12 Q12 0 0 0

Q21 Q11 Q12 0 0 0

Q21 Q21 Q11 0 0 0

0 0 0 Q44 0 0

0 0 0 0 Q44 0

0 0 0 0 0 Q44

3
77777775
: (6.37)

Here, the subscripts for higher rank tensors are expressed as f11g ! f1g, f22g !
f2g, f33g ! f3g, f23g; f32g ! f4g, f31g; f13g ! f5g, and f12g; f21g ! f6g.

It is interesting to note that the principal values of the refractive indices keep the
value n0 even when an electric field E D .Ex; Ey ; Ez/ is applied, i.e.,

b11 D 1

n20
(6.38)

holds. This is due to the fact that the components �11, �22, and �33 in (6.36) are
equal to zero, and the components bij in (6.35) are equal to b11 only when i is equal
to j (moreover, the Kerr effect has been assumed to be negligible).

For the case of an applied electric field, the index ellipsoid can be expressed as

1

n20

�
x2 C y2 C z2

�C 2�41
�
yzEx C zxEy C xyEz

� D 1: (6.39)

Here, a rectangular coordinate system has been chosen with the x-, y-, and z-axis
oriented along the (100), (010), and (001) crystal axes, respectively.

If an electric field is applied parallel to the (100) direction, which is the stan-
dard direction of epitaxial growth of semiconductor material and hence the direction
perpendicular to the epitaxial layers, Ey and Ez in (6.39) become zero and (6.39)
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reduces to
1

n20

�
x2 C y2 C z2

�C 2�41yzEx D 1; (6.40)

which means that the Pockels effect does not contribute to the refractive index
change when the input light propagates along the z- or y-axis because this con-
figuration corresponds to y D 0 or z D 0. From the discussion it becomes clear
that the maximum refractive index change is obtained for light propagating at an
angle of 45° from the y- and z-axis, that is, along the (011) or the .0N11/ direction.
By rotating the y- and z-axis to the (011) (new y0-axis) and .0N11/ direction (new
z0-axis), (6.40) can be converted into

x2

n20
C
�
1

n20
C �41Ex

�
y02 C

�
1

n20
� �41Ex

�
z02 D 1: (6.41)

For the refractive index of a semiconductor under the influence of an electric field
and for light propagating along the y0 direction,

ny0 D
�
1

n20
C �41Ex

��.1=2/
(6.42)

holds, and for light propagating along the z0 direction, one gets

nz0 D
�
1

n20
� �41Ex

��.1=2/
: (6.43)

By assuming small changes of the refractive index due to the applied electric field,
these equations can be expressed as

ny0 � n0 � 1
2
n30�41Ex; (6.44)

nz0 � n0 C 1
2
n30�41Ex : (6.45)

According to (6.44) and (6.45), the refractive index experiences opposite changes
if the light propagation direction is along the y0 and the z0 directions, while input
light having an electric field component parallel to the (100) axis is not affected by
the Pockels effect. Thus, semiconductor electro-optic modulators exhibit a strong
polarization dependence.

The parameter �41 for III–V semiconductors takes values around �1:0 to �2:0�
10�12 m=V, while the parameter for LiNbO3 is 10 to 30�10�12 m=V, which is about
20 times larger than that of semiconductor material. However, the larger refractive
index in semiconductors helps to raise the Pockels effect (nLiNbO3

� 2:2, nGaAs� 3:4,
nInP� 3:2) because the refractive index change is proportional to the third power of
the refractive index itself. Moreover, the small dimensions of waveguide structures
in semiconductor devices are also favorable for getting a strong electric field at the
waveguide core region. Thus, one can obtain a comparable or even larger refractive
index change in semiconductor electro-optic modulators compared to the change
achievable in LiNbO3 waveguide devices.
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6.2.2 GaAs- and InP-based MZI Modulators

In long haul optical fiber transmission systems, the 1550 nm wavelength region is
widely used due to the small propagation loss of optical fibers (see Chap. 2). GaAs-
based MZI modulators operating in that wavelength region utilize the Pockels effect
to control the refractive index and to modulate the optical phase. This is because
the GaAs material has a bandgap-equivalent wavelength of 870 nm which is far
from the operation wavelength. So band-edge related effects such as the QCSE can
not be applied. On the other hand, InP-based MZI modulators can utilize both, the
QCSE and the Pockels effect as well. The core layer of InP-based modulators is
composed of quaternary materials such as InGaAsP, InGaAlAs, and so forth, whose
bandgap wavelengths can be set close to the operation wavelength range. Particu-
larly low driving voltages in InP-based MZI modulators can be obtained by utilizing
the QCSE, however, this is achieved at the expense of a strong wavelength depen-
dence. Moreover, an increasing optical absorption under the influence of an applied
electric field, which distorts the output optical signal waveform, is also a problem.
In order to reduce the wavelength dependence and the optical absorption change in
InP-based modulators, it is desirable to only utilize the Pockels effect to control the
refractive index of the modulators.

Two types of structures have found widespread use in semiconductor-based MZI
modulators in order to efficiently apply the electric field to the core layer and prevent
unwanted current flow at the same time.

One solution is a Schottky electrode structure [27–34] as schematically shown
in Fig. 6.10a, where a Schottky barrier between a metal electrode and the semi-
conductor material blocks the unwanted current flow. This option is primarily used
for GaAs-based traveling-wave electrode modulators (see Sect. 6.3). A drawback
of the structure is that the strength of the electric field applied to the core layer is
lower compared to a p-i-n structure (see below) due to the low optical confinement
to the core layer and a long distance between the RF electrode and the ground. The
second alternative is a p-i-n structure [26, 37–41, 43]. It is schematically shown in
Fig. 6.10b. A thin insulating (i) layer (core layer) is sandwiched between p-type
and n-type cladding layers. The structure blocks the current flow as a reverse biased
diode. The strength of the electric field at the core layer is very high because the
electric field is concentrated at the very thin i-layer. This is one of the reasons why
p-i-n structure modulators can be made very compact. The electric field applied to
the core layer of a p-i-n structure modulator is more than 100 times stronger than in
LiNbO3 modulators because the waveguide width is � 1=4 and the thickness of the
core layer is less than � 1=30 compared to those of LiNbO3 devices. Drawbacks of
the p-i-n structure are:

1. Large absorption loss in the p-doped cladding layer, and
2. A large parasitic capacitance due to the thin i-layer.

The p-type cladding layer has � 20 times larger absorption loss than an n-type
one due to intervalence band absorption [53, 54]. The resistivity of the p-type
cladding layer is also one or two order(s) of magnitude larger than that of n-type
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Fig. 6.10 Schematic structure of Schottky electrode waveguide (a), and p-i-n structure wave-
guide (b)

layers. Therefore, it is difficult to use sufficiently long traveling-wave electrodes
which would meet the velocity and impedance matching conditions in p-i-n struc-
ture modulators. The large capacitance due to the thin i-layer is also unfavorable
for extending the length of traveling-wave electrodes, and thus lumped electrodes
are often used with p-i-n structure modulators, although the maximum achievable
operation speed is limited for such designs.

6.3 High-speed Modulator Design

Two types of electrode structures are essentially used with semiconductor MZI
modulators, as mentioned above. One is the lumped electrode structure which is
schematically shown in Fig. 6.11a.

The core and cladding layers of the modulator’s waveguide are sandwiched be-
tween the lumped electrode, the ground electrode is located at the reverse (substrate)
side of the chip, and an electric field is applied between the two. The structure is
very simple and can be easily fabricated. The operation speed of the modulator
with a lumped electrode structure is usually limited by the parasitic capacitance
(CR time constant) of the electrode. The modulation efficiency of the modulator can
be increased by extending the length of the phase control waveguide in the MZI
modulator. However, a long electrode causes a large parasitic capacitance and the
operation speed becomes low, i.e., it is limited to less than 10 Gbit=s for almost all
MZI modulators with lumped electrode structure [37, 39, 40].

The other MZI modulator variant is illustrated schematically in Fig. 6.11b: high-
speed operation at low driving voltage is enabled by a coplanar traveling-wave struc-
ture where the RF drive signal is applied to one side of the electrode and exits from
the other side. The output side of the electrode is usually terminated by a termina-
tor resistance which prevents that the RF signal is reflected from the output end.
Figure 6.12 shows the principle of the traveling-wave electrode.

The RF signal, which propagates along the electrode, influences the light propa-
gating along the waveguide core. When the velocity of the light is equal to that of
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Fig. 6.11 Schematic structure of electrodes formed on MZI modulators. Lumped electrode struc-
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the RF signal, the RF signal affects the propagating light all along the modulator
and the efficiency is highest. Because the change of the refractive index, induced by
the electro-optic effect, is smaller than that introduced by the QCSE, it is important
to raise the modulation efficiency of the MZI modulator by using the traveling-wave
electrode structure. This concept is free from the RC time constant limitation of the
electrode, and one can, at least in principle, increase the modulation efficiency by
extending the electrode length of the phase control waveguides in the MZI modula-
tor without reducing the bandwidth.

Important requirements when designing traveling-wave electrodes are:

1. Impedance matching between the electrodes and the driving equipment (Z0)
2. Velocity matching between the electrical signal and the propagating light (ˇ),

and
3. Sufficiently low transmission loss of the electrode (˛0).

The characteristics of a traveling-wave electrode can be discussed conveniently
by using a transmission line (distributed element) model based on Maxwell’s equa-
tions [55] as illustrated schematically in Fig. 6.13a.

The transmission line is divided into small sections and an equivalent circuit seg-
ment for a small section with a very short length of �x is illustrated in Fig. 6.13b.
In this figure, R, Li, G, and C denote resistance, inductance, conductance and ca-
pacitance of the electrode, respectively, and the parameters are expressed in values
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Fig. 6.13 Schematic of the transmission line (a) and equivalent circuit segment for a small portion
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per unit length. These parameters depend on the structure of the electrode (electrode
width, gap width between the electrode and ground, etc.), the dielectric constant of
the semiconductor material the waveguides are made of, and so forth.

It is assumed that the voltage V , applied to the equivalent circuit segment, drops
to V � �V due to the resistances .R=2/�x and the inductances .Li=2/�x while
the current I , flowing along the equivalent circuit segment, reduces to I ��I due
to the leakage current�I through the conductanceG�x and the capacitanceC�x.
�V and�I are assumed to be small.

The voltage drop�V in the equivalent circuit segment is given by

�V D
�
R

2
C j!

Li

2

�
I�x C

�
R

2
C j!

Li

2

�
.I ��I/�x

D .RC j!Li/ I�x �
�
R

2
C j!

Li

2

�
�I�x

� .RC j!Li/ I�x D ZI�x; (6.46)

where Z is the impedance per unit length of the equivalent circuit segment. The
final result in (6.46) has been obtained by neglecting the second order product of
small terms�I�x. It is straightforward to derive

dV

dx
D ZI (6.47)

from (6.46).
Analogous to (6.46), the decrease of the current along the equivalent circuit seg-

ment, �I , is given by

�I D .G C j!C/

�
V � �V

2

�
�x

D .G C j!C/V�x � .G C j!C/
�V

2
�x

� .G C j!C/V�x D Y V�x; (6.48)
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where Y is the admittance per unit length of the equivalent circuit segment. Once
again, the final result in (6.48) has been obtained by neglecting the second order
product of small terms�V�x, and (6.48) immediately yields

dI

dx
D Y V: (6.49)

The combination of (6.47) and (6.49) leads to

d2V

dx2
D ZY V (6.50)

and the general solution of (6.50) is

V.x/ D V1e�ex C V2e��ex; (6.51)

where V1 and V2 are arbitrary values, and �e is given by

�e D p
ZY D

p
.RC j!Li/ .G C j!C/: (6.52)

The complex parameter �e is normally called the propagation constant, and it is
commonly expressed by using an attenuation constant ˛0 and a phase constant ˇe:

�e D ˛0 C jˇe: (6.53)

Substitution of (6.51) into (6.47) leads to the following equation for the current I :

I.x/ D
r
Y

Z
.V1e�ex � V2e��ex/ D 1

Z0
.V1e�ex � V2e��ex/ ; (6.54)

where Z0 is called the characteristic impedance given by

Z0 D
r
Z

Y
D
s
RC j!Li

G C j!C
: (6.55)

The characteristic impedance and the propagation constant can be controlled by the
parameters Li, R, C , and G. In case that G is negligibly small and R 
 !Li, the
characteristic impedanceZ0 can be approximated by

Z0 D
r
Li

C
� j

R

!C
�
r
Li

C

�
1 � j

R
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�
�
r
Li

C
(6.56)

while

�e � j!
p
LiC

�
1 � j

R

2!Li

�
� j!

p
LiC: (6.57)
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This represents a good approximation for the propagation constant �e and in this
case,

˛0 D R

2

s
C

Li
� 0 (6.58)

and

ˇe D !
p
LiC (6.59)

hold for the attenuation constant ˛0 and the phase constant ˇe, respectively. Thus, if
the assumptions “smallG andR 
 !Li” are justified, the characteristic impedance
Z0 and the propagation constant �e are only determined by the parametersLi andC .

From the discussions above, it is obvious that reducing the resistance R and the
conductance G of the electrode in designing and fabricating traveling-wave elec-
trodes of high-speed modulators is of prime importance. In addition, the character-
istic impedance of the traveling-wave electrode should be matched to that of the
driving equipment such as driver ICs and so forth. Usually, the impedance of the
driving equipment is 50
. Under these circumstances, the characteristic impedance
of the traveling-wave electrode should also be set to 50
.

The phase velocity of the electrical signal in the transmission line is given by

vp D !

ˇe
D 1p

LiC
(6.60)

and the phase velocity is approximately equal to the group velocity if the losses (R
andG) of the transmission line are negligible. If the losses can not be neglected, the
group velocity is given by

vg D @!

@̌ e
D vp C ˇe

dvp

dˇe
: (6.61)

The following discussion will be based upon the assumption that the losses of the
transmission line can be neglected and the phase velocity is equal to the group velo-
city, which is a good approximation for usual semiconductor MZI modulators with
low loss electrodes.

The group velocity of light, vo, in a medium with effective refractive index, neff,
is given by

vo D c

neff
; (6.62)

where c is the velocity of light in vacuum. A match as good as possible between the
two velocities, vp and vo, is of key importance for modulators with traveling-wave
electrode structure. The dielectric constants of GaAs and InP are around 12.5 and
12.4. Thus, vp is normally larger than vo in semiconductor-based modulators, and
as a consequence, reducing the electrical group velocity vp becomes important. In
order to reduce the velocity vp of GaAs-based MZI modulators with Schottky elec-
trodes, the so-called slow-wave electrode structure has been proposed [26–34]. In
this structure, the capacitance can be increased efficiently while the corresponding
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inductance change remains small, and as a result, the velocity vp of the electrode
can be reduced. Using this structure, high-speed GaAs MZI modulators operating
up to 40 Gbit=s have been developed [33]. The length of the phase control sec-
tion of the MZI modulator was 10 mm and the half wavelength voltage was 16.8 V
for 1550 nm operation wavelength. Alternatively, a capacitively loaded coplanar
strip electrode structure has also been proposed, and corresponding high-speed and
low driving voltage MZI modulators on GaAs and InP substrates have been re-
ported [24, 25, 35, 36, 44].

In p-i-n structure MZI modulators, the characteristic impedance of the electrodes
becomes small because the modulators have thin i-layers and the capacitances are
correspondingly large. In order to increase the characteristic impedance, a seg-
mented electrode structure has been introduced to an InP-based MZI modulator [41].
The phase modulator section of the MZI modulator was divided into small sections,
and these have been connected in a series by small capacitance Au electrodes. By
introducing the novel structure, 40 Gbit=s operation of the p-i-n InP-MZI modulator
has been demonstrated with 5:3Vp-p driving voltage. Thanks to the high electric field
in the p-i-n structure, the chip was only 5.27 mm long.

The traveling-wave electrode technology has also been introduced to EAMs and
it enabled the increase in operation speed of EAMs [56, 57].

6.4 Performance of Current MZI Modulators

In this section, specific high performance semiconductor MZI modulators are de-
scribed which are based upon a novel n-i-n isotype structure in the phase control
waveguides. Advanced MZI modulator modules are also described in which the
novel structure MZI modulators are installed.

6.4.1 n-i-n Structure MZI Modulators

The high-speed semiconductor MZI modulators treated in Sect. 6.3 are designed
with a rather complicated electrode structure and their fabrication is difficult. Thus,
a simpler structure is much more promising for practical applications, provided the
following requirements can be fulfilled simultaneously:

1. Simple electrode structure for easy fabrication
2. Capability to apply high electric fields to the core region of the modulator wave-

guide (similar to the situation with p-i-n waveguides), and
3. Sufficiently low loss of the upper waveguide cladding layer, both for optical and

electrical signals.

An n-i-n isotype MZI modulator structure, which meets these requirements, has
been fabricated and is described in [42]. The waveguide structure is schematically
illustrated in Fig. 6.14.
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Fig. 6.14 Schematic struc-
ture of the n-i-n waveguide

RF electrode
n-cladding layer

Propagating light
Core layer (i-layer)Electric field

SI-InP substrate

n-cladding layer

SI-InP layer

Ground electrodes

BCB

A coplanar RF electrode is formed on a high-mesa optical waveguide buried by
benzocyclobutene (BCB). The high-mesa optical waveguide consists of an n-doped
lower cladding layer, an undoped core layer, an Fe-doped semi-insulating (SI) InP
layer, and an n-doped upper cladding layer. The structure is grown on an SI-InP
substrate. The waveguide has an n-i-n isotype heterostructure, and since there is
no p-doped upper cladding layer, the typically large optical and electrical losses
of a p-doped cladding layer are avoided. The concept enables the modulator to
not only operate at high-speed, but also at low driving voltage by extending the
lengths of the traveling-wave electrode and the phase control waveguide. The SI-
InP layer is inserted in order to serve two purposes: as a potential barrier against
electrons, it assures blocking of unwanted current flow and, in addition, it assures
that a strong electric field is applied to the core layer of the waveguide. The charac-
teristic impedance of the electrodes can be easily controlled by appropriately choos-
ing the thickness of the core and the SI-InP layers, and the width of the high-mesa
waveguide, thus determining the parasitic capacitance. Figure 6.15a is an example
of the calculated characteristic impedance as a function of the waveguide width.

The calculation is done by using the commercially available high frequency 3-D
structure simulator (HFSSTM) [58]. In this case, the thicknesses of the core and the
SI-InP layers are set to 0.3 µm and 1.0 µm, respectively.

A characteristic impedance of 50˙ 5
, corresponding to the hatched area, can
be realized by setting the waveguide widths between 1.3 µm and 2.3 µm, i.e., the
acceptable waveguide width tolerance is fairly large and consequently the charac-
teristic impedance control is rather straightforward in the case of the n-i-n structure.

In the case of insufficient velocity matching, the electrical bandwidth �f of the
traveling-wave electrode can be approximated by [25]

�f � 1:4c

	 jneff � nmjL; (6.63)

where c is the velocity of light, neff and nm are the optical and microwave effective
refractive indices, and L is the length of the electrode, respectively. According to
(6.60), the microwave effective refractive index nm is given by

nm D c

vg
D c

vp
D cˇe

!
D c

p
LiC: (6.64)
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Fig. 6.15 Calculated results for characteristic impedance (a) and microwave effective refractive
index nm (b) of the n-i-n structure waveguide with a traveling-wave electrode as a function of
waveguide width

In n-i-n structure MZI modulators, a strong electric field can be applied to the core
layer and enough efficiency can be obtained even with short phase control wave-
guides. Thus, L is set to 3 mm in the following discussion.

If 40 GHz bandwidth is required, the refractive index difference jneff � nmj must
be lower than 1.1 according to (6.63), and for a calculated value neff D 3:67 of
the optical effective refractive index of the n-i-n structure waveguide, this is equiv-
alent to acceptable microwave effective indices within the range 2.57 to 4.77. Fig-
ure 6.15b is an example of the calculated microwave effective refractive index nm as
a function of the waveguide width. The required range of nm for realizing 40 GHz
bandwidth is shown by the hatched area. The demands can be seen to be very re-
laxed, and velocity matching does apparently only require waveguide widths of
more than 1.4 µm. Impedance- and velocity-matching of the traveling-wave elec-
trode with the simple structure can thus be realized at the same time by having the
width of the n-i-n structure phase control waveguide between 1.4 µm and 2.3 µm. In
agreement with these results, the waveguide width has been chosen to be 2 µm in the
fabricated n-i-n structure MZI modulator. Figure 6.16 shows the schematic structure
of the n-i-n structure MZI modulator.

Input CW light is fed into a 2 � 2 multimode interference (MMI) coupler [59],
and passed into two phase control waveguides with equal length. Two traveling-
wave electrodes are located on the phase control waveguides. The refractive indices
and hence the phases of the light traveling in the two phase control waveguides are
modulated by RF signals applied to the two traveling-wave electrodes individually.
Finally, light from both waveguides is recombined by another MMI coupler with
the light interfering at the MMI coupler’s output. The length of the phase control
waveguide is 3 mm, and the total size of the MZI modulator chip is 4:5mm�0:8mm.
Figure 6.17 shows the DC extinction ratio of an n-i-n structure MZI modulator as
a function of the bias voltage applied to one phase control waveguide. The input
wavelength is 1550 nm.
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Fig. 6.16 Schematic view of n-i-n structure MZI modulator

Fig. 6.17 DC extinction
ratio of n-i-n structure MZI
modulator as a function of
bias voltage applied to a phase
control waveguide
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A maximum extinction of more than 20 dB is obtained. The half-wavelength volt-
age, V� , is measured to be 2.3 V. It is worthwhile to note that there is no increase
in the optical loss, even at the bias voltage of 2V� (around a bias voltage of 5.2 V).
Such behavior could not be obtained with the p-i-n structure MZI modulators utiliz-
ing the QCSE effect. The small signal Electrical/Optical (E/O) response of the n-i-n
modulator is shown in Fig. 6.18a.

The 3 dB bandwidth is measured to be 40 GHz, and a clear eye diagram is ob-
tained for a 40 Gbit=s NRZ signal with a pseudo random binary sequence (PRBS)
of 231 � 1 (Fig. 6.18b). For measuring the eye diagram, an RF signal with 2.4Vp-p

driving voltage has been applied to one electrode of the modulator. This modulator
exhibits strong potential for high-speed operation with low driving voltage. How-
ever, packaging is difficult because of the two input RF electrode pads placed at
opposite sides of the modulator chip.

A differential-drive MZI modulator is very important for generating chirpless or
chirp-controlled digital optical signals. It is also useful for the generation of phase
modulated optical signals which will be utilized in next generation optical transmis-
sion systems. To operate the MZI modulator in a differential drive (push-pull) mode,
it is important to equalize the RF signal phases, and hence to equalize the lengths
of the two electrodes from the chip edge to the two phase control waveguides. In
addition, the two electrode pads for the input RF signals should be placed on the
same side of the chip for easy connection with differential output driver ICs [60].
A differential-drive InP-MZI modulator is shown schematically in Fig. 6.19.
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Fig. 6.18 Small signal E/O response of n-i-n structure MZI modulator (a), output eye diagram
of n-i-n structure MZI modulator operated by 40 Gbit=s NRZ signal with PRBS of 231 � 1 (b).
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Fig. 6.19 Schematic structure of differential-drive InP-MZI modulator

Such a modulator has already been fabricated successfully [61], and the design
is based upon the n-i-n modulator discussed earlier (Fig. 6.16) with additional mi-
crostrip lines (MSLs). The length of the phase control waveguides is 3 mm, and the
electrode pads for the input RF signals are both placed on one side (lower side of
the figure) of the chip. The pads for the output are placed on the other side (upper
side of the figure). MSLs are used in order to equalize the electrode lengths from
the pads to the phase control waveguides. The MSLs exhibit small electrical losses
only, even when they have bends with small radii of curvature. The chip size of
the differential-drive InP-MZI modulator is 4:5mm � 0:8mm, which is the same as
that of the modulator shown in Fig. 6.16. Thus, the MSLs have been added without
a need to extend the chip dimensions.

Measurements of the extinction ratio have shown that the same symmetric ex-
tinction characteristics can be obtained over the complete C-band if only the DC
bias is adjusted linearly as the operation wavelength increases. The results of these
experiments are shown in Fig. 6.20a.
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Fig. 6.20 Extinction characteristics of differential-drive InP-MZI modulator (a). Applied DC bias
Vb as a function of operation wavelength (b)

Fig. 6.21 Small signal E/E
response of differential-drive
InP-MZI modulator as a func-
tion of modulation frequency.
S21 and S11 are E/E trans-
mittance and reflectance,
respectively
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It is important to note that no adjustment of the RF voltage swing has been nec-
essary and only the linear change of the DC voltage Vb shown in Fig. 6.20b had to
be made.

The experimentally determined small signal Electrical/Electrical (E/E) response
for both RF electrodes including traveling-wave electrodes (as shown in Fig. 6.21)
exhibits a 6 dB E/E bandwidth (transmittance S21) of 46 GHz for both electrodes
and reflectance values S11 of less than �18 dB for all modulation frequencies up to
50 GHz.

The characteristics are almost the same for the two electrodes. This indicates
that differential-drive InP-MZI modulators can be realized without degradation of
the high-speed performance even when MSLs are introduced.

By mounting the MZI modulator in a package, a compact differential-drive InP-
MZI modulator module has been fabricated [61]. Figure 6.22a shows a photograph
of the module.

The module is 21 mm (L) � 17 mm (W ) � 8 mm (H ) in size, and its foot print
is the same as that of commercially available conventional DFB lasers and EA-
DFB lasers in butterfly-type packages. Two RF connectors for differential electrical
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Fig. 6.22 Photograph of a differential-drive InP-MZI modulator module (a), small signal E/O
response of the module (b)

1530 nm 

1550 nm 

1540 nm 

1565 nm 
10 ps/div. 10 ps/div. 

10 ps/div. 10 ps/div. 

-36 -32 -28 -20
10-12
10-10

10-8

10-6

10-4

B
it 
er
ro
r r
at
e 

Received power [dBm]

1530 nm 
1540 nm 
1550 nm 
1560 nm 

-24

a b

c d

e

Fig. 6.23 Eye diagrams (a–d) and bit-error-rate performance (e) of a differential-drive InP-MZI
modulator module for 40 Gbit=s NRZ signals and various operation wavelengths

signals are placed at one side of the package while pins for DC bias and other control
signals are placed at the opposite side of the package. The module contains 50-

terminations and bias-tees for both RF electrodes in the package, and the fiber-to-
fiber insertion loss of the module is 7 dB.

The E/O response of the module measured for both RF ports is illustrated in
Fig. 6.22b. Both curves are essentially the same and the 3 dB E/O bandwidth of the
module turns out to be 28 GHz which is sufficiently large for 40 Gbit=s operation. Ex-
periments with differential 40Gbit=s NRZ signals, PRBS of 231�1, and 1:3Vp-p drive
voltage swing applied to both RF connectors yielded the output eye diagrams shown
in Figs. 6.23a–d for various operation wavelengths covering the complete C-band.

Clear eye opening can be observed for all operation wavelength channels. The
dynamic extinction ratios are more than 10 dB. The bit error rate (BER) performance
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Fig. 6.24 Photograph of surface-mountable mini 10G MZI modulator module (a) and DC extinc-
tion ratio of the module as a function of bias voltage (b). An SC connector (blue box behind the
module in the photograph) is also shown as a reference

for the 40 Gbit=s NRZ signals have been measured in a back-to-back configuration,
and the results are shown in Fig. 6.23e as a function of received power. The perfor-
mance is essentially the same for all wavelength channels, no error floors could be
observed, and error free operation of the modulator module can be concluded.

6.4.2 Advanced MZI Modulator Modules

6.4.2.1 Surface-mountable Mini 10G MZI Modulator Module

Compact MZI modulator modules operating at 10 Gbit=s are desirable for reduc-
ing the size of optical transponders and optical transceivers. Semiconductor MZI
modulators are promising candidates for that purpose because of their compactness.
Although the MZI modulator module shown in Fig. 6.22a is very small compared
to commercially available LiNbO3 MZI modulator modules, a further reduction of
the module size is desired, and thus very small surface mountable differential-drive
InP-MZI modulator modules have been developed [62]. A photograph of a corre-
sponding mini 10G MZI modulator module is shown in Fig. 6.24a.

The module is only 13.8 mm (L) � 8.9 mm (W ) � 4.9 mm (H ) in size, and it
consists of an inexpensive ceramic-based package. The RF and DC lead pins are
located at the bottom of the package in order to enable its direct mounting onto
a printed circuit board. The two RF lead pins for differential drive are located on one
side of the package with G-S-G-S-G configuration for high-speed operation. High-
speed transmission lines are formed in the wall of the ceramic package to connect
the signal (S) lead pins and the two RF electrode pads of the MZI modulator. These
lines are designed to have 50-
 impedance and the lengths are adjusted to be equal.
Figure 6.24b shows the DC extinction ratio of the module as a function of bias
voltage. The half-wavelength voltage V� is estimated to be 2.4 V, and there is no
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Fig. 6.25 Small signal E/O
response S21 and reflectance
S11 of mini 10G MZI modu-
lator module
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increase in the optical loss even at a bias voltage of 2V� . The measured small signal
E/O response S21 for the module is shown in Fig. 6.25.

The 3 dB E/O bandwidth is 7.5 GHz which is enough for 10 Gbit=s NRZ signal
operation. Reflectance is also shown in the figure. It is less than �9 dB, including
the reflection from the response measurement equipment. The module is operated by
a 10 Gbit=s NRZ signal with PRBS of 231� 1. The voltage swing of the differential
RF signals applied to the two phase control waveguide is 2:0Vp-p and 0:1Vp-p, respec-
tively. Under these conditions, the output modulated signal is negatively chirped.
The input CW light wavelength has been set to 1550 nm. Figure 6.26a shows the
eye diagram of the output 10 Gbit=s NRZ signal from the module in a back-to-back
configuration.

Clear eye opening is observed. Figure 6.26b shows the eye diagram after 100 km
SMF transmission. The eyes are still clearly open. The observed pattern agrees quite
well with the calculated results shown in Fig. 6.9c. Measured BER characteristics
for back-to-back configuration and after 100 km SMF transmission are shown in
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Fig. 6.26 Eye diagrams of 10 Gbit=s NRZ signal from mini 10G MZI modulator module for back-
to-back (a) and after 100 km SMF transmission (b); corresponding bit-error-rate performance (c)
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Fig. 6.27 Tunable trans-
mitter module with InP-MZI
modulator. Photograph of
module (a), schematic struc-
ture (b)

TLA MZI modulator Wavelength locker

LensesPackage FibreIsolator
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Fig. 6.26c. No error floor can be observed in both cases. The sensitivity degradation
after 100 km SMF transmission is measured to be 1.1 dB (@BER D 10�12).

6.4.2.2 Tunable Transmitter Modules with Semiconductor MZI Modulators

In tunable transmitters and transponders, wavelength tunable laser diodes are used
together with MZI modulators. When semiconductor-based MZI modulators are uti-
lized, monolithic [63–65] or hybrid [66–69] integration technologies enable particu-
lar compact transmitters, while such compact transmitters cannot be realized with
LiNbO3-based modulators because the thermal expansion coefficients for semicon-
ductor materials (� 4:9 � 10�6=K for InP) and LiNbO3 (� 15:0 � 10�6=K) are
quite different from each other. So laser diodes and LiNbO3 modulators can not
be mounted on the same metal package, whose thermal expansion coefficient is set
equal to that of the semiconductor material.

Monolithically integrated, wavelength-tunable transmitters utilize distributed
Bragg reflector (DBR) lasers, while those based upon hybrid integration techno-
logy have been reported using various sources including a DBR laser [66], a widely
tunable DFB laser array (TLA) [67], a tunable laser with external liquid crystal
mirror [68], or a DFB laser array with a microelectromechanical system (MEMS)
switch [69]. All wavelength tunable transmitters cover the complete C-band. In the
following, we will discuss the performance of an example of a compact tunable
transmitter module in more detail.

Figure 6.27a illustrates the module with actual package dimensions of
41 mm (L) � 13 mm (W ) � 9 mm (H ).

The transmitter consists of a widely tunable DFB laser array (TLA) [70, 71] com-
prising ten DFB lasers hybridly integrated with an InP-MZI modulator and a wave-
length locker. This is schematically shown in Fig. 6.27b. The TLA and the MZI
modulator are mounted on the same metal carrier and a Peltier cooler. They are cou-
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Fig. 6.28 Output wavelength
of the module as a function of
TLA temperature
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Fig. 6.29 Extinction char-
acteristics of the module for
various output wavelengths
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pled by using lenses and include an optical isolator. The modulated output from the
MZI modulator is coupled to an optical fiber after passing through the wavelength
locker. The wavelength locker has a free-spectral range (FSR) of 50 GHz and assures
locking of the output wavelength to any channel of the International Telecommuni-
cation Union (ITU) frequency grid defined for wavelength division multiplexing
(WDM) systems. The output wavelengths of the transmitter shown can be tuned to
81 channels of the WDM grid with 50 GHz spacing by selecting an appropriate DFB
laser for the desired channel from the 10 DFB lasers and setting the TLA chip tem-
perature precisely to the appropriate temperature in the 15 to 50 °C range as shown
in Fig. 6.28.

The output power of the module is more than C2 dBm for all channels.
Figure 6.29 shows the extinction characteristics of the module for output wave-
lengths in the range from 1530 to 1560 nm as a function of bias voltage of the MZI
modulator. The half-wavelength voltage V� is around 2.5 V for all wavelengths. The
module is driven by a 10 Gbit=s NRZ signal with PRBS of 231 � 1. The bias condi-
tions for the MZI modulator have been kept constant during the measurement, even
when the output wavelength has been switched. The bias voltages to the MZI mod-
ulator’s two phase control waveguides were set to �3:3 and �2:8V, and the driving
voltage swing applied to the two waveguides had been fixed to 0.75 and 2.25Vp-p for
push-pull operation. Under these conditions, the output signal is negatively chirped.
Figures 6.30a–d show the eye diagrams for various output wavelengths.

The eyes are clearly open for all wavelengths, even under fixed modulation con-
ditions. Figure 6.30e shows the bit-error-rate performance of the module measured
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Fig. 6.30 Eye diagrams of 10 Gbit=s NRZ signals for various output wavelengths (a–d), and cor-
responding bit-error-rate performance for back-to-back and after 100 km SMF transmission (e).
Modulator driving conditions fixed for all wavelength channels

for back-to-back and after 100 km SMF transmission for output wavelengths rang-
ing from 1530 to 1560 nm. No error floors are observed under all conditions. The
power penalties resulting from the transmission are less than 3 dB for all wavelength
channels.

6.5 High Performance Modulators for Advanced Modulation
Formats

The maximum transmission distance of standard high-speed digital optical signals
is limited by various factors, and one of particular relevance is the chromatic disper-
sion of the optical fiber (see Sect. 6.1 and also Chap. 2, Sect. 2.2.5). Thus, systems
performance is expected to be improved if modulation formats are introduced which
are less sensitive to chromatic dispersion. The optical duobinary (ODB) [72–77] for-
mat is such a solution. Coherent transmission systems are another option where the
information is carried by the optical phase and improvements in sensitivity are ex-
pected [78, 79]. It has already been a research topic of high interest in the 1980s
and 1990s. Formats that have been investigated include optical phase-shift keying
(PSK) and differential phase-shift keying (DPSK) [78, 80–83], differential quadra-
ture phase-shift keying (DQPSK) [84–100] and even multilevel modulation for-
mats such as multi-quadrature amplitude modulation (QAM) [101–105]. A more
detailed coverage of advanced modulation formats within the present book is given
in Chap. 8 and in a more compact fashion in Chap. 13.

Transmitters for advanced modulation formats must enable optical amplitude and
phase modulation as well, and MZI modulators can be used for that purpose. In the
following section, various advanced modulation formats and the applicability of
semiconductor MZI modulators for their generation will be discussed.
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cal signal (a-E) and generated optical duobinary signal (a-O). Eye diagram of electrical duobinary
signal (b-E) and eye diagram of optical duobinary signal (b-O)

6.5.1 Optical Duobinary (ODB) Modulation

Optical duobinary (ODB) signals can be generated by using MZI modulators driven
with a three-level electrical signal as shown in Fig. 6.31 (a-E) which is generated by
using the sequence shown in Fig. 6.32.

First, a bit sequence with NRZ format (Fig. 6.32a) is precoded using an EXNOR
operator. The converted bit sequence (Fig. 6.32b) is then duobinary coded by adding
the bit sequence with one bit delay to the original one (Fig. 6.32c). The final duobi-
nary encoded signal has three levels of C1, 0 and �1. By comparing the original
bit pattern (Fig. 6.32a) with the encoded pattern (Fig. 6.32c), one can see that the
absolute value of the encoded signal is equal to the original NRZ signal. When the
three-level electrical duobinary encoded signal is applied to an MZI modulator, the
bias voltages for the C1, 0, and �1 levels are set in such a way that they correspond
to the first maximum transmission point, the null point and the second maximum
transmission point of the MZI modulator, respectively (see Fig. 6.31). The bias volt-
age differences from C1 to 0 and from 0 to �1 are V� , and thus 2V� total voltage
swing is required for using an MZI modulator for ODB modulation. The resulting
optical signals are shown in Fig. 6.31 (a-O) and Fig. 6.32d. The phases of the mod-
ulated optical signals corresponding to the first (C1) and the second (�1) maximum
transmission points have a phase difference of 	 . Thus, the ODB signal has the same
intensity pattern as the original NRZ signal, but the ‘mark’ signals have two optical
phases, 0 and 	 . ODB signals are detectable with conventional NRZ receivers be-
cause the intensity modulated bit pattern of the ODB signal (Fig. 6.32d) is identical
to that of the corresponding NRZ bit pattern (Fig. 6.32a).
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Fig. 6.33 Calculated optical spectra for 10 Gbit=s optical duobinary signal (a) and 10 Gbit=s NRZ
signal (b)

For completeness, eye diagrams for 10 Gbit=s input electrical three-level duobi-
nary (b-E) and corresponding ODB (b-O) signals are also shown in Fig. 6.31. Fur-
thermore, Fig. 6.33a shows the calculated optical spectrum for the 10 Gbit=s ODB
signal and as a reference, the calculated optical spectrum for a 10 Gbit=s NRZ signal
as well (Fig. 6.33b).

The spectral broadening for the ODB signal is small compared to that of the
NRZ signal, and there is no carrier frequency component in the spectrum for the
ODB signal. These results clearly indicate that ODB signals are superior to NRZ
signals with respect to chromatic dispersion tolerance of an optical fiber.

Differential-drive InP-based MZI modulators are particularly promising for ODB
signal generation [62]. They can be operated at low driving voltage, chirp-less
modulation can be achieved under differential drive conditions, and the increase



6 Semiconductor-based Modulators 265

after 100-km-SMF

20 ps/div. 

Back-to-back after 200-km-SMF after 220-km-SMF
M

ea
su

re
d 

C
al

cu
la

te
d 

20 ps/div. 20 ps/div. 20 ps/div. 

e f g h

a b c d

[20 ps/div.] [20 ps/div.] [20 ps/div.] [20 ps/div.] 

0

1

0

1

0

1

0

1

Fig. 6.34 Measured 10 Gbit=s eye diagrams for generated optical duo-binary signal (a), and after
SMF transmission of 100 km (b), 200 km (c), and 220 km (d), respectively. Lower figures are
calculated eye diagrams for generated optical duo-binary signal (e), and after SMF transmission of
100 km (f), 200 km (g), and 220 km (h), respectively
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in transmission loss is negligibly low even if the driving voltage is raised above 2V�
(see for example Fig. 6.20 and Fig. 6.24). The last feature is important for the gener-
ation of ODB signals without waveform distortion because the signals require 2V�
drive voltage swing. Eye diagrams of 10 Gbit=s ODB signals measured with 2:3Vp-p

drive voltage swing are shown in Fig. 6.34a.
The large tolerance of ODB signals with respect to chromatic dispersion is il-

lustrated by eye diagrams measured after 100 km, 200 km, and 220 km transmission
over standard SMF at 1550 nm operation wavelength as shown in Figs. 6.34a–d.
Clear eye openings are observed in all cases. Figures 6.34e–h are the calculated eye
diagrams for the ODB signals at back-to-back (Fig. 6.34e), after 100 km (Fig. 6.34f),
200 km (Fig. 6.34g), and 220 km (Fig. 6.34h) SMF transmission. The calculated
curves are in good agreement with the measured data Figs. 6.34a–d. These results
indicate that the differential-drive InP-MZI modulator does not add any extra chirp
nor any additional signal distortion. Figure 6.35 illustrates the measured bit-error-
rate performance as a function of received power.



266 H. Yasaka and Y. Shibata

An error floor starts to develop after 240 km SMF transmission while error-free
transmission can be achieved up to about 220 km transmission distance. The sensi-
tivity degradation is less than 1.7 dB (@BER D 10�12), even when the transmission
distance is 220 km. These results indicate that the differential-drive InP-MZI modu-
lator is suited as a compact and low drive voltage ODB signal generator.

6.5.2 Optical DPSK Modulation

In the optical phase-shift keying (PSK) format, bit information of digital optical sig-
nals is carried by optical phases. In coherent PSK systems [78, 80–83], an absolute
phase reference is required at the receiver in order to read out the bit information.
On the other hand, the optical differential PSK (DPSK) format utilizes the optical
phase change to recognize the bit information and uses the phase of the preced-
ing bit as a phase reference. The DPSK format offers several benefits such as low
bit-pattern-dependent nonlinear effects, high sensitivity and large tolerance for tight
optical filtering.

Optical DPSK signals can be generated by using a phase modulator or an MZI
modulator, where the latter option is superior to the former with respect to chirping
characteristics and reshaping of the electrical signal [94]. The method to generate
DPSK signals by using an MZI modulator will be discussed in the following and
Fig. 6.36 illustrates the concept.

The precoded electrical signal (a) in Fig. 6.36, generated by a precoder, is applied
to an MZI modulator. The drive voltage swing of the precoded electrical signal is
set to twice the half-wavelength voltage (2V�/, while the DC bias is set to the null
point of the MZI modulator. Under these conditions, the MZI modulator is operated
between the first (phase 0) and the second (phase 	) maximum transmission points,
and the output signal of the MZI is the optical DPSK signal as shown in Fig. 6.36b.
The intensity dip observed in the optical DPSK signal when the phase changes does
not significantly affect the decoded signal at the receiver. The concept illustrated in
Fig. 6.36 can also be modified in such a way that an additional intensity modulator is
used as a pulse carver so that a return-to-zero (RZ) DPSK signal is generated which
is more tolerant to optical fiber nonlinearities [106].

DPSK signal demodulation can be accomplished by using a Mach–Zehnder delay
interferometer (MZDI) and a balanced receiver as shown in Fig. 6.37.

The MZDI has an asymmetric MZI structure with one arm of the MZI being
longe than the other one, where the time needed by the optical signals to travel the
extra length corresponds to exactly one bit. As a consequence, two subsequent bits
of the DPSK signal interfere at the output of the MZDI, i.e., the preceding bit acts
as a phase reference to demodulate the DPSK encoded optical signal. The MZDI
has two output ports and the interfering signals yields a nonzero output in one of
these outputs depending on their relative phase. When subsequent bits are in-phase
(antiphase), a nonzero optical signal leaves the MZDI from the lower (upper) port
as illustrated in Fig. 6.37. (It should be noted that, due to the MZDI’s asymmetric
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Fig. 6.36 Principle of optical DPSK signal generation using an MZI modulator. Electrical pre-
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nature, one can achieve (by precisely controlling the device temperature) that CW
light either leaves the MZDI from the cross port or from the through port. The latter
is the case for the device shown in Fig. 6.37, and this is different from the behav-
ior of symmetric MZIs (cf. Fig. 6.5).) The output signals are detected by means
of a balanced detector, and because the demodulated electrical output signal of the
balanced detector is twice as large as for conventional direct detection, a 3 dB sensi-
tivity improvement of the signal-to-noise ratio (SNR) is expected in DPSK systems
compared to conventional on-off keying (OOK).

Figure 6.38 compiles the calculated eye diagrams and optical spectra for three
modulation formats, NRZ, DPSK, and RZ-DPSK, for 10 Gbit=s. Figures 6.38a, c, e

ππ 00 0 0π π 

Demodulated signal

MZ delay interferometer

Balanced
receiver 

Anti-phase

in-phase

+V

-V

One bit delay
DPSK signal 

Fig. 6.37 Principle of demodulation of optical DPSK signal using a Mach–Zehnder delay inter-
ferometer and a balanced receiver
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are the generated optical waveforms for NRZ, DPSK, and RZ-DPSK formats. The
mark ratio is 0.5, � 1, and 0.5 when the original electrical signals have a mark ratio
of 0.5. In the diagrams in Figs. 6.38c, e, the optical power is the same for each bit
while the optical power of the bits of the NRZ signal (Fig. 6.38a) is random, where
the latter is due to the fact that in the case of NRZ signals, bits are easily affected by
neighboring bits (pattern effect). Figure 6.38b represents the eye diagram of directly
detected NRZ signals using a low-pass filter having a bandwidth of 0.7 times the bit
rate. Figures 6.38d, f are the eye diagrams of demodulated DPSK and RZ-DPSK
signals with a low-pass filter. Figures 6.38g–i are the calculated optical spectra for
NRZ, DPSK and RZ-DPSK signals, and the comparison of Figs. 6.38g, h demon-
strates that the carrier frequency component of the spectrum for DPSK (Fig. 6.38h)
is well suppressed in contrast to the case of the NRZ-related spectrum (Fig. 6.38g).
The carrier frequency component of the RZ-DPSK spectrum (Fig. 6.38i) is also
suppressed, but a slight spectral broadening is observed.

Finally, Fig. 6.39 compiles experimental data illustrating the performance of
a differential-drive InP-MZI modulator operated in a 40 Gbit=s DPSK system.

Figure 6.39a represents the measured optical spectrum of the 40 Gbit=s DPSK
signal. The carrier frequency component is well suppressed. Figures 6.39b, c are
the demodulated eye diagram and the bit-error-rate performance, respectively. Clear
eye opening can be observed in the demodulated optical signal (Fig. 6.39b), and
Fig. 6.39c illustrates that error-free operation can be obtained with 40 Gbit=s DPSK
signals generated by a differential-drive InP-MZI modulator, and it clearly demon-
strates the potential of MZI modulators in high-speed DPSK systems. Similar results
obtained with an InP-based InGaAlAs-InAlAs n-i-n modulator have been reported
in [107].
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6.5.3 Semiconductor Optical DQPSK Modulators

Differential quadrature PSK (DQPSK) is a modulation format slightly more com-
plex than DPSK and the principle can be explained by using the constellation dia-
grams shown in Fig. 6.40.

The intensity of all signals is unity, and in the case of DPSK, Fig. 6.40a, there are
two possible states corresponding to the phase either being 0 or 	 on the I -axis. On
the other hand, DQPSK signals, Fig. 6.40b, may take four phase values: 0 or 	 on
the I -axis and 	=2 and 3	=2 on theQ-axis to express a two-bit signal. The benefits
of the DQPSK modulation format compared with DPSK format are:

1. The symbol rate becomes half compared to that of the DPSK format for the
same data rate because the bit rate in the DQPSK format is twice that of the
symbol rate

2. Spectral broadening becomes smaller which results in higher chromatic disper-
sion tolerance and reduction of the bandwidth needed for transmitters and re-
ceivers, and

3. An increase in spectral efficiency can also be expected.

As outlined in more detail in Chap. 8, a DQPSK transmitter and a corresponding
receiver can be designed as illustrated in Fig. 6.41.

The modulator consists of two parallel sub-MZI modulators and a 	=2 phase
shifter which are arranged in two branches of a Mach–Zehnder interferometer.
The input CW light is divided equally into the two branches, both branches are
DPSK-modulated by the two sub-MZI modulators (in-phase (I ) MZI modulator
and quadrature-phase (Q) MZI modulator), and the 	=2 phase shifter in the Q-
arm assures that the signal obtained after recombining both branches exhibits four
different points in the constellation diagram.
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Fig. 6.40 Signal constella-
tions for a DPSK signal (a)
and DQPSK signal (b)
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DQPSK signals can be detected by two MZDIs and two balanced receivers as
shown at the right side of Fig. 6.41. The phase differences in the delay lines of
the two MZDIs are set to C	=4 and �	=4 [94, 96, 100]. Alternatively, novel 90°
hybrids with delay lines are proposed and demonstrated as DQPSK receivers [95,
97–99], see also Chap. 8, Sect. 8.3.2.

Optical DQPSK systems utilize the optical phase, so the spectral linewidth (phase
noise) of the CW light sources discussed in [1] affects the performance of the sys-
tem, and the requirements for the linewidth of the CW light sources are rather de-
manding as discussed in more detail in [93].

Semiconductor-based DQPSK modulators have been realized on GaAs [108] and
InP substrates [109, 110]. The DQPSK modulators correspond to I–Q modulators
with two sub-MZI modulators at the branches of the main MZI [108, 110] or a novel
three-arm-interferometer structure with two EAMs [109] where four DQPSK sig-
nal phase levels are produced by turning the EAMs on and off. 107 Gbit=s opera-
tion is demonstrated by the very compact chip (1500 µm � 250 µm in size). The
drawback of the modulator is its large insertion loss of � 34 dB excluding fiber
coupling loss. The GaAs/AlGaAs DQPSK modulator reported in [108] uses mi-
crowave slow-wave electrodes to achieve wide bandwidth with low driving voltage.
The chip is 52mm � 3:5mm in size and exhibits a half-wavelength voltage V� of
3.5 V. 10 Gbit=s (5 Gbit=s � 2) operation has been demonstrated.
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I-MZI modulator

Q-MZI modulator
π/2 phase shifter

CW  
light  
source

Transmitter
π/4

-π/4

Receiver 

Fig. 6.41 Conventional optical DQPSK transmitter with a DQPSK modulator and receiver for
optical DQPSK signals
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Fig. 6.43 Small signal E/E
response S21 and reflectance
S11 of an electrode of the
InP-DQPSK modulator
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The InP-based DQPSK modulator reported in [110] integrates differential-drive
InP-MZI modulators as I and Q modulators. The structure is shown in Fig. 6.42.

Two parallel differential-drive InP-MZI modulators (sub-MZI modulators) and
two 	=2 phase shifters are monolithically integrated at the branches of the main
Mach–Zehnder interferometer. The two sub-MZI modulators are used for the gene-
ration of two optical DPSK signals, and the 	=2 phase shifters are used to adjust
the phase difference of the two DPSK signals to 	=2. The length of the phase con-
trol waveguides of the sub-MZI modulators is 3 mm, and the length of the 	=2
phase shifters is 1.5 mm. The chip is only 7:5mm � 1:3mm in size. It is small
enough for being installed into a small package such as a conventional 14-pin but-
terfly package [111] or into compact modules normally used for mounting con-
ventional lasers and having RF connectors in addition to the standard electrical
contacts [112]. Moreover, such InP-based n-p-i-n MZ modulators have also been
co-packaged with a widely tunable laser into a transmitter module which enabled
full C-band 40 Gbit=s DPSK operation [113]. The waveguide in the InP-DQPSK
modulator is realized by introducing a novel n-p-i-n structure where a thin p-doped
layer (chosen instead of the SI layer in the corresponding n-i-n structure) acts as
a potential barrier against electron carriers. For the integration with semiconduc-
tor photonic active devices such as laser diodes, this new structure is more suitable
than an n-i-n structure. Figure 6.43 shows the small signal E/E response S21 and
reflectance S11 of a traveling-wave electrode on the modulator.
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Fig. 6.44 Small signal E/O
response of a sub-MZI modu-
lator

S
m
al
l s
ig
na
l E
/O

 re
sp
on
se

 [d
B
] 

6

0 10 20 50
Modulation frequency [GHz]

30

-6

0

-3

-9

-12
40

3

The 6 dB E/E bandwidth exceeds 40 GHz, and the reflectance is below �14 dB
up to 50 GHz. Figure 6.44 shows the small signal E/O response of the sub-MZI
modulator. The 3 dB E/O bandwidth is measured to be 30 GHz. Thus, the modulator
is sufficiently fast for 80 Gbit=s (40 Gbit=s � 2) operation, and the results also in-
dicate that the sub-MZI modulators in the InP-DQPSK modulator have essentially
the same characteristics as solitary differential-drive InP-MZI modulators. 80 Gbit=s
optical DQPSK signal generation by using the InP-DQPSK modulator is illustrated
in Fig. 6.45.

The I and Q modulators are operated at 40 Gbit=s, and the phases of the gene-
rated signals are controlled by the 	=2 phase shifters. Figure 6.45a shows the op-
tical spectrum for an 80 Gbit=s optical DQPSK signal. The carrier frequency com-
ponent is well suppressed, and the spectrum corresponds quite well to that of the
40 Gbit=s optical DPSK signal shown in Fig. 6.39a. This is a clear indication that
the 80 Gbit=s optical DQPSK signal has indeed a large chromatic dispersion tole-
rance. Figures 6.45b, c are the demodulated eye diagrams of the 80 Gbit=s optical
DQPSK signal, obtained by using two MZDIs and balanced receivers. The eyes are
clearly open, and these results indicate that the InP-DQPSK modulator has high
potential for being utilized in future high-speed, highly functional optical commu-
nication systems.
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Fig. 6.45 Measured results of the InP-DQPSK modulator under 80 Gbit=s operation. Optical spec-
trum of 80 Gbit=s optical DQPSK signal (a), demodulated signals’ eye diagrams (b, c)
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6.5.4 Semiconductor Multilevel Modulators

Multilevel modulation formats are considered as one promising option for improv-
ing the spectral efficiency of optical communication systems and raising the to-
tal single channel transmission capacity towards 100 Gbit=s and beyond (see also
Chap. 8, Sect. 8.1.2). 16 quadrature amplitude modulation (16QAM) is one exam-
ple which has received specific current interest and corresponding transmitters have
already been realized in different ways, including a monolithic dual-drive (DD) InP
Mach–Zehnder modulator [114]. The device reported in [114] used an EAM in each
of the two arms of the DD MZM as a 6 dB amplitude attenuator and 50 Gbit=s
(12:5Gbaud � 4 bit) 16QAM signal generation was successfully demonstrated.

6.6 Summary and Future Issues

Semiconductor MZI modulators offer a number of advantages such as small size,
low driving voltage, and the capability of high-speed operation. Their key properties
and recent progress in the development of semiconductor MZI modulators have been
described in this chapter. The performance of the semiconductor MZI modulators is
expected to improve even further, and they will be deployed in commercial optical
communication systems in the near future.

Semiconductor-based MZI modulators can be monolithically integrated with
other semiconductor active/passive optoelectronic devices on the same substrate. In
this respect, InP-based MZI modulators have an advantage because the laser diodes
for optical communication systems are made in the InGaAsP material system us-
ing InP substrates (see Chaps. 3–5). Monolithically integrated InP-MZI modulators
with tunable lasers are corresponding examples [63–65]. High performance InP-
MZI modulators have also been integrated with semiconductor optical amplifiers
(SOA) and very promising performance has been demonstrated [115, 116]. Highly
functional semiconductor photonic devices will rely on semiconductor MZI mod-
ulators and semiconductor phase modulators, and increasingly complex monolithic
photonic integrated circuits comprising modulators will be an R&D topic of high
relevance in the years to come.
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Chapter 7
Photodetectors

Andreas Beling and Joe C. Campbell

Abstract The chapter provides an overview of recent research on photodetectors
for fiber optic communication systems. Following an introduction on basic prop-
erties (responsivity, bandwidth, noise) and material systems, photodiode structures
including p-i-n photodiode (PD), metal–semiconductor–metal (MSM) photodetec-
tor and low-noise avalanche PD (APD) are discussed. The third section focuses on
the design and performance of high-speed photodetectors and covers uni-traveling
carrier (UTC) PDs, waveguide PDs, traveling wave photodetectors, and integrated
photoreceivers.

7.1 Introduction

In optical communication systems semiconductor photodetectors are used for the
optoelectronic conversion of the modulated light signal into the electrical domain.
This chapter focuses on junction photodiodes including p-i-n and avalanche pho-
todiodes (APD) and metal–semiconductor–metal (MSM) photodetectors. The basic
concepts of the light receiving process as well as advanced high-speed photodetector
types are introduced.

7.1.1 Fundamentals

The light absorption process in a semiconductor photodetector for photogeneration
of electron–hole pairs is based on the internal photoelectric effect and requires the
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photon energy h� to be at least equal to the bandgap energy Eg of the absorber ma-
terial. Only then is the available energy of one photon sufficient to excite an electron
from the valence band to the conduction band leaving a hole in the valence band.
For this band-to-band transition, the upper wavelength limit for photon absorption
is given by:

�g Œµm� D 1:24

Eg ŒeV�
: (7.1)

Under the influence of an electric field, that is established by an applied bias volt-
age, electrons and holes are swept across the absorber which results in a flow of
photocurrent in the external circuit [1]. The external quantum efficiency �ext quan-
tifies the ability of the photodiode (PD) to transform light into an electrical current
and is defined as the number of charge carrier pairs generated per incident photon:

�ext D Ipd

q

h�

Popt
; (7.2)

where Ipd is the photogenerated current by the absorption of the optical input power
Popt at frequency �, and q is the elementary charge (1:602 � 10�19 C). Ideally
�ext D 1, that is each photon generates one electron hole pair. However, it will be
shown below that in practice photodiodes usually exhibit �ext < 1 because of several
effects including finite absorber thickness, carrier recombination, optical reflections
and coupling losses. A common figure of merit is the responsivity Rpd, defined as
the ratio of photocurrent to optical input power. On the basis of (7.2) we write:

Rpd D Ipd

Popt
D �ext� Œµm�

1:24

A

W
: (7.3)

Using (7.3), �ext D 1 and a wavelength of � D 1:55 µm we find that the maximum
achievable responsivity is Rpd D Rideal D 1:25A=W. Whenever Rpd depends on
the state of polarization of the incoming light, the definition of the polarization-
dependent loss (PDL) is useful:

PDL D 10 log

�
Rmax

Rmin

�
ŒdB�: (7.4)

Here, Rmax and Rmin are the maximum and minimum responsivities for all states of
polarization.

In telecommunication systems photodiodes are required to detect optical sig-
nals modulated at high data rates. Thus, another important figure of merit is the
opto-electrical 3 dB bandwidth, which is defined as the frequency range from DC to
the cut-off frequency f3 dB. The latter is the frequency at which the electrical out-
put power has dropped by 3 dB below the power value at very low frequency. The
resistance-capacitance (RC) time constant and the carrier transit times are the two
crucial bandwidth limitations of a photodiode. Considering the RC-effect, Fig. 7.1
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Fig. 7.1 Equivalent circuit of a lumped-element photodetector

shows a simple equivalent circuit of a lumped-element photodetector for which the
device length is much shorter than the electrical signal wavelength.

The photodiode is described as an ideal current source I.f / in parallel with the
junction capacitance, Cpd, and resistance, Rp, and a series resistance, Rs. Rl is the
external load resistor and is usually 50
. In order to achieve a matched transition to
the load impedance,Rl, an optional termination resistor, R50 (D 50
), may be im-
plemented close to the photodiode. Thus, the effective load is reduced to 25
, but at
the expense of losing half the output current. In most cases the parallel leakage cur-
rent is small compared to the photocurrent and thereforeRp becomes very high and
can be omitted. The inductance Lpd may originate from electrical interconnections
or air bridges. It is usually in the pH-range and can be neglected in photodetec-
tors with bandwidths up to 20 GHz. With these simplifications the RC-limited 3 dB
cut-off frequency is calculated from the equivalent circuit as

fRC D 1

2	ReffCpd
(7.5)

with Reff D Rs CRlR50=.Rl CR50/.
The second bandwidth constraint is the carrier transit time, which is the time

a photogenerated electron or hole takes to travel through the active region prior to
being collected by the contacts. Assuming uniform photogeneration in an absorber
with thickness dabs, the transit time-limited bandwidth can be well estimated us-
ing [2]:

ft � 3:5 Nv
2	dabs

; (7.6)

where Nv is the averaged carrier velocity. The resulting 3 dB bandwidth is given by
the expression:

f3 dB �
vuut 1

1

f 2
RC

C 1

f 2
t

: (7.7)

Taking the product of the bandwidth (7.7) and quantum efficiency (7.2) one can
define the bandwidth-efficiency product in units of GHz. As will be shown in the
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following paragraphs, the bandwidth-efficiency product of photodiodes is generally
limited.

In the absence of light the photodiode’s dark or leakage current dominates. Gen-
erally several effects contribute to the dark current with their actual magnitudes
depending on the bias voltage, material properties and detector design. The current
that is common to all junction diodes is the diffusion current. However, in most
photodiodes the diffusion current is considerably smaller than the generation cur-
rent [3, 4], which originates in the depleted absorption layer from impurities within
the bandgap and can be reduced by improving material quality. Additionally, tun-
neling and impact ionization currents can be observed once the electric field exceeds
100 kV=cm. While the tunneling current is generally undesirable, impact ionization
can be used to provide an internal gain mechanism to amplify the photocurrent.
Photodiodes that exploit impact ionization effects are referred to as avalanche pho-
todiodes (APD) and will be discussed in Sect. 7.2.3.

Photocurrent and dark current generate shot noise, which, together with thermal
noise, degrades the sensitivity of the photodiode. Shot noise accompanies any gen-
erated current within a photodetector and is related to the statistical nature of the
carrier transport and the photon detection process. The mean square noise current
of shot noise for a photodiode is given by

hi2shoti D 2q.Ipd C Id/�f: (7.8)

Ipd is the photocurrent, Id the dark current, and�f is the bandwidth.
The thermal noise or Johnson noise is due to the thermal motion of electrons in

conductors and is generated in all resistances of the photodiode. The mean square
thermal noise current of a resistor R for a given bandwidth �f is given by the
expression

hi2thi D 4kT�f

R
; (7.9)

where k is Boltzmann’s constant and T is the temperature. It is worth noting that
hi2thi does not depend on the photocurrent and dark current whereas hi2shoti does.
Since shot noise and thermal noise are uncorrelated, the total noise is found from
adding individual noise contributions as sums of squares. Once the total noise in
a photodiode is known, the signal-to-noise ratio, SNR, can be determined. The elec-
trical SNR is defined as the ratio of signal power to noise power and can be com-
puted for a given average photocurrent, Ipd, using the relation

SNR D I 2pd

hi2shoti C hi2thi
(7.10)

which assumes that the power varies as the square of the current.
An important measure in digital communication systems is the bit-error rate

(BER) given by the probability of false identification of a bit by the decision cir-
cuit in the receiver. The decision circuit compares the sampled signal to a reference
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value, the decision threshold. If the signal is greater than the decision threshold, it
indicates that a “1” was detected, otherwise a “0.” As in binary systems there are
only two possible signal levels, that for a “1,” I1, and that for a “0,” I0. Each of
these signal levels may have a different average noise associated with it. In order to
calculate the overall probability of a bit error, the SNRs of both signal levels have
to be taken into account which leads to the definition of theQ-factor:

Q D I1 � I0q
hi21 i C

q
hi20 i

: (7.11)

In this expression I1, I0, and hi21 i, hi20 i are the photocurrents and the Gaussian mean
square noise currents associated with the received bits “1” and “0,” respectively.
Assuming a constant but optimum threshold level in the decision circuit, the BER is
related to the Q-factor by the following equation:

BER D 1

2
erfc

�
Qp
2

�
� exp.�Q2=2/

Q
p
2	

; (7.12)

where erfc represents the complementary error function. The approximate form
of (7.12) is accurate for Q > 3. A bit-error rate of 10�12 or a Q-factor of 7 corre-
sponds to a probability of 1 W 1012 that a bit is identified incorrectly and is commonly
called “error-free” reception (see also Chap. 1, Sect. 1.2.6).

The receiver sensitivity is a common figure in optical communication systems.
It is the minimum received average optical power Prec that is necessary to achieve
error-free detection at a given bitrate. Considering on-off modulated signals with
optical power P1 and P0 in bits “1” and “0,” respectively, the average power is
0:5.P1 C P0/. Here we consider a more general case, that is P0 ¤ 0. The fact that
some optical power is received during “0” bits is common to most fiber links and is
quantified by the extinction ratio, re D P0=P1. Using (7.3) and (7.11), the receiver
sensitivity can be approximated as:

Prec D
�
1C re

1� re

�
Q

2R

�q
hi21 i C

q
hi20 i

	
�
�
1C re

1 � re

�
Q

R

q
hi2thi; (7.13)

where shot noise from Ipd and Id has been neglected.
It should be noted, that the sensitivity is usually used to characterize the entire

optical frontend including photodiode and electrical amplifiers. This requires modi-
fication of (7.13) in order to include noise contributions from the amplifier. Simi-
larly, if the receiver contains an optical pre-amplifier, the amplifier’s noise figure has
to be taken into account. In this case Prec is typically referred to the optical power
before amplification.

The ultimate detection limit of an ideal receiver (i.e., no thermal noise, no dark
current, 100 % quantum efficiency, and re D 0) is given by the quantum limit. As-
suming an ideal receiver, the sensitivity for a BER of 10�12 is given by [5]:

P �
min � 13:5 	 h� 	 B; (7.14)
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where h� is the photon energy, B is the bitrate, and 13.5 is the average number of
photons per bit. For example, at a bitrate of 40 Gbit=s and an optical signal wave-
length of 1.55 µm, the quantum limited sensitivity P �

min is �42 dBm.
Noise contributions from the receiver components and, ultimately, the quantum

noise limit the performance of an optical frontend at very low optical input powers.
Conversely, at very high optical input powers the detection capability is restricted
by saturation effects in the photodiode or the amplifier circuitry. It is worth noting
that operating photodiodes at high photocurrent levels offers distinct advantages.
High receiver sensitivity at 40 Gbit=s has been achieved by increasing the incident
optical power with Er-doped fiber amplifiers [6, 7] and semiconductor optical am-
plifiers (SOA) [8] to the extent that the voltage swing at the output of the photodiode
can directly drive digital decision circuits without any electrical post-amplification.
In analog applications high-output photocurrent levels help to minimize the noise
figure and hence increase the dynamic range [9, 10]. However, there are several
physical mechanisms that impact saturation in photodiodes, including space-charge
screening [11, 12], and thermal [11, 13] effects. The thermal limit is determined
by the heat dissipation characteristics of the constituent semiconductor layers, the
photodiode geometry, and by the heat sink design. Joule heating can result in tem-
peratures as high as 500 °C in the depletion region [14], which can cause device
thermal and/or electrical failure. The space charge effect has its origin in the spa-
tial distribution of the photogenerated carriers as they transit the depletion layer. At
high current densities, as electrons and holes travel in opposite directions, an internal
space-charge field is generated that opposes the bias electric field. For sufficiently
high optical input power levels, the space-charge-induced electric field can be strong
enough to make the bias electric field collapse, which will result in reduced carrier
drift velocities, longer transit times, and hence radio frequency (RF) photocurrent
compression [15]. When large output photocurrent is delivered to the load, the volt-
age drop across the load and the device series resistance can effectively remove the
available voltage bias from the depletion region and thus negatively impact the pho-
todiode saturation. A measure of the photodiode saturation is the saturation current
which is defined as the average photocurrent at which the electrical output power at
the cut-off frequency deviates by �1 dB from an ideal current-power relation at the
load resistor.

7.1.2 Material Systems

The appropriate material system for photodiodes is determined, to a great extent, by
the application and depends on system parameters including the signal wavelength,
the signal bandwidth, and noise requirements. In high-speed long-haul fiber-optic
links the required material system for photodetectors is determined by the char-
acteristics of today’s optical silica fibers with the spectral windows at 1.3 µm and
1.55 µm wavelength. This constraint narrows the selection to InGaAs, Ge, or other
absorber materials with similar bandgaps. The III–V group direct-bandgap semicon-
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ductor InP with its lattice-matched compound semiconductors (InGaAs, InGaAsP,
InGaAlAs) is currently thought to be the most appropriate material system for the
fabrication of high-performance optoelectronic devices. Varying compositions of
the alloys allow the bandgap to be varied between 0.75 eV (1.65 µm) and 1.35 eV
(0.92 µm). The relevant lattice-matched ternary composite is In0:53Ga0:47As, which
exhibits an absorption coefficient of 7000 cm�1 at 1.55 µm wavelength [16]. Thus,
the material system allows a composition of highly absorbing and transparent layers
at telecommunication wavelengths. An important property that significantly impacts
the speed of the photodiode is the saturation drift velocity of electrons and holes. For
InGaAs values of 6:5�106 cm=s and 4:8�106 cm=s for electrons and holes, respec-
tively, have been reported [17]. Much higher electron drift velocities can be achieved
in both InGaAs and InP when velocity overshoot effects are exploited at lower elec-
tric fields [18–20]. Another advantage of the InP material system arises from the
potential for monolithic integration. To date monolithic integration of all active and
passive optical functions and electronic devices has been demonstrated. Hence, InP
is the leading platform for photonic integrated circuits (PICs) and optoelectronic
integrated circuits (OEICs) which have the potential to enhance performance, re-
duce footprint, and decrease packaging costs of complex photonic devices [21–24].
Because of the steady progress in the field of components and manufacturing, even
large-scale PICs have reached sufficient reliability for deployment in optical net-
works [25, 26].

It should be noted, however, that Ge and Si-Ge-based photodetectors have re-
cently drawn attention as they have become promising alternatives to InGaAs-based
high-speed detectors for 1.55 µm detection. Since Ge can be grown on silicon sub-
strate, this approach promises large-scale monolithic integration of photodiodes
with Si receiver electronic circuits using mature CMOS technology [27–29]. Al-
though Ge has an indirect bandgap, responsivities as high as 1 A=W have been
demonstrated on 40 GHz devices with selectively re-grown Ge [30]. In system ap-
plications that are not limited by fiber dispersion and attenuation (e.g., short reach
and free-space links) the signal wavelengths can be shorter (e.g., 850 nm) and thus
other materials such as GaAs or Si may be successfully deployed.

7.2 Photodiode Types

7.2.1 p-i-n Photodiode

In order to achieve a high optoelectronic conversion efficiency and high bandwidth
the p-i-n photodiode is widely used. The p-i-n PD consists of an intrinsic absorber,
sandwiched between highly doped nC- and pC-layers which give rise to a space
charge region. Compared to a simple p-n-junction, this design allows for a lower
junction capacitance and provides an additional degree of freedom in designing the
thickness of the depleted high-field region. In contrast to a homojunction PD where
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Fig. 7.2 Top (a) and back (b) illuminated p-i-n photodiode

the p-, i- and n-layers have the same bandgap, a heterostructure p-i-n PD potentially
provides higher speed as slow diffusion photocurrents arising from carriers gener-
ated in undepleted material are suppressed. In this design the contact layers exhibit
bandgap energies higher than the photon energy and are consequently transparent
at the operation wavelength. In order to avoid slow carrier trapping effects at the
heterojunction interfaces, grading of the bandgap can be employed to smooth the
discontinuities in the band structure [31].

A schematic of a top-illuminated p-i-n photodiode is shown in Fig. 7.2a; this
simple structure has become a standard commercial product.

For high-speed operation the device is reverse biased by an externally applied
voltage to completely deplete the absorber and create an electric field to facilitate
carrier transport. Once an electron–hole pair is created, the carriers drift at their
saturation velocities in opposite directions toward the electrodes and contribute to
the photocurrent. The device responsivity can be written as

Rpd D Rideal .1 �R0/ .1 � e�˛dabs/; (7.15)

where ˛ is the absorption coefficient, dabs is the absorber thickness, and R0 is the
reflectance at the air–semiconductor interface. Assuming negligible carrier trapping
at energy band discontinuities the bandwidth is well approximated by (7.7).

It is well known that for this device structure there is a performance trade-off
between quantum efficiency and bandwidth associated with the thickness of the ab-
sorber region. A thicker absorption layer provides higher quantum efficiency and
this also results in longer carrier transit time which reduces the bandwidth. A sec-
ond bandwidth constraint is due to the photodiode RC time constant. Since the re-
sistance is usually governed by the fixed load resistor (50
), reducing the RC time
constant is achieved by decreasing the device capacitance. In a p-i-n photodiode this
can be achieved by minimizing the active junction area (Cpd � A) and maximiz-
ing the depleted absorber thickness (Cpd � d�1), which, in turn, results in longer
transit times. As a result of these considerations, the bandwidth-efficiency-product
of normal-incidence p-i-n photodiodes is limited to approximately 20 GHz [32],
which enables operation up to 40 Gbit=s. However, because of device miniaturiza-
tion, integration of matching circuits on chip and improvements in the vertical layer
structure, several very high-speed vertically illuminated p-i-n photodiodes with ac-
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ceptable quantum efficiencies have been demonstrated. Wey et al. achieved a 3 dB
bandwidth of 110 GHz with a back-illuminated p-i-n PD [31]. Even though a thin
absorber (200 nm) was employed, the external quantum efficiency was 30 % as an
enhanced efficiency was obtained by “double pass” of the light from the top elec-
trode (Fig. 7.2b). To increase the RC-bandwidth limitation a matched resistor (50
)
was integrated on chip. Hence, the effective load was reduced to 25
, however,
since the resistor forms a current divider with the load, half the output current was
lost which resulted in a 6 dB reduction in output power at low frequencies. If a re-
duced spectral width can be accepted, the resonant cavity enhanced (RCE) photode-
tector represents another solution. With the integration of mirrors at the top and
bottom of the structure multipass absorption can be achieved, leading to doubled
quantum efficiency as reported in [33].

7.2.2 Metal–semiconductor–metal Photodetector

A metal–semiconductor–metal (MSM) photodetector consists of an undoped semi-
conductor absorption layer on which two interdigitated metal electrodes have been
deposited. Hence, it can be basically described as two Schottky diodes connected
back-to-back. For operation a voltage has to be applied to the electrodes to com-
pletely deplete the absorber and generate an electric field within the absorber
(Fig. 7.3).

Since one of the diodes is in reverse bias while the other is forward biased, the
MSM detector exhibits symmetric current-voltage and capacitance-voltage charac-
teristics. Figure 7.4 shows the simplified band structure of an MSM detector under
bias condition.

Because of the Schottky barriers,˚n and˚p, formed at the metal–semiconductor
interfaces, carriers are prevented from entering the semiconductor from the metal
contacts which lowers the dark current. This is in contrast to photoconductors which
consist of Ohmic metal–semiconductor contacts. Under illumination photogener-
ated carriers drift to the electrodes and contribute to the photocurrent. Compared
to p-i-n PDs this type of planar photodetector generally exhibits lower capacitance,
a simple fabrication process, and is well suited for monolithic integration with metal
semiconductor field effect transistors (MESFET). However, the responsivity of top-
illuminated MSM photodetectors is significantly lower compared to p-i-n PDs due
to shadowing of the electrode fingers. This issue has been addressed by using either
semitransparent electrodes made, for example, from cadmium tin oxide [34] or thin
metal [35], or by back-illumination [36, 37]. Using back-illumination through the
substrate, the responsivity can be at least doubled [37]. Similar to p-i-n photodiodes
the bandwidth of an MSM photodetector is generally governed by RC- and carrier
transit time effects. Since the MSM PD has lower capacitance per unit area com-
pared to PDs based on p-n junctions, its bandwidth is usually determined by carrier
transit times. Although the optical radiation propagates perpendicular to the direc-
tion of the charge carrier transport (Fig. 7.3), the MSM PD suffers from a trade-off



290 A. Beling and J.C. Campbell

Fig. 7.3 MSM photodetector

Fig. 7.4 Schematic band
diagram of MSM PD

between quantum efficiency and bandwidth: In order to increase the quantum ef-
ficiency of a front-illuminated MSM detector the absorber has to be made thicker
and the electrode finger spacing needs to be enlarged, which, in turn, leads to an in-
crease in carrier transit times and hence lower bandwidth. Back-illuminated MSM
photodetectors are even more adversely affected by longer transit times since the
carriers are predominantly generated further away from the high electric field re-
gions near the top electrodes. Compared to their front-illuminated counterparts they
achieve lower bandwidths. In some cases the bandwidth reduction is as great as
50 % [37].

In the last two decades, high-performance GaAs-based MSM photodetectors op-
erating in the 0.85 µm wavelength window have been extensively studied. Owing to
their large Schottky barrier of 0.7 eV, these MSM photodetectors have achieved low
dark currents and high speed [38]. Monolithically integrated optical receivers con-
sisting of MSM photodetectors and GaAs MESFET or AlGaAs/GaAs HEMT ampli-
fiers suitable for the detection of data rates up to 20 Gbit=s have been reported [39].
For operation at the longer telecommunication wavelengths MSM photodetectors
with a narrow-bandgap InGaAs absorber are required. However, as the Schottky bar-
rier height of undoped InGaAs is only 0.2 eV, the direct deposition of the electrode
on the InGaAs results in unacceptably large leakage currents at low bias voltage. To
solve this problem a thin undoped barrier-enhancement layer (GaAs, InAlAs, or InP)
has been introduced between the electrode and the absorption layer [40]. Since the
resulting bandgap discontinuity may be responsible for some performance degrada-
tion due to charge pile-up at the interface, additional compositionally graded layers
or a graded superlattice region have been placed between the hetero-interfaces to
improve device performance [41].
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Because of the low capacitance of the MSM structure very large area detectors
with notable bandwidth have been reported. In [42] a 350� 350 µm2 MSM detector
with 0.4 A=W responsivity and 900 MHz bandwidth has been achieved. A 1�1mm2

area MSM photodetector with 1.02 A=W responsivity at 1.53 µm wavelength and
210 MHz bandwidth was reported in [43]. To reduce carrier transit times and thus
achieve higher speed the electrode finger widths and gaps were further downscaled
into the sub-micron range. By applying direct electron beam lithography, front-
illuminated InGaAs MSM photodetectors with 0.2 µm feature size finger electrodes
with 70 GHz bandwidth have been demonstrated [44].

Similar to the p-i-n photodiode the MSM photodetector suffers from the space
charge effect under high optical input power. However, because of the nonuniform
electrical field in the absorber, MSM photodetectors tend to saturate at an earlier
stage compared to p-i-n PDs [45].

7.2.3 Avalanche Photodiodes

Unlike the previously described photodiode structures, the avalanche photodiode
(APD) can achieve substantially better sensitivity due to an internal gain mecha-
nism. In an APD the photogenerated carriers are accelerated in a high-field drift
region to such an extent that they generate new electron–hole pairs by impact ion-
ization. Thus, a single photon is able to produce multiple electron–hole pairs. The
multiplication factor M quantifies the photocurrent enhancement and is typically
between 10 and 100 for fiber optic receivers. Although APDs require more com-
plex epitaxial wafer structures and bias circuits, they have been successfully de-
ployed in optical receivers that operate up to 10 Gbit/s. Because of their gain APDs
provide higher sensitivity in optical receivers (PD C amplifier) than p-i-n photo-
diodes [46–49]. This advantage, however, applies only to thermal-noise-limited re-
ceivers since the gain mechanism is accompanied by an excess noise, which depends
on the carrier multiplication statistics. The excess noise also affects the speed of an
APD through the avalanche build-up time, which gives rise to the gain-bandwidth
product of an APD.

The multiplication region of an APD plays a critical role in determining its per-
formance, specifically the gain, the multiplication noise, and the gain-bandwidth
product. According to McIntyre’s local-field avalanche theory [50–52], both the
noise and the gain-bandwidth product of APDs are determined by the electron, ˛,
and hole, ˇ, ionization coefficients of the semiconductor in the multiplication re-
gion, or more specifically, the ionization coefficient ratio, k D ˇ=˛ if ˇ < ˛ and
k D ˛=ˇ if ˇ > ˛. The shot noise current for mean gainM is given by

hi2shot;APDi D 2qM 2.Ipd C Id/F.M/�f; (7.16)

where F.M/ is the excess noise factor, which arises from the random nature of
impact ionization. Under the conditions of uniform electric fields and injection of
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the carrier with the highest ionization coefficient, the excess noise factor is:

F.M/ D kM C .1� k/

�
2 � 1

M

�
: (7.17)

Equation (7.17) has been derived under the condition that the ionization coefficients
are in local equilibrium with the electric field, hence, the designation “local field”
model. This model assumes that the ionization coefficients at a specific position are
determined solely by the electric field at that position. It is clear from (7.17) that
lower noise is achieved when k 
 1. The gain-bandwidth product results from
the time required for the avalanche process to build up or decay; the higher the
gain, the higher the associated time constant and, thus, the lower the bandwidth.
Emmons [53] has shown that the frequency-dependent gain can be approximated by
the expression

M.2	f / D M0p
1C .2	fM0k�/2

; (7.18)

where M0 is the DC gain and � is approximately (within a factor of � 2) the car-
rier transit time across the multiplication region. It follows from this expression
that for M0 > ˛=ˇ the frequency response is characterized by a constant gain
bandwidth-product that increases as k decreases. There are three documented meth-
ods to achieve low excess noise in an avalanche photodiode. The best-known ap-
proach is to select a material with low-noise characteristics such as Si [54–57] that
has k 
 1. Si APDs were widely used in first-generation optical fiber communica-
tion systems, which operated in the wavelength range 800 to 900 nm [58]. However,
at long wavelengths tunneling at the high electric fields required for impact ioniza-
tion in InGaAs homojunctions [59, 60] led to the development of separate absorption
and multiplication (SAM) APD structures [61]. In these APDs the p-n junction and
thus the high-field multiplication region is located in a wide bandgap semiconduc-
tor such as InP where tunneling is insignificant and absorption occurs in an adjacent
InGaAs layer. By properly controlling the charge density in the multiplication layer,
it is possible to maintain a high enough electric field to achieve good avalanche gain
while keeping the field low enough to minimize tunneling and impact ionization
in the InGaAs absorber. However, the frequency response of SAM APDs, as origi-
nally implemented, was very poor owing to accumulation of photogenerated holes at
the absorption/multiplication heterojunction interface [62]. To eliminate the slow re-
lease of trapped holes a transition region consisting of one or more latticed-matched,
intermediate-bandgap InGaAsP layers was introduced [63, 64]. A second modifica-
tion to the original SAM APD structure has been the inclusion of a high-low doping
profile in the multiplication region [65–67]. In this structure the wide-bandgap mul-
tiplication region consists of a lightly doped layer where the field is high and an
adjacent, doped charge layer or field control region. This type of APD, which is
frequently referred to as the SACM structure with the “C” representing the charge
layer, decouples the thickness of the multiplication region from the charge density
constraint in the SAM APD.
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Fig. 7.5 Schematic cross section of InP/InGaAsP/InGaAs SACM APD with double-diffused float-
ing guard ring configuration [68]

Most of the initial work on InP/InGaAsP/InGaAs SAM and SACM APDs uti-
lized mesa structures because of their fabrication simplicity and reproducibility.
However, the consensus that planar structures can effectively suppress edge break-
down spurred the development of this type of APD. Figure 7.5 shows a schematic
cross section of an InP/InGaAsP/InGaAs SACM APD with a double diffused float-
ing guard ring [68]. The adjacent graph shows the electric field profile normal to the
surface and illustrates how the charge layer is used to tailor the relative fields in the
multiplication and absorption layers.

Low excess noise and high gain-bandwidth product have also been achieved by
submicron scaling of the thickness of the multiplication region, wm. This is some-
what counterintuitive since it appears to contradict the local field model. As wm

is reduced, in order to maintain the same gain, the electric field intensity must in-
crease in order to reduce the distance between ionization events. However, for high
electric fields the electron and hole ionization coefficients tend to merge so that
k approaches unity. Consequently, based on the excess noise expression in (7.17),
higher excess noise would be expected for the same gain. However, in contrast to
the basic assumption of the local-field model, it is well known that impact ioniza-
tion is nonlocal in that carriers injected into the high field region are “cool” and
require a certain distance to attain sufficient energy to ionize [69]. This also applies
to carriers immediately after ionization because their final states are typically near
the band edge. The distance in which essentially no impact ionization occurs is fre-
quently referred to as the “dead space.” If the multiplication region is thick, the dead
space can be neglected and the local field model provides an accurate description of
APD characteristics. However, for thin multiplication layers the nonlocal nature of
impact ionization has a profound impact as the ionization process becomes more de-
terministic. Several models [70–76] have successfully been developed to accurately
include the effect of the dead space. Practical noise reduction in thin APDs has been
demonstrated for a wide range of materials [77–79]. Figure 7.6 shows the excess
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Fig. 7.6 Comparison of cal-
culated noise curves (solid
lines) with experimental data
for GaAs homojunction APD
of different thickness 0.1 µm
(�), 0.2 µm (�), 0.5 µm (N),
and 0.8 µm (H) [72]

noise figure versus gain for GaAs APDs with wm in the range 0.1 µm to 0.8 µm [72].
The dashed lines are plots of (7.17) for k D 0:2–0.5. These lines are not repre-
sentative of the actual k values; they are presented solely for reference because the
k value has become a widely used indirect figure of merit for excess noise. For
constant gain, it is clear that the excess noise falls significantly with decreasing wm.

While shrinking the multiplication region thickness is an effective approach to
noise reduction, it should be noted that this is relative to the characteristic noise of
the bulk (thick) material. Thus, it appears that lower noise can be achieved by begin-
ning with “low-noise” semiconductors. For this reason, InAlAs, which can be grown
lattice-matched on InP substrates, is an attractive candidate for telecommunications
APDs. Watanabe et al. [80] have measured the ionization coefficients for InAlAs
and found that k D ˇ=˛ � 0:3–0.4 for electric field in the range 400–650 kV=cm,
which compares favorably with k D ˛=ˇ � 0:4–0.5 for InP. Thin layers of InAlAs
have also been incorporated into the multiplication region of SACM APDs. Ning
Li et al. [81] reported that mesa-structure undepleted-absorber InAlAs APDs with
180 nm-thick multiplication regions exhibited excess noise equivalent to k D 0:15

and a gain-bandwidth product of 160 GHz. Several planar InAlAs/InGaAs SACM
APDs have also been developed. Recently an AlInAs/InGaAs planar SACM APD
without a guard ring has been reported [82, 83]. These APDs have achieved gain
> 40, high external quantum efficiency (88%), 10 GHz low-gain bandwidth, and
a gain-bandwidth product of 120 GHz. Recently, the SACM structure was success-
fully applied to a monolithically grown Ge/Si APD in which light absorption and
carrier multiplication occur inside Ge and Si, respectively. At 1.3 µm wavelength
a gain-bandwidth product of 340 GHz with k D 0:09 was demonstrated [84].

It has been shown that the noise of APDs with thin multiplication regions can
be reduced even further by incorporating new materials and impact ionization en-
gineering (I2E) with appropriately designed heterostructures [85–92]. Structurally,
I2E is similar to a truncated multiple quantum well, however, operationally there
is a fundamental difference in that these APDs do not invoke heterojunction band
discontinuities. Their function relies instead on the differences in threshold ener-
gies for impact ionization between adjacent wide-bandgap and narrower-bandgap
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Fig. 7.7 Layer structure of
SACM InAlAs/InGaAlAs
APD with I2E multiplication
region [92]

materials. The structures that have achieved the lowest excess noise, to date, uti-
lize multiplication regions in which electrons are injected from a wide bandgap
semiconductor into adjacent low bandgap material. Recently, InGaAlAs/InP im-
plementations that operate at the telecommunications wavelengths have been re-
ported. Using both a single-well structure and a pseudo-graded bandgap based on In-
AlAs/InGaAlAs materials Wang et al. [91] demonstrated excess noise equivalent to
k� 0:12 and dark current comparable to that of homojunction InAlAs APDs. Duan
et al. have incorporated a similar I2E multiplication region into an MBE-grown
InAlAs/InGaAlAs I2E SACM APD [92]. A cross section of the layer structure is
shown in Fig. 7.7.

The compound I2E multiplication region consisted of an unintentionally doped
layer of In0:52Al0:48As with a thickness of 80 nm, an unintentionally doped
In0:53Ga0:17Al0:3As layer with a thickness of 80 nm, a p-type (Be, 2:2�1017 cm�3)
120 nm-thick In0:53Ga0:17Al0:3As and an 80 nm-thick In0:52Al0:48As layer with the
same p-type doping level. The latter two layers also served as the field control or
“charge” region. A 420 nm-thick unintentionally doped In0:53Ga0:47As layer was
grown as the absorbing layer. Undoped InGaAlAs grading layers (50 nm) were in-
serted to reduce the barrier between In0:52Al0:48As and In0:53Ga0:47As. The ab-
sorber was slightly p-doped in order to suppress impact ionization in the absorption
region. Ideally, the doping in the absorber would be graded to provide a slightly
higher field in the direction of the multiplication region. This was approximated
by step doping the absorber in two regions, one at 1 � 1016 cm�3 and the other at
4 � 1016 cm�3. On the basis of Monte Carlo simulations of similar GaAs/AlGaAs
I2E APDs [88], it can be inferred that there are relatively few ionization events in
the In0:52Al0:48As layer, owing to the combined effects of “dead space” and the
higher threshold energy in In0:52Al0:48As. Figure 7.8 shows the excess noise factor,
F.M/, versus gain.

The dotted lines in Fig. 7.8 are plots of F.M/ for k D 0 to 5. For M � 4, it
appears that k < 0, which is unphysical and simply reflects the inapplicability of the
local field model for this type of multiplication region. At higher gain, the excess
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Fig. 7.8 Excess noise factor vs. gain for an SACM APD with I2E InGaAlAs/InAlAs multiplication
region [92]

noise is equivalent to a k value of � 0:12. For reference, the excess noise factor for
InP/In0:53Ga0:47As SACM APDs is shown as the shaded region in Fig. 7.8.

7.3 High-speed Photodetectors

7.3.1 Advanced Photodiode Structures

The evolution of optical communication and microwave photonic applications to
higher and higher speed has driven the demand for new photodiode structures
that can achieve the requisite bandwidths without sacrificing responsivity or out-
put power signal levels. To this end several photodiode structures have been devel-
oped including the dual-depletion region (DDR) photodiode [93], the uni-traveling
carrier (UTC) photodiode [94, 95], and the partially depleted absorber (PDA) pho-
todiode [96].

The DDR PD is characterized by a transparent drift layer between the intrinsic
absorber and the n-type contact layer (Fig. 7.9a).

Compared to a p-i-n PD with the same depleted absorber thickness the DDR PD
allows for a reduced junction capacitance for the same hole transit time. In the struc-
ture the photogenerated holes transit only the InGaAs absorbing layer whereas the
electrons travel across both the absorbing layer and the InP drift layer. Since elec-
trons are faster than holes, the overall bandwidth in otherwise RC-limited devices
can be reasonably increased when the layer thicknesses are designed properly. To
date, DDR PDs with bandwidths up to 50 GHz and 0.7 A=W responsivity have been
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Fig. 7.9 Schematic band diagrams of (a) DDR PD, (b) UTC PD, (c) PDA PD and (d) MUTC PD
with InGaAs absorbing layers and InP contact layers on semi-insulating (SI) InP substrate. The
transit paths of photogenerated electrons (e) and holes (h) are indicated

published [97]. Using a graded-index (GRIN) lens for uniform illumination, which
mitigates the space-charge effect [98], saturation photocurrents of 45 mA at 10 GHz
were achieved [99].

In 1996, Davis et al. [94] proposed a photodetector with an undepleted absorber
and a transparent depletion region to improve the photodiode saturation behavior.
This device has subsequently been given the appellation uni-traveling photodiode
(UTC PD). The band diagram of the UTC PD is schematically shown in Fig. 7.9b.
The active part of the UTC PD consists of a p-type narrow-bandgap light absorp-
tion layer and an undoped, wide-bandgap (transparent) depleted carrier-collection
layer. The photogenerated minority electrons in the neutral absorption layer are
transported by diffusion and/or drift into the depleted collection layer. In order to
accelerate the electron diffusion process, a built-in electric field can be generated in
the p-doped absorber by well-controlled bandgap- or doping-grading. Once the elec-
trons reach the high-field collection layer, they drift toward the n-contact at a high
saturation velocity. Conversely, since the absorption layer is quasi-neutral, photo-
generated majority holes respond very fast within the dielectric relaxation time by
their collective motion. This is an essential difference from the conventional p-i-n
PD, in which both electrons and holes contribute to the response current and the
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low-velocity hole-transport dominates the speed performance and exacerbates the
space-charge effect [100]. Since electrons maintain their high velocity at relatively
low electric fields, the UTC PD can achieve high speed and high saturation output
photocurrent even at low bias voltage [101].

The original UTC PD reported by Davis et al. [94] had a diameter of 500 µm
with a 3 µm-thick p-type InGaAs absorber and a 5 µm depleted InP drift layer. It
achieved a dc photocurrent as high as 150 mA, however, the bandwidth was only
295 MHz. Through layer design optimization and device miniaturization Ishibashi
et al. demonstrated that this type of photodiode could achieve high saturation current
and high-speed operation [95]. In 1998, they reported a 20 µm2 back-illuminated
UTC PD with a 3 dB bandwidth of 152 GHz, an output peak voltage of 0.7 V, and
13 % external quantum efficiency [102]. A UTC PD with bandwidth of 220 GHz at
25
 effective load and 0.13 A=W was presented in [103]. In addition, the carrier
transit time in UTC photodiodes can be further reduced by exploiting the velocity
overshoot of electrons in the depletion layer [104]. By introducing an additional p-
type charge layer between collector and n-contact layer, the electric field inside the
structure can be adjusted to benefit from the electron velocity overshoot [105]. Using
this structure Wu et al. have reported a 64 µm2 device having a 3 dB bandwidth of
120 GHz at 25
 effective load. The back-illuminated PD with an integrated micro-
lens on the substrate showed a responsivity of 0.15 A=W [105]. Recently, a similar
device flip-chip bonded on an AlN substrate for improved heat sinking achieved
a saturation photocurrent of 37 mA [106].

In [107] Li et al. proposed a structure where a thin InGaAs depletion layer was
combined with undepleted InGaAs absorbers to increase responsivity (Fig. 7.9c).
This structure is called a partially depleted absorber (PDA) photodiode and provides
higher responsivity than a UTC PD with the same undepleted absorber thickness.
Balancing the hole and electron densities within the depletion region was previously
suggested as a technique for minimizing the space charge effect and for increasing
photocurrents [15]. In the PDA, photodiode charge balance is accomplished by the
p-doped absorber and an n-doped absorber on each side of the i-region. The p-doped
absorber injects electrons into the i-region while the n-doped absorber injects holes.
In the implementation, electron injection is stronger than that of holes due to the dif-
ferent thicknesses of the absorbers on each side of the i-layer. Since thin depletion
layers are essential to obtain high currents, the PDA PD was designed with a thinned
i-layer (250 nm), which reduces space-charge screening and minimizes thermal ef-
fects across the depletion layer [100]. Because of the poor thermal conductivity of
InGaAs high-power InP/InGaAs PDs need to avoid thick InGaAs depletion layers
to prevent thermally induced degradation and potential device failure at high optical
photocurrents [15]. The measured compression photocurrent of a back-illuminated
8 µm-diameter PDA PD was 24 mA at 48 GHz with responsivity of 0.6 A=W [107].

Recently, a hybrid structure of UTC and PDA has been proposed by Jun et
al. [108]. This structure, called a modified UTC (MUTC), is formed by inserting an
undoped i-InGaAs layer between the p-type InGaAs absorber and the InP drift layer
(Fig. 7.9d). Thus, the MUTC PD provides an additional design parameter which al-
lows higher responsivity and higher bandwidth when the layer design is optimized.
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Fig. 7.10 Epitaxial layer
structure of MUTC PD [109].
The doping concentrations are
given in cm�3

Wang et al. [109] have shown that this type of PD can also achieve high satura-
tion characteristics. The epitaxial layer structure of the reported device is shown in
Fig. 7.10.

The InGaAs absorber region with a thickness of 850 nm is comprised of a 200 nm
depleted n layer and four step-graded p-doped layers. The latter create a quasielec-
tric field that enhances the electron diffusion toward the drift region. The 605 nm
InP electron drift layer is slightly n-type doped for space charge compensation. By
doping the depletion region, the electric field can be pre-conditioned to be higher
at the location where ultimately it will tend toward zero in the presence of high
space charge [15]. The responsivity of the reported back-illuminated MUTC PD
was 0.75 A=W. The measured results are summarized in Table 7.1. At a bias of
6 V the 20 µm-diameter MUTC PD exhibited 30 GHz bandwidth, 60 mA saturation
current, and C15:5 dBm RF output power.

Table 7.1 Measured bandwidth, saturation photocurrent, and RF output power of 40 µm, 34 µm,
28 µm, and 20 µm diameter MUTC PD devices under 5 V, 6 V, and 7 V reverse bias. Is andPout are
the saturation current and RF output power, respectively [109]

Diameter Bandwidth Is (mA) and Is (mA) and Is (mA) and
(µm) (GHz) [Pout (dBm)] at 5 V [Pout (dBm)] at 6 V [Pout (dBm)] at 7 V

40 14 120 [23.0] 130 [24.5] Failure @ 140 mA
[25.2 @ 130 mA]

34 17 100 [21.9] 110 [23.0] Failure @ 120 mA
28 23 80 [18.3] 90 [19.2] Failure @ 80 mA
20 30 52 [14.0] 60 [15.5]



300 A. Beling and J.C. Campbell

Driven by the requirements of coherent fiber optic links and high-speed analog
systems there has been increased interest in the linearity of high-power PDs [110–
112]. To date, both UTC and MUTC PDs have been demonstrated having excellent
linear transfer characteristics at high photocurrent levels and multi-GHz modulation
frequencies [113–115].

7.3.2 High-speed Side-illuminated Photodiodes

To overcome the bandwidth-efficiency trade-off side-illuminated waveguide-photo-
diodes (WGPD) have been developed for p-i-n [116, 117], MSM [44], UTC [118–
121], PDA [122], and APD photodiodes [123–126]. WGPD structures are illustrated
in Fig. 7.11.

The primary benefit of this type of photodetector is that high efficiency and short
carrier transit times can be achieved simultaneously [127]. Waveguide-photodiodes
utilize an input optical waveguide with embedded absorbing layer. The photogene-
rated carriers transit only the thin absorption/depletion region perpendicular to the
epitaxial layers, which enables high bandwidths. Since electrical and optical trans-
ports are not collinear, the carrier transit times are determined by the thickness of
the absorber while the length of the detector primarily controls the responsivity.
Assuming a single-mode WGPD the responsivity is given by [32]:

RWGPD D Rideal .1 �R0/ �cŒ1 � exp.��xy˛labs/�: (7.19)

Here, �c is the input coupling efficiency determined from the overlap integral be-
tween the optical fields of the input (fiber) and WGPD, �xy is the confinement
factor in the xy-plane (perpendicular to the propagation direction) which quantifies
the fraction of power confined within the absorbing layer, and labs is the PD length.
For high-speed WGPDs with thin absorbers (< 1 µm) either �c or �xy is< 1. This is
because the diameter of the fiber input light spot, even when focused by lenses, is no
less than 2 µm, while the optical field distribution well confined within the absorb-
ing layer is narrower than 1 µm. Conversely, having a wider optical field distribution
in the WG-PD improves �c, however, at the expense of a reduced �xy .

Using a double core, i.e., large multimode optical cavity, Kato et al. presented
a WGPD with a record bandwidth-efficiency product of 55 GHz in 1994 [128]. The
12 µm-long p-i-n WGPD achieved a quantum efficiency as high as 50%. The mush-
room mesa approach developed for this photodiode yielded low resistance (10
)
while minimizing the p-n junction area to realize very low capacitance (� 15 fF),
which enabled an RC-limited bandwidth of 110 GHz.

The disadvantages of WGPDs are the limited high-power capability due to
nonuniform carrier distribution along the optical path and the low tolerance to lateral
and vertical displacement of the input signal. The latter implies the use of additional
optics or a tapered fiber in order to efficiently illuminate the small active region.
Thus, in general, a low tolerance to lateral and vertical displacement of the input
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Fig. 7.11 Side-illuminated (a) and evanescently coupled (b) WGPD

signal is obtained which makes the fiber-chip coupling more crucial and complex.
To solve this problem, Fukano et al. proposed the edge-illuminated refracting facet
photodiode (RFPD) in which the incident light that is parallel to the top surface is
refracted at an angled facet and transits the absorption layer with a certain refracted
angle [129]. With this design, the fiber-chip �1 dB-misalignment tolerances in the
horizontal and vertical direction were as large as 13.4 µm and 3.3 µm, respectively.
Furthermore, since this design leads to an increased absorption length compared
to a vertically illuminated photodiode, a high responsivity of 1 A=W with < 0:3 dB
polarization-dependent loss (PDL) was measured for a p-i-n RFPD with a 1 µm thick
absorber [130]. Applying the UTC structure to the RFPD and further downscaling
of the active area has led to high-speed, high-power UTC PDs with 3 dB band-
widths up to 310 GHz (at 12.5
 effective load) [131]. In [132] a refracting-facet
UTC PD module with responsivity of 0.21 A=W and 0.5 dB PDL for the detection
of 100 and 160 Gbit=s return-to-zero (RZ) data rates was reported. Similar detector
modules have been further optimized for W-band (75–110 GHz) [133], F-band (90–
140 GHz) [134], and D-band (110–170 GHz) [135] operation; the latter exhibited
a maximum RF output power of 2 dBm at 150 GHz.

In contrast to these side-illuminated devices the evanescently coupled WGPD
consists of a photodiode located on top of a passive waveguide. In the structure
shown in Fig. 7.11b the light couples evanescently from a single mode input wave-
guide to the PD mesa which ensures a more uniform absorption along the device
length and leads to an improved high-power capability [138]. This WGPD is well
suited for monolithic integration with additional components such as planar light-
wave circuits resulting in advanced detector structures with increased functional-
ity [139, 140]. Furthermore, independent of the active device, a mode field trans-
former (taper) can be integrated in order to improve the fiber-chip coupling ef-
ficiency. This enables the use of a cleaved fiber instead of a tapered/lensed fiber
which simplifies the fiber-chip coupling process and also provides large alignment
tolerances of ˙2:5 µm and ˙3:5 µm in the vertical and horizontal directions, re-
spectively [116]. A highly efficient waveguide-integrated p-i-n photodetector was
reported in [136]. The photodetector chip comprised a p-i-n photodiode with an
active area of 5 � 20 µm2 and an InGaAsP/InGaAs heterostructure absorption layer
stack, a vertically tapered mode field transformer, a biasing network, and a 50
 load
resistor. An optimized impedance of the electrical output line of the detector led to
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Fig. 7.12 Evanescently coupled WGPD [136] (a), p-i-n mesa (b), and monolithically integrated
bias circuitry (c)

Fig. 7.13 Relative frequency
response of the PD module
(C2.3 dBm optical input
power), inset: photograph of
the PD module [137]

an increase of the cut-off frequency to >100 GHz. Figure 7.12a shows a schematic
of this photodiode structure, Fig. 7.12b shows the p-i-n layer stack, and Fig. 7.12c
shows the monolithically integrated bias circuitry.

The chip was assembled into a package equipped with a 1 mm coaxial output
connector and a fiber pigtail (Fig. 7.13, inset). A responsivity of 0.73 A=W with
a PDL of only 0.4 dB was obtained. Figure 7.13 shows the calibrated frequency re-
sponse of the photodetector module at �2V bias. A 3 dB bandwidth of 100 GHz
with a maximum RF output power of �7 dBm was measured with an optical hetero-
dyne setup [137].

Similar PD modules have been evaluated in several back-to-back transmission
experiments [141]. Figure 7.14 shows the received electrical 80 Gbit=s return-to-
zero (RZ) eye patterns at different optical input power levels using a 70 GHz sam-
pling oscilloscope. All measured eye patterns exhibit wide opening with a peak
voltage up to 0.6 V revealing only negligible saturation effects at C12 dBm.

Figure 7.15 shows the detected 160 Gbit=s RZ data stream at +12 dBm optical
input power. Because of the insufficient bandwidth of the sampling head and the PD
module an RZ-to-NRZ conversion can be observed. Nevertheless, the eye amplitude
is still notable and the inner eye opening reached 160 mV.
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Fig. 7.14 Electrical 80 Gbit=s return-to-zero (RZ) eye pattern at 3, 6, 9, and 12 dBm optical input
power detected by the PD module at �2.5 V bias (x: 5 ps=div) [141]

Fig. 7.15 Detected eye pat-
tern under 160 Gbit=s RZ
excitation [141]

To further enhance the bandwidth of this type of evanescently coupled WGPD
the p-n junction capacitance was reduced by downscaling the PD mesa to
5 � 7 µm2 [142]. To avoid a decrease in responsivity, which generally follows the
reduction in PD length, the n-contact layer was extended by a well-defined length L
toward the single-mode input waveguide (Fig. 7.16).

Since both, the PD mesa and the protruding section L form multimode wave-
guides, mode-beating effects can be exploited in order to facilitate an efficient cou-
pling from the single-mode waveguide into the absorber [143, 144], and thus in-
crease �xy . Since �xy is a function of z (in propagation direction) and L, the re-
sponsivity of the evanescently coupled WGPD can be estimated using the relation:

ReWGPD D Rideal .1 � R0/ �c

2
41 � exp

0
@�˛

labsZ
0

�xy.z; L/dz

1
A
3
5 ; (7.20)

where the input waveguides are assumed to be lossless.
Numerical simulations of the optimized structure showed that illumination, and

thus absorption, are strong in the first few microns of the absorber (Fig. 7.16, in-
sets) [145]. For maximum responsivity the protrusion length L can be estimated
from the beat length of the two most prominent modes in the multimode structure
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Fig. 7.16 Cross-sectional view of the PD with extended n-contact layer (matching layer). Numbers
given in parentheses are refractive indices at 1.55 µm wavelength. The light is injected from the
left into the mode field transformer (not shown) and couples evanescently from the semi-insulating
waveguide into the p-i-n mesa. The insets depict the optical 2D field intensity profiles calculated
in the single-mode waveguide (left), multimode matching layer (center), and multimode PD mesa
(right)

Fig. 7.17 Responsivity vs.
PD length. Each circle dis-
plays experimental data for
a different device from a pre-
viously fabricated wafer with
L D 2 µm. The star indicates
the optimized design with
L D 7 µm [145]

reduced by the PD length. ExperimentallyL D 7 µm was found for a 7 µm long PD
which is in good agreement with the calculation using a numerically determined beat
length of 13 µm. Compared to previous devices with L D 2 µm a twofold respon-
sivity increase to 0.51 A=W was reached with the optimized structure (Fig. 7.17).
The reduced capacitance of these small area photodiodes enabled transit-time lim-
ited bandwidths at 25
 effective load of 120 GHz and 145 GHz for p-i-n structures
with 350 nm and 200 nm thick absorbers, respectively [142, 146].
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Fig. 7.18 Schematic of pho-
todiode with planar multi-
mode input waveguide and
two optical matching lay-
ers. The lower image is the
simulated optical intensity
as light propagates through
the integrated waveguide/PD
structure [149]

In contrast to the vertically tapered mode field transformer shown in Fig. 7.12a,
Xia et al. [147] proposed the asymmetric twin-waveguide photodiode using a lateral
taper. In this device the incident light is collected by a diluted large-fiber guide fol-
lowed by transfer to a thin-coupling waveguide using a lateral-taper coupler. From
there the light couples evanescently into the absorption layer. Using a lensed fiber for
optical coupling a responsivity of 0.75 A=W, 0.4 dB polarization dependence, and
a �1 dB alignment tolerance of 1 µm were reported. The bandwidth was 42 GHz.

Recently, it has been shown that the mode field transformer can be omitted
when using a short multimode input waveguide [119, 148]. Figure 7.18 depicts
a schematic of an evanescently coupled photodiode that utilizes a planar diluted
waveguide and two optical matching layers.

The diluted waveguide is a stack of 10-periods of un-doped InP/InGaAsP (1.1 µm
bandgap) layers. The number of periods was optimized to achieve high coupling
efficiency with an input fiber and low TE/TM polarization dependence. The two op-
tical matching layers are n-doped InGaAsP with band gaps corresponding to 1.1 µm
and 1.4 µm for the first and second optical matching layers, respectively. This pro-
vides a gradual increase of the optical refractive index from the diluted waveguide
to the absorbing layer (as illustrated by the simulated optical intensity in the lower
part of Fig. 7.18), which results in a significant enhancement in the quantum effi-
ciency. For this approach, since the waveguide to photodiode coupling is based on
mode-beating effects, the coupling efficiency oscillates along the propagation direc-
tion. The solid line in Fig. 7.19 presents the responsivity simulation of 20 µm long
photodiodes versus the input waveguide length.

Oscillations related to inter-modal interferences are clearly visible in this fig-
ure. In agreement with the modeling, the optimal waveguide length was found to
be 20 µm. 1.07 A=W responsivity with PDL less than 0.5 dB were achieved with
a lensed fiber at 1.543 µm wavelength [149]. Since the crucial beat lengths of the
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Fig. 7.19 Responsivity of photodiode with planar multimode input waveguide vs. guide length for
a 20 µm-long active region: the solid line is the simulated responsivity and the filled circles are
measurements [149]

Fig. 7.20 Schematic cross section of evanescently coupled InAlAs/InGaAs waveguide APD [151]

relevant optical modes show only a weak dependence on the wavelength, it was
found that the efficiency changed < 0:2 dB from 1500 to 1600 nm. Both, hetero-
dyne measurements and electro-optic sampling verified a bandwidth of 65 GHz. As
shown in Fig. 7.19 the responsivity is a function of the length of the input multimode
waveguide which is determined by cleaving. It has been demonstrated that the use
of etched V-grooves can control the input waveguide length to ˙2 µm. However, by
using a dual-step coupling region, that separates the input waveguide region from
the coupling-waveguide region, the dependence of the responsivity on the length of
the input waveguide has been essentially eliminated [150]. Recently, Wu et al. [150]
demonstrated a dual-step evanescently coupled UTC-PD with bandwidth of 60 GHz
at 50
 load. Using a tapered fiber with 3 µm spot size, they achieved a high respon-
sivity (� 1:0A=W) with a large tolerance to variations in cleaving (� 50 µm).

The WGPD approach has also been applied to APDs. Demiguel et al. [151] have
reported an evanescently coupled In0:52Al0:48As/In0:53Ga0:47As SACM APD hav-
ing a planar short multimode input waveguide. A schematic cross section of this
APD is shown in Fig. 7.20.
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Fig. 7.21 Photocurrent, dark
current, and gain vs. reverse
bias of evanescently coupled
InAlAs/InGaAs waveguide
APD [151]

Fig. 7.22 Bandwidth vs.
gain of evanescently coupled
InAlAs/InGaAs waveguide
APD [151]

The input diluted waveguide is similar to that reported for p-i-n PDs in [149].
The photocurrent, dark current, and gain versus reverse bias are plotted in Fig. 7.21.

The breakdown occurred at � 18:5V and the dark current at 90 % of the break-
down was in the range 100 to 500 nA. The responsivity was 0.62 A=W with a PDL
< 0:5 dB. Figure 7.22 shows the bandwidth versus gain; at low gain the maximum
bandwidth was 35 GHz and the high-gain response exhibits a gain-bandwidth pro-
duct of 160 GHz.

Nakata et al. [124] have reported an edge-coupled InAlAs/InGaAs APD that
achieved 0.73 A=W responsivity, low-gain bandwidth of 35 GHz, and 140 GHz gain-
bandwidth product. A similar waveguide APD with a gain-bandwidth product of
170 GHz and a minimum received power of �19:6 dBm at 40 Gbit=s (for BER of
10�9) was recently reported in [152].

7.3.3 Traveling Wave Photodetectors

Resistance, capacitance, and inductance (RCL) of conventional, lumped-element
photodiodes determine their bandwidth in the absence of carrier transit-time limita-
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Fig. 7.23 Schematic of
TWPD with co-propagating
optical and electrical signals

tions. For these photodiodes it is imperative to reduce the device size to minimize
capacitance while simultaneously maintaining low series and contact resistances.
While this approach has yielded devices with bandwidths greater than 100 GHz, it
has also imposed narrow constraints on design parameters in order to also achieve
acceptable responsivity and practical input alignment tolerances. An alternative is
to adopt traveling wave structures [153, 154]. The traveling wave photodetector
(TWPD) is a distributed structure in that optical and photogenerated electrical sig-
nals co-propagate along the device (Fig. 7.23).

The electrical contacts are designed as a transmission line with characteristic
impedance matched to that of the external microwave circuit (50
). Hence, the
requirement to optimize the trade-off between the RCL bandwidth and the transit-
time bandwidth can effectively be eliminated [155–159].

TWPDs were first reported for GaAs-based p-i-n photodiodes that operated be-
tween 800 and 1060 nm wavelength [157–159]. In [158], a 7 µm long WGPD in-
tegrated with a microwave electrode designed to support traveling electrical waves
with characteristic impedance matched to that of the external circuit achieved an
FFT-deduced bandwidth of 172 GHz and a record bandwidth-efficiency product of
76 GHz.

For traveling wave photodiodes the bandwidth is determined by the carrier transit
times and the velocity mismatch. Velocity mismatch results from the difference be-
tween the group velocity of the optical wave in the device and the electrical signal in
the transmission line [154]. The fact that both, the characteristic impedance and the
electrical signal velocity depend on the capacitance of the photodiode, make a ve-
locity match difficult. Thus, it has been suggested that in practical devices a residual
velocity mismatch is inevitable which can lead to bandwidth degradations in long
devices [154, 157, 160].

A second type of TWPD, referred to as periodic TWPD, divides the absorption
length into several photodiodes (Fig. 7.24).

Fig. 7.24 Periodic TWPD
with serial optical feed
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In this design discrete photodiodes located on top of an optical waveguide are
combined to a traveling wave structure [160–162]. The variation of the spacing be-
tween the PDs provides an additional degree of freedom in the device design. Thus,
by optimizing the geometries of the photodiodes, their spacing, and the transmis-
sion line independently, the electrical velocity vel and characteristic impedance Z0
can be matched to the optical signal velocity vopt and external load Rl, respec-
tively [160, 161, 163]. With the PD junction capacitance Cpd and assuming that
the electrical signal wavelength is in the order of the device length, the periodic
TWPD can be described as a capacitively loaded transmission line with vel and Z0
given by:

vel D
vuut 1

L0
�
C 0 C Cpd

d

	 Š vopt (7.21)

Z0 D
s

L0

C 0 C Cpd

d

Š Rl: (7.22)

HereC 0 andL0 represent the capacitance and inductance per unit length of a lossless
transmission line, respectively, and d is the photodiode spacing.

Because of the periodic nature of the device this approach is valid for electrical
signal frequencies below the Bragg frequency, which is defined as [164]:

fBragg D 1

	
p
d 	 L0.d 	 C 0 C Cpd/

: (7.23)

Since reflections of the backward-propagating electrical signal wave at the input of
the transmission line lead to reduced bandwidth, periodic TWPDs necessitate a ter-
mination at the input end of the transmission line to minimize reflections. Only then
can the bandwidth of the discrete photodiodes be retained, to a large extent, within
the Bragg frequency. Using this approach and an integrated matching resistor for
termination, three 2 µm � 5 µm InAlGaAs/InGaAs UTC PDs, and an InAlGaAs
waveguide, Hirota et al. reported 115 GHz bandwidth with 0.15 A=W responsiv-
ity [163]. In [165], Murthy et al. reported a multisection coplanar strip transmission
line to avoid the internal resistor. In their device multisection coplanar strips with
step-reduced impedances connected three discrete photodiodes spaced by 300 µm.
The design of the transmission line discontinuities was optimized to cancel the
backward-propagating electrical waves. The measured bandwidth, linear DC pho-
tocurrent, and responsivity were 38 GHz, 12 mA, and 0.24 A=W, respectively. The
lengths of the photodiodes (8, 10, and 20 µm) were designed to achieve uniform
photocurrent distribution. This is desirable since the maximum saturation photocur-
rent in the periodic TWPD is often limited by the heat-induced failure of the first
PD which is exposed to the highest optical power [166].

An efficient way to achieve a uniform photocurrent distribution and thus high
saturation photocurrents is to symmetrically distribute the optical signal to several



310 A. Beling and J.C. Campbell

Fig. 7.25 Schematic view of the parallel-fed TWPD (a), and micrograph of the fabricated TWPD
chip with d D 90 µm (b). The input signal is fed from the left via the mode field converter and
rib waveguide (not shown) into the MMI splitter. The RF output pads are in ground-signal-ground
configuration [146]

photodiodes. In this configuration the optical signal is split by a power divider and
fed into several discrete photodiodes which are connected by an output transmis-
sion line [167]. Now, because of the uniform optical power distribution, the pho-
tocurrent flowing through each photodiode in the periodic TWPD scales inversely
with the number of PDs. Using this approach and a TWPD with 40 µm-diameter
back-illuminated MUTC photodiodes a saturation photocurrent as high as 114 mA at
�3:5V bias voltage was demonstrated in [168]. The responsivity and bandwidth of
the 2-element TWPD with integrated matching resistor were 0.55 A=W and 17 GHz,
respectively. In [169], the monolithic integration of a multimode interference (MMI)
power splitter and a TWPD with four 80 µm-long p-i-n PD was reported. A linear
DC photocurrent of 52 mA and an unsaturated RF power of 9 dBm at 10 GHz sig-
nal frequency were achieved. A similar approach was adopted in [146]. Here, the
traveling wave photodetector chip comprised a mode field converter and a 1 � 4

MMI power splitter of which output waveguides fed four high-speed evanescently
coupled p-i-n PDs, each with an active area of 4 � 7 µm2. Figure 7.25a, b show the
schematic chip layout and a micrograph of a fabricated TWPD, respectively.

The coplanar waveguide (CPW) transmission line, which connects the PDs
in parallel, was designed with an impedance of 85
 and a phase velocity of
126 µm=ps. As the integration of the discrete PDs within the CPW leads to an ad-
ditional capacitive loading of the transmission line due to the PD’s junction capac-
itance, the overall TWPD characteristic impedance and the electrical phase veloc-
ity were reduced to 49
 and 73 µm=ps, respectively. The latter agrees sufficiently
with the optical group velocity in the single-mode waveguide of 86 µm=ps, which
has been derived from measurements using a Fabry–Pérot resonance method. The
impedance match to 50
 was verified experimentally to be > 84% up to 50 GHz.
The electrical Bragg frequency was determined to be > 200GHz for this particular
design, which is high enough to provide a smooth frequency response to more than
100 GHz. In order to eliminate electrical reflections at the input of the transmission
line, which lead to a reduced bandwidth, a matching resistor R50 was integrated.
For convenient biasing and to avoid the short-circuit current at the matching resis-
tor a bias capacitor Cbias was implemented to decouple the bias voltage from RF
ground. Figure 7.26 compares the results of two TWPDs with identical design, but
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Fig. 7.26 Electrical out-
put power vs. frequency for
a TWPD with (closed circles)
and without (open circles) ter-
mination resistor measured at
an (average) DC photocurrent
of 2 mA [146]

one without termination resistor. In the latter case, a 3 dB bandwidth of 41 GHz
is obtained which is mainly limited due to the interaction of the forward and the
reflected traveling waves.

By implementing the matching resistor at the input of the CPW the backward
traveling wave is terminated and the bandwidth can be significantly enhanced up to
80 GHz [146]. However, this results in loss of half of the photocurrent, which results
in a reduction of 6 dB in output power at low frequencies. Figure 7.27 shows the
high-power characteristics of this TWPD measured at several fixed beat frequencies.

At 150 GHz signal frequency, a maximum electrical output power of �2:5 dBm
is measured. Compared to a single PD from the same wafer with an active area of
4 � 7 µm2 (open circles in Fig. 7.27), this is an improvement of 7 dB in available
power. An enhancement up to 12 dB (D four times the current) can be expected
if both devices have identical frequency responses. The 1 dB compression point
amounts to 6 mA and 22 mA for the single PD and the TWPD, respectively. At
200 GHz, the available power from the TWPD was as high as �9 dBm, and even at
400 GHz a power of �32 dBm was detected [170]. From these devices a fully pack-
aged TWPD module with 0.24 A=W and 0.2 dB PDL was fabricated and operated in
80 Gbit=s back-to-back experiments [171]. Although the chip’s 3 dB bandwidth was

Fig. 7.27 Electrical output
power vs. DC photocurrent
for a single PD at 150 GHz
and a TWPD at 150 GHz,
200 GHz, 300 GHz, and
400 GHz; both devices with
integrated termination resis-
tor [171]
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Fig. 7.28 Eye diagram at
80 Gbit=s RZ modulation
format detected by the TWPD
module [171]

notably reduced due to some additional losses in the packaging, a well-opened eye
diagram with a peak voltage > 0:5V was received at 80 Gbit=s RZ and an average
optical input power of C12 dBm (Fig. 7.28).

7.3.4 Photoreceivers

Most telecommunication applications require significant signal amplification on the
receiver side prior to demultiplexing and decision thresholding. An optical front-
end providing both, detection and amplification of the signal, will be referred to
in the following as a photoreceiver. To date, the combination of a photodetector
with a subsequent electrical amplifier is the preferred solution for 40 Gbit=s pho-
toreceivers. In its simplest form the photoreceiver consists of a high-speed p-i-n
photodiode co-packaged with a transimpedance amplifier (TIA) connected by bond
wires (p-i-n TIA photoreceiver). This hybrid approach offers the ability to choose
the PD and amplifier independent of their material system and thus allows for sepa-
rate optimization of the fabrication processes.

In order to reach the common goal of high receiver sensitivity, amplifiers in pho-
toreceivers are required to provide high gain of electrical amplification, broad band-
width, low group delay scatter, and low noise. Since the sensitivity of electrically
amplified photoreceivers is typically dominated by electronic circuit noise, it can
be approximated with (7.13) when replacing hi2thiwith the input equivalent noise
current of the amplifier.

Particularly for very high-speed applications the integrated photoreceiver, i.e.,
the monolithic or flip-chip integration of the photodetector and the electronic
amplifier on the same chip, is a promising approach. Compared to hybrid solu-
tions the integrated photoreceiver is more compact and provides potentially better
speed performance as parasitics arising from device-interconnects can be reduced.
Various integration schemes have been demonstrated including p-i-n and MSM
photodiodes with bipolar transistors (HBTs) or high electron mobility transistors
(HEMTs) [39, 173–175]. A very high-speed monolithic p-i-n-traveling wave ampli-
fier (p-i-n TWA) photoreceiver for 80 Gbit=s operation was demonstrated in [172].
The device comprised a wide-bandwidth evanescently coupled WGPD and a travel-
ing wave amplifier based on four HEMTs. The TWA is a distributed amplifier and
provides large bandwidth potential since the transistor input and output capacitances
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Fig. 7.29 Circuit diagram of the photoreceiver with negative bias and GND-isolated output port
(MSL: microstrip line) (a), partial view of photoreceiver chip [172] (b)

can be included into the distributed capacitances of the input and output transmis-
sion lines [176]. Figure 7.29a shows the circuit diagram of the photoreceiver with
a negative bias and ground (GND)-isolated output port which allows DC-coupling to
the following circuit. Figure 7.29b shows a micrograph of the fabricated chip. The
amplifier transimpedance, the overall conversion gain, and the bandwidth of the
fully packaged photoreceiver were 71
, 45.4 V=W (D 0:91A=W), and 70 GHz,
respectively.

Another concept to enhance the signal level is the previously mentioned opti-
cal pre-amplifier in conjunction with a high-power photodetector. Using this ap-
proach photoreceivers have been demonstrated to reach the highest sensitivities
due to the excellent gain and noise characteristics of erbium-doped fiber ampli-
fiers (EDFA) [6, 7]. However, the large size and large pump power of fiber-based
amplifiers make these photoreceivers less attractive for commercial application.
A more compact solution is the semiconductor optical amplifier (see e.g., [8] and
Chap. 12 of this book), which can also be monolithically integrated with photodi-
odes on InP [177]. SOAs require less power, however, they have typically lower gain
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and higher noise than EDFAs. A monolithically integrated SOA p-i-n photoreceiver
with 39 GHz bandwidth and a total conversion gain of 800 V=W (D 16A=W) was
demonstrated in [178].

The increasing interest in high-serial-bitrate systems has recently driven research
on photoreceivers operating at 100 Gbit=s and above [179–181]. In [182], a co-
packaged optical demultiplexing photoreceiver comprising a 100 GHz evanescently
coupled WGPD, a SiGe 85 Gbit=s 1 W 2 electrical demultiplexer, and a SiGe trav-
eling wave clock amplifier with a bandwidth of approximately 55 GHz was re-
ported. To minimize performance reduction at the chip interconnects all internal RF-
connections were realized with carefully designed microstrip and coplanar wave-
guide circuits. The optically pre-amplified photoreceiver was successfully operated
at 107 Gbit=s. The required optical signal-to-noise ratio for a BER of 10�3 (cor-
responding to the required threshold for enhanced forward error correction) was
24 dB.

7.4 Summary

Undiminished demand for higher and higher speed has pushed the development
of new photodiode structures and devices. As conventional normal-incidence p-i-n
photodiodes cannot achieve the requisite bandwidth-efficiency products and out-
put power levels, the move to side-illuminated PDs and novel device structures
has paved the way for very high bitrate, high-power photodetectors. To date, high-
efficiency side-illuminated UTC-PDs, evanescently coupled p-i-n WGPDs, and dis-
tributed periodic TWPDs have been successfully operated at bitrates as high as
160 Gbit=s.

At 1.55 µm wavelength APD-TIA photoreceivers have become a standard so-
lution for high-sensitivity 10 Gbit=s systems. Although WG-APDs with sufficient
bandwidth for 40 Gbit=s operation have been reported, their gain-bandwidth prod-
ucts do not permit operation at the gain values (M > 10) required to achieve suffi-
cient receiver sensitivities. As a result, pending a breakthrough that produces APDs
with gain-bandwidth products � 400GHz, 10 Gbit=s appears to be a transition point
where APDs still prove beneficial with a switch to high-speed p-i-n PDs at higher
bitrates.
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Chapter 8
Systems with Higher-order Modulation

Yaakov Achiam, Arkady M. Kaplan, and Matthias Seimetz

Abstract The chapter covers concepts, systems aspects, and key components for
higher-order modulation. The introductory section presents relevant variants of
higher-order modulation formats and includes coherent detection and coherent op-
tical orthogonal frequency-division multiplexing as well. The next section is de-
voted to system configurations with particular emphasis on transmitter structures
and receiver concepts, whereas the subsequent chapter focuses on key components.
Included are LiNbO3-based quadrature modulators, integrated coherent receivers,
in particular 90° hybrids, ranging from new concepts to proven implementations.
A treatment of integrated balanced four-branch receivers ranges from theoretical
analysis to the presentation of commercially available devices. The chapter con-
cludes with a discussion of system trends and expected future developments.

8.1 Introduction

The emerging demand for digital video over the Internet, as well as the need for
storage networking, carrier wholesaling, and science applications, is prompting an
exploding need for optical data transmission capacity and is transferring the Internet
granularity from 10 Gbit=s to 100 Gbit=s.
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With the objective of reducing cost per information bit in optical communica-
tion networks, per-fiber transmission capacities and optical transparent transmission
lengths have been stepped up by the introduction of new technology in recent years.
The innovation of the Erbium-doped fiber amplifier (EDFA) at the beginning of the
nineties facilitated long distances to be bridged without electro-optical conversion.
Furthermore, the wavelength division multiplex (WDM) technology, which allows
a lot of wavelength channels to be simultaneously transmitted over one fiber and
to be amplified by one EDFA with high bandwidth, cut the cost of the transport
network and offered wide bandwidth. Since there is no drive for high spectral ef-
ficiency at that moment, the modulation format is straightforward “on-off keying”
(OOK). The Internet traffic growth during the nineties required increasing transmis-
sion rates which were limited by the transmission properties of the optical fiber.
In that context, the application of differential binary phased shift keying (DBPSK)
became an issue, providing for a higher robustness against nonlinear effects [1].
Moreover, the transmission behavior of binary intensity modulation was optimized
by using alternative optical pulse shapes like return-to-zero (RZ) and by employ-
ing schemes with auxiliary phase coding, for instance, optical duobinary (see also
Chap. 6, Sect. 6.5.1) which exhibits a higher tolerance against chromatic dispersion.
The capacity-distance product was further enhanced by applying optical dispersion
compensation, Raman amplification and advanced optical fibers, as well as through
electronic means such as forward error correction (FEC) and the adaptive compen-
sation of chromatic dispersion (CD) and polarization mode dispersion (PMD). Us-
ing these technologies, the 10 Gbit=s line rate has become the standard of today’s
network, with the acknowledgment that pushing these technologies to the 40 Gbit=s
range is not economical. Some system vendors are trying to increase the capacity
by using ultra-dense WDM, e.g., 160 wavelengths at 25 GHz channel spacing in the
C-band. By using highly integrated components, this approach yields price compet-
itive systems. However, nonlinear effects limit the transmission range, and the need
to switch and route many carriers places the burden on the switching/routing ele-
ments. To further increase the fiber capacity, the spectral efficiency, which is defined
as the ratio of bit-rate per WDM channel to channel spacing, should be addressed
and increased.

Emerging technologies on the way to 100 Gbit=s line rates and to highest spectral
efficiency are higher-order optical modulation formats, which lead to a reduction of
symbol rate and spectral width of a WDM channel, as well as coherent detection
in combination with electrical equalization. The latter allows compensating for op-
tical transmission impairments in the electrical domain and permits one to operate
the next generation of optical transmission systems close to the ultimate limits of
spectral efficiency [2]. On the other hand, when employing these new technologies,
the complexity of the transmitters and receivers increases, so that the benefits aris-
ing from higher spectral efficiency have to be weighed up against higher hardware
costs.

The goal of advanced modulation formats is to set up a high bit-rate commu-
nication link that combines high spectral efficiency and long distance transmission
capability. The overall link economy is described by a figure of merit (FoM), which
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is equal to the spectral efficiency multiplied by the link distance (without amplifica-
tion):

FoM D Œkm� � Œbits�=.Œs� � ŒHz�/:

From the link economy perspective, low cost fibers and a minimum number of am-
plification stages are preferable. The type of fiber is not reflected in the FoM, as
well as the end-equipment, and should be considered separately. Therefore, each
advanced communication format has to be evaluated with respect to its link toler-
ance. Following the trend in RF communication, the on-off-keying (OOK) format
and its variants should be abandoned in favor of formats that utilize the phase of the
electric field, either solely or in combination with the amplitude.

8.1.1 Coherent Detection

A coherent receiver exploits information contained in the amplitude, frequency,
phase and polarization of the optical carrier during demodulation. Coherent detec-
tion is performed by mixing the modulated carrier signal with a local oscillator
(LO) and is widely used in RF wireline and wireless telecommunication systems.
The signal is amplified by the LO and subsequently down converted, including ap-
propriate filtering if needed. In conjunction with optical fiber communication, co-
herent systems were extensively studied in the late eighties and early nineties, for
instance, in [3–5]. However, with the emergence of the EDFA in the early nineties,
the former advantage of higher receiver sensitivity – compared to direct detection –
disappeared. For transmission rates up to 10 Gbit=s, comparable sensitivities could
also be achieved by direct detection receivers with optical preamplifiers [6] which
required relatively low-cost components. Thus, research in this area ceased until the
beginning of the 21st century.

With coherent detection, all the optical field parameters (amplitude, phase, fre-
quency and polarization) are available in the electrical domain. Therefore, the de-
modulation schemes are not limited to the detection of phase differences as for di-
rect detection, but arbitrary modulation formats and modulation constellations can
be received. Moreover, the preservation of the temporal phase enables more effec-
tive methods for the adaptive electronic compensation of transmission impairments
like chromatic dispersion [7, 8] and nonlinearities even at the electrical baseband.
When used in WDM systems, coherent receivers can offer tunability and enable
very small channel spacing since channel separation can be accomplished by highly
selective electrical filtering.

Nowadays, coherent optical systems are reappearing as an area of interest [9] and
are already deployed by carrier companies. Many limitations which existed in the
past for the deployment of the coherent detection disappeared: The carrier linewidth
requirements have relaxed with increasing channel data rates, and standard commer-
cial communication lasers can be used [10]. In addition, currently available high-
speed digital signal processing allows one to perform critical operations such as
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phase locking, frequency synchronization and polarization control in the electronic
domain through digital means, thus lifting the main barrier which has thus far pre-
vented one from benefiting from the advantages of coherent detection.

8.1.2 Higher-order Optical Modulation

Through the deployment of optical higher-order modulation formats, which encode
m D log2M data bits on M symbols, the symbol rate is reduced by m compared
to the data rate, and higher spectral efficiencies can be obtained due to spectral nar-
rowing. One of the M D 2m symbols is assigned to each symbol interval of length
TS D m 	 TB, where rB D 1=TB is the data rate. The assignment of appropriate
combinations of m bits to symbols with particular amplitude and phase states (bit
mapping) is defined in a so-called constellation diagram. For the best noise perfor-
mance, bit mapping should be arranged in such a way that only one bit per symbol
differs from a neighboring symbol (Gray coding). The symbols are transmitted on
the reduced symbol rate rS D 1=TS D rB=m. Figure 8.1 illustrates the constellation
diagrams of selected higher-order modulation formats which are possible candidates
for future applications in optical fiber networks.

A simple optical multilevel signaling scheme is M -ary amplitude shift keying
MASK. The constellation diagrams of binary ASK (2ASK) and quaternary ASK
(4ASK) are shown in the upper part of Fig. 8.1. Information is encoded here in sev-
eral intensity levels. The 2ASK, usually denoted as on-off keying, is the standard
modulation format in currently deployed optical transmission systems and defines
only two symbol points (just one bit is assigned to each symbol). M -ary ASK was
shown in [11] and [12] to require high optical signal to noise ratios (OSNR) for
direct detection, especially in optically amplified links, due to the intensity depen-
dence of the signal-spontaneous beat noise. For instance, a 2.5 times higher disper-
sion tolerance compared to OOK can be achieved by 4ASK, but only at the expense
of a 5 dB power penalty due to noise. Thus, the use of M -ary ASK formats should
mainly be considered for short reach applications and will not be considered further
in this chapter.

The constellation diagrams of different phase modulation formats are illustrated
in the second row of Fig. 8.1. In the case of phase modulation, all constellation
points lie on one circle and all symbols exhibit the same amplitude level, but dif-
ferent phase states. The first optical multilevel phase modulation format whose
transmission characteristics were intensively examined, for instance, in [13], is the
quadrature phase shift keying (QPSK). Since it features good transmission perfor-
mance and doubled spectral efficiency, the differential version of QPSK (differential
quadrature phase shift keying, DQPSK) is presently used for 40 Gbit=s networks.
DQPSK does not need a local oscillator at the receiver since each of its symbols uses
the previous one as a phase reference. However, the nonlinear recovery of the opti-
cal field for DQPSK detection forbids the efficient use of digital signal processing
(DSP) methods for optical impairment compensation. Furthermore, DQPSK can ei-
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ther be combined with polarization multiplexing or operated with a single polariza-
tion only. The latter option is particularly attractive because no polarization control
is needed, while the former option requires polarization control but provides twice
the spectral efficiency of the corresponding single polarization scheme. Nowadays,
the QPSK format, which is detected with coherent receivers, is currently starting
to be commercially applied, mostly in combination with polarization multiplexing
(dual-polarization QPSK, DP-QPSK).

Encouraged by the current trends and today’s progress in high-speed electron-
ics and digital signal processing technology, even higher-order modulation formats
are being investigated. With direct detection, 8-ary differential phase shift keying
(8DPSK) has been theoretically examined by Ohm [14] and Yoon et al. [15], and
experimentally demonstrated by Serbay et al. [16]. By using coherent detection,
8-ary PSK has been experimentally reported by Tsukamoto et al. [17], Seimetz et
al. [18], Freund et al. [19], Zhou et al. [20] and Yu et al. [21]. The 16PSK/16DPSK
formats which exhibit relatively poor OSNR performance have only been investi-
gated by computer simulations [22, 23].

By combining intensity and phase modulation, the number of phase states can
be reduced for the same number of symbols, leading to larger Euclidean distances
between the symbols. As shown in the lower part of Fig. 8.1, the symbols can be
arranged in different circles (Star quadrature amplitude modulation, ‘Star QAM’) or
can be positioned in a square (Square QAM). In Star QAM constellations, first sug-
gested by Cahn in 1960 [24], the same number of symbols is placed on different con-
centric circles. The phases can be arranged with equal spacing, as shown in Fig. 8.1
for Star 16QAM (which can also be denoted as 2ASK-8PSK/2ASK-8DPSK), so
the phase difference of any two symbols corresponds to a phase state defined in the
constellation diagram and phase information can be differentially encoded as for
DPSK formats. Thus, Star QAM signals with differentially encoded phases can be
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detected by receivers with differential detection. On the other hand, Star QAM con-
stellations are not optimal with respect to noise performance because symbols on the
inner ring are closer together than symbols on the outer ring. In order to improve
noise performance, Hancock and Lucky suggested placing more symbols on the
outer ring than on the inner ring [25], leading to constellations with more balanced
Euclidean distances. However, they came to the conclusion that such systems are
more complicated to implement. For optical transmission, Star QAM experiments
have been reported with four phase levels in [26] and [27, 28] for 2ASK-DQPSK
and 4ASK-DQPSK, respectively. The Star 16QAM format shown in Fig. 8.1 has
been investigated by computer simulations [22, 23] and experimentally as well [29].
Moreover, the 8QAM format with two rings – each of them containing four symbols
that are shifted by 45° against each other – has been experimentally demonstrated
in [30].

Formats widely used in electrical communication systems are the Square QAM
formats, where the symbols are arranged in a square, leading to larger Euclidean
distances between the symbols and thus to an improvement of noise performance.
Square QAM constellations, shown in Fig. 8.1 for Square 16QAM and Square
64QAM, were introduced for the first time in 1962 by Campopiano and Glazer [31].
Square QAM signals are conveniently detected by coherent synchronous receivers,
although they can also be detected by differential detection when phase preintegra-
tion is employed at the transmitter [32]. Thinking in terms of two quadrature carri-
ers, relatively simple modulation and demodulation schemes are possible due to the
regular structure of the constellation projected onto the in-phase axis and quadra-
ture axis. In contrast to electrical transmission systems, higher-order Square QAM
is still far from commercial implementation in optical systems. However, recently,
Square QAM has also been successfully demonstrated for optical fiber transmission:
Square 16QAM signals were transmitted over large distances of more than 1000 km
for single-channel transmission [33, 34], as well as with a high baud rate of 28
GBd and high spectral efficiency for WDM transmission [35]. Even very high-order
Square 256QAM transmission has already been performed at a lower baud rate of
4 GBd [36].

It is widely agreed by the communication society that capacity growth based on
the use of 100 Gbit=s line rates and the deployment of advanced modulation formats
will lead to very highly spectrally efficient networks which will be compatible with
existing systems [37].

8.1.3 Coherent Optical Orthogonal Frequency-division
Multiplexing

Within this chapter, optical “single-carrier systems” where optical carriers are
higher-order phase and quadrature amplitude modulated by a complex electrical
baseband signal are described, whereas “multicarrier systems” with several elec-
trical subcarriers like OFDM are not considered in detail although they are a very
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promising future technology providing for very high spectral efficiency as well. Co-
herent optical orthogonal frequency-division multiplexing (CO-OFDM) is a specific
technique where orthogonal subcarriers are combined in the electrical domain and
the resulting waveform is mixed (at the modulator) with an optical carrier [38]. At
the receiver side, CO-OFDM signals are detected by a digital coherent receiver.
The subcarriers may use QPSK or even higher-order QAM modulation, and differ-
ent architectures using single side-band modulation have been proposed [39, 40].
RF OFDM modulation is a mature technology widely used in wireless commu-
nications, and digital audio and video broadcasting due to its resilience to fad-
ing. Therefore, the required DSP algorithms exist and can be readily used in CO-
OFDM systems. CO-OFDM is on the one hand considered promising for long-haul
transmission as it enables very high total transmission rates and high spectral effi-
ciency [41, 42], but it is also considered a competitive solution for the access net-
work regime.

The main deployment barrier for CO-OFDM is the lack of suitable off-the-shelf
electronics, a Fast/Inverse-Fast Fourier Transformation chip in particular. Therefore,
most of the hero experiments are not real-time experiments, but rather demonstra-
tions that use off-line data processing. In the scope of very high spectral efficiency,
Liu et al. [43] demonstrated a transmission of a 448 Gbit=s CO-OFDM signal with
16QAM subcarrier modulation over a distance of 2000 km with spectral efficiency
of 7 bit=(s Hz).

CO-OFDM exhibits extreme robustness against chromatic dispersion and polar-
ization mode dispersion, two of the main detrimental effects in high-bit rate optical
communication links [36]. Furthermore, theoretical studies have shown that four
wave mixing, one of the main impairments of CO-OFDM, can be mitigated using
appropriate algorithms at the base-band [44, 45].

Simulations that compared 100 Gbit=s DP-QPSK and CO-OFDM systems found
that the transceiver electrical bandwidth required for CO-OFDM is narrower than
that for DP-QPSK and the resolution needed for the analogue-to-digital converters
tends to be slightly smaller for CO-OFDM compared to DP-QPSK (R. Noé, private
communication). The main disadvantage of CO-OFDM is its sensitivity to nonlinear
effects, however, advanced techniques can mitigate this weakness.

8.2 System Configurations

8.2.1 Transmitter Structures

Optical higher-order modulation signals can be generated by many different trans-
mitter types. Generally, the migration to higher-order formats brings about an in-
crease in transmitter complexity. The upgrade can be performed by adding optical
modulators and accordingly creating more elaborate optical modulator structures or
by providing more complex electrical level generators for the generation of mul-
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Fig. 8.2 Transmitter complexity: trade-off between the optical and electrical parts

tilevel electrical driving signals. As illustrated in Fig. 8.2, the overall complexity
of transmitters for higher-order modulation can be traded-off between the optical
and electrical parts. Optical complexity can be reduced through increased electrical
complexity and vice versa.

Theoretically, a single dual-drive Mach–Zehnder modulator (MZM) is sufficient
to generate arbitrary higher-order modulation signals [46]. However, multilevel
electrical driving signals are required in this case. Their generation raises the elec-
trical effort and is problematic since high-speed digital-to-analogue converters just
start appearing. An analogue creation of multilevel electrical driving signals with
sufficient high power for the modulator inputs is also quite challenging since over-
lapping different binary electrical signals to generate a multilevel signal leads to
increased eye spreading and thus to a degradation of system performance [46]. An-
other option suitable for generating arbitrary higher-order modulation signals is to
use a single optical IQ-modulator [47]. In this case, the necessary number of states
of electrical driving signals corresponds to the number of projections of the symbols
onto the in-phase- and the quadrature axis. The IQ-modulator is not the best choice
for the generation of higher-order PSK and Star QAM signals where the in-phase
and quadrature driving signals have a high number of signal states and the distances
between these signal states are small. On the other hand, due to the regular structure
of the Square QAM constellation projected onto the in-phase- and quadrature axis,
the optical IQ-modulator is a suitable device for generating Square QAM signals.
However, the generation of multilevel driving signals is required here (quaternary
driving signals must be generated for Square 16QAM, and 8-ary driving signals for
Square 64QAM).

Because multilevel electrical driving signals are hard to generate at high data
rates, transmitter configurations which require solely binary electrical driving sig-
nals are attractive. However, this increases the necessary number of optical modula-
tors and thus the complexity of the optical transmitter part. As will be shown in the
next subchapters, transmitter configurations with binary electrical driving signals
are possible for arbitrary PSK/DPSK, Star QAM and Square QAM formats.

8.2.1.1 Phase Modulation Transmitters

A simple way of generating optical PSK/DPSK signals with binary electrical driving
signals is to use several consecutive phase modulators (PM). After the first PM
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(phase shift 	), a signal with binary phase modulation is obtained, and after the
second PM (phase shift 	=2) a signal with quaternary phase modulation, and so on.
Figure 8.3 illustrates this kind of transmitter, including the electrical transmitter part
which is shown here with differential encoding.

In the electrical part of the transmitter, the data signal is first parallelized with
a demultiplexer. Then, the parallelized data bits are fed into a differential encoder,
whose complexity and configuration generally depend on the order of the DPSK
modulation [48]. The differential encoding allows for differential detection at the
receiver side or to resolve phase ambiguity within the carrier synchronization (op-
tical phase locked loop or digital phase estimation) when homodyne synchronous
detection is applied. Otherwise, the differential encoding can be omitted. In the op-
tical domain, an MZM can be additionally used for carving RZ pulses. The first PM
accomplishing the phase modulation by 	 can also be replaced by an MZM, as done
in the experiment reported in [20]. This leads to higher phase accuracy and to a bet-
ter transmission performance in the case of NRZ pulse shape [48]. The performance
of the PM is temperature dependent and since the phase changes linearly with the
applied voltage, the burden of maintaining the linearity is transferred to the elec-
tronic driving circuit. For example, to drive a 2PSK phase modulator, a two-level
signal is sufficient. However, this signal has to be shifted by the V� voltage with
high accuracy; any variation in the amplitude of the driving voltage will appear as
phase noise in the optical signal.

Another transmitter configuration suitable for generating arbitrary PSK/DPSK
signals, which has been employed in recent experiments with higher-order phase
modulation [18], also uses binary electrical driving signals and is composed of
a combination of an optical IQ-modulator and consecutive phase modulators, as
depicted in Fig. 8.4. The optical IQ-modulator, whose MZMs are driven at the min-
imum transmission point, accomplishes a quaternary phase modulation, and higher-
order phase modulation signals are generated by the consecutive PMs. The electri-
cal transmitter part (not shown in Fig. 8.4) is identical to the one for the transmitter
shown in Fig. 8.3, with the exception of the internal setup of the differential encoder.
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8.2.1.2 Star QAM Transmitters

For the generation of Star QAM signals using binary driving signals, almost the
same transmitter structures as described in the last section can be employed. The
PSK/DPSK transmitters described above only have to be extended by an additional
intensity modulator, usually an MZM. This modulator allows for placing symbols
on different intensity levels. For instance, a transmitter for Star 16QAM (2ASK-
8PSK) can be composed of an 8PSK transmitter extended by an additional MZM.
In the case of Star QAM constellations with only two intensity rings, the driving
signal of the MZM is binary. Otherwise, in the case of more than two rings, the
driving signal of the MZM is multilevel. To differentially encode the phases of Star
QAM signals, the same differential encoders can be used as for the respective DPSK
format with the same number of phase states. An important parameter, which can
optimize the OSNR performance for Star QAM formats with only two amplitude
states is the ring ratio RR D r2=r1, where r1 and r2 are the amplitudes of the inner
and outer circle, respectively. In practice, it can be adjusted by changing the driving
and bias voltages of the MZM.

8.2.1.3 Square QAM Transmitters

In the case of Square QAM, various options exist for signal generation. As men-
tioned above, the use of a single optical IQ-modulator is beneficial for Square
QAM due to the regular structure of the constellation projected onto the in-phase-
and quadrature axis. The whole transmitter configuration including the optical and
electrical parts and denoted here as conventional IQ-transmitter is illustrated in
Fig. 8.5.

Both coders – the differential DQPSK encoder and the Square QAM coder (cre-
ating a bit mapping symmetric in rotation) in the electrical transmitter part – become
necessary if a quadrant ambiguity must be resolved in the carrier synchronization
of the transmitter [48]. The electrical level generators are used for generation of
multilevel electrical driving signals for the MZMs and can be implemented by ana-
logue driving circuits or digitally using digital-to-analogue converters. The number
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Fig. 8.5 Generating optical Square QAM signals using an optical IQ-transmitter and multilevel
electrical driving signals
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Fig. 8.6 “Tandem-QPSK transmitter” for generating optical Square 16QAM constellations using
binary driving signals

of necessary signal levels corresponds to the number of projections of the symbols
onto the in-phase- and quadrature axis.

In contrast to Star QAM, the phases are arranged unequally spaced in Square
QAM constellations, so that it is not possible to adjust all the phase states of the
symbols by driving consecutive phase modulators with binary electrical signals.
However, transmitter configurations which are based on binary electrical driving
signals are also possible for Square QAM. Different configurations, denoted as en-
hanced IQ transmitter, Tandem-QPSK transmitter and multiparallel MZM transmit-
ter are described in detail in [48]. Exemplarily, Fig. 8.6 shows the Tandem-QPSK
transmitter for generation of Square 16QAM signals using binary driving signals.
A first IQ-modulator is employed to generate a constellation with four points in the
first quadrant. This is achieved by using the MZMs of the IQ-modulator as inten-
sity modulators. Using a consecutive QPSK modulator, which can be realized using
another IQ-modulator or by using two PMs as shown in Fig. 8.6, for instance, the
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four-point constellation in the first quadrant can be shifted into the other three quad-
rants, thereby generating a complete Square 16QAM constellation. It is a beneficial
side-effect of this transmitter type that – initiated through signal generation – the re-
sulting constellation is inherently symmetric in rotation, so that – in addition to the
differential encoder – no further coder is required to handle a quadrant ambiguity at
the receiver [48].

Choosing a particular transmitter structure is not only a matter of trading off
complexities and looking at the transmitter’s practical feasibilities. The respective
transmitters can also be rated by considering the influence of their individual signal
properties such as intensity shape, symbol transitions and chirp characteristics on the
overall system performance. Especially for NRZ pulse shape, different transmitter
configurations exhibit different system performance, whereas the differences are
only small for RZ. More details can be found in [48].

8.2.2 Receiver Concepts

An overview about receiver schemes applicable for the detection of optical higher-
order modulation signals is given in Fig. 8.7. They can be roughly divided into
two basic groups: direct detection and coherent detection. In the latter case, two
fundamental coherent detection principles can be distinguished: homodyne and het-
erodyne detection. In the case of homodyne detection, the carrier frequencies of the
signal laser and the LO laser aspire to be identical and the optical spectrum is di-
rectly converted to the electrical baseband. In the case of heterodyne detection, the
frequencies of the signal laser and the LO are chosen to be different, so that the
field information of the optical signal wave is transferred to an electrical carrier at
an intermediate frequency which corresponds to the frequency difference between
the signal laser and the LO. On the one hand, heterodyne detection permits sim-
ple demodulation schemes and enables carrier synchronization with an electrical
phase locked loop. On the other, the occupied electrical bandwidth for heterodyne
detection is more than twice as high as for homodyne detection, and image-rejection
techniques are required to allow for acceptable spectral efficiency for WDM. There-
fore, when considering spectral efficiency and the practical feasibility at high data
rates, homodyne receivers are superior to their heterodyne counterparts and seem
to be a better choice for future optical networks. For this reason, only homodyne
detection will be discussed in the following sections.

8.2.2.1 Direct Detection

Direct detection receivers are convincingly simple. No phase, frequency or polariza-
tion control is necessary. Although, only the intensity of the optical field can be de-
tected by a simple photodiode, the information encoded in the optical phase can also
be obtained when employing additional optics. By using an optical interferometer,
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Fig. 8.7 Detection schemes for higher-order modulation signals

the phase difference information of two consecutive symbols can be converted into
intensity information, which can then be detected by a photodiode. This allows for
the detection of arbitrary DPSK signals. With a separate intensity detection branch,
arbitrary Star QAM signals with differentially encoded phases can also be received
when appropriate data recovery methods are employed [48, 49]. Square QAM sig-
nals have recently been detected by differential detection using an additional phase
preintegration at the transmitter [32].

The usual way for constructing direct detection receivers is employing delay line
interferometers (DLIs) to convert differential phase modulation into intensity mod-
ulation before photodiode square-law detection. One receiver option – whose opti-
cal part is shown in Fig. 8.8 – is to use Nph=2 DLIs with appropriate phase shifts,
whereNph represents the number of phase states (Nph D M for anMDPSK signal).
For the detection of DPSK signals, only the branch with the DLIs (phase detection
branch) is needed. Another branch (intensity detection branch) must be provided for
a separate evaluation of the intensity when detecting Star QAM signals. Phase infor-
mation can be demodulated by performing binary decisions on the resulting Nph=2

electrical photocurrents.
The receiver concept with multiple DLIs was investigated for 8DPSK in [15].

Unfortunately, the optical effort becomes quite high for modulation formats with
a high number of phase states. Four DLIs are needed for 8DPSK, and as many as
eight DLIs for 16DPSK.

The complexity of the optical receiver part can be reduced by employing a re-
ceiver structure with only two DLIs, which is sufficient to obtain the phase dif-
ference information of arbitrary DPSK and Star QAM signals by detecting their
in-phase and quadrature components (IQ receiver). However, the data recovery be-
comes more complicated in that case. Decisions on multilevel electrical signals with
multiple thresholds become necessary for modulation formats with Nph > 4. More-
over, decision thresholds are no longer located at zero under these circumstances.
The setup of the optical receiver part of a Star QAM direct detection IQ receiver is
shown in Fig. 8.9.
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To enhance the sensitivity, an optical preamplifier, commonly followed by an op-
tical filter, is typically placed in front of the receiver (not shown in Fig. 8.9). For the
detection of DQPSK signals, for instance, the phase shifts of the upper and lower
DLI in the phase detection branch should be set to �45° and �135° so that infor-
mation retrieval can be accomplished based upon binary signals in the in-phase and
quadrature arms. More general, the in-phase and quadrature components of arbitrary
DPSK constellations can be obtained by choosing the phase shifts of the DLIs as 0°
and �90°. Electrical data recovery from the in-phase and quadrature photocurrents
for arbitrary DPSK and Star QAM formats is described in detail in [48].

Alternatively to the use of two DLIs, the direct detection IQ receiver can also be
composed of a 2 � 4 90° hybrid, combined with a delay of one symbol duration in
front of one of the hybrid inputs [48]. The choice of a specific configuration will
depend on practical implementation considerations.

Advantages of the direct detection scheme are its simplicity and the lower
linewidth requirements in comparison with coherent detection schemes. On the
other hand, attainable receiver sensitivities are not as high as for receivers with ho-
modyne synchronous detection. Moreover, since coherent detection enables an op-
tical signal’s phase and polarization to be measured and processed, the transmission
impairments that previously presented challenges to accurate data reception can, in
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principle, be mitigated electronically when an optical signal is converted into the
electronic domain. Tier-1 network providers have now realized the potential of op-
tical coherent systems by deploying QPSK systems with improved DSP receiving
circuits.

8.2.2.2 Homodyne Detection

In the case of homodyne detection, the optical information signal is interfered with
the light of an LO laser before photodetection, for instance, in a simple 3 dB cou-
pler or in a 90° hybrid for detection of the in-phase and quadrature components of an
optical signal. The optical spectrum is directly converted to the electrical baseband
(the carrier frequencies of the signal laser and the LO laser aspire to be identical).
All the information of the optical signal wave (amplitude, frequency, phase and po-
larization) is thereby transferred to the electrical domain. This has the advantage
that demodulation of higher-order modulation signals can be performed completely
electrically. Moreover, this enables enhanced possibilities for electronic compensa-
tion of transmission impairments. On the other hand, coherent detection schemes
do not only enable the availability of the desired field parameters in the electrical
domain, but also necessitate a controlled state of the remaining field parameters
in order to be able to evaluate the information in demand. In comparison with di-
rect detection, additional effort must be spent on tasks like phase synchronization,
frequency synchronization and polarization control. However, these tasks can all be
accomplished using signal processing. Since carrier linewidth requirements have re-
laxed with increasing channel data rates, and current high-speed digital signal pro-
cessing allows to accomplish critical operations such as phase locking, frequency
synchronization and polarization control in the electronic domain through digital
means, coherent receivers have reappeared as a topic of great interest in the last few
years.
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Fig. 8.10 Digital coherent receiver with homodyne synchronous detection employing timing re-
covery, adaptive equalization, polarization de-multiplexing and digital phase estimation

Receivers with Homodyne Synchronous Detection

Figure 8.10 shows the basic setup of a digital coherent receiver with homodyne syn-
chronous detection and polarization division de-multiplexing. The signal launched
into the receiver is split by a polarization beam splitter (PBS) first. Afterwards, both
polarization components are interfered with the LO light in two 2 � 4 90° hybrids.
The splitting of the LO light by another PBS in Fig. 8.10 has to be understood
schematically. In practice, both separated polarization components of the informa-
tion signal at the PBS outputs exhibit the same linear polarization state, and it is
sufficient if the LO light, whose polarization must then be aligned to the polariza-
tion of the signal at the two PBS outputs, is equally split with a 3 dB coupler. Since
carrier synchronization is performed by digital means in the electrical part of the
receiver, a free running LO which does not have to be phase locked by an optical
phase locked loop (OPLL) can be used in modern homodyne receivers based on
digital signal processing. The output signals of the two 2 � 4 90° hybrids are de-
tected by two pairs of balanced detectors which provide the in-phase and quadrature
photocurrents of both polarization components at the outputs of the optical receiver
front end.

In the electrical receiver part, the in-phase and quadrature signals are sampled
by A/D-converters and then further processed by elaborate digital signal process-
ing. Generally, the first functional block in the digital signal processing part is
a nonadaptive time or frequency domain equalizer (not shown in Fig. 8.10) which
compensates for the main part of chromatic dispersion having accumulated along
the fiber link [50, 51]. Afterwards, a timing recovery is accomplished in order to
synchronize the sample rate with the signal’s symbol rate. Algorithms widely used
here are the Gardner [52] and the square timing recovery [53]. Timing recovery is
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typically followed by an adaptive time domain equalizer, which compensates for
degradation effects and performs the polarization de-multiplexing. The equalizer is
usually implemented as an FIR (finite impulse response) butterfly equalizer [54]
whose coefficients are adapted using the constant modulus algorithm (CMA) or the
decision-directed least mean square (LMS) algorithm. In order to ensure a proper
operation of the equalizers, a sample rate of at least twice the symbol rate is mostly
chosen (fractionally spaced equalizer). For digital phase estimation – the functional
block behind the adaptive equalizer – just one sample per symbol is required which
must be properly selected for the case that more than one sample per symbol is
utilized for equalization. Phase estimation can be performed by treating both po-
larizations independently (selected algorithms are described in [48], for instance)
or by using a joint-polarization approach [55]. After carrier synchronization, the
constellation diagrams are appropriately aligned, and data can be recovered from
the received symbols by evaluating their amplitudes and absolute phase states (syn-
chronous detection) as described in detail for PSK, Star QAM and Square QAM
formats in [48]. In the case of single-polarization systems, the optical effort is ap-
proximately half (the PBS, one 2 � 4 90° hybrid and two balanced detectors can be
saved). Moreover, the digital signal processing becomes less complex.

The described receiver concept with homodyne synchronous detection offers sev-
eral advantages. Firstly, arbitrary modulation formats can be demodulated since de-
modulation is based upon absolute phases. For the detection of any modulation for-
mat, the same optical front end can be used. The digital algorithms, however, as
well as the data recovery, must be adapted in accordance with the particular format
received. Secondly, receiver sensitivity is increased in comparison with receivers
based on differential detection. Furthermore, the availability of the optical phase
information in the electrical domain enables an efficient digital equalization to com-
pensate for transmission impairments. On the other hand, homodyne receivers with
synchronous detection show the disadvantage of more stringent laser linewidth re-
quirements [48].

Receivers with Homodyne Differential Detection

If laser linewidth requirements cannot be fulfilled using a homodyne receiver with
synchronous detection but the advantage of an efficient equalization shall still be
exploited, receivers with homodyne differential detection are an interesting option.
Differential detection in the electrical part of the receiver can be accomplished by
analogue means (phase diversity receivers, see [48, 56, 57]) or by applying digital
signal processing, as shown for the single-polarization case in Fig. 8.11.

After sampling the in-phase and quadrature signals at the outputs of the opti-
cal front end by A/D-converters, an arg-operation is performed on the in-phase and
quadrature samples to calculate the instantaneous phase of the current symbol. By
subtracting the phase sample delayed by one symbol time from the current phase
sample, the current phase difference can be determined. In practice, these steps ne-
cessitate only a table-lookup for phase determination and a subtraction operation
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Fig. 8.11 Homodyne receiver with digital differential demodulation, illustrated here for single-
polarization and the reception of arbitrary DPSK signals

for phase differentiation, so the signal processing part is less complex than for ho-
modyne synchronous detection. It should be noted that digital equalization of trans-
mission impairments can be performed here in the same manner as in receivers with
homodyne synchronous detection. Since differential demodulation is employed, ar-
bitrary DPSK signals can be demodulated with this receiver concept. Of course, Star
QAM signals with differentially encoded phases can be demodulated just as well
by simply calculating additionally the amplitude from the in-phase and quadrature
samples.

Due to the differential demodulation, the absolute phase is not important and
laser phase noise remains uncritical unless the phase noise induced phase change
takes considerable values within the symbol duration, which is the same as for di-
rect detection. In comparison with direct detection, laser linewidth requirements are
doubled when the same linewidth is assumed for the signal laser and the LO [48].
Frequency offsets and frequency offset drifts, which lead to corresponding fixed
phase rotations and to slow varying rotations of the constellation diagram, respec-
tively, can be compensated by an automatic frequency control (AFC) loop and digi-
tal frequency estimation [58]. Moreover, a polarization control must be implemented
to align polarizations of the signal laser and the LO. The drawback of the homodyne
differential detection scheme in comparison with homodyne synchronous detection
is the lower receiver sensitivity, which is in the range of direct detection receivers
only.

8.3 Key Components for Higher-order Modulation

8.3.1 Quadrature Modulators

A simple structure capable ofMPSK modulation is a single waveguide phase mod-
ulator (PM) [59]. For example, a voltage applied to a straight LiNbO3 (LN) wave-
guide creates a linear refractive index change that corresponds to a linear phase
change of the light in the waveguide. This scheme, which appears simple, suffers
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Fig. 8.12 LiNbO3 modulator: a,b X-cut symmetric layout: tangential index perturbation and TE
optical field; c,dZ-cut asymmetric layout: normal index perturbation and TM optical field. a,c top
view, b,d cross-sectional view

from practical embodiment problems. The performance of the device is temperature
dependent and, since the phase changes linearly with the applied voltage, the bur-
den of maintaining the linearity is transferred to the electronic driving circuit. By
utilizing the principle of interference, the process of phase modulation can also be
used to cause intensity modulation of the optical lightwave when the interferometric
structure shown in Fig. 8.12 is used, which represents a Mach–Zehnder modulator
(MZM) and is described in more detail in Sect. 8.3.1.1. Another generic modulator
structure is the optical IQ-modulator consisting of two MZMs and one PM. Using
an IQ-modulator, any MPSK and MQAM constellation can be constituted. This
type of modulator is covered in detail in Sect. 8.3.1.2.

8.3.1.1 LiNbO3 MZM Modulators/Transmitters

High-speed wide-bandwidth LN modulators are typically based on either an X -cut
or Z-cut (both Y -propagating) Mach–Zehnder interferometer with traveling wave
electrodes. The single-mode optical waveguides can be fabricated by either Ti in-
diffusion at about 1000 °C [60] or annealed proton exchange [61]. The single mod-
ulator has two parallel waveguides in which the refractive index is changed by an
externally applied voltage. The two layouts are shown in Fig. 8.12.

The detected optical output power of the single Mach–Zehnder modulator is

Pout.t/ D ˛

2
P0.t/f1C cosŒ	.Vs.t/C Vb/=V� �g; (8.1)

where P0 is the input optical power, ˛ is insertion loss, Vs.t/ is the RF drive signal,
and Vb is the bias voltage. To generate an optical BPSK signal (and other higher-
order phase modulation formats using an IQ-modulator, see Sect. 8.3.1.2), the MZM
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bias is set to the null transmission point with Vb D V� , and Vs varies between ˙V�
where V� is the half-wave voltage (i.e., the voltage needed to induce a 	 phase
shift). Devices with low V� are desirable in order to minimize the voltage swing
required to drive Vs.

The LN Z-cut devices take advantage from an improved overlap of the driving
electric field and the optical waveguide, which results in a lower V� device. How-
ever, the nonsymmetric structure of the travelling wave electrodes with respect to
the waveguides creates a chirp with a typical chirp parameter of 0.7–0.8 [62]. X -
cut devices, on the other hand, have a close to zero chirp parameter. In order to
achieve low-chirpZ-cut modulation, a domain inversion, in which the active region
in the Z-cut device is divided into two parts with opposite travelling wave electrode
orientation, has been proposed [63]. V� is inversely proportional to the modulator
effective length, the span over which the optical wave is influenced by the drive volt-
age. This effective length is a function of velocity-mismatch between propagating
light and RF waves. The velocity matching plays a crucial role in the reduction of V�
especially when very high-rate, wideband modulation is required. Better matching
can be achieved by controlling the thickness and composition of the dielectric buffer
between the electrodes and the LN substrate, controlling the thickness and shape of
the electrodes, as well as by implementing ridge waveguide structures [64]. With
respect to the electrodes, balancing the velocity-matching and impedance-matching
requires relatively thick electrodes, which present a significant challenge for man-
ufacturing. In addition, an appropriate charge dissipation layer [65] can reduce the
DC-drift of Vb, a phenomenon that modulators of both orientations suffer from, al-
though it is more severe in the Z-cut orientation [60].

The modulator optical insertion losses are affected by the device length, the
performance of the Y branches connecting the two waveguides, and the fiber-
waveguide coupling. Typical values for commercial devices are about 0.2 dB=cm
in propagation, about 0.5 dB per Y branch [66], and about 0.25 dB at the fiber/chip
interface. A typical commercial device, e.g., the 12.5 Gbit=s model FTM7926FB
modulator from Fujitsu, has a V� less than 5 V (less than 3 V at dual drive) and an
insertion loss less than 5 dB. These values should be compared to values reported
in the literature such as a V� of 1.8 V at dual drive [67] and straight waveguide
insertion loss of 0.03 dB=cm [68].

A more detailed review of integrated MZI modeling, fabrication, and applications
can be found in [69].

8.3.1.2 LiNbO3 IQ-modulators

A widely used concept for the generation of (four-level) QPSK constellations is the
use of two (nested) MZIs. The optical input signal is split between these two MZIs,
and one of them ensures the in-phase and the other the quadrature modulation, and
a phase shifter keeps a constant 	=2 phase difference between the two MZIs (see
Fig. 8.13). The decoupling between the two arms enables the use of two independent
binary electrical drive signals, in contrast to the straight phase modulator that would
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Fig. 8.13 Schematic design of anX-cut LN IQ-modulator

require a high-speed digital-to-analogue converter to generate multiple drive levels
for QPSK modulation. The differential operation makes the device temperature in-
sensitive, except for the phase shifter. The phase shifter can be kept at its working
point by a simple and relatively slow control circuit [70]. The described modulator
structure consisting of two nested MZIs and a 	=2 phase shifter is commonly de-
noted as “IQ-modulator” and can also be used to create arbitrary higher-levelMPSK
andMQAM constellations, such as the ones shown in Fig. 8.1, by employing appro-
priate digital-to-analogue converters providing multi-level electrical driving signals
at the RF inputs.

It might be worthwhile to note that the terminology for this modulator found
in the literature is not always identical. Since this device was used for generation
of QPSK signals at first, it was initially denoted as “QPSK modulator”. However,
since this device can be employed to generate arbitrary higher-order MPSK and
MQAM constellations by modulating the in-phase and quadrature components (as
mentioned above), it is more generally denoted as “IQ-modulator”. We will adopt
the term “IQ-modulator” in the rest of this chapter.

Today, the most frequently used substrate material for IQ-modulators is LiNbO3.
InP modulators offer the potential to be monolithically integrated with other sub-
components including sources (lasers) and detectors and are covered in detail in
Chap. 6.

The key building block for a LiNbO3 IQ-modulator is the standard MZM that
was described in the previous section. Figure 8.13 shows a schematic of an X -cut
IQ-modulator having two push-pull type MZMs with RF and DC bias electrodes.
The two MZMs are nested in an MZI that introduces a 	=2-phase shift between the
MZM outputs for generating the quadrature signal output. In terms of the integrated
modulator structure, there is no difference between QPSK modulators,MPSK mod-
ulators,MQAM modulators and differential phase shift keying (DQPSK,MDPSK)
modulators. Differences in generating these different formats only exist in the elec-
trical transmitter part (coders, generation of the electrical driving signals). By ap-
plying a multilevel driving signal to the two RF input ports of the single MZI mod-
ulators, any digital advanced signal format can principally be generated.
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For higher-order modulation formats (M > 4), a digital-to-analogue converter
is required at the RF inputs in order to generate the multilevel signals. The digital-
to-analogue converter is also required for CO-OFDM. In OFDM, the baseband is
divided into many lower-rate subcarrier tones to convey the data stream. This for-
mat has very high optical spectral efficiency, is more resilient to chromatic disper-
sion and polarization mode dispersion than the DP-QPSK, and is well adapted to
many network architectures. For CO-OFDM, the DSP includes Fast/Inverse Fast
Fourier Transform (FFT/IFFT) for the receiver/transmitter. The embodiment of
a full 100 GBd CO-OFDM transponder results in a less power-consuming transpon-
der compared to the dual-polarization QPSK (DP-QPSK) format, a tendency for less
demanding digital-to-analogue converters and much higher tolerances for mechani-
cal design and calibration/stabilization algorithms (Y. Achiam, unpublished results).

The nested MZIs increase the overall footprint of the modulator. The wide Y -
branches introduce additional optical losses in addition to the higher propagation
loss due to the added length of the device. The length of the chip together with
the differences in the thermal expansion coefficients of the LN and standard op-
toelectronic packaging materials make the manufacturing and packaging of such
IQ-modulators a challenging task. Moreover, the need to feed the MZMs with two
wide-band high-rate RF signals requires strict mechanical tolerances and an ad-
vanced RF design.

Advanced modulation formats are often based on RZ signals [71]. In an optical
system, the IQ-modulator can be connected to an additional narrow-band modula-
tor, which carves out the RZ pulses. With respect to creating an integrated device,
combining an IQ-modulator and an RZ pulse carver in series would result in a struc-
ture that is too large to be practically implemented using a standard 400 LN wafer. In
order to overcome this limitation, two different techniques are used to fit the inte-
grated RZ-IQ-modulator into a 400 wafer. One uses the reflective edges at the facets
of the chip [72]. The second uses a ridge waveguide, a well-confined waveguide that
allows a much smaller radius of curvature (lower bending losses) [73]. An example
of using the reflecting-edge technology for the integration of two single-polarization
IQ-modulators into a dual-polarization IQ-modulator (for DP-QPSK) has recently
been proposed by Kaplan et al. [74].

The DSP engine in the transponder available in modern coherent communication
systems enables maintaining the modulator at its working point by using an appro-
priate algorithm as well as relaxing some manufacturing tolerances. Thus, the two
MZMs as well as the 	=2 phase shifter can be biased and kept at their working
points.

The currently available commercial modulators target the 40 Gbit=s QPSK/
DQPSK systems market and have bandwidths of about 20 GHz. A short list of man-
ufacturers is given in Table 8.1 and the performance of some LN IQ-modulators is
given in Table 8.2.

While only LN-based IQ-modulators are commercially available, there are exper-
imental versions of modulators that use different materials. The leading alternative
material is InP. The ability to integrate lasers, waveguides, and phase modulators
on the same substrate leads to compact device design and potentially lower cost.
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Table 8.1 Manufacturers of IQ-modulators

Lithium Niobate (X-cut) Lithium Niobate (Z-cut) InP GaAs/AlGaAs

Sumitomo Fujitsu Infinera u2t Photonics
JDSU Photline Oclaro
Keopsys NTT
Covega(Gemfire) Alcatel – Lucent
CeLight

Table 8.2 Properties of typical LN IQ-modulators

Company Photline Covega JDSU Sumitomo Fujitsu CeLight
Model QPSK-

LN-40
Mach-
10060

DPMZ X-cut LN
SSB-SC

FTM7960EXa CL-QM-
12.5

Insertion
Loss (max)

dB 8 7 6 7 9 12

Insertion
Loss (typ)

dB 7 5.5 10

Optical
Return Loss
(min)

dB 40 40 35 30 30 15

Bandwidth
(min)

GHz 14 10 16 16 25 10

RF V�

@ 1 GHz
(max)

V 6.0b 7.5 6 5.5c 4a(8)

RF V�

@ 1 GHz
(typ)

V 5.5b 6.5 7.5

Electrical
Return Loss
(max)

dB �10 �10 �10 �10 �10

Electrical
Return Loss
(typ)

dB �12 �12

DC V�

(max)
V 9b 5.5 6 14

DC V (typ) V 8.5b 4.5 4c 5
Extinction
Ratio (min)

dB 20 20 25 20 20

a the Fujitsu device is dual parallel dual drive (4 RF inputs)
b Photline: RF V� @ 10 GHz. DC V� : 18 V (typ) 20 V (max)
c Sumitomo: RF V� @ 20 GHz. DC V� : 7 V

The InP high integration and tightly confined optical fields (large refractive index
contrast) can, potentially, compensate for larger propagation and insertion losses
compared to LN waveguide devices.

Oclaro has recently announced a device composed of an InP-based IQ-modulator
that is co-packaged with a tunable distributed feedback (DFB) laser [75]. The size of
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the modulator is 1� 5mm2. Infinera Inc. has developed a monolithically integrated
InP-based transmitter chip which comprises 10 DQPSK modulators, each of them
composed of two nested MZIs for modulation of the in-phase and quadrature com-
ponents, respectively, plus 10 tunable DFB lasers plus an arrayed waveguide grating
(AWG) serving as wavelength combiner [76]. A different approach for an MPSK
modulator was presented by Doerr and coworkers [77, 78], where the modulator is
based on two star-coupled devices. A set of waves with fixed phases produced by
one device is guided into a second device that performs a combining function. The
waveguides pass via electroabsorbers. By absorbing different phase components,
the phase of the recombined wave can be controlled. Unfortunately, this approach
suffers from high insertion loss. NTT presented an InGaAlAs/InAlAs multiquantum
well (MQW) IQ-modulator with a footprint of 7:5 � 1:3mm2 [79]. It has a DC ex-
tinction ratio of 18 dB, V� of 3 V, and a 6 dB electro-optical bandwidth of 41 GHz.
The optical loss is as high as 13 dB. In the first half of 2010, Oclaro [80] started
shipping InP-based 43 Gbit=s RZ-DQPSK transponder modules suited for C-band
applications.

u2t Photonics has recently announced a GaAs-based IQ-modulator which is the
latest from an established area of development previously worked on by GEC-
Marconi [81, 82] (now part of Oclaro), QinetiQ, Nortel Networks, Filtronic [83],
and RF Micro Devices (RFMD). A significant benefit of GaAs is the availability of
larger wafer sizes and high volume commercial processes which offer high yield,
high reproducibility and a route to integration on a commercial cost base [83]. Be-
cause its absorption band-edge is not close to the operating wavelength at 1550 nm,
the linearity of the modulation characteristics is better compared to InP, which will
be increasingly important as more complex modulation formats are used. In com-
parison with LiNbO3, devices of similar drive voltage are smaller or, for comparable
device length, the drive voltage can be lower because the combined figure of merit
for the coupling to the optical mode and the size of the electro-optic effect is bet-
ter for GaAs. A typical GaAs-based IQ-modulator manufactured by u2t consists
of a pair of MZMs arranged within a Mach–Zehnder super-structure [84]. It has
a fiber-to-fiber loss of around 5–6 dB, a DC extinction ratio of more than 20 dB,
DC V� of 3 V, and a 3 dB electro-optical bandwidth of greater than 20 GHz (and
a 6 dB electro-optical bandwidth of greater than 30 GHz). Furthermore, because the
dielectric constant of GaAs is similar at RF and optical frequencies, the RF traveling
wave phase velocity can be matched very well to the optical group velocity in GaAs
modulators (without compromising the voltage sensitivity). This means that GaAs
modulators can be operated to very high speeds and operating speeds up to 100 GHz
can be expected [81].

The transmission capacity and at the same time the spectral efficiency of fiber
optic systems can be doubled if two orthogonal polarization states are used as sep-
arate data channels (polarization division multiplexing), and corresponding dual-
polarization modulators can be realized as integrated devices. It is worthwhile to
mention that systems comprising polarization division multiplexing are starting to
be deployed, e.g., as 100 Gbit=s links using dual-polarization QPSK [85].
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Fig. 8.14 Functional scheme
of a 2 � 2 optical hybrid
(“180°-hybrid,” when '1 D 0
and '2 D 180°, or “90°-
hybrid” for '1 D 0 and
'2 D 90°)

8.3.2 Integrated Coherent Receivers

There are new, commercially feasible, optical hybrid solutions that revise the previ-
ous rationales that restrained coherent detection from adoption and implementation.
The optical hybrid is the critical part of the coherent receiver needed to combine
a local oscillator wave, Lo, with the signal, S , and such optical hybrids are used in
phase- or polarization-diversity schemes as well. A functional scheme of a particu-
larly simple optical hybrid is illustrated in Fig. 8.14.

Its functionality is as follows: Signals are fed into input ports 1 and 2, split within
the hybrid, and are subsequently added with different phase shifts at output ports 1
and 2. The device shown can be implemented, for example, in an integrated electro-
optical material where the electro-optic effect enables introducing appropriate phase
shifts '1 and '2. For '1 D 0 and '2 D 90°, one gets a 90° (or quadrature) 2 �
2 optical hybrid where the two output signals are designated as in-phase (I ) and
quadrature (Q), respectively. For the case of a 180° hybrid ('1 D 0 and '2 D 180°)
the following cases are of relevance: If identical (coherent) signals are launched into
input 1 and input 2, they will add and appear at output 1 while no signal will appear
at output 2. Alternatively, if the same input signals are 180° out of phase, all power
will appear at output 2.

Optical hybrids can be implemented with more than just two output ports, and
more generally speaking, they are designated as “m�N ˛-degree hybrid” wherem
and N are the number of input and output ports, respectively, and ˛ represents the
difference of the relative phase shifts with which the input signals are vectorially
added at the hybrid outputs. In all hybrids – in the ideal case – the input power is
equally distributed among the output ports and therefore it seems to be desirable to
keep the number N of branches small since the larger N , the more local oscillator
power is needed to suppress receiver noise, and N D 2 looks the most advanta-
geous from this point of view. However, receivers based on two-branch 90° hybrids
have some disadvantages, such as a 3 dB penalty (2.3 dB theoretical limit [4]) and
high sensitivity to hybrid imperfections such as LO intensity noise, reflections, and
polarization misalignment, compared to hybrids with N > 2.
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Fig. 8.15 Three-branch 120°
hybrid, implementation in
fiber technology (FFC: fused
fiber coupler), after [57, 87]

Three-branch 3 � 3 120° hybrids (N D 3) as illustrated in Fig. 8.15 have been
realized, e.g., by three symmetrically fused fibers [57, 87]. They do not suffer from
intrinsic losses and they are less sensitive to hybrid imperfections compared to two-
branch hybrids. Moreover, it is possible to deduce two signals of equal amplitude
which are 90° out of phase from the three hybrid outputs [48]. However, altogether,
such receivers require more electronic signal processing hardware and as a conse-
quence they have gained only minor relevance.

8.3.2.1 Optical Four-branch 90° Hybrids

Four-branch receivers (N D 4) are presently the most widely accepted in coherent
communications and will therefore be described in more detail below. Optical four-
branch 2�4 90° hybrids (sometimes also called six-port hybrids) have been used for
coherent microwave and millimeter-wave detection systems since the mid-1990s. In
principle, such four-branch hybrids consist of linear dividers and combiners inter-
connected in such a way that the incoming signal is mixed (by vectorial addition)
with the four quadrature states associated with the reference signal. In typical ap-
plications, the optical hybrid then delivers the resulting four signals to two pairs
of balanced detectors (the configuration comprising the four-branch 2 � 4 90° hy-
brid and the balanced detectors will be denoted as “balanced four-branch receiver”
in the following sections) and by applying suitable base-band signal processing al-
gorithms, the amplitude and phase of the unknown signal can be determined. Al-
though a balanced four-branch receiver needs four photodetectors, it has only two
electronic branches (amplifier, filter, squarer, AD-converter, signal-processing, etc.).
While a four-branch hybrid has no intrinsic losses, it requires higher LO power in
comparison with N < 4 hybrids.
2� 4 90° hybrids can be realized according to many different concepts, and a se-

lection of four-branch receiver solutions will be briefly illustrated in the following
sections. Figure 8.16 illustrates a 90° hybrid where the different output phase states
are a consequence of properly polarized input states. Linear and circular polariza-

Fig. 8.16 90° hybrid exploit-
ing polarization properties
(after [89])
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Fig. 8.17 Michelson-
interferometer based bulk
optics 90° hybrid

Fig. 8.18 Three-dimensional
hybrid (conceptual view)

S

Lo

Phase control (s) 

tion of the signal and LO fields are required at the inputs, respectively, as illustrated
in Fig. 8.16 [48, 89].

An example of a bulk-optics miniature implementation of a Michelson interfer-
ometer to serve as a 90° hybrid [90–92] can be seen in Fig. 8.17. The device in-
cludes three beam-splitters and light beams that are twice totally internally reflected
before interference occurs. This makes the phase difference of the interfering beams
independent of the polarization if the beam splitters themselves do not introduce
any polarization dependent phase. This can be achieved by a “symmetrical” (i.e.,
two-sided) coating of the beam splitters. In addition, as shown in Fig. 8.17, the opti-
cal phase shifters/optical-path-tuners (index matched or mechanical) can be imple-
mented externally. Devices of this type are very sensitive to angular misalignments.

Figure 8.18 shows a conceptual view of a three-dimensional hybrid. It could be
implemented either using fibers or, alternatively, by waveguides integrated into bulk
optical substrate (silica, as an example).
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Fig. 8.19 90° hybrid based
on a multimode interference
(MMI) coupler

S

Lo

A
C

D
B

i13i24

Figure 8.19 represents an interferometric hybrid structure based on multimode
interference (MMI) waveguides that will be discussed in more detail in a separate
section (see Sect. 8.3.2.2).

Finally, a typical integrated four-branch/six-port 90° balanced receiver [93, 94]
consisting of the 2 � 4 90° hybrid with four 3 dB (optionally adjustable) couplers
and at least one tunable phase shifter, as well as two pairs of balanced detectors, is
illustrated in Fig. 8.20.

Hybrid devices corresponding to Fig. 8.20 have been fabricated as fully inte-
grated structures using well-developed planar waveguiding technology [94, 95] and
using various materials such as glass, semiconductors and ferroelectric substrates.
Either electro-optic or thermo-optic effects can be utilized to effectively tune cou-
pling ratios and/or control the phase of at least one phase-shifter, and this kind of
structure will be presented in more detail in Sects. 8.3.3.3 and 8.3.3.4.

In the next paragraphs, the signals within the receiver shown in Fig. 8.20 will
be analytically described. The time and location dependence of propagating electro-
magnetic waves will be taken as expŒj.ˇz � !t/� for the following considerations,
where ˇ is the propagation constant. Neglecting location dependence and assuming
the same frequency ! for the signal and the local oscillator, the electric fields of the
signal and that of the local oscillator at the input ports of the 2�4 90° hybrid, S and
Lo, can be written as

S D ES exp Œj .�!t C 'S C '.t//� ;

Lo D ELo exp Œj .�!t C 'Lo/� ;
(8.2)

where ES and ELo are the field amplitudes of signal and LO, respectively, and 'S

and 'Lo the initial phases of signal and LO, respectively. '.t/ describes the phase
modulation of the signal. After combining these fields in the hybrid, we get the
following four electric fields at the hybrid outputs:

Eoutk.t/ D p
˛=N

�
S C Lo exp

�
j2	.k � 1/

N

��
; 1 � k � 4; (8.3)

where Eoutk is the output field of the kth branch, ˛ the insertion loss of the hybrid,
N the number of output ports (here N D 4), and the relative phase of the signal
electric field, S , has been taken to be 0° at all outputs. The functionality of a 2 � 4
90° hybrid is illustrated more clearly if we write the output electric fields in the
following way:

ŒEout1IEout2IEout3IEout4� � ŒS C LoIS C jLoIS � LoIS � jLo�: (8.4)
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Fig. 8.20 Balanced four-
branch receiver with inte-
grated planar single-polarized
balanced 90° phase-diversity
hybrid

For the optical power in the kth branch, Pk.t/, we obtain

Pk.t/ D Eoutk.t/ 	E�
outk.t/

/ PS C PLo C 2
p
PSPLo cos

�
'S � 'Lo C '.t/ � 	

2
.k � 1/

	
; 1 � k � 4;

(8.5)

where PS and PLo are the signal and LO power, respectively.
After detecting the four optical signals with the two balanced detectors, as illus-

trated in Fig. 8.20, the following photocurrents can be readily generated:

i13 � i1 � i3 / 4R
p
PSPLo cos .'S � 'Lo C '.t// ;

i24 � i2 � i4 / 4R
p
PSPLo sin .'S � 'Lo C '.t// ;

(8.6)

where R is the detector responsivity, and indices 1/3 and 2/4 refer to the hybrid
output branches A/B and C/D, respectively (see Fig. 8.20). The two photocurrents
encompassing the amplitude and phase information of the optical signal are fed to
the transimpedance amplifiers (TIA).

The detailed operation and calibration of the hybrid shown in Fig. 8.20 is dis-
cussed below (see Sect. 8.3.3.4).

8.3.2.2 MMI-based 2 � 4 90° Hybrid

MMI couplers, similar to the one shown in Fig. 8.19, based upon single-mode in-
put/output waveguides and a strongly-guiding MMI waveguide section, have been
realized in different materials and can be used to form multiple images at certain
lengths of the MMI coupler [96–98]. The phase and amplitude profile of the images
can be arranged by accurate adjustment of the MMI structure parameters. It has also
been demonstrated that the desired performance can be maintained fairly indepen-
dently of polarization and over a relatively wide range of operational wavelengths
and temperatures.
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Let us consider a 4 � 4 MMI coupler, schematically shown in Fig. 8.19. The
strongly guided eigenmodes of the MMI section have the form

Ek.x/ D sin
�
	.k C 1/

x

W

	
; (8.7)

where k D 0; 1; 2; : : : is an MMI mode-number index, x is a lateral dimension, and
W is the lateral width of the MMI section. The shortest self imaging length of the
MMI coupler LMMI can be given as [98]

LMMI D 3Lb

4
; (8.8)

whereLb is the beat length between the two lowest-order modes of the MMI section
given by

Lb D 	= jˇ0 � ˇ1j : (8.9)

The MMI-section longitudinal (effective) propagation constants in the paraxial,
strongly guided approximation are given by

ˇk Š nk0 � 	2

2nk0W 2
Œ1 � k .k C 2/� ; k D 1; 2; 3; : : : ; (8.10)

where n is the MMI section refractive index, and k0 D 2	� is the wavevector
corresponding to the vacuum wavelength �. Strongly guided modes (with low k

numbers) are confined to their lateral mode profiles and will contain an integer
number of half-periods within the waveguide. Within the structure, the input field
FIn (either S or Lo) is interfering while being expanded into eigenmodes of the
MMI section.

The input field (either S or Lo) is defined within the interval equal to the width
of the MMI coupler: 0 � x � W . However, because Ek.x/ in (8.7) is periodic and
antisymmetric, it can be extended over the entire x-dimension with 2W periodic-
ity. Figure 8.21a (schematically) illustrates the case when the first and third input
waveguides are excited.

Now, using a spatial Fourier expansion, the input signal into the MMI-section
can be represented as a superposition of an infinite number of strongly guided eigen-
modes Ek.x/:

FIn.x/ D
1X
kD0

akEk.x/; ak D 2

W

WZ
0

FIn.x/E
�
k .x/dx: (8.11)

The input field is expanded into eigenmodes (8.11) that propagate the distanceLMMI

(see (8.8)) with the propagation constants given by (8.10). In the extended lateral
dimension, the eigenmodes within the MMI section form an output field FOut at the



8 Systems with Higher-order Modulation 355

W0
x

W0

x

2-W

a

b

W

Fig. 8.21 a Schematic example of the actual input power distribution for the MMI structure. b Ex-
tended input power distribution for the same MMI structure used in the analysis

distance LMMI:

FOut.x/ D
1X
kD0

akAkEk.x/; Ak D exp

�
jˇ0LMMI C j	

k.k C 2/

4

�
: (8.12)

This output distribution can be represented in a different form [98] to make the
extraction of position, phases and amplitudes of the output images more convenient.
Thus, for the case when N D 4, we get

FOut.x/ D 1

C

3X
pD0

FIn.x � Xp/ exp
�
j˚p

�
; (8.13)

where C is a complex normalization constant. There is a superposition of the four
images with equal amplitudes at the output of the MMI section, and the position and
phases of these four images are given, respectively, by

Xp D p � 2
2

W; ˚p D p
�
1 � p

4

	
	: (8.14)

The output intensities of the MMI structure depend on the relative phases of the
inputs. For 4 � 4 MMI couplers, the mixed signals at the output channels are in
phase quadrature. Indeed, (8.13) and (8.14) together with the function FIn.x/ (see
Fig. 8.21b) can be used to describe the hybrid shown in Fig. 8.19 when the first
and third input waveguides are excited by the inputs S and Lo, producing a mixed
four-guide quadrature output in the form

ŒEout1IEout2IEout3IEout4� � Œ�S C �LoI ��S � LoI �S � LoI �S � �Lo�;

� D exp.j3	=4/: (8.15)

Equation (8.15) is, essentially, a 	=4-shifted quadrature output compared to (8.4).
Note that the connection of the balanced detectors is different for the cases shown
in Figs. 8.20 and 8.19, and described by (8.4) and (8.15), respectively.
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8.3.3 Integrated Balanced Four-branch Receivers

The hybrid device that is shown in Fig. 8.20 will be considered in more detail in
the following sections. Corresponding hybrids can be effectively integrated using
well-developed planar waveguiding technology [73, 74, 76] and based upon dif-
ferent materials including glass, semiconductors and ferroelectric substrates. Either
electro-optical or thermo-optical effects can be utilized to effectively tune coupling
ratios and/or control the phase of at least one phase-shifter (see Fig. 8.20). The
model can be applied to various structures based on multiple waveguides, including
coupled, connected or split/combined configurations.

8.3.3.1 Tunable Coupling Model

Relying on the basic assumptions of coupled mode theory (CMT), the evolution of
the N -mode set in coupled waveguides can be described as

U Out D
Y

S

exp .jLSMS/U In �
Y

S

TSU In; (8.16)

where multiplication is taken with respect to consecutive sections of the coupled
array, U denotes the vector of (complex) distributed field amplitudes characterizing
the x-propagation of radiation in each waveguide. MS is a Œ2N �2N � coupling oper-
ator for the longitudinal s-section of the coupler, having the corresponding effective
interaction length of LS and, hence, TS is a transfer operator describing the guiding
section of the coupled section.

Matrix TS.MS/ depends uniquely on the properties of the waveguiding structure
and its modes. In the case of single-mode/polarization waveguides, the dimension
of T.M/ is equal to the number of guides in the coupler cross section. As men-
tioned, the interaction between different pairs of optical modes can be considered
independently. The diagonal and off-diagonal elements of M are defined as prop-
agation constants and overlap integrals of the guided modes, respectively. For the
two generic coupled modes, the transfer operator has the following form:

M D
�
ˇ1 �12
�21 ˇ2

�
D ˇ0I C

�
ıˇ �12
�21 �ıˇ

�
: (8.17)

Here, �ij is the mode coupling coefficient, ˇ1=2 are mode propagation constants and
ıˇ is the perturbation of the propagation constants within the coupler. Assuming the
coupling between two identical single-mode waveguides, the perturbation of the
propagation constants can be described as

ıˇ D .ˇ1 � ˇ2/=2I ˇ0 D .ˇ1 C ˇ2/=2: (8.18)

The first term in (8.17) corresponds to a common phase shift that can be ignored
and for most practical cases �ij D �j i D � (weak-mode coupling and small
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Fig. 8.22 Tuning diagram for conventional coupler (a) and ıˇ -reversal coupler (b)

coupled mode asymmetry approximations). The propagation constant perturbation
(mismatch) ıˇmay have a different nature and, in general, can be externally induced
by different means. The unitary transfer operator TS in (8.16) for two coupled modes
is given by

TS � exp .jLSMS/ : (8.19)

The resulting coupler operator will depend on the coupling coefficients �ij , propaga-
tion constants ˇ1=2 and the tuning scheme of the coupler, as will be discussed below.
Also, losses must be taken into account by using proper factors where necessary.

8.3.3.2 Active Couplers

The most typical configurations for a coupler’s external tuning are a) conventional
coupler and, b) ıˇ-reversal coupler. The tuning diagrams for these two types of
couplers are shown in Fig. 8.22 [99], where Lc is the coupler’s effective coupling
length.
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Explicitly, the transfer operator (8.19) for these two cases can be written as

T D
"

cos .H/C j B
H

sin .H/ jK
H

sin .H/

jK
H

sin .H/ cos .H/ � j B
H

sin .H/

#
; (8.20)

T˙ıˇ � TbTa

D
" �

K
H

�2
cos .H/C �

B
H

�2 �KB
H2 .1 � cos .H//C jK

H
sin .H/

KB
H2 .1 � cos .H//C jK

H
sin .H/

�
K
H

�2
cos .H/C �

B
H

�2
#
;

(8.21)

where the following dimensionless parameters were used for each coupler, that is,

K D �Lc; B D ıˇLc; H D
p
B2 CK2: (8.22)

Lc and � are corresponding effective coupling lengths and coupling coefficients,
respectively, and ıˇ is the induced perturbation of the modes propagation constant
within the couplers.

The switching diagram in Fig. 8.22 is correct for the input couplers in the phase-
diversity hybrid shown in Fig. 8.20, where only a single input is excited. However,
the transfer operators (8.20) to (8.22) characterize any coupled waveguides in a hy-
brid, within the framework of the valid CMT.

8.3.3.3 Tunable Balanced Receiver

The functional scheme of a detector based on a four-branch 90° hybrid is shown in
Fig. 8.20 and Fig. 8.23a. The photo of such a manufactured and packaged integrated
90° hybrid with balanced receivers is shown in Fig. 8.23b [94]. The two-input, four-
output 90° optical hybrid consists of a pair of input couplers, the waveguide in-
tersection area with two phase modulators and one pair of output couplers, having
interactions lengths L1, L2 and L3, respectively (see Fig. 8.20), as well as two
balanced photodetectors with a bias removal control, as shown in Fig. 8.23a. Ac-
cordingly, the transfer operators fT.L3/;T.L2/;T.L1/g, which are used in (8.16)
for N D 4, may have the form: have

NT.L1/ D

2
664
T 111.v1/ T

1
12.v1/ 0 0

T 121.v1/ T
1
22.v1/ 0 0

0 0 T 211.v2/ T
2
12.v2/

0 0 T 221.v2/ T
2
22.v2/

3
775 I

NT.L3/ D

2
664
T 311.v3/ T

3
12.v3/ 0 0

T 321.v3/ T
3
22.v3/ 0 0

0 0 T 411.v4/ T
4
12.v4/

0 0 T 421.v4/ T
4
22.v4/

3
775 (8.23a)
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Fig. 8.23 Functional scheme of a six-port hybrid-based detector with coupler biases fv1–v4g,
phase-shifters biases fv5; v6g and detector biases fb1; b2g. Sd is a symbol-delayed signal S (a),
and picture of an actual device (b) [94]

and for the middle section with intersecting waveguides:

NT.L2/ D

2
64

exp fj'1.v5/C j 1g 0 0 0

0 � .1� �/ exp.j 2/ 0

0 .1� �/ exp.j 3/ � 0

0 0 0 exp fj'2.v6/C j 4g

3
75 :

(8.23b)

The elements Tik in (8.23a) are given by (8.20) or (8.21) for the regular and ıˇ-
reversed coupler, respectively; .1 � �/ is the X -junction crosstalk parameter,  1–4

are phases accumulating in each optical path. The applied voltages are fv1–v6g,
see Fig. 8.23a. The attenuation losses of the respective optical paths should also be
taken into account by respective factors, including the material propagation losses
[dB] and random components related to possible fabrication errors.
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8.3.3.4 Optical Tunable Balanced Receiver Transfer Function

The receiver transfer function of the described 90° hybrid can be evaluated and
used for device initialization, calibration and real-time adjustment. As an exam-
ple, a one-symbol delayed (Ts) input signal Sd can be used as a local input, see
Fig. 8.23a. As described earlier, the S and Sd inputs result in four hybrid outputs
ŒS C Sd; S � Sd; S C jSd; S � jSd�. The first two outputs will give the cosine of the
relative phase between S and Sd after the balanced detectors, and the last two will
give the sine of the relative phase. The outputs of the detectors can be sampled and
processed.

By applying (8.21) to a lossless coupler, the hybrid transfer function can be de-
fined. Thus, after the first set of couplers we have

x D

2
64

cos.ˇ1/ exp .j�1/ j sin.ˇ1/ 0 0

j sin.ˇ1/ cos.ˇ1/ exp .�j�1/ 0 0

0 0 cos.ˇ2/ exp .j�2/ j sin.ˇ2/

0 0 j sin.ˇ2/ cos.ˇ2/ exp .�j�2/

3
75 	

2
64
S

0

Sd

0

3
75

D

2
64
S cos.ˇ1/ exp .j�1/

jS sin.ˇ1/

Sd cos.ˇ2/ exp .j�2/

jSd sin.ˇ2/

3
75 ; (8.24)

where � D p
ıˇ2 C �2, � D p

�21�
�
21, sin .ˇ/ D �

�
sin.�/, tan .�/ D ıˇ

�
tan .�/.

The values fˇ1–ˇ4g of the four couplers are controlled by a set of applied volt-
ages fv1–v4g, respectively. Signals S , Sd are time varying. The delayed signal is
described by

Sd.t/ D D 	 S.t � Ts/ 	 exp .j / ; (8.25)

where D is the couplers imbalance parameter,  is a phase difference induced by
the delay, and Ts is the duration of a single bit. At the input to the second set of
couplers we have

y D

2
664
x1 exp .j�1/
x3 exp .j�1/
x2 exp .j�2/
x4 exp .j�2/

3
775 D

2
664
S cos.ˇ1/ exp Œj .�1 C �1/�

Sd cos.ˇ2/ exp Œj .�1 C �2/�

jS sin.ˇ1/ exp .j�2/
jSd sin.ˇ2/ exp .j�2/

3
775 (8.26)

where �1 and �2 are phases induced by the different optical signal paths. The two
other similar phases were included in �1 and �2 and can be actively controlled by
applied voltages fv5; v6g of the phase-shifters, respectively. At the output of the
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optical hybrid, we have

z D

2
6664

cos.ˇ3/ exp .j�3/ j sin.ˇ3/ 0 0

j sin.ˇ3/ cos.ˇ3/ exp .�j�3/ 0 0

0 0 cos.ˇ4/ exp .j�4/ j sin.ˇ4/

0 0 j sin.ˇ4/ cos.ˇ4/ exp .�j�4/

3
7775 � y

D

2
6664
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jS cos.ˇ1/ sin.ˇ3/ exp Œj .�1 C�1/�C Sd cos.ˇ2/ cos.ˇ3/ exp Œj .'1 C�2 ��3/�

jS sin.ˇ1/ cos.ˇ4/ exp Œj .'2 C�4/�� Sd sin.ˇ2/ sin.ˇ4/ exp .j�/

�S sin.ˇ1/ sin.ˇ4/ exp .j'2/C jSd sin.ˇ2/ cos.ˇ4/ exp Œj .�2 ��4/�

3
7775 :

(8.27)

In addition, the bias to the detectors (one for each pair) may be controlled. The
output of the hybrid detector is (see Fig. 8.23a)

d D
�
.u2 C u1 cos.2ˇ3// jS j2 cos2.ˇ1/C .u2 � u1 cos.2ˇ3// jSdj2 cos2.ˇ2/C b1

.u4 C u3 cos.2ˇ4// jS j2 sin2.ˇ1/C .u4 � u3 cos.2ˇ4// jSdj2 sin2.ˇ2/C b2

�

C
�
2u1 cos.ˇ1/ cos.ˇ2/ sin.2ˇ3/ � Re

˚
SS�

d exp Œj .�1 C /�



2u3 sin.ˇ1/ sin.ˇ2/ sin.2ˇ4/ � Im
˚
SS�

d exp Œj .�2 C /�


�

(8.28)

where the following definitions hold: �1 � �1 � '1 C �1 C �3 � �2 �  � �
2

,
�2 � '2 � �2 C �4 �  , b1 and b2 are the detectors’ biases (if applicable), and ui
(i D 1; 2; 3; 4) are the output signals at photodetectors 1–4 (see Fig. 8.23).

Equation (8.28) describes the output of the receiver as a function of couplers
biases fv1–v4g, hybrid phase-shifter biases fv5; v6g and biases of the detectors
fb1; b2g and can be used for various kinds of numerical analyses. Examples in-
clude the calculation of the SNR in the presence of additive white Gaussian noise
and statistical analyses. Specific applications will require an optimized algorithm
for initialization and real-time adjustment of the pairs fˇ3; ˇ4g, fˇ1; ˇ2g, f�1; �2g,
as well as mitigation of parameter ambiguity effects. The calibration algorithm can
be built accordingly, relying on the statistics of the received signals over transmitted
data. The received signal can be sampled for the calibration algorithm during either
payload transmission or a training period. The calibration procedure may also work
with payload transmission at a lower sampling rate. Further work will require estab-
lishing the exact operational parameters (sampling rate, training sequences, power
levels, number of samples, etc.) and will be application dependent.

8.3.3.5 Balanced Receiver DSP Control

As mentioned (see Sect. 8.1.1), coherent communication formats offer several ad-
vantages, in particular amplification of the incoming signal by the LO and linear
baseband transformation, which is particularly useful as it allows disturbances in the
optical band to be compensated for in the RF domain. Coherent detection relies on
locking the received signal to the LO in polarization and frequency so that any rel-
ative phase changes which are not connected to the transferred data are eliminated.
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Polarization fluctuations and line-induced phase changes have a time scale much
smaller than the bit rate, so that by applying digital signal processing (DSP) tech-
niques, these fluctuations can be estimated and their effect on the received signal can
be canceled out at the baseband [100]. A full coherent system, in contrast to a dif-
ferential one, requires a DSP engine. The DSP capability, together with the linear
transformation, can be used to mitigate different link-impairments, such as chro-
matic dispersion and polarization mode dispersion [101]. The electronics that are
needed for the DSP layer of balanced receivers operating in 40–100 Gbit=s networks
function at rates of 10–50 GHz. These electronics, which are beyond the scope of
this book, are beginning to be commercially available, thus enabling commercial
use of the advanced modulation formats.

8.3.3.6 Commercial Balanced Receivers

The first commercial application of an optical QPSK modulation scheme, the
40 Gbit=s DQPSK that didn’t require four-branch balanced receivers or advanced
DSP engines, was initiated during the years 2008–2010. Therefore, while a rela-
tively large variety of commercial IQ-modulators appeared during this period, com-
mercial four-branch balanced receivers emerged only with the need for 100 Gbit=s
systems in about 2010. Prior to 2010, only two companies had commercial four-
branch balanced receivers, both for 40 Gbit=s DP-QPSK, CeLight [102] and Nor-
tel [103]. During the 2010 Optical Fiber Communication Conference (OFC/NFOEC,
San Diego) exhibition, additional companies announced their coherent receivers.

A short list of manufacturers includes Optoplex that uses free-space 90° optical
hybrid, NeoPhotonics that uses Silica-on-Silicon technology, and Fujitsu, u2t, and
NTT Photonics Labs that did not detail the internal structure. Most of the coherent
receivers are in the status of samples or prototypes, and their full specifications
cannot be found at present. A common denominator for the published specifications
is that they target the 40/100 Gbit=s DP-QPSK market. The receivers are typically
integrated versions with two polarizations and some include internal polarization
splitters. Their 90° optical hybrids have a ˙5° error. Unpublished calculations show
that 90˙ 5° can lead to 0.2 dB penalty in the signal to noise ratio in QPSK systems.
While this value is tolerated in most of the communication systems, a larger penalty,
which is expected for the more advanced constellations, is not acceptable. For these
constellations, 90° optical hybrids that have a minimal error will be needed, like the
one of CeLight that can control the phase dynamically, or appropriate DSP methods
should be used.

8.4 Trends in System Performance

The migration from traditionally used modulation formats to higher-order formats
with more bits per symbol leads to a reduction of symbol rate and spectral width.
Therefore, higher spectral efficiencies and per fiber capacities can be achieved. At
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Fig. 8.24 OSNR requirements (a) and laser linewidth requirements with M th power feed for-
ward phase estimation (b) of various modulation formats when using homodyne receivers with
synchronous detection

the same time, migration to higher-order modulation strongly influences system per-
formance. This section discusses the basic trends in system performance resulting
from migration to higher-order modulation formats, regarding relevant parameters
such as noise, laser linewidth requirements, chromatic dispersion (CD) tolerance,
self phase modulation (SPM) tolerance and attainable transmission distances. The
discussion presented here is based on computer simulations for 40 Gbit=s systems
employing homodyne receivers with synchronous detection and RZ pulse shape.

Figure 8.24a shows the back-to-back OSNR requirements of various modula-
tion formats for homodyne synchronous detection (ideal carrier synchronization) at
40 Gbit=s, assuming the use of second-order Gaussian optical bandpass filters and
fifth-order electrical Bessel filters within the receiver, with 3 dB bandwidths of 2.5
and 0.75 times the symbol rate, respectively. It can be observed that – when assum-
ing a fixed data rate – the noise performance degrades with increasing number of
bits per symbol as the Euclidean distances between the symbols become smaller.
Higher-order QAM formats exhibit a significantly better noise performance than
higher-order phase modulation formats for a certain number of bits per symbol, in
particular Square QAM formats. In comparison with 16PSK, Square 16QAM has
an OSNR performance gain of about 4 dB, for instance.

Another important system parameter which can become critical in systems with
higher-order modulation is the laser linewidth. As illustrated in Fig. 8.24b, the re-
quirements on laser linewidth increase with an increasing number of phase states
since a certain level of laser phase noise is more problematic for closer phase dis-
tances. In addition – if the different formats are compared at the same data rate –
the reduction of the symbol rate makes the laser phase noise more critical for mod-
ulation formats with a higher number of bits per symbol. In systems with homo-
dyne synchronous detection, requirements on laser phase noise are stringent for
higher-order formats such as 16PSK, Square 16QAM and Square 64QAM, even
when using feed forward digital phase estimation which is not impaired by process-
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ing delay. When the feed forward M th power block scheme is employed for phase
estimation (for Square QAM: calculation of the phase error after class partitioning,
for details see [48, 104]), the required linewidths at 40 Gbit=s are in the range of
240 kHz, 120 kHz and 1 kHz for 16PSK, Square 16QAM and Square 64QAM, re-
spectively. These requirements cannot be fulfilled with currently available low-cost
lasers. As a consequence, a commercial application of those modulation formats
in systems with homodyne synchronous detection necessitates the development of
low-cost lasers with very low linewidths. Moreover, the application of improved
phase estimation schemes offers a way of further relaxing the requirements on
laser linewidth [105, 106]. In [10] double polarization coherent 40 Gbit=s QPSK
transmission with standard DFB lasers has become possible by using appropriate
phase estimation. In comparison with systems with homodyne synchronous detec-
tion, the linewidth requirements are relatively relaxed in systems with direct detec-
tion. Even 16DPSK can tolerate a linewidth of about 1 MHz at 40 Gbit=s [48]. In
the case of homodyne differential detection, the effective phase noise which affects
the electrical differential demodulation process is determined by the beat-linewidth.
The linewidth requirements on each laser are approximately doubled in comparison
with direct detection when the same linewidths are assumed for the signal laser and
the LO.

In the following paragraphs, the tolerance of different modulation formats re-
garding two important fiber transmission effects is outlined: chromatic dispersion
(CD) and self phase modulation (SPM). Due to the reduced symbol rates and the
longer symbol durations therewith aligned, modulation formats of higher order fea-
ture an improved tolerance against chromatic dispersion. The same is true for toler-
ance against polarization mode dispersion (PMD). Figure 8.25a illustrates the CD
tolerances of a wide range of modulation formats at 40 Gbit=s for RZ pulse shape
when digital homodyne synchronous receivers without equalization are used. It can
be observed that – at a fixed data rate – CD tolerances improve when the order of
the modulation format is increased.

Figure 8.25b illustrates the self phase modulation (SPM) tolerances of various
modulation formats. These were determined by transmitting the signals over a sin-
gle dispersive and nonlinear fiber link (standard single mode fiber) with a length of
80 km. The chromatic dispersion was completely compensated for after the link and
the average fiber input power was varied. Generally, SPM tolerances tend to become
worse as the number of phase states increases in modulation formats. Self phase
modulation induces a power dependent phase shift on a signal propagating through
the fiber. Each symbol of an idealized phase modulated signal with constant power
would be affected by the same nonlinear phase shift during fiber propagation if
there was no other effect than SPM. In this case, the received constellation would be
rotated, but not distorted. However, chromatic dispersion and SPM interact during
propagation. Power fluctuations induced by chromatic dispersion cause the nonlin-
ear phase shifts experienced by the symbols to become different so that the received
constellation diagrams become distorted in amplitude and phase. Since phase dis-
tances are getting smaller, the robustness against SPM decreases with increasing
order of the PSK/DPSK format. When QAM signals have been propagated through



8 Systems with Higher-order Modulation 365

-320 -160 0 160 320
0

1

2

3

4

Pe
na

lty
 @

 B
E

R
 =

 1
0-4

 [d
B

]

Dispersion [ps/nm]
-6 -3 0 3 6 9 12 15

-1

0

1

2

3

4

Pe
na

lty
 @

 B
ER

 =
 1

0-4
 [d

B
]

Fibre input power [dBm]

QPSK

8PSK 

RZ

16PSK,
Square 
16QAM,

Star 
16QAMSquare 

64QAM 

QPSK

8PSK
Star 

16QAM

16PSK

Square
16QAM

RZ

Square
64QAM

Chromatic dispersion tolerances Self-phase modulation tolerances 
a b

Fig. 8.25 Chromatic dispersion tolerance (a) and self phase modulation tolerance (b) of various
modulation formats for 40 Gbit=s; parameters: RZ pulse shape, homodyne synchronous detection
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Fig. 8.26 Deformation of the signal constellations of 16PSK (a, d), Star 16QAM (b, e) and Square
16QAM (c, f) caused by the SPM-induced nonlinear phase shift. a–c without SPM, d–f with SPM

the fiber, the constellation diagrams are deformed even in the absence of chromatic
dispersion since symbols with different power levels are affected by different mean
nonlinear phase shifts, as shown in Fig. 8.26. This phenomenon constitutes an in-
herent problem of optical QAM transmission and is the reason for the very poor
SPM performance of all QAM formats (see Fig. 8.25b). However, relatively simple
techniques can be employed to compensate for this effect [48, 107].

In conclusion, the migration to modulation formats with more bits per symbol
leads to higher spectral efficiencies and higher chromatic dispersion and polariza-
tion mode dispersion tolerances. At the same time, laser linewidth requirements
get more stringent, noise performance deteriorates and self phase modulation tol-
erances go down. The latter two effects essentially determine the distances achiev-
able for single-channel multispan long-haul transmission. Thus, systems applying
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higher-order modulation formats show a reduced transmission reach. The evalu-
ation of transmission distances attainable using higher-order modulation formats
represents an important field of current and future research. Corresponding recent
experimental results are shown in Fig. 8.27 [29]. These confirm the expected re-
duction of transmission reach when migrating to higher-order formats. In multispan
transmission systems with optical inline CD compensation, transmission distances
of 3700 km/1360 km/600 km and 3200 km/960 km/400 km could be bridged with
RZ-QPSK/RZ-8PSK/RZ-Star 16QAM for single-polarization (Fig. 8.27a) and po-
larization division multiplexing (Fig. 8.27b), respectively, assuming a common sym-
bol rate of 10 GBd, single-channel transmission and a BER reference of 10�3. In the
case of single-polarization, the transmission distance for RZ-Star 16QAM could be
increased to about 1000 km by applying compensation of the mean nonlinear phase
shift [29]. For all formats, transmission lengths can be further increased by replacing
optical inline CD compensation with an electrical CD compensation at the receiver.
In this way, transmission distances of> 6000 km/2800 km/950 km could be attained
for single-polarization RZ-QPSK/RZ-8PSK/RZ-Star 16QAM [48]. The transmis-
sion distance of 950 km for RZ-Star 16QAM was achieved in a five-channel WDM
environment and could even be extended to 1400 km by using adaptive electronic
equalization [108]. Results from computer simulations indicate that a further exten-
sion of transmission reach is possible for the higher-order formats by optimizing
the practical system setups. Generally, a compensation of the SPM-induced mean
nonlinear phase shift is essential for achieving longer optical QAM transmission
distances [107].

It should be noted that the comparison of transmission distances made is based
upon a common symbol rate for all the modulation formats. The differences between
maximum transmission distances would be smaller if the comparison were made at
the same data rate.
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8.5 Issues of Future Research

A continuous extension of network capacities while maintaining an attractive sys-
tem reach is of high relevance, and it can be achieved by applying higher-order
modulation formats which provide a higher spectral efficiency. The reduction of
transmission distances aligned with this can be mitigated by optimization and high-
quality fabrication of the system components required for generating and detect-
ing optical signals with higher-order modulation, but also by reducing transmission
impairments such as noise and fiber nonlinearities using low-noise optical ampli-
fication and Kerr effect compensation. Future research should cover the following
areas:

Transmission distances achievable with higher-order modulation formats Anal-
ysis of multispan fiber transmission systems with higher-order modulation is still at
an early stage, and corresponding further investigations are indispensable. Link con-
figurations must be optimized for optimal fiber input powers and dispersion maps
in systems with optical inline chromatic dispersion compensation. Moreover, a key
issue is the development of techniques which will efficiently compensate for fiber
nonlinearities.

Behavior of higher-order modulation formats in WDM systems The transmis-
sion lengths and channel spacings achievable with higher-order modulation formats
in WDM systems are a matter of particular interest. Attention must be paid to chan-
nel filtering, crosstalk and interchannel nonlinearities. The channel spacing attain-
able depends on the signal bandwidth and on how narrowly optical signals can be
filtered. Narrower channel spacing induces higher penalties due to cross phase mod-
ulation and four wave mixing. Thus, the system penalty induced by narrow optical
filtering and the impact of linear and nonlinear interchannel crosstalk must be deter-
mined for the various modulation formats.

Capacity, spectral efficiency and capacity-distance product attainable in WDM
systems If the fiber were linear and there were no system degradation through fiber
nonlinearities, spectral efficiency could theoretically be increased to infinity by ap-
plying modulation formats of higher and higher order. Thereby, the expected in-
crease of spectral efficiency would be about the ratio of the data rate to the symbol
rate. More demanding noise requirements of the higher-order formats could then
be met by simply launching more and more power into the fiber. However, in real
transmission systems, performance degrades due to fiber nonlinearities when the
fiber input power is increased. Simulations show that spectral efficiencies attain-
able in WDM fiber transmission systems are limited due to inter-channel nonlinear
effects [109]. Moreover, it is an open question whether the capacity-distance prod-
uct can be improved through the application of higher-order modulation formats as
a consequence of the reduced transmission distances. The capacity-distance product
of 11.25 Pbit=(s km) reported for 8PSK modulation [21] is four times smaller than
the record product of 41.82 Pbit=(s km) obtained with QPSK [110]. However, there
is potential for further optimization of systems applying higher-order modulation.
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System optimization One key challenge on the way towards widespread deploy-
ment of systems using higher-order modulation is the optimization of system com-
ponents at low cost. Signal distortions caused by pattern effects and accumulating
in multiple modulator stages lead to implementation penalties. Multilevel electrical
driving signals are not being generated easily. Thus, in order to realize transmitters
performing close to the theoretical performance limits, high-speed integrated opti-
cal modulator structures and electrical level generators of high quality are currently
being developed. At the receiver end, developments aim at integrating the whole
optical receiver front end in a single chip, and to exploit digital signal processing
technology to compensate for performance degradation effects and facilitate the re-
covery of information.

Utilization of polarization Polarization information provides an additional degree
of freedom in optical fiber transmission systems and by utilizing polarization divi-
sion multiplexing the spectral efficiency of any modulation format can be doubled.
The extent to which crosstalk between the multiplexed channels degrades the per-
formance of systems applying higher-order modulation will be a topic of future
research. In addition, modulation formats exploiting all the parameters of the elec-
trical field and encoding information additionally into the polarization are available
for optical transmission and should also be considered in future investigations.
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Chapter 9
Wavelength Filters

Herbert Venghaus

Abstract The chapter reviews filters (to be) used in fibre optic communication: Fibre
coupler filters, diffraction gratings, arrayed waveguide gratings, fibre Bragg grat-
ings, Fabry–Pérot interferometers, thin-film and microring filters, interleavers, and
acousto-optic filters. The presentations include the underlying basic physics, imple-
mentations of filters and modules, and typical performance data in the wavelength
domain, but relevant phase properties are discussed as well. Attention is also given
to system implications of the various device characteristics.

9.1 Introduction

The transmission capacity of a single optical fibre is in the range of several 10 Tbit=s,
and in order to make best use of this several strategies have been followed in the past.
One developmental path has been to raise the bit rate in a single channel. 10 Gbit=s
systems have already been widely deployed, 40 Gbit=s links can also be seen in
the field, and higher-order modulation formats (see Chap. 8) will enable a further
increase of the transmission capacity per optical channel.

A second approach in parallel to raising bit rates has been and still is transmit-
ting different wavelengths along a single fibre where each wavelength carries in-
formation independently from all other wavelengths. The corresponding technique
is called wavelength division multiplexing (WDM), and it has been pursued from
the early days of fibre optic communication [1–4]. WDM experienced a particularly
strong developmental push through the availability of the erbium-doped fibre am-
plifier (EDFA, cf. Chap. 11) in the 1990s. The parallel transmission of up to several
tens of WDM channels represents the current state-of-the-art, but significantly more
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channels have already been transmitted in parallel along a single fibre in different
laboratories. Examples are the successful transmission of more than 1000 ultra-
dense WDM channels with 6.25 GHz channel separation and 2.5 Tbit=s total bit
rate [5] or 160 wavelength channels on a 50 GHz grid with polarization-multiplexed
RZ-DQPSK signals, which enabled 25.6 Tbit=s transmission over 240 km [6]. More
details and additional examples are given in Chap. 8 of this book. WDM systems
on the one hand require wavelength-selective transmitters (see Chaps. 3 and 5),
but on the other they also require wavelength filters that enable the selection,
adding/dropping, and routing of individual wavelengths or wavelength bands as key
elements, and these filters will be the topic of the current chapter.

The demands on wavelength filters depend strongly on their functionality and
the respective system specifications, and a variety of different types of wavelength
filters have been developed in the past and are continuously being further improved.
Wavelength filters include adaptations of previously known concepts to the spe-
cific requirements of fibre optics (e.g. diffraction and transmission gratings or thin-
film filters), planar integrated optics devices (such as arrayed waveguide gratings
(AWGs) or microring filters), or they may be closely related to the optical fibre it-
self (such as fibre coupler filters, fibre Bragg gratings (FBGs), or fibre Fabry–Pérot
filters). Filters are normally developed for the spatial separation of a larger num-
ber of wavelength channels. However, filters can also be designed with periodic
response in such a way that a sequence of incoming wavelength channels is sequen-
tially directed towards 2N (N D 1; 2; : : : ) outputs resulting in 2N data streams
with 2N-times larger channel spacing than the original one. Such devices are called
interleavers and enable a cost-efficient upgrading of WDM systems (see Sect. 9.10).

All filters mentioned above will be covered in more detail in the following sec-
tions. The treatment will include short summaries of relevant physical principles, the
technological realization of the different filters, and typical performance parameters
as well. In accordance with the overall focus of the present book the treatment will
be restricted to filters that are relevant to the 1.3 to 1.6 µm wavelength region, and
we will consider linear passive optical filters only.

Filters used in WDM systems can be classified as band-pass-, notch-, low-pass-,
high-pass-, and all-pass filters which exhibit the following generic characteristics:

Band-pass filters transmit optical power within a certain wavelength window
only while all other wavelengths are reflected or redirected elsewhere. In the case
of a single optical channel the role of a band-pass filter is the rejection of noise at
all wavelengths other than the optical channel. In multi-wavelength systems band-
pass filters are key components for multiplexing and demultiplexing different wave-
lengths.

Low-pass and high-pass filters provide a sharp cut-off either above or below
a particular wavelength and are therefore used for selecting (or rejecting) specific
wavelength regions. A low-pass filter transmits long wavelength radiation while
short wavelengths are reflected, and for a high-pass filter it is the other way round.

Notch filters reflect a specific wavelength or narrow wavelength band and exhibit
high transmission elsewhere.
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Power-equalization filters assure that wavelength channels in WDM systems
have equal optical power. Adding and dropping of channels, non-uniform gain of
optical amplifiers, power inequalities of laser sources are among the causes making
channel power unequal. Power variations may be small after one span, however,
they tend to accumulate and lead to large variations after a number of spans, and
therefore power equalization is of high relevance.

All-pass filters transmit a complete wavelength band without any wavelength-
dependent attenuation, but they induce a specific wavelength-dependent phase
change. Such filters can, for example, be designed to compensate group velocity
dispersion.

9.2 Phase Effects

Wavelength filters are fully characterized by their complex wavelength-dependent
response, i.e. how the intensity and the phase of transmitted and/or reflected radia-
tion is modified by the filter.

Filters used in fibre optics have traditionally been described primarily with re-
spect to their wavelength-dependent intensity characteristics, while the associated
phase variations have received significantly less attention. This has been adequate
for sufficiently large channel separations and moderate bit rates. However, as the
separations between adjacent channels in WDM systems come down to as low as
25 GHz or even less (100 GHz � 0.8 nm wavelength separation at 1.55 µm) with the
bit rates increasing at the same time, the phase characteristics of wavelength filters
can no longer be ignored in leading-edge fibre optic systems. Phase-related effects
become more pronounced the narrower the respective filters are, and in addition, the
narrower the filters are the closer the channel wavelengths come to the filter edges
where phase effects tend to be strongest.

In most cases phase effects are unwanted although the phase characteristics can
sometimes be taken advantage of, one corresponding example being fibre Bragg
gratings tailored for dispersion compensation.

9.2.1 General Considerations

Filters are described mathematically (see e.g. [7, 8]) in a convenient fashion by
means of a complex transfer function H.!/ D jH.!/j expŒi'.!/�. If the angular
frequency ! is replaced by the complex variable z D exp.i!/, designated as ‘z-
transform’, the new transfer function of digital filters, Hz.z/, can be represented
as a ratio of polynomials which is true for the filters under consideration in this
chapter. Depending on the location of the zeros and poles with respect to the unit
circle (jzj D 1) filters fall into the two categories of ‘minimum-phase’ and ‘non-
minimum-phase’ filters.
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A minimum-phase filter results if all zeros are located inside the unit circle, and if
a filter is minimum-phase, its amplitude and phase are correlated and can be inferred
from each other by a relation analogous to the Kramers–Kronig relation (which links
the real and imaginary parts of the dielectric function). The phase and amplitude of
minimum-phase filters are said to constitute a Hilbert transform pair [7, 8].

Conversely, non-minimum-phase filters do not obey the Kramers–Kronig rela-
tion. The property of a filter being minimum-phase or not is of high relevance in
fibre optics for the following reason: In many cases filters should be narrow, have
steep edges, and at the same time the corresponding filters should exhibit negligible
dispersion. Non-minimum-phase filters can in principle meet this demand. How-
ever, if a filter is minimum-phase, these features cannot be optimized at the same
time since steep roll-off implies strong dispersion due to the very nature of Hilbert
transform pairs.

Interference filters such as Fabry–Pérot and thin-film filters (TFF) are inherently
minimum phase while generalized Mach–Zehnder filters including AWGs are in
general not minimum phase. However, the latter statement only holds for ‘ideal’, i.e.
loss-less AWGs, while ‘real’ AWGs which exhibit a certain amount of loss satisfy
the minimum-phase condition. Grating filters are minimum-phase in transmission,
but this is not always the case when they are used in reflection [8–10]. One possibil-
ity to reconcile the conflicting demands for steep filter band edges and concurrent
flat dispersion even for minimum-phase filters is the combination of a minimum-
phase filter with an appropriate all-pass filter which compensates the filter-induced
dispersion [11].

The local slope of the phase response is called the group delay �g, and it is de-
fined as the negative derivative of the phase response with respect to the angular
frequency !

�g D �d'=d!: (9.1)

(Note: the definition of the group delay is also found with a positive sign in the
literature, and it is a consequence of the choices of the sign for the phase in the
definition of the transfer function and that of the time dependence in the complex
representation of the electric field.)

The derivativeD of the group delay with respect to wavelength

D D d�g=d� (9.2)

is called the filter dispersion, typically given in ps=nm. The dispersion slope of fil-
ters, dD=d�, (given in ps=nm2/, normally also has a significant impact on the per-
formance of high-bit-rate optical networks (see Sect. 9.2.4) and must therefore be
compensated (designated commonly as “third-order compensation”). In addition, it
might be worthwhile to note that the dispersion of optical fibres is generally nor-
malized with respect to length, and the corresponding units are [ps=(nm km)].
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9.2.2 Phase Characterization Techniques

The dispersion of passive optical devices can be determined in different ways. One
experimental method to derive the dispersion of optical components including op-
tical fibres and wavelength filters is the so-called modulation phase-shift or simply
phase-shift method [8, 12–15]. Corresponding experiments provide the group delay
�g, and the dispersion has to be derived from �g by differentiation. The method has
two limitations: First, there is an averaging effect due to the fact that the two side-
bands of the amplitude-modulated signal probe the dispersion of the device at two
different wavelengths and this is a fundamental issue. Second, it might be difficult
to numerically differentiate the measured curves in the case of noisy experimen-
tal data. The need for numerical differentiation can be overcome by application of
the “differential phase-shift technique” which adds a low-speed modulation of the
laser wavelength to the otherwise unchanged phase-shift measurement set-up, and
this approach enables a direct determination of the dispersion of the device under
investigation (fibre, wavelength filter, . . . ) [16, 17].

Another option for determining the dispersion of optical components includ-
ing filters is low-coherence interferometry [18], and the so-called dispersion offset
method is a further technique, which was initially proposed for the characteriza-
tion of optical fibres and later extended to the determination of the dispersion of
wavelength filters [19], however, it is not much used in practice.

Finally, dual-wavelength heterodyne measurements have also been shown to di-
rectly provide the spectral phase and therefore the chromatic dispersion of optical
filters with high precision, and the concept has been illustrated for the case of fibre
Bragg gratings and thin-film filters as well [20].

9.2.3 Typical Group Delay Characteristics

In the following a few examples of experimental results will illustrate the dispersion
characteristics of various filter types (AWG, FBG, TFF, volume-phase holographic
grating).

Standard AWGs exhibit Gaussian passbands and ideally have zero dispersion
([7], Sect. 4.4.2, [8], Sect. 2.4.4). Flat-top AWGs, which have a passband shape
with more favourable properties for system applications (see Sect. 9.5.1), may have
residual dispersion in the order of a few ps=nm only [21], however, experimentally
observed values can be significantly higher. One corresponding example is illus-
trated in Fig. 9.1. A flat-top silicon-on-insulator- (SOI-)based AWG initially exhib-
ited fairly large dispersion (long dashes), which turned out to be essentially due to
a systematic phase error of the waveguides. After removing this phase error the dis-
persion appeared to be significantly improved (and the filter transmission became
more symmetric as well).
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Fig. 9.1 Comparison of dispersion and transmission across passband of AWG without and with
phase-error correction. Long-dashed: dispersion, no correction; dotted: dispersion with correction;
short-dashed: transmission, no correction; full curve: transmission with correction; after [22]

The relative group delay (measured using the phase-shift technique with 2 GHz
modulation frequency) of two commercial-grade apodized fibre Bragg gratings de-
signed for 100 GHz and 50 GHz channel separation is shown in Fig. 9.2.

The significantly higher group delay observed for the narrower filter is in agree-
ment with expectation.

FBGs are routinely optimized towards two completely different goals: On the
one hand, FBGs are designed for operation as filters reflecting a single band. For that
purpose dispersion should be as small as possible, and residual dispersion of a few
ps=nm has already been reported [23, 24]. On the other hand, one key application
of FBGs is for dispersion compensation, and for that purpose FBGs are designed to
exhibit very large dispersion as treated in more detail in Sect. 9.6.5.

The group delay and related chromatic dispersion of a thin-film “4-skip-1” filter
(see Sect. 9.8.4 and Fig. 9.23) is shown in Fig. 9.3, which elucidates the strong
increase of the group delay towards the filter band edges and the corresponding
increase of the chromatic dispersion as well. 100 GHz thin-film filters are typically
specified with 30 ps=nm dispersion while this value increases to about 60 ps=nm for
TFFs with an enlarged flat top region (see Sect. 9.8.3).

Fig. 9.2 Experimentally determined reflectivity and group delay of apodized fibre Bragg gratings
designed for 100 GHz (a) and 50 GHz (b) channel separation (after [8])
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Fig. 9.3 Group delay (a) and chromatic dispersion (b) of thin-film 4-skip-1 filter [25]

Fig. 9.4 Group delay (full
line) and drop port intensity
(broken line) of a tunable
volume-phase holographic
grating (after [26])

Finally, measurements of the group delay of volume-phase holographic gratings
(see Sect. 9.4.3) [26] reveal group delay variations of a few ps across the reflected
channel, and the results also illustrate a strong increase of the dispersion towards
the passband edges which is the more pronounced the steeper the passband roll-off
is (Fig. 9.4).

9.2.4 Group Delay Ripple

WDM filters, in particular gain-flattening and dispersion-compensating filters based
upon thin-film and fibre-grating technologies, do typically exhibit in-band time de-
lay ripples, (“group delay ripple(s)”, GDR) which can equivalently be characterized
by the corresponding dispersion, the group delay, or the phase spectrum. Figure 9.5
illustrates (as an example) the GDR of an FBG-based gain-flattening filter [27].

Sources of GDR may be design compromises and imperfections such as spu-
rious reflections at the grating ends of FBGs, which can be reduced by appropri-
ate apodization [28] (see Sect. 9.6.3). Conversely, GDR may be due to manufac-
turing imperfections/variations. Correspondingly, the ripple amplitude of cascaded
gain-flattening filters (GFF) was found to correspond essentially to the square root



382 H. Venghaus

Fig. 9.5 Group delay rip-
ple of an FBG-based gain-
flattening filter; as measured
(broken line) and averaged
over 100 pm (solid line), af-
ter [27]

of the sum of individual ripple amplitudes squared, indicating that the GDR was
not systematic in the GFFs investigated but varied randomly from one GFF to an-
other [27, 29, 30].

A more careful inspection (e.g. by Fourier analysis of the GDR) reveals that
a number of different frequency components contribute to the total GDR, and they
have different consequences. The low-frequency ripple essentially gives rise to
a broadening of the input pulse while a high-frequency ripple tends to create leading
and trailing edge satellite pulses.

9.2.5 System Implications of Non-ideal Filter Characteristics

The estimation or evaluation of the adverse effects, which non-ideal filter phase
characteristics have on system performance, is in general a challenging task, and it
is not only the characteristics of the filter itself which matters, but other effects may
also be important. For example (i) filters in real systems are not perfectly aligned
(in contrast to re-circulating loop experiments), and (ii) the channel wavelengths of
the transmitters are not perfectly aligned to the filter centre wavelengths. As a con-
sequence the filter characteristics off the band centre become more important, and
this is particularly relevant for higher bit rates and smaller channel separations. (iii)
Signal distortions do not only occur due to passband dispersion [31], but in the case
of add-drop multiplexers filter dispersion may also affect signals outside the filter
bandwidth [32], in particular those adjacent to the channel selected by the filter.

Investigations (e.g. [32–34]) have further proven that it is not only the filter dis-
persion itself but the dispersion slope or even higher derivatives of the dispersion,
and in particular the group delay ripple which can and normally do significantly
degrade network performance.

The influence of GDR on system performance is extremely complex and con-
sequently difficult to assess in a generic fashion. In addition to the GDR-induced
broadening of signal bits or the creation of additional spurious spikes, a large num-
ber of other dependences have been reported in the literature. Higher GDR ampli-
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tudes tend to have larger detrimental effects, and therefore it is generally attempted
to make the GDR amplitude as small as possible. The period of the GDR is also of
high relevance, and adverse effects are particularly pronounced if the GDR period is
close to that of the bit rate (i.e. corresponds to 10 or 40 Gbit=s, which is equivalent
to 80 and 320 pm periodicity, respectively). The relative position of the ripple am-
plitudes with respect to the transmitted bits is important as well [35], and the system
impact of GDR depends on the modulation format used [29, 36], on the specific
combination of modulation and signal detection scheme [37], and on pulse shape.
The GDR-related penalty is also affected by interactions between phase ripples and
fibre non-linearities, and as a consequence the maximum transmission distance de-
creases with increasing input power to the fibre [38]. Finally, all-optical 2R signal
regeneration experiments performed in order to correct pulse distortions introduced
by GDR, have demonstrated a dependence of the achievable results on the concept
of 2R regeneration applied: Four-wave-mixing-based regenerators achieved better
performance than their self-phase-modulation-based counterparts [39].

9.3 Fibre Couplers

9.3.1 Basics of Coupled Mode Theory

Fibre couplers can serve different purposes in fibre optic networks. They can be used
for passive functionalities as outlined in Chap. 10, and they also exhibit wavelength-
dependent characteristics which can be exploited to fabricate wavelength filters, and
this will be the topic of the following section.

If two dielectric waveguides (WG) are located close enough to each other so that
the evanescent fields of the modes guided in one of the WGs overlap with the core of
the other WG, this arrangement is called a directional coupler, and an appropriately
designed directional coupler constitutes a wavelength multiplexer/demultiplexer
(MUX/DEMUX) as explained below. More detailed descriptions based on coupled-
mode theory are found in many textbooks (e.g. [7, 40–42]), and we will summarize
here the most relevant results only.

Let us designate the upper WG in the insert of Fig. 9.6a (leading from port 1
to port 3) as WG ‘a’ and the lower WG (leading from port 2 to port 4) as ‘b’ and
represent the electric fields propagating along WG a and b as

E.x; y; z/ D E.a/.x; y/a.z/ and E.x; y; z/ D E.b/.x; y/b.z/; (9.3)

whereE.j /.x; y/ (with j D a; b) characterizes the modal distribution of the electric
fields in the x; y-plane.

(Please note that in standard S-parameter terminology ‘b’ normally represents
back-reflected power, which is different from the definition convention used here!)
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For the amplitudes a.z/ and b.z/ we assume

a.z/ D a0 exp.iˇaz/ and b.z/ D b0 exp.iˇbz/; (9.4)

where ǰ (j D a; b) are the propagation constants (see (9.24), below). The total
field of the coupled mode E.z/ is given by

E.x; y; z/ D E.a/.x; y/a.z/C E.b/.x; y/b.z/ (9.5)

and the amplitudes a.z/ and b.z/ satisfy

d

dz
a D iˇaa C i�abb and

d

dz
b D i�baa C iˇbb: (9.6)

Since we are not interested in the x; y-dependence but the coupling between the
WGs only, we will omit the x; y-dependence in the following, and we will further
assume that the electric field intensity has been normalized to 1. If we then make
the substitution �

a.z/

b.z/

�
D
�
A

B

�
exp.iˇz/ (9.7)

assume symmetric coupling, i.e. �ab D �ba D �, convert (9.6) into a matrix equa-
tion, and solve for non-trivial solutions of the corresponding determinant, we get

ˇ D ˇa C ˇb

2
˙ q (9.8)

or, rewriting the two solutions of (9.8),

ˇC D ˇa C ˇb

2
C q and ˇ� D ˇa C ˇb

2
� q (9.9)

with

q D
p
�2 C �2 and � D ˇa � ˇb

2
: (9.10)

The two modes corresponding to the propagation constants ˇC and ˇ� are desig-
nated as “even” and “odd” modes. After finding the eigenvectors corresponding to
ˇC and ˇ�, the general solution for the guided waves can be expressed as

�
a.z/

b.z/

�
D S.z/

�
a.0/

b.0/

�
; (9.11)

where the matrix S.z/ is given by

S D
"

cos.qz/C i�
q

sin.qz/ i �
q

sin.qz/

i �
q

sin.qz/ cos.qz/ � i�
q

sin.qz/

#
exp.i'z/ (9.12)
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with

' D ˇa C ˇb

2
: (9.13)

If the input power is launched into the upper waveguide (designated as ‘a’), we have

a.0/ D 1 and b.0/ D 0 (9.14)

and for the variation of the electric field amplitudes in the waveguides and the cor-
responding guided power in the case of identical WGs (ˇa D ˇb) we get

a.z/ D cos.�z/ exp.iˇz/; b.z/ D sin.�z/ exp.iˇz/ (9.15)

and

Pa D cos2.�z/; Pb D sin2.�z/: (9.16)

Equations (9.15) and (9.16) represent a periodic power transfer between the two
WGs, and the distance after which complete coupling occurs for the first time is
called the coupling length Lc, given by

Lc D 	

2�
: (9.17)

The coupling constant � depends on the distribution of the propagating fields (in
particular their evanescent tails), and � can be considered (to a good approximation)
as being proportional to 1=�. As a consequence, the output power in each port of
the directional coupler varies periodically as a function of frequency/wavelength if
the length of the directional coupler is fixed.

9.3.2 Fabrication of Fibre Couplers

Fibre couplers are most frequently realized as fused biconical taper couplers. Fabri-
cation of the fibre couplers starts with a removal of the cladding in the region where
the coupling is intended to occur, and the next fabrication steps are essentially heat-
ing, stretching, and tapering of the two fibres. Through this stretching the fibre core
diameters become smaller in the coupling region and as a consequence the confine-
ment of the guided radiation is reduced which enables stronger coupling. The cou-
pling region is typically multi-mode in contrast to the single-mode characteristics in
the feeding branches of the coupler, and therefore it is a key issue in designing and
fabricating directional couplers – beyond assuring the proper wavelength-dependent
coupling – to make sure that essentially no power is coupled from the fundamental
mode to higher order ones in the coupling region as this would give rise to unwanted
losses [43, 44].
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Fig. 9.6 Schematic pre-
sentation of a directional
coupler (a), wavelength-
dependent transmis-
sion of a fibre cou-
pler (b) (1550/1625 nm
MUX/DEMUX) [45]

9.3.3 Characteristics of Fibre Coupler-based Wavelength Filters

The typical parameters of optical fibres exhibit moderate wavelength-dependent
variations, and as a consequence standard fibre coupler filters operate for rather large
channel separations. Fibre couplers are commercially available for demultiplex-
ing the 1.3 µm and 1.55 µm channels, demultiplexing a 1625 nm monitoring chan-
nel from the 1.3 µm or 1.55 µm band, as pump wavelength combiners for erbium-
doped fibre amplifiers (980 nm/1550 nm, 1480 nm/1550 nm, 1054 nm/1550 nm, and
1065 nm/1550 nm multiplexers), and as 1017 nm/1300 nm multiplexers for Pr-doped
fibre amplifiers. In addition, fibre-coupler based wavelength filters are offered for
CATV or various measurement applications (see also Chap. 10, Sect. 10.2.4 and
Fig. 10.15).

Figure 9.6b illustrates the periodic characteristics of a fibre coupler which has
been designed and specified as a 1550/1625 nm MUX/DEMUX, and it also illus-
trates that the wavelength characteristics of standard fibre couplers do not enable
high wavelength discrimination over a larger wavelength range (a crosstalk of the
order of 20 dB is a typical requirement). One means to improve performance and in
particular to achieve better crosstalk is cascading, and cascaded 1310/1550 nm fibre
couplers with crosstalk better than 40 dB have already been demonstrated [46].

9.3.4 Applications Beyond Wavelength Channel Filters

Fibre couplers also enable the splitting of the guided power into any ratio de-
sired. Power splitters or tap couplers are typically offered with splitting ratios
ranging from 50 : 50 to 99 : 1, and such splitters can be fabricated for any wave-
length wanted [47, 48], see also Chap. 10, Sect. 10.2.4. Figure 9.7 illustrates the
generic wavelength dependence of different types of power splitters: single wave-
length, wavelength flattened and broadband. The example chosen is for 1300 nm
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Fig. 9.7 Wavelength-dependence of fibre-coupler based power splitters. Single wavelength (a),
wavelength flattened (b), broadband (c) [47]

and 1550 nm as operation wavelengths and 10 : 90 splitting ratio, however, the wave-
length dependence for other splitting ratios is very much the same.

Furthermore, fibre couplers can be designed as pump combiners which enable the
combination of two different pump waves into a single fibre or alternatively com-
bining two orthogonally polarized pumps at the same wavelength, and finally, fibre
couplers can be designed as gain flattening filters (cf. also thin-film filters, Sect. 9.8)
which assure gain flatness from 1530 nm to 1560 nm with less than ˙0:25 dB devi-
ation from the target value [48].

9.4 Diffraction Gratings

9.4.1 Planar Diffraction Gratings

A diffraction grating is an arrangement of reflecting (or transmitting) elements sepa-
rated by a distance comparable to the wavelength of the light (or in more general
terms: electromagnetic radiation) under investigation. Typical structures under dis-
cussion in the subsequent section are two-dimensional collections of parallel trans-
parent slits or reflecting grooves on an optical surface while fibre Bragg gratings
will be discussed in Sect. 9.6.

The characteristic property of a diffraction grating is its ability to diffract light
into different, wavelength-dependent directions. As a consequence, different wave-
lengths of an incoming beam are angularly separated, and this constitutes the basis
for many kinds of spectroscopic investigations and for the fabrication of wavelength
filters as well.

Diffraction gratings have been manufactured for more than 200 years, starting
with the fabrication of the first diffraction grating by the American astronomer
David Rittenhouse in 1785 and spurred by the pioneering work of Joseph von Fraun-
hofer at the beginning of the 19th century, so that by the end of that century diffrac-
tion gratings had become distinctly superior to prisms and interferometers for spec-
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Fig. 9.8 Diffraction of planar
wave fronts from a reflection
grating (schematic). A planar
wave front is represented by
parallel rays such as “ray 1”
and “ray 2”. Angles mea-
sured (counter-) clockwise
are defined as negative (posi-
tive). Lines labelled ‘A’ and
‘B’ represent incoming and
diffracted wave fronts, respec-
tively

troscopic applications. In the early days the periodic structures had been grooves
scratched on a blank surface while different grating variants subsequently emerged.
Gratings can be operated from the UV over the visible range until far into the IR
regime, they are used in many different areas of science, and more recently diffrac-
tion gratings have found applications in fibre-optic communication systems where
they serve as wavelength MUX/DEMUX in WDM systems.

The operation of a reflection grating is illustrated in Fig. 9.8 (see e.g. [49–51]).
Ray 1 and ray 2 correspond to light diffracted from adjacent grooves separated by
a distance d , and constructive interference occurs (i.e. these rays are in-phase) if
their path difference after diffraction is an integral number of wavelengths. This
relationship is expressed by the grating equation

m� D d.sin ˛ C sinˇ/ (9.18)

(please note that sinˇ is negative since ˇ < 0). m is an integer and is called the
diffraction order, and m D 0 is the special case of normal reflection. A frequently
used configuration corresponds to ˛ D ˇ, i.e. light is diffracted back towards the
direction from which it came, and this is called the Littrow configuration.

9.4.2 Relevant Parameters of Diffraction Gratings

The range of wavelengths for a given diffraction order without any superposition
of light from adjacent orders is called the free spectral range (FSR). For telecom
applications the FSR of diffraction gratings (typically operated in the first diffraction
order) is much larger than the range of all wavelengths used in WDM systems,
and thus there is no unwanted coincidence of any telecom channel/wavelength with
higher orders of other wavelengths.
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The diffraction efficiency of a grating into different orders m exhibits a pro-
nounced wavelength dependence, and as a consequence, the efficiency is also
strongly wavelength dependent for a given diffraction order. The efficiency of re-
flection gratings is particularly high if the directions of the incident and diffracted
rays correspond to specular reflection from the grating facets. The corresponding
angle 
bl which satisfies the condition

m�bl D 2d sin 
bl (9.19)

is called the blaze angle and �bl is called the blaze wavelength, and diffraction grat-
ings are normally designed/chosen in such a way that �bl corresponds to the centre
of the wavelength range the diffraction grating is expected to cover in the application
under consideration.

Diffraction gratings also exhibit a strong polarization dependence, however, this
dependence can be kept acceptably low over a limited range of wavelengths by
an appropriate design. States of polarization are normally designated as s- and p-
polarized, however, there are two different definitions: The most widely accepted
one is that s- and p-polarization correspond to radiation having the electric field
vector orthogonal and parallel to the plane of incidence, respectively. However, s-
and p-polarization are also defined as orthogonal and parallel to the grooves of the
diffraction grating, and the latter definition is just the opposite of the former for
the common configuration where the plane of incidence is orthogonal to the plane
of the grooves. If the plane of incidence is not orthogonal to the grooves, there is
no relation at all between the two definitions. We will use the former definition
throughout this chapter, although the latter is the one more frequently used with
diffraction gratings. Alternatively, s- (and p-) polarization are also called TE- (TM-)
polarization.

The resolving powerR or ability of a grating to resolve two closely spaced wave-
lengths is given by

R D �=�� D jmjN (9.20)

with m being the diffraction order and N the total number of illuminated grooves
(see e.g. [49]). A slightly different expression for the maximum attainable resolving
power Rmax is derived in [50]:

Rmax D 2Nd

�
; (9.21)

whereNd is simply the width of the ruled area. Equation (9.21) holds for j˛j � 90°
and j˛j � jˇj, i.e. for grazing incidence in the Littrow configuration, and it is
interesting to note that (9.21) does not depend on the diffraction orderm.

Echelle gratings represent a special type of diffraction grating with high groove
spacing and are optimized for high diffraction orders. Planar gratings fabricated
in the InP material system or in SOI are typical examples of such gratings (see
Sect. 9.12.2).
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Fig. 9.9 Transmission of
diffraction-grating-based 8-
channel 100 GHz DEMUX
([52], fabrication discontinued
recently)

9.4.3 Diffraction Gratings Used in Fibre Optic Communication

Diffraction gratings used in fibre optics fall into two categories: surface relief grat-
ings and volume phase (holographic) gratings.

Figure 9.8 is an example of a surface relief grating operated in reflection. Such
gratings are typically composed of a substrate material, for example glass with low
thermal expansion coefficient, an epoxy or photoresist structured in such a way as
to exhibit the desired surface profile, and a metallic highly reflecting coating on
top. Multiplexers and demultiplexers based upon reflection gratings have become
commercially available for the C-, the L-, and the CCL-bands with 50, 100 or
200 GHz channel spacing, channel numbers ranging from 8 to 96, and polarization-
dependent loss < 0:3 dB. The characteristics of a corresponding grating-based 8-
channel 100 GHz demultiplexer is shown in Fig. 9.9.

Another variety of surface relief gratings are surface relief transmission gratings.
They are used in many different areas because they can be operated from about
200 nm (or even 157 nm) into the mid-IR, exhibit very low absorption loss, are par-
ticularly stable with respect to environmental influences, can tolerate high tempera-
ture (up to 1000 °C) and high input power of the light to be dispersed, and there are
specific designs for telecom applications as well.

A surface relief transmission grating designed for operation in the C-band (1525–
1575 nm) is shown in Fig. 9.10.

MUX/DEMUX based upon surface relief transmission gratings have already
achieved >97% efficiency and < 0:05 dB polarization-dependent loss (PDL) over
the whole C-band, and more than 99 % efficiency has been predicted theoreti-
cally [53]. Specific details, however, depend on customer requirements and on the
overall design and implementation of the MUX/DEMUX.

A third type of diffraction gratings are volume-phase holographic (VPH) grat-
ings consisting of a thin layer with modulated refractive index sandwiched be-
tween two glass substrates which makes such gratings particularly rugged. VPH
gratings for telecom applications may be fabricated by optically replicating a previ-
ously recorded interference pattern, or alternatively, each grating may be an original
where a thin film of dichromated gelatine is exposed to a laser interference pat-
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Fig. 9.10 SEM picture of
fused-silica surface relief
transmission grating [53]

tern and laminated with a protective glass cover after proper processing of the film.
VPH gratings encapsulated between parallel glass plates may additionally be sand-
wiched between two precision prisms in such a way that the beam cross-section
is enhanced at the grating (providing higher resolution) and the Bragg condition is
fulfilled for a particular wavelength, for example 1550 nm for telecom applications.
VPH gratings are commercially available optimized for operation in the C-, L-, or
the S-band [54, 55]. A diffraction-limited resolution of 12.5 GHz over the whole
C-band has been achieved already, and L- and S-band performance is comparable.
Thus VPH gratings can be used in DWDM systems for combining/demultiplexing
channels with separations as low as 25 GHz.

Other relevant characteristics of VPH gratings are 0.3 dB PDL, 1 dB unifor-
mity over the complete wavelength range covered, and the total insertion loss may
amount to a few dB but can be reduced to as low as 1 dB if required. Angular reso-
lution at around 1550 nm is typically in the range from 0.1 to 0.3°=nm. VPH grat-
ings exhibit a temperature dependence which is essentially that of the substrate.
Zero expansion material, which is well suited for reflection gratings, is insuffi-
cient for transmission gratings with respect to optical clarity and homogeneity. Bet-
ter (and common) choices are fused silica with a coefficient of thermal expansion
CTESiO2

D 0:5 � 10�6=K or BK7 (CTEBK7 D 7:5 � 10�6=K) where the latter is
obviously less favourable, however, significantly less expensive.

Volume-phase holographic gratings can also be used for optical channel moni-
toring, and devices are commercially available covering the complete C- or L-bands
and enabling channel monitoring with 50 GHz channel separation. For such appli-
cations the grating as the spectral dispersive element is typically combined with an
extremely sensitive detector array (e.g. GaInAs, [54]).

9.4.4 InP- and Si-based Planar Gratings

Planar (echelle) diffraction gratings have been fabricated in the InP-material system,
for example as part of multi-wavelength lasers [56] or as a demultiplexer in inte-
grated channel monitors [57–59], and they have been developed in silica-on-silicon
(SoS) [60] and in SOI in the context of silicon photonics [61–64]. As will be out-
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lined in more detail in Sect. 9.12, remarkably good results have been achieved more
recently in the latter case, after progress in the development of planar, integratable
echelle gratings had been moderate for many years before.

9.5 Arrayed Waveguide Gratings

Arrayed waveguide gratings are planar (lightwave) structures based upon an array
of waveguides that exhibit both imaging and dispersive properties. The field of an
input WG is imaged onto an array of output WGs in such a way that different input
wavelengths are imaged onto different output WGs. AWGs were first reported by
Smit [65], followed by Takahashi [66] and Dragone [67]. Besides “AWG” other
names such as phased array (PHASAR) and waveguide grating router have also
been proposed but AWG has become the most commonly used designation.

AWGs are fabricated in various material systems: SoS, InP, SOI, and polymer.
SoS-based AWGs are the most relevant ones, they have been commercially avail-
able since 1994 and can be considered to represent by far the best technology for
MUX/DEMUX applications in high-channel-count DWDM systems because they
offer lowest cost per channel, highest uniformity, and lowest loss (< 0:05 dB=cm
propagation loss and about 0.1 dB fibre-chip coupling loss for appropriately chosen
parameters, see below).

9.5.1 Basics of AWGs

Operation Principle

A schematic of an AWG demultiplexer is shown in Fig. 9.11, and its operation can
be understood as follows [68, 69]: After entering the AWG by the input WG, light
propagates across the initial free propagation region (FPR) without lateral guidance
so that the incoming intensity gets evenly distributed at the input aperture of the
waveguide array before it propagates along the individual WGs towards the output
aperture. The waveguide array is designed in such a way that the optical path differ-
ence between adjacent WGs is equal to an integer multiple of the AWG’s (vacuum)
centre wavelength (�c), and this is equivalent to

�L D m
�c

neff
: (9.22)

Here �L is the length difference between adjacent waveguides, the integer m is
called the order of the array, neff is the effective refractive (phase) index of the
guided mode, and �c=neff represents the wavelength inside the array WGs. For the
operation wavelength �c, the fields at the exit of the individual WGs have identical
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Fig. 9.11 AWG (schematic, after [69]). FPR: free propagation region

phase (mod 2	) and as a consequence the field distribution at the output aperture
is a reproduction of that at the input aperture. Thus, the divergent beam at the input
aperture is transformed into a convergent beam at the output aperture, and the input
field at the entrance of the input FPR gives rise to an image at the exit of the output
FPR, i.e. the array behaves like a lens. If the operation wavelength � is varied, the
length increment�L of the array gives rise to a phase difference�� according to

�� D �ˇ�L; (9.23)

where

ˇ D 2	�neff=c (9.24)

is the propagation constant in the waveguides, � D c=� the frequency of the pro-
pagating waves, � their (vacuum) wavelength, and c the vacuum speed of light. The
wavelength-dependent phase difference �� causes a wavelength-dependent tilt of
the outgoing wave front, and this leads to a wavelength-dependent shift of the focal
point along the image plane.

The horizontal shift ds of the image point per unit frequency interval d� is called
the AWG’s spatial dispersion Dsp and it is given by (as outlined in more detail
in [70])

Dsp D ds

d�
D 1

�c

ng

nFPR

�L

�˛
: (9.25)

Here �c is the frequency corresponding to the centre (vacuum) wavelength, nFPR

is the slab mode index in the free propagation region, �˛ is the divergence angle
between the array waveguides in the fan-in and the fan-out sections, and ng is the
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group refractive index of the waveguide mode given by

ng D neff C �
dneff

d�
: (9.26)

If the change of the input wavelength introduces a phase difference of �� D 2	

between adjacent waveguides, the transfer characteristics of the AWG will be the
same as before, i.e. the response is periodic or cyclic. The period is called the free
spectral range (FSR), and �ˇ�L D 2	 combined with (9.22) leads to

FSR D �c

m

�
neff

ng

�
: (9.27)

Crosstalk problems with adjacent orders are avoided if the FSR is chosen larger than
the whole frequency range covered by all channels. As an example, for a demulti-
plexer with 8 channels and 200 GHz channel spacing, the FSR should amount to
at least 1600 GHz. For �c � 1550 nm, (9.27) suggests that the order of the array
should be about 120 (with neff=ng � 0:975 for the SoS- and neff=ng � 0:9 for the
InP-material system, respectively).

The passband shape of standard AWGs is Gaussian which is not optimum for
optical networks where signals typically pass a certain number of wavelength filters
and the effective width of cascaded Gaussian filters becomes fairly narrow. Con-
sequently AWGs are also designed with so-called “flat top” characteristics, which
can be accomplished in different ways, examples are by using a multi-mode interfer-
ence (MMI) coupler before the input slab region [71, 72] or alternatively a parabolic
horn [73]. However, the enhanced channel width goes along with an extra loss of
about 2 to 2.5 dB in the centre of the transmission band.

Birefringence (and consequently polarization dependence) and temperature-de-
pendent behaviour are important issues in many cases and different approaches have
been developed to cope with these phenomena as will be outlined in Sect. 9.5.2.

Applications

AWGs serve a number of different purposes in fibre optic networks. The most
straightforward functionality is combining different wavelengths in multi-wave-
length sources or combining and/or separating different wavelength channels in op-
tical add-drop multiplexers (OADM). OADMs have been designed in many different
ways, and various architectures are explained in more detail in [69, 74]. AWGs are
a particularly favourable choice for OADMs designed for handling larger numbers
of channels (>8).

Furthermore, passive optical networks (PONs) can be upgraded using AWGs as
they support the overlay of additional WDM channels [75, 76] and AWGs can be
used for routing applications, for example in optical cross-connects [69].
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9.5.2 AWGs in Silica-on-Silicon

As already mentioned, SoS-based AWGs are the variety most widely used in today’s
fibre-optic communication networks. These AWGs are typically fabricated on crys-
talline flat silicon wafers having 600 or 800 diameter, and this size offers the possibility
to fabricate multiple devices on a single wafer and favours cost-efficient processing.
Fabrication of AWGs is essentially a sequence of glass and silica layer deposition
combined with horizontal structuring, i.e. standard pattern transfer based on optical
lithography and etching. For depositing the glass and silica layers two different pro-
cesses are primarily used: flame hydrolysis and chemical vapour deposition (CVD)
including low-pressure CVD (LPCVD) and plasma-enhanced CVD (PECVD) [69].

One key design (and fabrication) parameter of AWGs is the refractive index con-
trast �n between the WG core and the cladding. The higher �n the more compact
an AWG can be made as bend radii can be made smaller without unacceptably high
(bending) losses. However, larger �n implies stronger confinement of the guided
waves with two unfavourable consequences: (i) scattering losses due to WG side-
wall roughness increase, and (ii) the size difference of modes guided in the AWG
and in standard single-mode fibre (SMF) become more pronounced which leads to
narrower fibre-chip coupling tolerances and larger fibre-chip coupling losses (unless
tapers are used for improving the coupling).

Commercially available AWGs are essentially designed and fabricated with the
following different choices of refractive index contrast:

• �n D 0:30% (8 � 8 µm2 WG core size and 25 mm minimum bend radius) and
• �n D 0:45% (7 � 7 µm2 WG core size and 15 mm minimum bend radius).

Corresponding WGs enable very good coupling to standard SMF and have shown
losses as low as 0.017 dB=cm [77], but these favourable characteristics go along
with rather large total device size.

• �n D 0:75% (6 � 6 µm2 WG core dimension and 5 mm minimum bend ra-
dius) represents a good compromise between fairly compact overall device size,
relatively low propagation loss (0.035 dB=cm [78]) and still relatively good
fibre-chip coupling characteristics. It can therefore be considered the “standard”
choice. Typical AWG chip sizes are 30�50mm2 for 40 channel-, 25�40mm2 for
16 channel-, and 20�20mm2 for 4�4 channel devices (private communication,
Enablence Technologies Inc. [79]).

• AWGs with�n D 1:5 to 2 % (4:5�4:5–3�3 µm2 WG core size and 2 mm min-
imum bend radius) can be made really compact but efficient fibre-chip coupling
requires tapers and propagation losses are about 0.1 dB=cm.

Polarization and Temperature Dependence

Waveguides are normally designed with square cross section, but different thermal
expansion coefficients of glass and silicon induce compressive stress in the AWG
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structures so that the propagation constants for TE- and TM-polarized waves vary
(ˇTE ¤ ˇTM/. As a consequence a wavelength separation �� between the peak
transmission for TE- and TM-polarized waves is observed which is given by

�� D 1

m
�L.nTE � nTM/; (9.28)

where nTE and nTM are the effective refractive indices for TE- and TM polariza-
tion, respectively. A typical value for the polarization-dependent peak transmission
difference of SoS AWGs is about 30 GHz which is too high for standard channel
separations (100 GHz or even smaller) and consequently various concepts have been
reported to compensate unwanted birefringence so that < 2:5GHz variation can be
assured [69].

The centre wavelength of any output WG of standard SoS AWGs exhibits a tem-
perature-dependent shift d�=dT � �1:5GHz=K, and this variation is primar-
ily due to the temperature dependence of the refractive index of the silica glass
(dn=dT D 1:1 � 10�5=K). In order to avoid temperature-dependent adverse effects
on system performance several options exist:

AWGs may be operated with a temperature control using either a Peltier cooler
or a heater. This is a proven concept, however, specific equipment and electrical
power at the site of the AWG are needed.

So-called ‘athermal’ AWGs need no extra equipment nor electrical power, and
as a consequence athermal AWGs are attractive for long-haul, METRO, and for
WDM-PON applications as well. In order to be suited for outdoor applications,
athermal AWGs are required to work in a temperature range from �30 °C to C70 °C.
Athermal behaviour has been obtained by various means, for example by fabricating
part of the AWG using a material with refractive index variation dn=dT < 0 [80],
or by mechanically compensating the temperature drift of the grating [81, 82].

Commercially Available AWGs

SoS-based AWGs are commercially available from various suppliers worldwide.
They are offered for operation in all wavelength bands (O-, E-, S-, C-, and L-band),
but there is a clear focus on the 1.55 µm range (C-band). The channel count ranges
from 4 to 80, and up to 128 channels are available on customer demand. Most com-
mercial products are offered for 50, 100 and 200 GHz channel separation although
other variants (down to 12.5 GHz) are also on sale, and the passband shape is most
frequently Gaussian or flat top. An example of the wavelength characteristics of
a commercial 40 channel AWG is shown in Fig. 9.12.

Commercial AWGs normally require active temperature control, but athermal
AWGs are also commercially available.

The cyclic behaviour of AWGs enables the fabrication of so-called ‘colourless’
AWGs. The design of these AWGs is made in such a way that the FSR exactly
matches the channel separation times the number of output channels. If a sequence
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Fig. 9.12 Wavelength characteristics of a 40 channel AWG with Gaussian passband [79]

of evenly spaced channels enters a colourless AWG with m output ports, the first
m channels leave the AWG via output channels 1; : : : ; m, and in general the kth
channel leaves the AWG via output port k (mod m). In practice, colourless AWGs
are mostly designed having eight output- and one or two input ports.

The high interest in colourless AWGs comes from cost-saving arguments: The
complete C-band can accommodate about 96 channels with 50 GHz spacing, how-
ever, such a large number of channels is normally not installed at once. Instead,
carriers start with a single band comprising eight channels and add more bands as
traffic demand grows. If an appropriately designed colourless AWG is available,
the same type of AWG can be taken for multiplexing/demultiplexing the individual
channels of any of these bands, and thus inventory cost is significantly reduced.

The transmission of a colourless AWG with eight output ports and 50 GHz chan-
nel separation is illustrated in Fig. 9.13, where the cyclic characteristics with an
8-channel periodicity can be clearly seen.

Additional typical parameters of commercial AWGs not mentioned so far include
0.2 dB PDL, < 10 ps=nm chromatic dispersion, and 0.5 ps differential group delay.
3 dB can be considered a typical total insertion loss value, and it is also worthwhile
to note that the insertion loss varies across the output ports by an amount of 2 to
3 dB, referred to as ‘non-uniformity’.

Various types of AWGs have been reported in the literature with performance
characteristics significantly exceeding those of commercial devices. Examples are
AWGs with channel count as high as 400 in a single stage [84] or even 4200 chan-
nels in two-stage configurations [85]. AWGs have further been developed for coarse
WDM (CWDM) applications with 10 or 20 nm channel separation [86], and con-
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Fig. 9.13 Wavelength characteristics of colourless AWG with 50 GHz channel separation and
400 GHz free spectra range [83]

versely an AWG with 1 GHz channel spacing operating in m D 11;818 grating
order has also been reported [87].

9.5.3 AWGs in InP

AWGs fabricated in the InP material system exhibit a number of pronounced differ-
ences compared to SoS-based ones. Most important is a significantly higher refrac-
tive index contrast of InP-based waveguides which leads to very compact structures
(InP-based AWGs are about two orders of magnitude smaller than SoS-AWGs).
Conversely, the small dimensions of InP-based WGs make the fibre-chip coupling
much more demanding. Efficient coupling with moderate alignment tolerances re-
quires spot size converters integrated onto the InP chip, which renders these chips
rather complex. The first AWG fabricated in the GaInAsP material system was re-
ported as early as 1992 [88], but performance of InP-based AWGs is (still) inferior
with respect to crosstalk, polarization dependence is also a serious issue, and InP-
based AWGs have not (yet) reached commercial status as stand-alone components
although they are continuously being further improved [89].

The recent interest in InP-based AWGs is to a significant extent due to the fact
that they can be monolithically integrated with active InP-based components such as
lasers, SOAs, detectors, or modulators. The fabrication of InP-based AWGs is com-
paratively simple (standard sequence of epitaxial layer deposition and pattern trans-
fer using optical or electron beam lithography and dry etching), however, mono-
lithic integration of AWGs with other subcomponents becomes more demanding the
greater the number of different types of subcomponents with specific vertical layer
structure are to be combined on a single InP chip to form photonic integrated cir-
cuits (PICs). Since 1992 a large number of PICs comprising AWGs has been devel-
oped [90] with most recent examples being an optical router [91] and a monolithic
40-channel transmitter [92, 93], the latter representing the most complex InP-based
PIC reported so far.
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9.5.4 AWGs in Other Material Systems

AWGs have also been developed in other material systems such as polymer [94–96]
and in particular in SOI. The former is a particularly low-cost solution while AWGs
in SOI are an important building block for the realization of wavelength-agile silicon
photonics chips which is outlined in more detail in Sect. 9.12 and in Chap. 14.

9.6 Fibre Bragg Gratings

In 1978 Hill, Kawasaki and coworkers reported the discovery of photosensitivity of
Germanium-doped optical fibre [97, 98], later it was found that intense UV irradia-
tion of photosensitive fibres created permanent index changes [99], and this spurred
the development of fibre Bragg gratings which have found widespread applications
since then, in particular in sensing, fibre lasers, and in fibre optic communication as
well.

9.6.1 Generic Properties

An FBG is essentially a piece of single-mode optical fibre with a periodic variation
of the core refractive index. In the most simple case the planes of equal refractive
index are parallel to the longitudinal axis of the optical fibre and the index variations
have constant period as illustrated in Fig. 9.14.

Light guided by the core and propagating along the FBG will be scattered by
each of the grating planes, and in general light scattered from different planes will
add up out of phase and will eventually cancel out. Conversely, if

�B D 2neff� (9.29)

holds, (where �B is the “Bragg wavelength”,neff is the (mean) effective refractive in-
dex experienced by an optical wave propagating along the fibre, and � is the period
of the index modulation), the small amounts of light scattered from each plane add
up constructively and give rise to a back scattered wave. The Bragg condition (9.29)
is a straightforward consequence of energy and momentum conservation [100] and
leads to a characteristic pit in the transmission spectrum as well as a peak in the
reflection spectrum around �B.

Typical reflection spectra of fibre Bragg gratings are illustrated in Fig. 9.15. The
different spectra correspond to different values of refractive index contrast (ranging
from 10�4 to 10�3/, the grating is 5.4 mm long, and �B D 1500 nm [101].

One characteristic and important parameter of any FBG is the width of the reflec-
tion band, and neglecting the fact that the detailed characteristics of FBGs depend
on various design parameters in a complex manner [100], a good approximation for
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Fig. 9.14 Fibre Bragg grating (schematic)

the full-width at half-maximum of the reflection band,��FWHM, is given by [102]

��FWHM D �BS

s�
�n

2neff

�2
C
�
1

N

�2
(9.30)

where �n is the variation of the effective refractive index neff, N is the number of
grating planes and S is a parameter varying between 0.5 for weak and 1.0 for strong
gratings.

A number of key characteristics of FGBs are illustrated by Fig. 9.15: (i) the
reflectance increases with higher index contrast, and essentially 100 % reflectance
can be achieved with appropriate contrast and sufficiently long gratings, (ii) the
reflectance curve can be made flat-top as well by these means. (iii) Uniform grat-
ings exhibit pronounced side lobes next to the main reflectance maximum. These
side lobes are unwanted for many applications, in particular for channel selection
in telecom applications, however, the side lobes can be removed by appropriate
grating design as outlined in Sect. 9.6.3. (iv) The shift of the reflectance to longer
wavelengths as �neff increases is essentially a consequence of the correspondingly
larger average effective index in the grating region.

Furthermore, (9.30) suggests that FBG filters become narrower the longer the
gratings are (as long as the index variation is sufficiently weak). This is in principle
equivalent to the fact that the resolving power of a diffraction grating rises with in-
creasing number of illuminated grooves. For higher index variation this is no longer
true because a wave entering a high-index contrast grating region is already com-
pletely reflected before reaching the end of the grating so that only a fraction of the
grating planes determines the spectral shape of the reflected wave.

The fundamental characteristics of FBGs are a consequence of coupling between
modes propagating in the forward direction with back-reflected ones. However, the
forward-propagating mode can also couple to radiation modes, and this effect gives
rise to dips in the transmission spectrum on the short-wavelength side of the main
transmission minimum without corresponding spectral features in the reflected spec-
trum [100], but these dips are very much reduced in appropriately designed state-
of-the-art FBGs.
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Fig. 9.15 (Calculated) re-
flectance of a 5.4 mm long
FBG with different refractive
index contrast [101]

Another phenomenon is coupling to cladding modes, which is particularly pro-
nounced in long-period gratings and will be discussed in Sect. 9.6.6.

9.6.2 Types of Gratings

Fibre Bragg gratings are fabricated from fibres with different photosensitivity condi-
tioning, and different inscription procedures are also being used. As a result different
types of FBGs are obtained which are normally classified as type I, IA, II, and IIA.

Type I gratings are generated in normal photosensitive fibres with moderate il-
lumination intensities. The transmission and reflection spectra are complementary,
i.e. type I FBGs do not exhibit unwanted loss. They are thermally stable up to about
200 °C and represent the most common variant of FBGs [103].

Type IA gratings are typically formed after relatively long UV exposure in hy-
drogenated germanosilicate fibre. The index change, attributed to the creation of
colour centres, is particularly strong and gives rise to a pronounced red shift of the
Bragg wavelength. Type IA are the least stable FBGs [104, 105].

The formation of type IIA gratings builds upon the type I inscription process and
eventually results in gratings due to material compaction in the grating region [106]
so that these gratings are stable up to about 500 °C.

Finally, the refractive index changes giving rise to type II FBGs are introduced by
single excimer laser light pulses of >0:5 J=cm2 fluence [107]. The index changes
are rather large (up to about 10�2) and are attributed to localized fusion in the fibre
core region. Wavelengths longer than �B transmitted by type II gratings are essen-
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Fig. 9.16 Apodization of FBGs (schematic), with varying (a, c) and constant (b, d) average effec-
tive refractive index and corresponding reflectance spectra (after [109]). a, b: dashed lines: local
index variation, full lines: average refractive index

tially unaffected while for � < �B strong coupling to cladding modes occurs asso-
ciated with pronounced attenuation. The grating structure is stable beyond 800 °C
which makes these gratings a particularly good choice for high ambient temperature
applications.

9.6.3 Apodization

The strong side lobes observed in the reflectance spectra of FBGs with uniform
gratings (Fig. 9.15) can be efficiently reduced by ‘apodization’. Apodized grat-
ings are characterized by a short-period index variation (with period length �, cf.
(9.29)) plus a long-range variation which may have different shape (e.g. Gaussian
or ‘raised-cosine’ [108]), and the local variation of the average effective refractive
index may be zero or non-zero. Two schematic examples of apodized FBGs are il-
lustrated in Fig. 9.16, one with raised index profile and one without change of the
average refractive index. The efficient side lobe suppression is obvious in both cases.

9.6.4 Temperature and Strain Dependence

FBGs exhibit a temperature-dependent shift of the reflection band of about 13 pm=K
which is essentially due to the coefficient of thermal expansion of the glass form-
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ing the fibre core [100]. For telecom applications such a pronounced temperature-
induced variation of the FBG channel wavelength(s) is unacceptable, and one
straightforward means to suppress this shift is by fixing the FBG onto a sub-
mount which exhibits a negative CTE so that the resulting temperature varia-
tion is reduced. Typical residual temperature dependence is < 0:5 to 1 pm=K for
�5 °C � T � 70 °C [110–114].

Conversely, the temperature-induced shift of the reflected wavelength is widely
exploited for temperature sensing using FBGs.

In a similar way, the reflectance peak of FBGs exhibits a pronounced change due
to mechanical strain which is taken advantage of in FBG-based stress sensors.

9.6.5 Chirped Gratings

A chirped grating is an FBG with a refractive index continuously varying across the
grating region for example as [100]

n.z/ D neff C�nmodfapod.z/ cos

�
2	

�
z � 	

2neff�2
�chz

2

�
; (9.31)

where n.z/ is the index variation along the fibre axis,�nmod is the index modulation
amplitude, fapod.z/ is the apodization function, and �ch is the (dimensionless) so-
called chirp parameter (of the Bragg grating). Because of the variation of the pitch
and/or the effective refractive index (characterized by �ch) different wavelengths
are reflected from different parts of the grating, and the choice of the chirp para-
meter determines whether a given grating compensates positive or negative (resid-
ual) dispersion. Dispersion-compensating FBGs (DCG) are normally designed to
simultaneously compensate the dispersion and the dispersion slope [115–117]. The
compensation of higher order dispersion derivatives is not an issue for telecom ap-
plications while in chirped fibres designed for pulse compression higher order dis-
persion derivatives are being compensated as well.

9.6.6 Long-period Fibre Bragg Gratings

Period lengths � of ‘standard’ FBGs (cf. (9.29)) are in the order of several 100 nm
while the periodicity of long-period FBGs (LPG) is in the several 10 µm to several
100 µm range. Such long-range periodic index variations do not induce coupling of
counter-propagating modes as ‘normal’ FBGs do, but they give rise to coupling be-
tween co-propagating modes [118–121]. In particular, the core-guided modes cou-
ple to forward-propagating cladding modes and the latter experience pronounced
attenuation due to absorption and scattering which can be observed as an attenua-
tion of the transmitted intensity.
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Depending on the details of the grating, coupling to different modes is supported.
This is a strongly wavelength-dependent process and correspondingly offers high
design flexibility so that LPGs can be fabricated with essentially any spectral shape
in transmission without creating any back-reflected light. Telecom applications of
LPGs include their use as non-reflecting band rejection filters and as gain flattening
filters for EDFAs and Raman amplifiers, in addition, they offer attractive character-
istics for sensing applications [122–124].

9.6.7 Commercially Available Devices

The most relevant commercial application of FBGs is using chirped gratings for
dispersion compensation. An alternative solution for dispersion compensation has
been (and still is) the use of dispersion-compensating fibre (DCF). However, large
strands of DCF (many km) are needed which makes this solution fairly bulky. In
addition, because of the DCF’s small core dimensions non-linear interactions (four-
wave mixing, self-phase modulation, . . . ) introduce signal distortions, and DCF also
adds a significant amount of signal attenuation. Conversely, FBG-based dispersion
compensation does not suffer from any of these shortcomings and thus it is the
preferred choice.

DCGs are offered (i) in channelized versions, where the dispersion compensa-
tion is tailored to the ITU grid (50 GHz or 100 GHz are standard, but other separa-
tions such as e.g. 25 GHz or 33 GHz are available on customer demand), and these
DCGs may cover the complete C-band (from 32 to about 50 channels). A close-
up taken from a channelized dispersion-compensating Bragg grating which covers
the complete C-band (51 channels with 100 GHz separation) is shown in Fig. 9.17.
(ii) DCGs are available for continuous dispersion compensation over a wider wave-
length range, for example the full C-band, or (iii) they come as single-channel tun-
able dispersion compensators. In the latter case the dispersion to be compensated
may be as high as ˙3000 ps=nm, alternatively dispersion as low as 0.1 ps=nm can
be compensated with high precision.

Fibre Bragg grating-based band filters are commercially available ranging from
broadband (several 10 nm) down to very narrowband filters (about 20 pm), and they
are also offered for channel selection (primarily for 50 GHz and 100 GHz but for
25 GHz channel separation as well). The separation of individual channels is by no
means straightforward when FBGs are used: OADMs for handling a single channel
can either be built using two optical circulators (which is a fairly expensive solution)
or for example using a less-expensive twin-core fibre based Mach–Zehnder interfer-
ometer design [109]. Therefore, as far as channel filtering is concerned, FBGs seem
to be inferior from a cost point of view to thin-film filters (for moderate channel
counts or for stepwise upgrade of fibre optic systems) or to AWGs (for higher chan-
nel count).
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Fig. 9.17 Close-up of
channelized dispersion-
compensating fibre Bragg
grating (100 GHz channel
spacing, selected part of 51-
channel device, [113]). Full
curves: group delay (disper-
sion), dashed curves: insertion
loss

Finally, FBGs are also available for locking the wavelengths of EDFA pump
lasers or the emission wavelength of DFB lasers where they compete with Fabry–
Pérot-based solutions (see following paragraph).

9.7 Fabry–Pérot Interferometers

A Fabry–Pérot interferometer (FPI) or etalon consists of a transparent cavity bound-
ed by two reflecting surfaces or by two parallel highly reflecting mirrors. To be more
precise, the former is an etalon and the latter represents an interferometer, but this
distinction is not always made in the literature. The transmission spectrum of an
FPI as a function of wavelength or frequency is characterized by peaks of large
transmission corresponding to resonances of the FPI/etalon. The FPI is named after
Charles Fabry and Alfred Pérot [125].

FPI filters have found widespread applications. They enable spectroscopic appli-
cations with specific high demands on spectral resolution, they are used in astron-
omy for generating pictures at selected wavelengths, and they are found in fibre-
optic communication systems as well, for example for precise locking of laser emis-
sion wavelengths in DWDM and ultra DWDM transmitters, wavelength monitoring,
laser stabilization for tunable laser modules, and for DWDM channel frequency and
optical power monitoring.

9.7.1 Multiple-reflection Cavities

The wavelength- (or frequency-) dependent transmission of an FPI is due to the in-
terference of multiple reflections of the radiation between the two reflecting surfaces
as illustrated schematically in Fig. 9.18.
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Fig. 9.18 Fabry–Pérot etalon
(schematic) illustrating mul-
tiple transmitted (Ti ) and
reflected (Ri ) beams
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If the transmitted beams are in phase, constructive interference occurs which
gives rise to transmission maxima, while low transmission is observed if the trans-
mitted beams are out of phase.

The phase difference between subsequent reflections, ı, is given by

ı D
�
2	

�

�
2nl cos#; (9.32)

where � is the light wavelength in vacuum, # is the angle between the light propa-
gation direction and the normal to the reflecting planes within the cavity, l is the
thickness of the cavity, and n is the refractive index of the material within the cavity.

The various transmitted beams constitute a geometrical series and can therefore
be summed up easily. This is outlined in detail in numerous (text-)books (e.g. [49],
Chap. 7.6 and [126]) and we will present here the final results only. If r and t
represent, respectively, the electric field reflection and transmission factors of the
mirror plates, and a represents the field attenuation factor of the light travelling
through the medium between the mirrors, and with R D jr j2, T D jt j2, A D jaj2
being the corresponding intensities, the transmitted intensity TFP of the FPI is given
by

TFP D T0

1C �
2
�
FR sin

�
ı
2

��2 ; (9.33)

where FR is defined as

FR D 	
p
AR

1 �AR (9.34)
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and T0 is given by

T0 D AT 2

.1 � AR/2
D A .1 � R/2

.1 � AR/2
: (9.35)

Losses are normally negligible in standard devices. For that reason we will assume
zero loss (i.e. A D 1) in the following discussion in order to keep the formulae
simpler.

9.7.2 Wavelength/Frequency Characteristics

According to (9.33) an FPI exhibits periodic spectral characteristics, and the sepa-
ration between adjacent transmission peaks represents the free spectral range of the
FPI. With �0 being the central wavelength of the FPI and c the vacuum speed of
light, the FSR is given in terms of wavelength or frequency, respectively, by

FSR� D �20
2nl cos# C �0

� �20
2nl cos#

and FSR� � c

2nd cos#
: (9.36)

The ratio of the FSR to the full-width half-maximum of any of the transmission
bands is called the finesse (FIN). For the wavelength domain we get

FIN D FSR�
��FWHM

D 	

2 arcsinŒ.1 �R/=2pR� (9.37)

which can be approximated (for R > 0:5) by

FIN � 	
p
R

.1 � R/
: (9.38)

It is worthwhile to note that the effective finesse of an FPI filter may be lower than
given by (9.38), for example if the mirrors are not perfectly flat or not perfectly
aligned, and the finesse is also lower than (9.38) in the presence of loss.

Another important performance parameter is the contrast factor C representing
the ratio of maximum to minimum intensity transmission and given by

C D TFP;max

TFP;min
D
�
1C AR

1 � AR

�2
: (9.39)

The contrast factor C determines the maximum achievable crosstalk attenuation if
an FPI is used for selecting a single channel wavelength out of different channels.
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Fig. 9.19 Spectral transmis-
sion characteristics of FPI
filters with fixed FSR (60 nm)
for different finesse values
ranging from 10 to 4000 (a),
and corresponding 3 dB band-
width (b), see [127]

Typical transmission characteristics of FPI filters for different finesse values (or
corresponding 3 dB bandwidth for fixed FSR) are illustrated in Fig. 9.19.

9.7.3 Implementations

Fabry–Pérot interferometers for telecommunication applications are normally made
tunable over a reasonable spectral range by providing a means to vary the cavity
length. An example of a piezoelectrically driven, tunable, lenseless all-fibre design
is illustrated in Fig. 9.20 [127].

With passive temperature compensation the device operation temperature is in
the range of �20 to C80 °C.

The mirrors of FPI filters can either be metallic or alternatively dielectric multi-
layer structures. In the latter case these constitute a special case of dielectric or
thin-film multi-layer filters=structures covered in more detail in Sect. 9.8.

A specific type of FP interferometer is the Gires–Tournois interferometer (GTI)
[128]. As for the normal FPI, the cavity of the GTI consists of two parallel reflective
plates, but one of them is only partly reflective while the other is fully reflective so
that the GTI can only work in the reflection mode. Apart from that a GTI behaves in
the same way as an FPI does. An example of a telecom application is the insertion
of a GTI into a Michelson interferometer in such a way that the combination serves
as an optical channel interleaver (see Sect. 9.10).

alignment fixture mirror mirror

PZT

AR coating

elurrefssalgfibreedomelgnis

Fig. 9.20 FPI filter (schematic, cf. [127])
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9.7.4 Typical Performance Characteristics

Typical performance characteristics of FPI filters can be summarized as follows:
FPI filters are commercially available covering the complete range of the O-,

E-, S-, C-, and L-bands, i.e. the wavelength range from 1280 to 1620 nm which
corresponds to an FSR of 340 nm or 51 THz. Conversely, the FSR may be as small
as 10 GHz (corresponding to 80 pm), and the full range in between is either covered
by standard devices or ones built on customer demand. The finesse may be up to
several 1000 or even beyond 10,000 on special request. The total insertion loss is
typically between 1.5 and 3 dB, and the PDL is < 0:2 dB.

9.7.5 Applications

Optical Channel Selection and Performance Monitoring

Tunable FP filters enable fast and precise channel selection in dynamic multi-
wavelength systems. This can either simply be the selection of a single narrowband
channel or the dropping of selected channels in WDM networks. For these purposes
the FSR should be larger than the wavelength band over which the channels are
spread, and the finesse should be large enough to assure sufficiently low crosstalk.
As a rule of thumb this demand is fulfilled if the finesse is about three times the
number of channels.

Continuously tuned FPI filters can be used for optical channel monitoring, and
with appropriately chosen resolution up to 400 channels in the C-band can be su-
pervised.

FP Etalons for Wavelength Locking

As channel spacings in DWDM systems get smaller and smaller, the requirements
on wavelength stability, as far as wavelength sources are concerned, become more
and more demanding. For systems with 100 GHz channel separation a wavelength
drift of < j0:1j nm over the complete laser lifetime is acceptable and this can be
assured by current chip technology. However, if the channel spacing is reduced to
50 GHz, the maximum acceptable drift is ˙2:5 to 3 GHz (20 to 24 pm) only, and
this requires active wavelength locking which is typically implemented using an FP
etalon as a reference. Any deviation of the laser emission from the resonance wave-
length of the etalon causes an error signal and this is taken as an input for the wave-
length control (cf. Chap. 5, Sect. 5.3.1). Normally the laser operation temperature is
adjusted in order to get the proper emission wavelength. Typical frequency stabil-
ity achieved with wavelength lockers is about ˙2:5GHz and it can be improved to
about ˙1:25GHz with more sophisticated designs.
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9.8 Thin-film Filters

Thin-film filter technology started in the 1930s with the development of dielectric
multi-layer anti-reflective coatings for military purposes during World War II. Since
then TFFs (also designated as dielectric multi-layer filters) have been developed for
applications in many different areas (e.g. aerospace, spectroscopy, microscopy, and
lasers) and TFFs also entered the field of fibre optic communication after they had
reached a sufficient maturity in the 1990s. TFFs used in fibre optics include band-
pass (single or multiple), short-pass, long-pass and gain-flattening filters, and these
will be covered in more detail below. Properties of TFFs, which are particularly ap-
preciated, include their proven reliability and long-term stability, and their excellent
wavelength stability makes them even suitable for the stabilization of the emission
wavelengths of wavelength sources (DFB lasers) [129].

TFFs also enable the fabrication of non-resonant structures such as anti-reflection
coatings/filters or beam splitters, but these will not be discussed any further herein.
A comprehensive and general treatment of TFFs can be found in [130, 131] for
example, and more details with a particular focus on telecom applications are given
in [129].

9.8.1 Generic Functionalities of TFFs

High Reflector Coatings

The generic structure of an HR coating is a sequence of alternating layers of two
materials, one of which has a high and the other a low refractive index. If the thick-
ness of an individual layer made of high- and low-index material (and referred to as
quarter-wave layer) is given by

H D �c

4nH
and L D �c

4nL
; (9.40)

respectively, with �c being the desired centre wavelength and nH and nL the re-
fractive indices of the high- and low-index material, the basic HR design can be
represented as [129]

HR � Substrate j .HL/p j Ambient; (9.41)

where the power p indicates how often the period is repeated. HR layers exhibit
a reflection band (designated as ‘stop band’) around �c, the width of which depends
on the contrast between nH and nL. Filters become more square-shaped as p gets
larger, and the maximum reflection Rmax of the stop band depends on both, the
contrast between nH and nL and on the number of layer periods as well according to

Rmax Š 1 � 4
�
nL

nH

�2p
nS

nA
: (9.42)
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Here nS and nA are the refractive indices of the substrate and the ambient medium,
respectively.

Band-pass Filters

A thin-film band-pass filter is either simply a single thin-film FP filter or consists,
in general, of several coupled thin-film FP filters. The generic structure of a TF FP
filter is a central layer designated as the spacer plus an HR structure on either side
of the spacer. The thickness dsp of the spacer is given by

dsp D 2L D m
�c

2nL
.m D 1; 2; 3; : : : / (9.43)

and the generic structure of a band-pass filter can be represented as

Substrate j .LH/p.2L/m.HL/p j Ambient: (9.44)

For a first-order filter (m D 1) the spacer thickness is one half-wave, for m D 2 it
is two half-waves, etc. The band-pass filter shape is determined essentially by the
reflectance of the HR structures and by the order m of the spacer, and band-pass
filters become more square shaped and flat top the higher m gets. Proper coupling
of multiple FP filters is a critical issue and has received considerable attention by
many research groups [129].

Band-edge Filters

Band-edge filters can be fabricated according to two different approaches: The edge
can either be one of the stop band edges of an appropriately designed HR structure.
For example, a short-pass filter is obtained if the low-wavelength edge is aligned
with the desired band edge (i.e. �c is moved to longer wavelengths). If needed, the
stopband width can be extended by cascading two (or more) HR structures with
different centre wavelengths. Alternatively, one might design a sufficiently wide
band-pass structure where the cut-on and cut-off features of the band-pass determine
the edge.

Gain-flattening Filters

Gain-flattening filters exploit the fact that it has become possible to model essen-
tially any kind of TFF function and fabricate the corresponding very complex layer
stacks with extremely high precision. Gain equalization using TFFs started in the
1990s for flattening the gain of EDFAs and has since then made significant progress
so that TFF-based GFFs have become an attractive alternative to FBG-based GFFs
(see Sect. 9.6.6).
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9.8.2 Fabrication of TFFs

Substrates

TFFs are normally fabricated on glass substrates which should be sufficiently sta-
ble (mechanically, environmentally), have a smooth surface (no defects as defects
might grow larger during layer deposition), and should assure good adhesion of
the deposited layers. The size may be as large as 300 mm in diameter, and smaller
dices are cut after the thin-film layer stack has been deposited. If the temperature of
a TFF is raised, the refractive index n and the effective layer thickness dsp normally
increase which gives rise to a long wavelength shift of �c (according to (9.43)), and
the shift amounts to about 10–15 pm=K [129, 132]. However, it has been shown that
this shift can successfully be suppressed by the use of substrates which have a co-
efficient of thermal expansion capable of counteracting the unwanted wavelength
variation [133]. As the temperature increases, the substrate expands, stretches the
filter layers and reduces the physical layer thickness. By proper substrate selec-
tion and overall device design the temperature-dependent variation of the optical
path length dsp � n can be made so small that this approach allows minimizing
the temperature-induced shift to levels that meet typical specifications of � 1 pm=K
for narrow channel filters (50, 100 GHz) and � 3 pm=K for CWDM or edge filters
without need of any active control. Substrate materials meeting these demands are
offered by various suppliers.

Materials

Thin film coatings should be highly durable, and one class of materials which per-
fectly meet this requirement are the refractory oxides, examples of which are SiO2,
TiO2, ZrO2, HfO2, Nb2O5, and Ta2O5. SiO2 has a rather low refractive index
(n D 1:44–1.49 at 1.5 µm [129, 134]) while the other oxides listed have signifi-
cantly higher refractive indices. Therefore, SiO2 is generally used as the low-index
material and it is frequently combined with Ta2O5 (n D 2:10 at 1.55 µm [134]) for
the fabrication of wavelength filters.

Deposition Processes

Thin film layers are typically grown by physical vapour deposition (PVD) although
chemical vapour deposition has also been reported for the fabrication of telecom
filters [129]. The three PVD processes most widely used for TFF fabrication are
ion-assisted deposition (IAD), ion beam sputtering (IBS) and reactive magnetron
sputtering. Details of these processes are reported elsewhere (see [129] and refer-
ences therein) and we will recall the most relevant requirements for these fabrication
processes.
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Demands on filter tolerances may be as high as ˙0:1 nm for the filter edge wave-
length which corresponds to a maximum tolerable variation of the operation wave-
length (1.55 µm range) of about 0.01 %, and this requires both well-defined layer
thicknesses and non-porous layers with bulk-like density. These specifications have
to be met over a sufficiently large substrate area in order to assure acceptable over-
all yield, and this is normally enabled by fully automating the deposition process
combined with optical in situ monitoring. On the basis of these developments single
deposition runs may last up to multiple days (if required), and providing filters with
correspondingly complex structure has become possible [129, 132].

9.8.3 Filters for Telecom Applications

As already stated, thin-film filters used in fibre optic networks comprise band-pass-,
multiple-band-, edge-, and gain-flattening filters, and TFFs are used as wavelength
lockers for DFB lasers.

Band-pass Filters

TFF-based band-pass filters cover the complete range of filters from CWDM to
(D)WDM applications, and as far as CWDM channels are concerned, TFFs are es-
sentially the only solution with commercial relevance. For (D)WDM applications
TFFs are typically offered for 100 GHz and 200 GHz channel spacings but are avail-
able for 50 GHz channel separation as well. The clear channel passband of 100 GHz
filters is typically about 25 GHz, but TFFs with 50 GHz clear channel passband are
also available (‘wide-top’ filters). The latter tend to have higher chromatic disper-
sion (e.g. 60 ps=nm) which is about twice the value of standard 100 GHz filters and
therefore it is evident that filter dispersion has to be given proper attention with
the deployment of 40 Gbit=s systems. More detailed information on dispersion is
compiled in [129] for example or is given by the respective manufacturers.

CWDM filters are commercially available for single channels (and about 15 nm
passband), but they are also available for numbers of adjacent channels, for exam-
ple four or eight, and they are offered with various degrees of roll-off at the band
edges [135].

Multiple-band Filters

Multiple-band filters are filters designed for transmitting or reflecting more than
one band or wavelength regime. For spectroscopy applications filters are offered
with multiple blocking bands while developments for telecom applications include
dual band filters (e.g. transmitting the O- and C-bands, and reflecting elsewhere),
or transmitting two CWDM channels (1510 and 1570 nm) and reflecting all other
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Fig. 9.21 Transmittance
(grey, dotted curve) and re-
flection (full curve) charac-
teristics of short-pass tri-band
filter [136]

channels. Tri-band filters are a variety for supporting the deployment of FTTx [136].
One concept for bringing optical fibre to the residential customer are broadband pas-
sive optical networks (BPON, cf. Chap. 1, Sect. 1.5.1) with the 1260–1360 nm and
1480–1500 nm wavelength ranges reserved for digital upstream and digital down-
stream traffic, respectively, and the 1.55 µm band provided for downstream analogue
signals. For use in such systems filters capable of handling three bands have been
developed. They are offered either as long-pass- or short-pass (SP) tri-band filters,
and an example of a corresponding SP filter, which reflects the 1550–1560nm wave-
length range and passes both, the 1260–1360nm and the 1480–1500nm ranges, is
illustrated in Fig. 9.21.

Edge Filters

Edge filters are commercially available both, as short-pass- and as long-pass filters
(SPF, LPF), and they are essentially available for the separation of any wavelength
range into a reflected and a transmitted regime. The range between the reflected
and the transmitted wavelengths, which cannot be used for transmission channels
because neither the reflection nor the transmission are adequate, is typically a few
nm wide. This is due to the fact that the roll-off of filters gets less steep as the filter
bandwidth increases (and edge filters are in essence very broadband filters, as stated
above).

Gain-flattening Filters

Commercially available GFFs are primarily designed for covering the C-band
(1525–1565 nm), but are available for the S- and L-band as well. The output
power/gain variation of an EDFA plus GFF cascade can be made < 0:5 dB over the
complete wavelength range specified, the difference between the designed transmis-
sion of a GFF and its actual value can be made as small as about ˙0:1 dB, and PDL
is typically < 0:1 dB [129, 132, 136, 137].
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TFFs for hybrid PLC modules

Thin-film filters have been used in hybrid planar lightware circuit (PLC) mod-
ules, for example for separating 1.3/1.55 µm wavelengths in FTTH transceivers, for
a number of years already ([138] and references therein) and a very recent vari-
ety are TFFs to be used with a polymer optical integration platform [139, 140].
Such a PLC platform is highly flexible and may be particularly suited for low-cost
optoelectronic modules to be used in access networks. The TFF elements can be de-
signed with a wide range of application-specific spectral characteristics, including
CWDM filters, “triple play” filters, and reflectors for OTDR monitoring. In contrast
to the common TFFs these PLC embedded TFFs have to be extremely thin (< 20 to
25 µm) to minimize optical excess loss. To this end they are deposited on a thin poly-
mer “substrate” film using ion beam sputtering. If the same kind of polymer is used
as for the PLC waveguides, unwanted residual reflection at the WG/TFF interfaces
can be largely suppressed, and it is further improved by inserting the TFF under
a small angle (e.g. 8°), so that better than �30 dB crosstalk levels can be achieved.

Polymer-based multi-layer structures have also been designed for polarization
handling purposes, namely as a polarization rotator and polarization beam splitter.
The former has proven to efficiently compensate for polarization effects for example
in AWGs whereas with the latter >20 dB discrimination between TE- and TM-
polarized guided waves over the 1535–1600nm wavelength range have already been
demonstrated [140].

9.8.4 Filter Modules

As thin-film filters have no wavelength-dispersive properties and can only discrimi-
nate between transmitted and reflected wavelengths, they are essentially three-port
devices as illustrated in Fig. 9.22.

In order to enable the spatial separation of the incoming and the reflected light
without the need of an optical circulator, the incoming light hits the TFF at an an-
gle. However, the characteristics of TFFs depend on the angle of incidence: (i) the
transmission wavelength shifts to longer wavelengths with increasing incidence an-
gle (which may be used for (fine-) tuning the centre wavelength if this is wanted
or acceptable), and (ii) the characteristics become polarization dependent which
is generally unwanted. As a consequence, TFFs are normally mounted under very
small angles of incidence (around 1°). The beam shaping and focusing is typically
achieved by using GRIN (gradient-index) lenses, but as outlined in [129], there are
various additional restrictions and design considerations to be taken into account.

Optical add-drop multiplexers (OADM) are key building blocks in WDM net-
works, and they have to combine or separate larger numbers of wavelength chan-
nels. In order to accomplish that functionality using TFFs they have to be cascaded,
and one corresponding option is illustrated in Fig. 9.22b.

Different wavelength channels to be separated by a TFF-based DEMUX travel
different paths and experience a different number of reflections until they are even-
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Fig. 9.22 Three-port TFFs. Single device: in, T, R represent incoming, transmitted and reflected
signals (a), four-channel MUX/DEMUX: �1; : : : ; �4 are transmitted via different output ports,
any other wavelength is reflected (R) (b)

tually transmitted (or leave by the reflection output port). Each reflection causes an
average loss of typically 0.3 dB and as a consequence the overall attenuation of the
wavelength transmitted first (�1) is correspondingly lower than that of the last wave-
length transmitted (�4 in Fig. 9.22 or �n in general). One possibility to compensate
this variation without significant effort is by using appropriate MUX and DEMUX
pairs which have a complementary arrangement of wavelengths so that the total loss
for any channel is almost the same after one MUX/DEMUX pair has been traversed.
Because of this inherent asymmetry of TFF-based MUX/DEMUXs, a standard cas-
cade comprises a maximum of eight three-port devices, and MUX/DEMUXs for
higher channel counts are a combination of such cascades with band splitting cou-
plers or interleavers.

Another issue concerning cascaded TFFs is chromatic dispersion (CD) where
each reflection and the final transmission contribute to the total CD of a channel.
CD accumulation can be mitigated by choosing proper cascade architectures, and
one example is the combination of a 3 dB coupler with two legs of interleaved chan-
nels [141]. As the adjacent channel separation is doubled by the interleaver struc-
ture, the reflection CD is significantly reduced, however, at the expense of an extra
3 dB loss.

Band-splitting couplers, (also designated as wave-band or wideband couplers),
are TFF-based band filters with rather large bandwidth so that they can be used
to transmit or reflect a number of WDM channels with one element, and they
also support a “pay-as-you-grow” strategy. Such filters come in two varieties (cf.
Fig. 9.23). Either all channels having the fundamental separation from each other
are used (“x-skip-0”), or n channels next to the edges of the banded filter are skipped
(“x-skip-n”) with n > 0. The reason for using skip-n filters is the following: with
increasing width of the transmission band it becomes more and more difficult to
assure a sufficiently steep roll-off at the band edges of the filters so that the cor-
responding fabrication effort and related costs go up. At the same time detrimental
effects of chromatic dispersion increase with steeper band edges (because of the fact
that TFFs are minimum-phase filters in transmission with transmission and phase re-
sponse constituting a Hilbert transform pair, cf. Sect. 9.2.1). Compared to x-skip-0
filters x-skip-n solutions are beneficial in two respects: they allow for less-steep
filter edges, which reduces CD, and in addition, the maxima of CD can be moved
further away from the band filter edges resulting in lower overall CD within the filter
band [141].
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Fig. 9.23 Schematic representation of 4-skip-1 (a) and 4-skip-0 (b)

Fig. 9.24 Channel-dependent variation of insertion loss in a TFF-based 40-channel DEMUX [142]

The most common varieties are x-skip-1 and x-skip-2 filters, but for example
20-skip-4 devices are also commercially available [137]. On the basis of the con-
cepts illustrated MUX/DEMUXs with a maximum channel count of 40 are offered
from different manufacturers. Because the different channels traverse different fil-
ters, there is a certain variation of the individual channel’s insertion loss as illustrated
in Fig. 9.24.

Other approaches to building TFF-based MUX/DEMUXs have been reported in
the literature [129, 143, 144], however, they have not yet found commercial rele-
vance.

9.9 Microrings

Microring resonators (MRR) optically coupled to dielectric waveguides represent
a class of filters with characteristics very similar to Fabry–Pérot filters. They are
particularly easy to fabricate as no gratings, facets, or high-reflecting structures
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are needed for building the cavity. Typical dimensions are in the several 10 µm
up to a few 100 µm range which allows for compact one- or two-dimensional ar-
rays. MRRs enable a wide range of applications. Examples related to fibre optic
communication include optical channel filtering [145, 146], planar dispersion com-
pensation [147], all-optical wavelength/frequency conversion [148–150], all-optical
switching [151, 152], and cascaded microring (MR) modulators for WDM opti-
cal interconnects [153]. MRRs are considered promising beyond telecom applica-
tions as well, and one particularly prominent area of current interest is sensing of
(bio)molecules [124, 154–156]. Materials used for the fabrication of MRs include
SiONx [147], SOI [152, 155], glass [145], or semiconductor material systems such
as GaAlAs [151] and GaInAsP [150, 157].

9.9.1 Key Features of Microring Resonators

The most simple MRR configuration is a single microring coupled to a dielectric
waveguide which represents an all-pass filter. The design can be horizontal (as illus-
trated in Fig. 9.25a) but vertical coupling (where the MR and the feeding WG are
vertically arranged in layers one on top of the other) is an equivalent option. Another
generic MRR configuration is the add-drop multiplexer shown in Fig. 9.25b which
consists of an MR coupled to two dielectric WGs.

The characteristics of waveguide-coupled microrings can be derived by different
approaches. Details are given in various textbooks [7, 42, 158] and the most relevant
results for the add-drop multiplexer, which also include the characteristics of simple
MRRs, are given below.

The formulae given hold for the (idealistic) case of polarization-independent be-
haviour or TE- (TM-) polarized light launched into the feeding waveguide and full
polarization conservation while polarization-dependent effects will be briefly dis-
cussed in Sect. 9.9.2.

For the add-drop multiplexer illustrated in Fig. 9.25b the following relations
hold [42]:

Tout D
ˇ̌̌
ˇb1a1

ˇ̌̌
ˇ
2

D jt1j2 C jat2j2 � 2a jt1t2j cos.
 � 
t1 � 
t2/
1C jat1t2j2 � 2a jt1t2j cos.
 � 
t1 � 
t2/

; (9.45)

Tdrop D
ˇ̌̌
ˇ c2a1

ˇ̌̌
ˇ
2

D .1 � jt1j2/.1� jt2j2/a
1C jat1t2j2 � 2a jt1t2j cos.
 � 
t1 � 
t2/

; (9.46)

where Tout and Tdrop are the intensities at the (forward) output and the drop port,
respectively, t1 and t2 characterize the fraction of light amplitude propagating along
the straight WGs in the coupling regions, a represents the attenuation which the
propagating fields experience after travelling once along the ring length L, and a is
related to the field attenuation coefficient ˛=2 by

a D exp.�˛L=2/; (9.47)
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Fig. 9.25 Generic microring resonator structure (a) and principle of MR-based add-drop multi-
plexer (b)

i.e. a D 1 corresponds to zero loss. 
 and 
tj are defined by


 D 2	�

c
neffL and tj D ˇ̌

tj
ˇ̌
exp.i
tj /; j D 1; 2; (9.48)

respectively, where � D c=� is the frequency of the propagating wave. The coupling
between the straight WGs and the MR is characterized by coupling constants �1 and
�2 which satisfy the relation

ˇ̌
tj
ˇ̌2 C ˇ̌

�j
ˇ̌2 D 1 with j D 1; 2: (9.49)

The behaviour of a microring coupled to a single WG only (Fig. 9.25a) is obtained
from (9.45) to (9.49) by setting t1 D t , t2 D 1, 
t1 D 
t , 
t2 D 0, �1 D �, and
�2 D 0.

The waveguide-coupled MRs characterized by (9.45) and (9.46) exhibit peri-
odic characteristics, in particular periodic dips in the transmission spectra and corre-
sponding maxima at the drop port in the case of the add-drop multiplexer according
to


 � 
t1 � 
t2 D 2m	 D 2	�

c
neffL � 
t1 � 
t2 (9.50)

with m being an integer. The frequency spacing between two adjacent transmission
minima is called the free spectral range (FSR), and the FSR is given in the frequency
domain by

FSR D c

ngL
(9.51)

i.e. the free spectral range is determined by the ring dimension and the group refrac-
tive index ng (see (9.26)).

The intensity at the ‘through’ output port vanishes if

a D
ˇ̌
ˇ̌ t1
t2

ˇ̌
ˇ̌ or a D jt j (9.52)
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holds for the add-drop multiplexer or the MR coupled to a single WG, respectively.
This condition is called “critical coupling”, and in this case light coupling back from
the ring to the (‘through’) output waveguide is equal in amplitude but has opposite
phase compared to the directly propagating light so that complete destructive inter-
ference occurs.

As far as phase effects are concerned, MRRs exhibit pronounced phase varia-
tions around the resonance, i.e. the group delay exhibits a peak at the resonance
wavelength (see e.g. [7]).

9.9.2 Polarization-dependent Effects

The effective refractive index neff of straight or bent waveguides is normally differ-
ent for TE- and TM-polarized light and as a consequence the resonance frequencies
and the FSR of MRRs are polarization dependent. But, more importantly, MRRs
may also rotate the state of polarization so that an initially purely TE- (TM-) po-
larized wave launched into the feeding WG will leave the WG-coupled MR struc-
ture partly (or even completely) TM- (TE-) polarized [159]. The extent of polariza-
tion rotation depends on many parameters including WG geometry (cross sectional
shape and bend radius), refractive index contrast, degree of vertical asymmetry, MR
loss, and wavelength (near resonance polarization rotation may be particularly pro-
nounced) [160]. Bent WG and MRR designs exist which favour polarization rota-
tion or even enable complete polarization conversion [161, 162], but conversely, by
proper design, polarization rotation can be suppressed to a large extent as well. As
a consequence, polarization-dependent characteristics have to be taken into account
in the design of MRR-based devices with sharp resonances while these effects tend
to be less relevant in filters with fairly broad add-drop bands such as the higher order
filters described below.

9.9.3 Higher Order Filters

Single microrings in an arrangement as shown in Fig. 9.25b are not particularly use-
ful for most filter applications, but cascaded microrings exhibit significantly more
favourable properties. Two examples of generic higher order filter structures (add-
drop multiplexers) are illustrated in Fig. 9.26.

A large number of different arrangements of MRs have already been fabri-
cated and reported in the literature, comprising rings of the same size and different
radii as well [163]. Tuning of individual MR parameters has already been imple-
mented [164], and architectures with two-dimensional arrangements, for example
as dynamically configurable add-drop multiplexers, as well [165].

The wavelength-dependent properties of cascaded MRs can be evaluated and rep-
resented by different concepts. The transfer function of serially coupled MRs which
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Fig. 9.26 Parallel (a) and serially (b) cascaded MRs as generic add-drop multiplexer structures

Fig. 9.27 Top view of 3-ring serially cascaded MR filter (a) and experimentally determined drop-
response of serially cascaded microring filters with different numbers of MRs (b), all fabricated in
Hydex® [145, 146, 170]

is a configuration enabling filters with particularly steep edges and flat top trans-
mission characteristics (see Fig. 9.27), has been derived based upon the Z-transform
and using the transfer matrix [7, 166], the characteristic matrix concept [167], or
by performing time-dependent analyses [158, 168]. The final results can conve-
niently be written as a set of recursive formulae [169] or continued-fractions ex-
pressions [145, 158].

9.9.4 Experimental Results

Serially cascaded MRs with excellent filter characteristics have been fabricated in
a glass called Hydex®. Hydex® is a high-index material (n D 1:7) and offers the
possibility to vary the index contrast between the core and the silica cladding in
the range from 1 to 25 % [170] so that tight bends with radii down to about 5 µm
are possible which enables the fabrication of compact and complex microstructures.
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The transmission characteristics of filters built from different numbers of equally
sized rings are shown in Fig. 9.27.

In a parallel all-pass filter arrangement the phase characteristics of the individ-
ual rings add and this property can be exploited for the fabrication of MR-based
dispersion compensators [147].

9.9.5 Microring-based Filters with Extended FSR

For typical applications in fibre optic systems filters should have FSRs in the range
of several 10 nm, i.e. comparable to the width of the C-band for example. This is
not easy to accomplish as it is equivalent to rather low ring radii which is challeng-
ing from a technological point of view. A way to overcome these difficulties is the
combination of MRs with different radii in such a way that resonances only occur
where the resonances of all individual MRs involved coincide (Vernier effect). This
is essentially equivalent to designing widely tunable lasers by using gratings with
slightly different pitch so that super modes only develop if both gratings are matched
(see Chap. 5, Sect. 5.2.2). A corresponding filter has been fabricated in the SiO2/Si
material system comprising two rings with 28.5 µm radius coupled to one ring with
39.3 µm radius. The FSRs of the individual rings were 8 nm and 6 nm, respectively
while the filter based upon the coupled rings exhibited about 20 nm FSR [171]. For
widely tunable lasers using ring resonator structures see also Chap. 5, Sect. 5.4.4.

9.9.6 Prospects and Further Developments of MR-based Filters

At present there is little evidence that MR-based filters will achieve greater rele-
vance as stand-alone components in fibre optic communications, however, they are
highly promising with respect to monolithically integrated filter solutions due to
their small size, compactness and the possibility for cascading so that their transmis-
sion (or phase) characteristics can be shaped almost arbitrarily. With these targets in
mind integrated MRs have more recently received particular attention in the field of
Silicon Photonics (see Sect. 9.12) [172].

9.10 Interleavers

9.10.1 Operation Principle

Interleavers are used in wavelength routing but for (de)multiplexing and prefilter-
ing as well. The latter application is based upon the fact that an ongoing trend in
the development of WDM systems is to locate transmission channels closer to each
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other to make better use of the transmission capacity of a single optical fibre. Cor-
respondingly optical filters have to cope with ever-decreasing channel separations
which makes their fabrication more and more demanding. One smart way out of this
dilemma is the use of optical interleavers in combination with standard filters.

An interleaver operates as follows: If a stream of wavelength channels at car-
rier frequencies �1; �2; : : : ; �n and constant channel separation�� enters a standard
interleaver, frequencies �1; �3; �5; : : : exit from one port of the interleaver while fre-
quencies �2; �4; �6; : : : come out from the other port. The frequency separation is
2�� for the data streams at output ports 1 and 2. Interleavers can also be cascaded
if even larger channel separations are required (a cascade of N interleaver stages
splits the original data stream into 2N channels with 2N�� channel separation).
Once the initial channel spacing has been widened, the requirements on subsequent
filtering are less demanding compared to the case without the interleaver, and stan-
dard filters, OADMs etc. can be utilized. Interleavers have consequently been used
for the highest total transmission capacity systems which have been upgraded from
100 GHz to 50 GHz channel separation, thus doubling the overall system bit rate
(see also [6]).

If an interleaver is operated in the reverse direction, it can combine two (or 2N ,
N D 2; 3; : : : ) streams of frequency channels with channel separation of 2��
(2N��) into a single data stream with �� channel separation.

In principle, any kind of optical filter that exhibits a periodic response with
respect to frequency may be used as an interleaver. However, for real applica-
tions there are additional requirements, in particular: flat top band shape, large
channel width, high adjacent band isolation, low polarization dependence (i.e. low
polarization-dependent loss and low polarization dependence of the channel cen-
tre frequency/wavelength), low chromatic dispersion, and low overall insertion loss.
Furthermore, the channel separation of the interleaver has to match the ITU grid
with sufficient accuracy over the whole operation range, and interleavers meeting
all these demands require careful design and mature manufacturing.

9.10.2 Interleaver Types

As already mentioned, interleavers fall into different categories according to their
functionality. The simplest design, designated as a 1 : 2 interleaver, separates the
even and odd channels of an incoming wavelength comb (or combines these two
groups of channels into a single one if operated in the reverse direction).

The next category are 1 : 2N interleavers (i.e. cascades of N interleaver stages)
which separate a single DWDM comb into 2N data streams (or combine 2N se-
quences of wavelength channels into a single data stream).

A third category are banded interleavers which separate (or combine) bands of
channels. In this case it is particularly demanding to assure a steep roll-off at the
end of the bands to be separated over a wavelength interval corresponding to a sin-
gle channel spacing (which is significantly narrower than the range covered by the
individual bands).
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Finally, interleavers may be asymmetric, i.e. they may single out one chan-
nel from a larger number of channels N , or more generally speaking, they sepa-
rate (or combine) channels with freely chosen passband width (e.g. 60 %=40 %,
70 %=30 %, . . . ).

Interleavers also fall into different categories according to the physical principles
they are based upon [173]. One class of interleavers are the so-called lattice filters,
which may be based upon a cascade of birefringent waveplates located between
two polarizers. This design is inherently polarization dependent, but polarization-
independent operation, which is a must for telecom applications, can be assured by
polarization diversity. Another variant of this interleaver type relies on polarization
beam splitting rhombs and glass delay prisms and offers the possibility to choose the
refractive indices, their thermal dependencies and the physical dimensions in such
a way that the interleaver exhibits a very small residual temperature dependence.
Operational details of these interleavers are given in [173].

Cascaded Mach–Zehnder interferometers (MZI) with properly chosen delay and
coupling between the individual MZIs is another variant. Such interleavers are pri-
marily realized in planar lightwave technology [174], and the concept is equivalent
to birefringent filters.

One more category of interleavers is based upon Michelson interferometers (MI)
where the mirror(s) in one or both arm(s) is/are replaced by (a) Gires–Tournois in-
terferometer(s), cf. Sect. 9.7.3. Corresponding non-linear Michelson interferometers
are also designated as ‘step-phase MI’ because the phase change introduced by the
GTI exhibits a step-like behaviour.

Gires–Tournois interferometer-based interleavers can either be of interferometric
or of birefringent type. The former variant operates on the phase returned from
the two MI arms [173, 175] while the functionality of the latter is based upon the
polarization returned from each arm [173]. GTI-based interleavers can be built with
standard MI set-ups and using thin-film GTIs, but the same kind of structure has also
been reported as an all-fibre solution with one of the mirrors being a chirped FBG
and the other a distributed Gires–Tournois etalon (DGTE) [176]. The gratings were
written into the two arms of a fibre coupler, and the DGTE consisted of a weak fibre
grating (acting as front mirror) and a strong fibre grating (acting as rear mirror).

Finally, properly designed microring resonators coupled to a Mach–Zehnder in-
terferometer [177–179] can be considered as another variety of GTI-type interleaver,
and interleavers have also been designed as AWGs [180] which offer particular ap-
plication potential as single-state 1 : 2N interleavers.

9.10.3 Characteristics of Commercially Available Interleavers

Interleavers are fabricated by a number of suppliers and have been implemented
using different technologies. These include designs using crystals, fibres (with cas-
caded MZIs or FBGs for example), and planar lightwave circuits as well. In a num-
ber of cases suppliers do not disclose their concept and the technology used, and one
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Table 9.1 Typical performance data of commercially available 50/100 GHz interleavers

Parameter Unit Typical values

Wavelength accuracy nm 0.02
Insertion loss dB � 2.0
0.5 dB passband width/Clear channel GHz 20–30
Isolation/Crosstalk dB > 20–25
Return loss dB > 40
Directivity dB > 45–55
Polarization-dependent loss dB < 0.2–0.5
Polarization mode dispersion ps < 0.2–0.3
Chromatic dispersion ps=nm <˙20–30

can make guesses only. A comprehensive overview has been published some time
ago [181] and the data are still relevant although one or the other supplier listed has
since then discontinued its interleaver business.

Interleavers are primarily offered for 25/50 and 50/100 GHz channel spacings,
but they are also available for 12.5/25 GHz [182] or 100/200 GHz operation, with
asymmetric channel widths [182] or as 1 : 4 interleavers [183]. Channel spacings
down to 6.25 GHz have so far only been published in the literature (see [173]).
Interleavers typically cover the C- or the L-band with 80 channels for example in
the case of 50/100 GHz interleavers.

A number of key performance parameters for commercially available 50/100 GHz
interleavers are listed in Table 9.1. The parameter variations are partly due to differ-
ent technologies and implementations, but also due to slightly different definitions
of the parameters themselves.

The improvement of interleavers is very likely to go on as interleavers repre-
sent an efficient means for upgrading the channel count of communication systems
without the need to improve the performance of each individual wavelength filter.

9.11 Acousto-optic Tunable Filters

Acousto-optic tunable filters (AOTF), sometimes also designated as acoustically
tunable optical filters (ATOF), are passband transmission filters based upon the
acousto-optic interaction inside an anisotropic medium. An applied radio-frequency
causes acoustical vibrations in a corresponding crystal (e.g. TeO2, LiNbO3) and
creates a bulk transmission diffraction grating. AOTFs offer the unique property of
multiple-band filtering by mixing multiple radio frequencies, and arbitrary wave-
length selection can be accomplished within microseconds. AOTFs are available for
operation within the visible or near/mid infra-red spectral region and have been de-
veloped for applications in fibre-optic communication systems as well [184–187].
However, they could not satisfactorily meet the demands of (D)WDM systems, and
as there is no application where the unique properties of AOTFs can compensate
their shortcomings, these filters are currently considered of essentially no relevance
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for fibre-optic communication systems although AOTFs have found various other
useful applications [188].

9.12 Filters for Silicon Photonics

9.12.1 General and Technological Aspects

So far filters have been described by the concepts they are based upon, and filters are
typically fabricated in material systems that yield the overall performance needed at
the lowest possible cost. Devices are either stand-alone solutions or are integrated
into modules. This strategy enables one to obtain the best filter performance from the
specific systems and applications point of view, but at the same time this approach
has limited the total sales volumes for each individual filter solution in the past and
has limited cost-saving potential as well.

Silicon photonics (or more precisely CMOS based photonics) offers the poten-
tial to fabricate strongly miniaturized PLCs due to a very high index contrast, and it
lends itself to large volume production and corresponding cost savings because ex-
isting CMOS fabrication facilities can be used. Particularly promising is the eventual
monolithic integration of silicon photonics PLCs with electronics on a single chip
as it enables the fabrication of versatile and cost-efficient optoelectronic integrated
circuits (OEICs) with applications anticipated in many areas including the field of
fibre optic communication. Attractive low-cost solutions are expected in access and
metropolitan area networks, 10, 40 Gbit=s or even higher bit rate transponders for up
to about 100 km reach is one specific application example and cost-efficient broad
band fibre-to-the-home delivery represents another opportunity. Silicon photonics is
also expected to support the development of optical cross connects, high-capacity
short-reach data links between storage units, or radio-over-fibre, to name a few fu-
ture applications only.

Considerable progress has been made in the last few years, but before silicon
photonics will acquire substantial market shares significant further improvements
are still needed, in particular with respect to optical sources and modulators (see e.g.
Chap. 14), but also as far as detectors and optical filters are concerned. Filters, which
are particularly promising and have received the highest attention in this respect,
are planar diffraction (echelle) gratings, AWGs, microring-based filters, and Mach–
Zehnder interferometer-based filters. Bragg gratings of various kinds have also been
part of different silicon photonics solutions, however, not for MUX/DEMUX ap-
plications but for example for the definition of resonator cavities or as reflecting
elements within echelle gratings [189].

Waveguides/wires are typically fabricated in a 220 nm-thick silicon (waveguid-
ing) layer with refractive index n D 3:45 which is separated from the Si sub-
strate by a buried oxide layer of about 1 to 2 µm thickness with a refractive in-
dex n D 1:45 [190]. The approach is commonly designated as silicon-on-insulator
(SOI). As a consequence of the large index contrast the waveguiding structures can
be made extremely compact and with very sharp waveguide bends without undue
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losses. But at the same time devices are very sensitive to minor process variations:
1 nm width variation may result in about 1 nm shift of the wavelength characteris-
tics, and phase errors tend to degrade the maximum achievable crosstalk [190].

Fabrication is typically made in CMOS fabrication lines with either 248 nm or
193 nm lithography. The latter enables fabrication with significantly higher preci-
sion and consequently superior optical performance (e.g. straight WG losses have
been reduced to 2.7 dB=cm with 193 nm technology compared to about 7 dB=cm for
248 nm processing [190]). The use of e-beam lithography is an alternative, however,
it is primarily used in research environments.

9.12.2 Examples of CMOS-based Filters

For the demultiplexing of larger numbers of wavelength channels two concepts are
particularly promising and compatible with silicon photonics: echelle gratings (also
designated as planar concave gratings, PCG) and AWGs [190] while the ultimate
performance of other concepts, for example multi-channel filters based upon sam-
pled gratings [191] is so far difficult to assess. If filters are required for single wave-
lengths or for lower channel count, microring resonator-based filters are apparently
a good choice.

Echelle Gratings

Among all filters used in silicon photonics echelle gratings are considered to be
the least sensitive to process variations. This is due to the fact that the crucial re-
gion, where dispersion typically accumulates, is a slab waveguide or free-space re-
gion without laterally confining waveguides. Echelle gratings can be designed in
different ways, including different variants for the reflecting elements [189, 192].
Device footprint, insertion loss, channel crosstalk, and channel uniformity depend
on the specific design, but the following recently reported characteristics of echelle
gratings can be considered to represent the current state-of-the-art: 8 channels with
3.2 nm (400 GHz) separation and 250 � 200 µm2 footprint [192] or 30 channels,
again with 400 GHz separation, and 0.5 mm2 footprint [190], adjacent channel
crosstalk close to 20 dB, and insertion loss in the 3–4 dB range (achieved by using
strong Bragg mirrors in the reflecting facets). Planar echelle gratings are strongly
polarization dependent and the design is normally made for TE-polarization. One
generic shortcoming of echelle gratings for MUX/DEMUX applications is the fact
that they exhibit Gaussian passbands [193] whereas a flat top shape would generally
be preferred.

Arrayed Waveguide Gratings

AWGs, representing another type of simultaneous multi-channel MUX/DEMUX,
have also been realized in SOI already [190, 194–198]. AWGs are a particu-
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larly good choice for narrower channel spacings (200 GHz have already been re-
alized), larger overall channel count, and AWGs can also be fabricated polarization-
insensitive [199]. Characteristics of recently reported AWGs, both with 200 GHz
channel separation, are: 8 channels, 1.1 dB insertion loss for the central channel
and 1.3 dB roll-off towards the outer channels, 25 dB crosstalk, and 200 � 350 µm2

footprint [190] or 32 channels, 2.5 dB on-chip transmission loss, better than 18 dB
crosstalk, and 400 � 500 µm2 footprint [200], clearly illustrating the potential of
AWGs for integrated chips. The fact that the optimum achievable crosstalk of SOI-
based AWGs is limited to about 20–25 dB is a consequence of the high refractive
index contrast, which leads to a strong influence of fabrication variations on phase
changes in the waveguide arms.

Microring Filters

Microring filters are attractive for silicon photonics applications (1) due to their very
low footprint, for example 0.0007 mm2 for a 5th order cascaded MRR filter (simi-
lar to the one shown in Fig. 9.27) with flat top characteristics and 1.8 dB insertion
loss only [201], and (2) because they can be thermally tuned with low power con-
sumption [202–204]. 1 mW per nm and < 10 µs tuning time constant have been
achieved using trenches for thermal isolation [202], and placing heaters directly on
top of the silicon resonator without any oxide buffer layer also enables low-power
thermal tuning. Beyond varying the centre wavelength this has also been applied
for adjusting the filter extinction ratio and the individual channel bandwidth [203].
The strong confinement of the light within the high contrast Si waveguides/wires
is advantageous for making very compact MRR filters, but in combination with the
normally chosen high Q-factors of the MRs even moderate signal powers give rise
to strong non-linear effects which is important to be taken into account [190].

MZI Filters

Mach–Zehnder interferometer-based filters have also been fabricated based upon
silicon waveguides [64, 205, 206]. So far satisfactory device performance requires
an individual (e.g. thermal) control of each channel and this has been successfully
implemented for an 8-channel demultiplexer with 400 GHz channel spacing, 13 dB
adjacent channel isolation, 1.5 dB channel uniformity and 2.6 dB excess loss [206].

9.13 Conclusions

The enormous transmission capability of today’s fibre-optic communication sys-
tems relies to a significant extent on the application of wavelength division multi-
plexing, and this technique itself is crucially dependent on wavelength filters. As
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a consequence various types of filters have been developed in the past, each with
specific favourable and less wanted properties. Different solutions have already been
deployed in actual systems, others have not yet reached commercial status or have
even more recently experienced a declining interest.

Filters are primarily described with respect to their channel selection capability,
however, with increasing system bit rates and with decreasing channel separations
(requiring steeper filter edges) the phase characteristics (dispersion) of filters be-
come more and more important. In many cases filter dispersion is an unwanted
property to be mitigated, however, it can also be a useful quantity for example to be
exploited for compensating fibre dispersion or for pulse compression.

Fibre coupler filters constitute a very simple solution for the separation of two
(fairly broad) wavelength bands or for the separation of a monitoring or a pump
wavelength channel from wavelength bands. However, in general more sophisti-
cated filter solutions are required for more demanding applications, in particular for
channel separation or combination in (D)WDM systems.

Dielectric multi-layer (or thin film) filters are widely used as single or multiple
band-pass-, short- or long-pass-, and gain-flattening filters. They are the preferred
choice for lower channel counts (� 8 channels) and are particularly suited for sys-
tems where additional channels are gradually lit.

Fibre Bragg gratings can also be used as single channel filters and for equaliz-
ing purposes (long-period gratings), however, their predominant application is in
chromatic (channelized) fibre dispersion compensators based upon chirped FBGs.

In contrast to TFF or FBG filters, which select one channel at a time, arrayed
waveguide gratings separate (or combine) a large number of channels simultane-
ously and for that reason they are primarily used as add/drop multiplexers with
larger numbers (>8) of wavelength channels. AWGs can also be used for routing
purposes, for example in optical cross-connects, and they enable the upgrade of pas-
sive optical networks via overlay of additional WDM channels. Finally, GaInAsP-
based AWGs have become subcomponents of various photonic integrated circuits
ranging from fairly simple multi-wavelength sources to a complete monolithic 40-
channel transmitter.

Fabry–Pérot interferometers/filters have been known for many years already and
have found different applications in fibre optic systems. These include wavelength
locking of emitters for DWDM or ultra DWDM transmitters, wavelength moni-
toring, and fast and precise channel selection in dynamic multi-wavelength sys-
tems. One specific variety of FPIs are Gires–Tournois interferometers which can be
combined with a Michelson interferometer in such a way that an optical channel
(de-)interleaver is obtained. However, optical interleavers can also be built based
upon a number of other approaches. Interleavers are particularly suited for upgrad-
ing existing WDM systems by halving the minimum system channel separation (via
the interleaver) without the need to individually upgrade any of the other wavelength
filters.

3D diffraction gratings (surface relief reflection, surface relief transmission, and
volume-phase holographic gratings) are key components for many (spectroscopic)
applications and they have also been adapted to the specific needs of fibre-optic
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communication systems, however, the corresponding interest has apparently de-
clined in the last few years. Planar diffraction gratings have been developed in var-
ious material systems as subcomponents for OEICs; commercial product status has
not yet been reached, but planar gratings have found renewed and strong interest in
the field of silicon photonics. Microring resonator-based filters are also estimated
to have particularly good future prospects for silicon photonics solutions primarily
due to their cascadability and their very small footprint.
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Chapter 10
Passive Devices

Wolfgang Coenning and François Caloz

Abstract The chapter presents devices which ensure the following generic func-
tionalities: i) physically connecting devices, ii) splitting and coupling of light, iii)
separating and redirecting light travelling into opposite directions (optical circula-
tors), and iv) isolating light travelling into one direction from that travelling into the
reverse direction (optical isolators). The coverage includes theoretical aspects, prac-
tical implementations, standardisation issues, and typical characteristics of fibres
and fibre-optic cables. The treatment of optical isolators includes their fundamental
principles, polarisation-independent, and planar integrated waveguide-based solu-
tions as well.

Fibre-optic networks have experienced tremendous growth during the last few years,
starting with backbone or long haul networks over Metro nets and having reached
the residential area more recently. The enabling components for this development
include lasers, modulators, detectors for example, but passive devices as well and
the latter will be the topic of this chapter. The most relevant functionalities of pas-
sive devices are i) physically connecting devices, ii) splitting and coupling, but also
iii) separating and redirecting light travelling into opposite directions (optical circu-
lators), and iv) isolating light travelling into one direction from that travelling into
the reverse direction (optical isolators), and corresponding solutions will be covered
in the subsequent paragraphs.
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10.1 Optical Connectors

10.1.1 Introduction

The optical fibre connecting devices most widely used are splices and connectors.
Splices are permanent connections; they may be fusion splices, where the two fibres
are fused together or mechanical splices, where the fibres are mechanically posi-
tioned in a semi-permanent way. Optical connectors are passive optical components
designed to connect two or more optical fibres in a non-permanent way that may be
easily detached and reconnected several times.

Requirements on optical connectors are increasing steadily in parallel with the
improvement of fibre-optic technologies. Main technical requirements are low in-
sertion loss, low return loss, stable performance with respect to temperature and
during mechanical stress as well as after disconnecting and re-establishing the con-
nection. In addition, connectors have to be reliable, safe and easy to use, and small.
They should offer dust protection and protection against wrong handling, and last
but not least, the price of optical connectors should be low since that may have a sig-
nificant influence on the overall price of the system as large quantities of connectors
are used in modern fibre-optic networks.

10.1.2 Connecting Different Types of Fibres

The main challenge for optical connectors’ manufacturers is related to the dimen-
sion of the optical fibre and its core since the role of an optical connection is to align
the cores of the fibres to be connected. Dimensions of fibre cores range from a few
micrometres up to hundreds of micrometres, and as a consequence the requirements
on precision of the mechanical alignment range from a few tens of nanometres to
tens of micrometres, depending on the fibre type.

Since most of the applications covered by this book are based on single-mode
(SM) optical fibre designed to be operated in the wavelength range between 1200
and 1650 nm, we will primarily concentrate on this type of fibre in this chapter.
Examples of connector applications using other types of fibres are discussed in
Sect. 10.1.9.

Fibres to be connected have to be aligned properly, but a number of alignment er-
rors may negatively affect the performance of the optical connection, and Fig. 10.1
illustrates the most relevant alignment errors: An air gap, fibre core offset and angu-
lar misalignment are extrinsic parameters and may be corrected by using the right
positioning technology. Mode field diameter mismatch is due to fabrication toler-
ances of optical fibres, this parameter is intrinsic and can not be corrected by align-
ing the fibres.

The two key performance parameters that characterise any optical connection are
attenuation and return loss. Both place different physical demands on the positioning
of the optical fibre in the optical connection interface.
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Fig. 10.1 Main alignment
errors affecting performances
of fibre-optical connections

Fig. 10.2 Lines of equal
attenuation of two coupled
standard single-mode fibres
as a function of lateral and
angular offset for 1310 nm
operation wavelength

Return loss is primarily affected by end face separation, lateral offset and angular
misalignment. Figure 10.2 illustrates the dependence of the coupling loss on lateral
and angular offset of two standard non-dispersion shifted single-mode fibres oper-
ated at 1310 nm. The curves are obtained under the assumption that both, input and
output fibres, are in physical contact (no air gap between the fibres).

The most significant parameters affecting return loss are end face separation, end
face high index layer conditions (high index layer thickness and index of refraction)
and end face condition.

Environmental conditions may also affect the characteristics of the optical inter-
face. As a consequence, connectors are specified for working under different phys-
ical and mechanical conditions, including device classes which ensure that speci-
fied performance is guaranteed even under extreme environmental conditions (see
Sect. 10.1.4).



444 W. Coenning and F. Caloz

Fig. 10.3 Simplified
(schematic) scheme of an
optical connection

10.1.3 Basics of FO-Connectors

Since fibre dimensions are small (125 µm diameter in the case of standard telecom
fibre), they are difficult to handle, process, polish and align. The most common
way of solving these difficulties is to fix the fibre in an object of larger dimensions
(ferrule) prior to proceeding to any further handling of the fibre.

Ferrules are high precision tubes with outer diameter controlled with sub-micron
precision and a hole in the centre which has a diameter of the optical fibre cladding,
and they are available for one single fibre only or up to 72 fibres being handled. In
this chapter, we will mainly focus on single fibre connectors.

So far, three different types of ferrules are standardised:

• Mono-bloc ferrules, that are one material (ceramics) ferrules, usually referred to
as full zirconium ferrule (IEC 61755-3-1/IEC 61755-3-2).

• Multi-material ferrules, which are composed by an outer ceramic tube with
a Cu/Ni metallic insert in the centre. These ferrules are referred to as composite
ferrules (IEC 61755-3-5/IEC 61755-3-6).

• Multi-material ferrules, which are composed by an outer ceramic tube with a ti-
tanium metallic insert in the centre. These ferrules are referred to as composite
ferrules (IEC 61755-3-7/IEC 61755-3-8).

Single fibre connectors usually rely on cylindrical ferrules with diameters rang-
ing from 1.25 mm up to 3.2 mm (the most frequently used ferrule diameters are
2.5 and 1.25 mm). The fibre is fixed in the ferrule hole, and the end faces of the
ferrules are then polished in order to enable physical contact between the two fi-
bres to be connected. Two ferrules are then brought into contact through a precision
sleeve which has the role of guiding them one in front of the other, as illustrated in
Fig. 10.3. The reference surface for the alignment is the outer diameter of the fer-
rule. Therefore, if the fibre cores are positioned exactly in the centre of the ferrules,
aligning the two ferrules’ outer diameters will perfectly align the two fibre cores.

The ferrule is then assembled into a connector body which has the function of
guiding the ferrules’ axial positions as well as to orientate them in order to bring
them into the right position and to guarantee the necessary compression force. Most
of the optical connections have a plug-adapter-plug design, where the spring-loaded
ferrules are assembled in the plug-part (also called “connector”), whereas the align-
ment sleeve is contained in the adapter.

Polishing of the ferrule end face may be straight or angled, depending on the
optical performance requirement and particularly the return loss.



10 Passive Devices 445

Table 10.1 Examples of performance categories (IEC 61753-standard series)

Category Environment Operating conditions

C indoor controlled Operating temperature: �10 °C � T � C60 °C
Relative humidity: 5–93 %

U or O outdoor uncontrolled Operating temperature: �40 °C � T � C75 °C
Relative humidity: 0–100 %

I industrial Operating temperature: �40 °C � T � C70 °C
Relative humidity: 0–95 %

E extreme Proposal: �45 °C � T � C85 °C

10.1.4 Relevant Standards for Optical Connectors

Different standard series have been developed by international standardisation bod-
ies (IEC, CENELEC, TIA, . . . ) to specify optical connectors, in particular their op-
tical and mechanical characteristics as well as performance, reliability and test and
measurement procedures in order to determine these quantities. The main purpose
of these standards is to ensure that products conforming to the standard will work
together repeatedly to a known level of optical performance without the need for
compatibility testing or cross checking, and this has to be true for the combination
of any products from any manufacturer.

The optical interface standard (IEC 61755-series) defines the location of the fi-
bre core in relation to the datum target and the following key parameters: lateral
offset, end face separation, end face angle, end face high index layer condition. If
these requirements are met, (in particular) attenuation and return loss performance
in a randomly mated pair of fibres of the same type will be within the appropriate
specifications.

Performance standards (IEC 61753-series) describe different service environ-
ments in which connectors may be used as illustrated in Table 10.1. Connectors
are generally designed for operation in specific categories, and materials may also
be suitable for specific categories only. For example, zirconium ferrule material is
suited for all environmental categories, while the polymer material specified for
some rectangular ferrules may only be applicable for controlled indoor environ-
ment.

The categories given in Table 10.1 are related to the following typical environ-
ments:

C: Office, equipment room, telecommunication centre or building, not sub-
jected to condensed water.

U or O: Outdoors but enclosed or covered. Locations: shacks, lofts, telephone
booths, street cabinets, garages, cellars, building entrances and unat-
tended equipment stations. Subject to condensed water and limited wind
driven precipitation, in close proximity of sand or dust.

I: Automation islands.
E: Outside plants with direct exposure of components to the environment.



446 W. Coenning and F. Caloz

Table 10.2 Attenuation grades for single-mode fibre-optical connectors (IEC 61755-1)

Attenuation Grade Attenuation (	 97 %)a Average Note

A – – Reserved for future applications
B � 0.25 dB � 0.12 dB
C � 0.5 dB � 0.25 dB
D � 1 dB � 0.5 dB

a The probability of a random mated connector set of meeting or exceeding the specified level
of attenuation will be 	 97 %. This performance is reached considering a statistical distribution
of connectors’ parameters (MFD, eccentricity and tilt angle) and using a nominal value for the
wavelength.

Finally, there exist reliability and test standards similar to the ones for other OE-
ICs as well and these will not be described in more detail here.

Mechanical interface standards (IEC 61754-series) provide both manufacturer
and user with all the information required to manufacture or use the product in con-
formity with the physical features foreseen by that standard interface. Mechanical
interface standards fully define and dimension the features essential for the mating
and un-mating of optical fibre connectors and other components.

10.1.5 Optical Requirements for Single-mode FO-Connectors

10.1.5.1 Insertion Loss and Alignment Requirements

Connectors fall into different attenuation grade categories as illustrated in Table 10.2
and applicable to any pair of randomly mated connectors. For example, any grade
B connector mated with any other grade B connector will have an insertion loss
smaller than 0.25 dB with a probability of better than 97%.

The achievable insertion loss (attenuation) for fibre-optic connectors is directly
related to the precision of the alignment of the two connecting fibres.

Ferrule hole concentricity and diameter, fibre cladding diameter and fibre core
concentricity are the main contributions to the eccentricity of the fibre core position
relative to the centre of the ferrule. The sum of all these tolerances usually leads
to overall values for fibre eccentricity in the order of typically 1 to 2 µm. However,
dedicated composite ferrule technology allows centring of the fibre core by defor-
mation of a metallic insert in such a way that the residual fibre core eccentricity
is lower than 0.1 µm and therefore high performance, low loss connectors become
possible (see [1]).

Figure 10.4 displays a ferrule with an eccentric connector core, and a solution,
which enables one to experimentally determine the eccentricity, as illustrated in
Fig. 10.5.
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Fig. 10.4 Sketch of a ferrule
with off-centred fibre, in
comparison with an ideally
perfect “reference connector”

During the measurement, the fibre core is illuminated and the ferrule is rotated
in a precision sleeve in front of a microscope and a CCD camera. The fibre core
concentricity is defined as the diameter of the circular trajectory of the fibre core
image. The position of the fibre core may be corrected using a special crimping
tool. Using this technology, Diamond was able to develop a low loss connector class
that was named “0.1 dB”, allowing reaching random attenuation values smaller than
0.1 dB [1].

10.1.5.2 Return Loss and End Face Geometry Requirements for Contacting
Fibres

In order to achieve a stable optical connection, physical contact between the input
and output fibres is needed. Lack of optical contact would result in high and insta-
ble insertion loss of the connection, and it would have an even larger effect on the
return loss (see Fig. 10.6). As a consequence, it is essential to avoid any air gap

Fig. 10.5 Schematic sketch of a ferrule concentricity measurement instrument
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Fig. 10.6 Calculated induced insertion loss (a) and return loss (b) for two perfectly aligned fibres
separated by an air gap

Fig. 10.7 Scheme of APC-
polished connector end face

between the two connected fibres. This can be accomplished by spherically polish-
ing of the two ferrules and pressing them together in an optical connection so that
an elastic deformation of the spherical ferrules leads to physical contact of the two
fibres.

10.1.5.3 PC- and APC-polished Connectors

In the previous discussion, we only mentioned physical-contact (PC)-polished con-
nectors, where the fibre is polished 90° towards its axis. In order to reduce reflec-
tions at the connection interface, the connector industry developed the so-called
angled PC (APC) connectors, which are polished with a tilt of 8°, as displayed in
Fig. 10.7.

In APC-connectors, the input and output fibres have to be in physical contact, ex-
actly in the same way as for PC connectors. The additional angle allows a reduction
of the amount of reflected light which is coupled back into the input optical fibre by
several orders of magnitude. APC connectors’ return loss (RL)-values are specified
in the standards to be below �65 dB. In reality, well polished APC connectors reach
RL-values well below �100 dB!
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10.1.6 Mechanical and Climatic Requirements for FO-Connectors

Ideal optical connectors provide stable and repeatable alignment between fibres
which must be detachable and repeatable over hundreds or even thousands of con-
nection cycles without deterioration. Handling by operators may include pulling,
torsion, twisting, etc., and the optical connection may not only be placed in air-
conditioned rooms, but in unprotected locations as well, which may exhibit extreme
variations in temperature and humidity. Appropriate (long-term) operation under all
these conditions is ensured by test standards (e.g. IEC 61300-2-xx) which connec-
tors have to pass.

10.1.7 Available Standard Connector Types

Standard connector types to be mentioned are based on three different ferrule types:

• Cylindrical 2.5 mm ferrules (E-2000, FC, SC, LSA, . . . ),
• Cylindrical 1.25 mm ferrules (LC, F-3000, MU, LX.5),
• Rectangular multi-fibre ferrule, ranging from 2 to 12 fibres (MT, MT-RJ, MPO,

MF . . . ).

Table 10.3 shows a few examples of some of the most frequently used connector
types.

Recently developed connectors usually use a push pull latching mechanism as
opposed to a screw coupling nut, allowing better accessibility, space reduction and
therefore higher connection density.

Standard connections may be simplex, allowing one to connect an input and one
output connector. Duplex connections, where the number of input and output con-
nectors is two, are often used in the case where there is a downstream and an up-
stream fibre to be connected.

Backplane connectors are used in interconnect systems for connecting printed
circuit boards or electro-optic circuit boards to backplanes. Depending on the con-
struction, they may range from one connection up to six connections. When using
MT-ferrule technology (see beginning of this section), one backplane connection is
capable to interconnect up to several tens of fibres.

10.1.8 FO-cables for Patch Cords

Cord is a general term for terminated cable assembly, whatever the expected use is.
Examples of cords are equipment cord, work area cord or patch cords. Equipment
cords are cords connecting equipment to a distributor. A patch cord (see Fig. 10.8) is
a cord used within cross-connect implementations at distributors. A work area cord
is a cord connecting the telecommunications outlet to the terminal equipment.
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Table 10.3 Examples of most frequently used fibre-optic connectors (courtesy Diamond SA [1])

Figure Connector name Mechanical
interface
standard

E-2000 IEC 61754-15

F-3000
LC compatible

IEC 61754-20

SC IEC 61754-4

MPO
(Multi-fibre connector
using rectangular MT
ferrule technology)

IEC 61754-7

FC IEC 61754-13

Cords represent a very important product family in which optical connectors are
used. They often are assemblies of connectors and cable which are not produced by
the same manufacturer. In many cases, both the cable and connector are qualified
products, performing well separately. However, as soon as the two are combined
into a patch cord, problems may appear:

• Problems may be caused by the fact that connectors are two fixed points in a patch
cord, therefore not allowing the cable sheath or other polymer layers to shrink or
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Fig. 10.8 Typical simplex
patch cord cable construction

move as a function of temperature, thus leading to bending of the fibre in the
cable causing high attenuation variations.

• Connector ferrules are usually spring loaded. In a connector assembly, the fibre
(including primary and secondary coating) is fixed to the ferrule, and the cable
reinforcement and sheath are fixed to the connector body. In a connection cycle,
the two ferrules come into contact and push each other back into the connector
body. This movement is pushing back the fibre, whereas the other cable layers
are fixed. In some cable constructions, this movement of the fibre is not allowed
due to dimensions or to friction. In this case, the fibre usually bends within the
connector body, causing high attenuation.

For the reasons mentioned above, terminated patch cords need to be qualified
as such. The connector and the cable used in the assembly have to be qualified
products, and the subsequent patch cord qualification is a repetition of selected tests
used for the connector testing. (Patch cord performance standards: e.g. IEC 61753-
121 document series).

10.1.9 Connectors for Special Fibres or Special Use

Thus far, the discussion has been focussed on connectors for standard single-mode
fibres, the most widely used fibre for telecom applications. However, there are also
connectors for other types of fibres (polarisation maintaining, specialty fibres at
shorter wavelengths), for special applications such as very high optical power or
particularly harsh environment requiring a hardened connector design.

10.1.9.1 Polarisation-maintaining Connectors

Standard single-mode fibres do not maintain a well-defined state of polarisation
(SOP) of the light because many effects including reflection from surfaces or stress
within the transmitting media (due to moving the fibre or temperature variations)
can affect the polarisation of the propagating light.
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Fig. 10.9 Examples of polarisation-maintaining fibres: a elliptical-cladding-, b PANDA-, c “bow-
tie”-, d elliptical-core-, e double-core-, and f elliptical-core circular-cladding fibre

On the other hand, many systems such as fibre interferometers and sensors, fibre-
optic gyroscopes, fibre lasers and electro-optic modulators depend on a well-defined
SOP, which can be assured by polarisation maintaining (PM) fibre plus correspond-
ing connectors and a careful overall assembly so that polarisation-dependent losses,
which normally degrade system performance, can be avoided.

In response to these requirements, several manufacturers have developed polar-
isation-maintaining fibres which exhibit birefringence within the core that is char-
acterised by two orthogonal axes corresponding to different propagation constants
of light polarised parallel to these axes (frequently designated as fast and slow
axis, respectively). If the input light into a PM fibre is linearly polarised and ori-
entated along one of these two axes, the output light from the fibre will remain
linearly polarised and parallel to the principal axis, even when subjected to external
stress.

Birefringence within a PM fibre is obtained by breaking the circular symmetry,
and this can either be done by forming a non-circular fibre core (shape induced bire-
fringence), or by inducing constant stress within the fibre (stress induced birefrin-
gence) by fabricating the fibre with two highly doped regions located on opposite
sides of the core. Corresponding examples are illustrated in Fig. 10.9. Currently,
the most popular SM fibre is the so-called PANDA fibre (where PANDA stands for
‘polarisation-maintaining and absorption-reducing’) which relies on stress-induced
birefringence. One particular advantage of PANDA fibres compared to most other
variants is the fact that the PANDA core size and numerical aperture are compatible
with regular single-mode fibre. This ensures minimum loss in devices using both
types of fibre.

While one can produce perfectly linearly polarised light in theory, this is not the
case in practice. Instead, there is always some residual polarisation (random or el-
liptical) present in the output beam, and a measure of beam quality is its polarisation
extinction ratio (PER). The extent to which a fibre maintains polarisation depends on
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Fig. 10.10 For FO connectors
assembled on PM-fibre, the
orientation of the birefrin-
gence axes is a key parameter

the input launch conditions, in particular, on the alignment between the polarisation
axes of the light and the fibre principal axes.

If a perfectly polarised beam is launched into an ideal fibre misaligned by an
angle � with respect to the slow (fast) axis of the fibre (see Fig. 10.10), this mis-
alignment causes a small amount of light being transmitted along the fast (slow)
axis of the fibre and consequently degrades the PER of the output beam.

The optimum achievable value of the output extinction ratio (ER) is thus limited
by

ER � �10 	 log.tan2 �/: (10.1)

Therefore, to achieve output extinction ratios better than 20 dB, the angular mis-
alignment must be less than 6°. For 30 dB extinction ratio, the angular misalignment
must be less than 1.8°.

As a consequence, in PM connector assemblies, it is not only important to align
fibre cores, but also to orient the fibre axes (see Fig. 10.10), so that in a connec-
tion, both fibres have their main axes aligned. In addition, since most PM fibres
are stress-induced high birefringence fibres, care should be taken not to excessively
stress them because this would decrease their efficiency in maintaining polarisation
states.

For these connectors orientation of fibre concentricity, as described in
Sect. 10.1.5.1, is no longer possible because priority has to be given to the prin-
ciple axis orientation. Therefore, this type of fibre is most conveniently terminated
using centred technology connectors, which allow both, to position the fibre core in
the centre of the ferrule and then to orient the fibre axis.

Very often, PM-applications also require shorter wavelengths, usually related to
smaller fibre core and mode field diameter as compared to standard single-mode
fibre. For these applications, the alignment of the fibre core is even more chal-
lenging. A general rule of thumb is that if the mode field diameter is two times
smaller, the same offset error is leading to a four times larger attenuation in a con-
nection. The only possible way of manufacturing low loss PM-connectors on small
core fibres is by using centring technology, as developed by Diamond SA (see
Sect. 10.1.5.1).
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10.1.9.2 High Power Connectors

The transmission of high power signals through single-mode fibres raises new chal-
lenges, not only for the fibre manufacturers, but for the in-line components manu-
facturers as well. Within the core of the fibres and in the areas where the light beam
is focussed, the power density can reach more than 10 GW=m2 (as a reference, this
is more than hundred times the power density dissipated on the surface of the sun).
This can have catastrophic consequences for the materials that cannot withstand
such a high power density.

One very critical component is the single-mode connector. Good connectors
only provide a much reduced hindrance to the transmitted signal (the best connec-
tors guarantee a maximum attenuation as low as 0.1 dB). These small losses are
mostly induced by a mismatch of the fibre core parameters (numerical aperture,
diameter) or a lateral and angular misalignment, and the energy that gets lost this
way is not a threat to the connector reliability as it is dissipated through the fibre
cladding.

Problems arise when the connectors are not perfectly clean. Contamination par-
ticles that are located at the connector interface can absorb part of the transmitted
energy and convert it into heat. When the heat produced this way is high enough, the
temperature of the fibre can rise over the melting point of silica, causing the collapse
of the connection.

To avoid these problems, a connector that has to bear high power signals must
ensure perfect cleanliness conditions. A visual inspection of the ferrule’s end face
before every mating is essential. There should not be any metallic wear parts; metal
sleeves and threads are to be avoided. When the connectors are unmated, there must
be a protection cap for the ferrules in order to avoid any contamination on the fibre.
The mating adapter must also have a protection cap to prevent dust particles to enter
the sleeve, and connectors exhibiting all these features are already commercially
available [1].

Cleanliness and the above mentioned features may still not be sufficient to guar-
antee a flawless functioning of the connectors as small particles that may be over-
looked with a field inspection microscope could still cause the connector to fail. The
only way to eliminate this risk is to reduce the power density at the connector in-
terface, i.e. to enlarge the beam diameter. For this reason, connector manufacturers
propose a connector design based on expanded beam technology.

Expanded beam connectors that use collimating lenses have been on the mar-
ket for many years. They are constructed for use in harsh environments, so they
usually have rugged bodies and provide higher insertion loss values. Some manu-
facturers offer expanded beam connectors as high power connectors based on the
use of a piece of gradient index fibre instead of an external lens to collimate the
light beam. This way, the expanded beam system can be integrated in a standard
cylindrical ferrule (2.5 mm or 1.25 mm), as illustrated in Fig. 10.11.

The GRIN fibre is spliced to a standard SM fibre and cut at the right length
in order to achieve the desired focal length. At the connector interface, the beam
is collimated and has a large mode field diameter dependent on the magnification
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Fig. 10.11 High power con-
nector based on grin lens
design using gradient index
fibre

of the GRIN fibre (typical magnification factors 4–5, leading to a power density
decrease of a factor 16–25). In the other connector, the second GRIN fibre focuses
the beam back into the SM fibre.

It has been demonstrated that connectors based on the design described above can
withstand high power signals (up to 1 W) under standard contamination conditions
(same cleaning procedure and same inspection procedure) and show low insertion
loss values (similar to standard SM connectors). This technology may be coupled
to the E-2000™ connector body, offering a good protection of the ferrule from the
environment thanks to its protection cap.

10.1.9.3 Field Termination

Most of the fibre-optic connectors are assembled in the factory and then spliced
(pigtail) or patched in the field, but there are applications where it is needed to
assemble the connector in the field. Since connector assembly requires specialised
tools and skills, it is usually not possible to assemble connectors in the field using
the same technologies as in the factory. Therefore, alternative solutions have been
developed for field terminations:

• Optimised, “quick assembly” tools, which allow the field assembly of standard
connectors.

• Field termination connectors based on mechanical splices: A connector assembly
that is factory terminated and polished may be field terminated on a cable end.
The connection to the cable fibre is accomplished through a mechanical splice
(see Fig. 10.12).

• Field termination connectors based on fusion splices: The principle is simi-
lar to the termination mentioned above with the difference that the mechani-
cal splice is replaced by a fusion splice which increases performance and reli-
ability of the termination. Some manufacturers offer this kind of solution with
similar performance as for standard connectors. Usual installations rely on a 1–

Fig. 10.12 Schematics of
a field termination based on
mechanical splice
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3 m pigtail which is spliced to the cable end. However, in the case of a fusion
field termination, the pigtail is significantly shorter (10–20 mm) and the con-
nector housing integrates splice protection features. This makes this solution
very similar in performance to what is usually achieved with factory-assembled
connectors.

10.1.10 Cleaning and Inspection

A single particle mated into the core of a fibre can cause significant back reflection,
insertion loss, and equipment damage. If high optical power is involved, contamina-
tion may even cause a permanent damage. As a consequence, it is of high importance
to prevent contamination of connector end faces which may be due to:

• Mishandling, such as accidental touching of connector end faces or inappropriate
cleaning

• Connectors left open for a while and subject to dust or other environmental con-
taminations

• Travelling contamination where one contaminated connector used for measure-
ments on a patch panel may contaminate a large series of initially clean connec-
tors

• Contaminated connector adapters where contamination is usually not bound to
the adapter parts.

Accessible connector end faces (when the connector can be hold in a hand) may
be cleaned using fabric and/or composite material wipes which combine mechanical
action and absorbency to remove contamination. Wipes should be used with a re-
silient pad in order avoid potential scratching of the connector end face and assist
the cleaning material in conforming to the connector end-face geometry, and wipes
should be lint free and non-debris producing.

The use of a solvent with a dry wipe is advantageous for various reasons: it adds
chemical action to the mechanical function of the wipe which increases its cleaning
ability. In addition, the use of a static dissipative solvent eliminates the problem
that dry wipes may leave a static charge on the end face of connectors which can
subsequently attract particulate contamination.

If the connector end face is assembled in a port, it can only be accessed through
the adapter aperture. In such cases, purpose-built swabs or mechanical port cleaning
devices provide mechanical action and absorbency to remove contamination. Again,
the cleaning end of the swab or cleaning material used in the port cleaning device
should be lint free and non-debris generating. Particular care has to be taken that
saturating the connector interface is avoided when solvents are used.

Cleaning of connector end faces and adapters is a process which usually does
not have 100 % yield and may therefore require several iterations, which require
observation of the end faces with an adequate inspection microscope. Today’s mi-
croscopes usually use a CCD camera and may be connected to measurement in-
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struments (e.g. OTDR, power meter), to a computer or a portable screen, and in
some cases, image analysis is used to facilitate the detection of any defect or
contamination.

10.2 Fibre-optical Couplers

10.2.1 Introduction

Routing signals to their appropriate destination is one important functionality in
communication networks, and combining, distributing or tapping optical channels
is equally important. Passive optical couplers offer this functionality (see Fig. 10.13)
and are therefore widely used in fibre-optic networks.

Some designs are inherently directional, such as couplers where several fibres
are fused in the middle, routing signals from a group of input fibres to a separate
group of output fibres. Others are not directional, taking inputs from all fibres and
distributing them among all fibres. Therefore, 2 � N couplers and 1 � N couplers
(tree couplers) are special cases of star couplers. In the four-port directional coupler,
an incoming signal at each of the input ports 1 or 2 reaches both output ports 3 and
4; otherwise, an incoming signal from each of the output ports 3 or 4, propagating
in the opposite direction, reaches both input ports 1 and 2.

The behaviour of these coupler structures is the result of reciprocity. Reciprocity
is essential for the correct interpretation of incoming signals at the output ports.
We will see that using fused-fibre technology, a T-coupler is nothing more than
a directional coupler terminating the second input fibre. Fused-fibre couplers may
be further characterised by the wavelength dependence of coupling. In this chapter,
we will only discuss power splitters with a wavelength-independent behaviour over
a specified wavelength range and not wavelength-selective splitters (filters). Such
devices are discussed in Chap. 9.

10.2.2 Modelling of Optical Directional Couplers/Power Splitters

A generic model of a directional coupler, which is independent of the coupler type,
is shown in Fig. 10.14 with ports numbered 1, 2, 3, and 4.

Based upon this model, the directional coupler can be characterised by a scat-
tering matrix. The scattering matrix is commonly used in the field of microwave
technology [2], and it is also used with the same definitions in fibre-optics. Two
complex quantities, aj and bj , associated with each port j , represent the complex
amplitudes for the input and the reflected light waves, respectively. The relation
between the input and the reflected light waves is given by

b D Sa (10.2)
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Fig. 10.13 Coupler types: T- or Y-coupler (a), star coupler (b), directional coupler (c)

Fig. 10.14 Four-port model
of a directional coupler

with vectors a D Œa1; a2; a3; a4� and b D Œb1; b2; b3; b4� and the scattering matrix
S given by

S D

2
664
s11 s12 s13 s14
s21 s22 s23 s24
s31 s32 s33 s34
s41 s42 s43 s44

3
775 ; (10.3)

all corresponding to the four-port case. If the coupler is made of identical fibres,

sjk D skj (10.4)

holds due to geometric symmetry and reciprocity of the device. Therefore, we get
for the scattering matrix

S D

2
664
s1 s2 s3 s4
s2 s1 s4 s3
s3 s4 s1 s2
s4 s3 s2 s1

3
775 (10.5)

with

s1 D s11 D s22 D s33 D s44W self-reflection coefficient,

s2 D s12 D s21 D s34 D s43W transmission coefficient,

s3 D s13 D s31 D s24 D s42W coupling coefficient,

s4 D s14 D s41 D s23 D s32W blocking coefficient.
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For an ideal directional coupler with no reflections and no loss, the corresponding
scattering matrix Sideal is known to be a unitary matrix given by

Sideal D

2
664
0 c1 ic2 0

c1 0 0 ic2
ic2 0 0 c1
0 ic2 c1 0

3
775 ; (10.6)

where c1 and c2 are real constants and

c21 C c22 D 1 (10.7)

holds.
In the following paragraph, we will show how the scattering matrix formal-

ism can be applied to the description of (biconical fused) fibre couplers (see also
Sects. 10.2.3 and 10.2.4).

The coupling region can support two fundamental modes, the even and the odd
one, which are characterised by different propagation constants ˇ given by

ˇeven D 2	neven

�
and ˇodd D 2	nodd

�
with

ˇeven C ˇodd

2
D ˇav (10.8)

with neven and nodd being the effective refractive indices of the even and odd modes,
respectively, and � being the vacuum wavelength of the wave under consideration.
A plane electromagnetic wave propagating into the z-direction is represented by

E.z; t/ D E0 exp Œ�i .ˇz � !t/� (10.9)

with ! D 2	c=� and c being the vacuum speed of light. Light propagating in the
odd mode will travel faster in the coupling area because its electrical field extends
further into the low-index cladding of the fibre. As a consequence, a phase difference
as given by (10.10) accumulates between the even and odd modes as they propagate
a distance L along the coupler, that is,

' D L.ˇeven � ˇodd/ D 2	L

�
.neven � nodd/: (10.10)

If a common phase delay of both modes, i.e. exp.�iˇavL/, is neglected, the total
electrical fields at the output arms 2 and 3 are given by

E2 D E

2
C E

2
exp.i'/ D Ep

2

p
1C cos' exp

�
i'

2

�

E3 D E

2
� E

2
exp.i'/ D Ep

2

p
1C cos' exp

�
i'

2
� i	

2

�
:

(10.11)

Equation (10.11) demonstrates that the output of arm 3 is always delayed by 90°
with respect to arm 2. This behaviour is independent of the coupling length and the
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strength of the coupling mechanism and therefore independent of the coupling fac-
tor.1 Another important result is that the angle ' determines the coupling ratio of the
coupler where the following cases are of particular relevance: ' D 0 corresponds
to no coupling at all, ' D 90° characterises a splitting ratio of 50 %, i.e. this repre-
sents an ideal 3 dB coupler, and ' D 180° is equivalent to a splitting ratio of 100 %,
i.e. 100 % of the input power appears in arm 3 and no power is observed in arm 2.
According to (10.10) and (10.11), for a given set of fibre parameters, the periodic
exchange of the output power between the arms 2 and 3 only depends on the length
of the coupling region. Neglecting the common phase shift (i.e. exp.i'=2/), we get

E2 D c1E1 C ic2E4;

E3 D ic2E1 C c1E4:
(10.12)

The quadratic terms c21 and c22 represent the power coupling coefficients between
connected or coupled arms.

Directional couplers can also be analysed using the coupled mode theory, as out-
lined in Chap. 9, Sect. 9.3.1.

If ports 2, 3 and 4 are terminated without any reflection, the power Pj at each
port can easily be calculated using the incoming wave a1 at port 1 and the outgoing
waves b2, b3 and b4 at the other ports, leading to

P1 D ja1j2 ;
P2 D jb2j2 D js2j2 ja1j2 ;
P3 D jb3j2 D js3j2 ja1j2 ;
P4 D jb4j2 D js4j2 ja1j2 :

(10.13)

Besides the coupling ratio, there are three other parameters which characterise the
behaviour of a coupler and which are usually expressed in units of dB: the coupling
ratio CR, the excess loss EL, the return loss RL, and the directivity D, which are
given by

CR D �10 log

�
P3

P1

�
D �20 log .js3j/ ;

EL D �10 log

�
P2 C P3

P1

�
D �10 log.js2j2 C js3j2/;

RL D �10 log

�
Pr

P1

�
;

D D �10 log

�
P4

P1

�
D �20 log .js4j/ ;

(10.14)

1 It might be worthwhile to note that the sign of the phase change of the wave leaving the coupler
via the cross port depends on the sign in the exponent of (10.9). Conventions using positive or
negative sign for the wave propagation are both found in the literature giving rise to different signs
of the phase change, which might cause confusion.
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where Pr results from the outgoing wave at port 1 due to internal reflections in the
coupling zone. In general, EL, RL, and D result from internal imperfections of the
device because there are no incoming waves except at port 1. Other figures of merit,
which are relevant for the characterisation of couplers, are independence (or negli-
gible residual dependence) on fibre modes and on the state of polarisation. The first
is a very important requirement for multimode couplers because different excitation
conditions can often result in a large change of the coupling ratio. Polarisation in-
dependence is naturally a topic for single-mode couplers only. One rule of thumb
is that the shorter the tapered zone of the fibres the larger the residual polarisation
dependence. As a consequence, the overall size of couplers should not be reduced
too much.

10.2.3 Fibre Coupler Technologies

The most common type of fibre coupler is the evanescent field coupler which uses
a narrow spacing between two adjacent fibre cores. Because the electromagnetic
field extends beyond the cores, coupling between the cores happens. Fibre-based
couplers are produced using essentially two different techniques. Most popular is the
fused biconical taper technique, producing fused biconical couplers (FBCs). Two fi-
bres are fused together and stretched at high temperature. To achieve an approach
of the fibre cores due to a force, the fibres must be twisted in or outside the coupling
area. The stretching decreases the diameter of the fibres and therefore, proportion-
ally, the diameter and the distance of the cores. At the beginning and at the end of
the coupling zone, a tapered zone occurs. This causes an extension of the electro-
magnetic field and therefore the possibility of coupling. The coupling length is the
major parameter to define the coupling ratio. Fused biconical couplers are primarily
used as power splitters for telecommunication applications, but they also serve as
wavelength division multiplexers and demultiplexers. The other popular approach
to fabricate fibre couplers relies on polishing the fibres. The two fibres, which will
build the coupler, are first embedded into a glass plate and then polished down to
the cores. Joining the glass plates brings the cores into proximity. The lateral spac-
ing can be freely chosen which allows the definition of essentially any coupling
ratio wanted. Due to a perfectly manageable polishing process, it is easier and more
repeatable to create couplers using different fibre types with different diameters.
Therefore, this technique is very important for the fabrication of couplers which use
special fibres, for example, for high power or sensors applications.

10.2.4 Classification

By appropriate design of the manufacturing process and pre-treatment of the fibres,
which constitute the coupler, it is possible to create couplers with different coupling
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Fig. 10.15 Fibre coupler
categories [3]

ratio and transmission characteristics, and the following categories can be distin-
guished:

• Standard single-mode couplers (SSCs), specified for one wavelength and
a (small) bandwidth of typically ˙5 nm

• Wavelength flattened couplers (WFCs), specified for one wavelength and
a (wider) bandwidth of typically ˙40 nm

• Wavelength independent couplers (WICs), specified for two wavelengths (for
example: 1310 nm and 1550 nm) and for a bandwidth of typically ˙40 nm at
each wavelength

• Extended wavelength independent couplers (EIC), specified for two wavelengths
and larger unequal bandwidths of typically ˙50 nm and �100 nm/C50 nm

• Full range wavelength independent couplers (FIC), specified for two wavelengths
and large equal bandwidths of typically ˙50 nm and ˙100 nm.

These fibre coupler categories are illustrated in Fig. 10.15.
Due to the coupling principle, it is not possible to narrow the gap between the

two transmission windows to less than 75 nm because a smaller separation would at
the same time narrow the transmission windows themselves which is not acceptable.

The typical coupling behaviour of fused biconical couplers using standard single-
mode fibres or pre-treated fibres as a function of pull length during the pulling pro-
cess is illustrated in Fig. 10.16.

Continuous monitoring of the power at the output ports enables one to stop the
pulling process at the desired pull length in order to get the requested coupling be-
haviour. For example, point A and B indicate pull lengths representing a 50=50%-
power splitting for 1310 nm or 1550 nm. At point D, the power splitting is 80=20%
for both wavelengths. In the case of identical fibres (Fig. 10.16a) the coupling ratio
exhibits a large wavelength dependence due to the steep slopes of the curves. If
different fibre types are used (Fig. 10.16b), the wavelength dependence is signifi-
cantly lower. Finally, the same basic structure could also be used as a wavelength
multiplexer as point E in (Fig. 10.16a) illustrates.
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Fig. 10.16 Coupling behaviour of fused biconical couplers made of identical fibres (a) and differ-
ent fibres (b) [3]

Table 10.4 Typical values observed at output ports 2 and 3 for the coupling ratios indicated [3]

FIC EIC WIC WFC SSC
Wavelength
[nm]

1310 ˙ 50 and
1550 ˙ 100

1310 ˙ 50 and
1550 C50/�100

1310 ˙ 40 and
1550 ˙ 40

1310 ˙ 40 or
1550 ˙ 40, and
1625 ˙ 40

1310 ˙ 5,
1550 ˙ 5, or
1625 ˙ 5

Coupling
ratio

Output port
O2 O3 O2 O3 O2 O3 O2 O3 O2 O3

50=50 % 4.2 4.2 4.0 4.0 3.6 3.6 3.4 3.4 3.4 3.4
60=40 % 3.2 5.4 3.0 5.2 2.7 4.7 2.5 4.3 2.5 4.3
67=33 % 2.7 6.4 2.5 6.2 2.2 5.6 2.0 5.2 2.0 5.2
70=30 % 2.4 7.0 2.2 6.8 2.0 6.1 1.8 5.6 1.8 5.6
80=20 % 1.7 9.2 1.5 9.0 1.4 8.4 1.1 7.4 1.1 7.4
90=10 % 1.1 13.0 0.9 12.8 0.8 11.7 0.6 10.6 0.6 10.6
95=05 % 0.8 16.8 0.6 16.6 0.5 15.3 0.4 13.8 0.4 13.8
99=01 % 0.1 24.7 0.4 24.5 0.2 23.1 0.2 22.0 0.2 22.0

Minimum directivity (in dB): 55 for 1 � 2, 60 for 2 � 2
Minimum return loss (in dB): 55 for 1 � 2, 60 for 2 � 2
Polarisation dependent loss1;2 [dB]: typical 0.05
1 maximum 0.1 dB for port O2 and maximum 0.2 dB for port O3
2 FIC, EIC: measured at 1310 nm and 1550 nm, WIC, WFC, SSC: measured at central wavelength
of wavelength range

Typical and best performance values of the different fibre coupler types and for
various splitting ratios are compiled in Table 10.4.

10.2.5 Star Couplers

Multiport couplers can – in theory – be made by fusion of many fibres. Large varia-
tions of the power distribution at the different outputs and an often poor repeatability
of the manufacturing processes have prevented the commercial implementation of
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Fig. 10.17 Drawing of a 1 � 8 star coupler and output power distribution

the theoretic concepts so far. In practice, the manufacturing process has acceptable
yield for a maximum of four fibres or even less. Therefore, transmissive star cou-
plers, which are key devices for star-type networks, are mostly built by a cascade
of equal or different T-couplers. One particular advantage of this approach is the
flexibility to create individual power distributions at the output ports, and lower
cost is an additional argument in favour of this approach. There is only one short-
coming of transmissive star couplers which favours the use of fused couplers with
more than two fibres: the latter require less space. Figure 10.17 shows a drawing of
a transmissive 1 � 8 star coupler, built from 1 � 2 couplers with different coupling
ratios.

10.3 Optical Circulators

An optical circulator is a non-reciprocal, passive multiport device, and its key func-
tionality is directing light sequentially from port to port which results in the sep-
aration of signals which travel along an optical fibre in opposite directions. Sub-
components, of which optical circulators are assembled from, are a selection from
polarising beam splitters, phase shifters, Faraday rotators, optical isolators, walk-off
polarisers, prisms, and lenses.

Optical circulators are typically three- or four-port devices, and an “ideal” four-
port circulator is schematically illustrated in Fig. 10.18 where “ideal” means that
light may enter by any input and is routed to the subsequent port in all cases.

Various implementations of optical circulators have been published as early as
the late 70s and early 80s, and have continued since then, including different “ideal”
four-port circulators [4–7]. One design is illustrated in Fig. 10.19.

Typical characteristics of these early devices were about 2 dB insertion loss,
25–35 dB isolation (sometimes <25 dB), and the operation wavelength was typi-
cally around 1.3 µm.

In practice, the full functionality of an “ideal” circulator requires a very sophis-
ticated and complex design. However, this is not generally needed, and as a conse-
quence, optical circulators are normally offered with reduced functionality [8]. In
the case of four-port circulators, the corresponding routing characteristics can be
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Fig. 10.18 Functionality of
an “ideal” four-port optical
circulator (schematic)

represented by 1 ! 2, 2 ! 3, 3 ! 4, i.e. port 1 is an input port only, ports 2 and 3
serve as input and output ports while port 4 is an output-only port. Three-port circu-
lators generally correspond to 1 ! 2, 2 ! 3 routing, i.e. they have one input-only
port (1), one output-only port (3) while port 2 serves both, as an input and an output
port.

Port 2

Port 1

1

1

2

2

3 4

Port 4

Port 3

Port 1

Port 2

Port 3

Port 4

3 4 
1 :  Prism 
2 :  Polarisation Beam Splitter 
3 :  YIG Rotator (45o)
4 :  Quartz Rotator (45o)

1

12

2

b

a

Fig. 10.19 Design example of an “ideal” four-port optical circulator [4]
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Table 10.5 Typical characteristics of commercially available optical circulators. Numbers given
apply to three-port and four-port circulators as well (for the former case all entries containing “4”
should be removed)

Wavelength ranges 1310 ˙ 30 nm
1525–1565 nm
1570–1610 nm

Insertion loss (1 ! 2, 2 ! 3, 3 ! 4) 0.8–1.2 dB
Channel isolation (2 ! 1, 3 ! 2, 4 ! 3)

peak: > 50 dB
complete operation range > 40 dB

Directivity (1 ! 3, 2 ! 4) > 50 dB
Return loss > 55 dB
Polarisation-dependent loss (PDL) < 0.1–0.15 dB
Polarisation mode dispersion (PMD) 0.06–0.1 ps
Wavelength-dependent loss (WDL) 0.15–0.2 dB
Polarisation extinction ratio� 20–23 dB
Typical dimensions

� applies for polarisation-maintaining circulators

Typical parameters of commercially available circulators for operation at telecom
wavelengths are compiled in Table 10.5.

The wavelength ranges over which optical circulators are specified may vary by
several nm, and there are also products on the market which cover the complete
CCL bands. Dimensions of typical circular modules are about 5.5 mm in diameter
and 60 to 65 mm length.

10.4 Optical Isolators

10.4.1 General Characteristics

Optical isolators transmit light in one direction only. They play an important role in
fibre-optic systems by preventing back-reflected and scattered light from reaching
the sensitive cavity of transmitter lasers, which might otherwise strongly affect the
performance of lasers, and optical isolators assure stable performance of EDFAs.
An isolator is a two-port optical circuit and its behaviour can be characterised by
a scattering matrix according to

S D
�
s11 s12
s21 s22

�
: (10.15)

Key elements of an optical isolator (as illustrated in Fig. 10.20) are a pair of linear
polarisers separated by a Faraday rotator, which shifts the plane of polarisation by
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Fig. 10.20 Generic set-up
and operation of an optical
isolator. a illustrates light
transmission, b corresponds
to blocking

45°. The polarisers are orientated in such a way that their planes of polarisation
differ by 45°.

The functionality of an optical isolator can be understood as follows: Light com-
ing from the left in the example will pass the first polariser (provided their polar-
isations match while any polarisation mismatch leads to extra insertion loss (see
Sect. 10.4.2). Next, the light enters the Faraday rotator (usually an yttrium-iron-
garnet D YIG or a terbium-gallium-garnet D TGG) material which rotates the light
polarisation by 45°. At the output, the light beam passes the second polariser which
is intended to operate as an analyser and which is orientated at an angle of 45° with
respect to the first polariser.

Light coming from the right can only pass the second polariser if the light po-
larisation and the optical axis of the polariser are parallel. Reciprocity would now
demand that the polarisation of the backward passing light were changed to the
polarisation of the input polariser. However, the Faraday rotator rotates the polar-
isation of the back-travelling beam by another 45°, which results in an overall ro-
tation of 90° compared to the first polariser so that the back-travelling light beam
is blocked by the polariser. It is easy to understand that the performance of an iso-
lator is primarily defined by the quality of the two polarisers, although the quality
of the anti-reflection-coating of each surface inside the isolator is another important
issue.

It might be worthwhile to mention that a Faraday rotator could not be replaced by
an optically active or liquid-crystal polarisation rotator because in those devices the
sense of rotation is such that the polarisation of the reflected wave retraces that of
the incident wave so that the reflected wave is transmitted back through the polariser
to the entrance of the device.

Figures of merit which essentially characterise isolators are isolation I and in-
sertion loss IL. Typical values of isolation (i.e. the suppression of back-reflection)
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Fig. 10.21 Configuration and
behaviour of a polarisation-
independent isolator after [9]

are about 50–60 dB, and I and IL are related to the scattering parameters s11 and
s12 by

I D �10 log
�
js12j2

	
;

IL D �10 log

 
js21j2

1 � js11j2
!
:

(10.16)

10.4.2 Polarisation-independent Optical Isolators

One serious drawback of optical isolators using polarisers and a Faraday rotator
is there polarisation dependence. This issue will increase the insertion loss. There-
fore, implementations of optical isolators without polarisation dependence are very
interesting for future transmission systems.

For the first time, a polarisation-independent isolator was proposed in 1979 [9].
The configuration of the suggested fibre-based isolator is shown in Fig. 10.21.

The device uses two birefringent plates with equal thickness, a Faraday rota-
tor and a compensating plate which shifts the phase of the light by �=4. The light
beam with two orthogonal polarisations propagates in the directions indicated by the
solid and dotted lines in the figure. The birefringent plates produce a spatial separa-
tion for the orthogonally polarised components of the light. In case of the forward
travelling light, these parts of light interchange their polarisation before the sec-
ond birefringent plate and then they are combined at the second fibre. In the case of
backward travelling light, the two orthogonally polarised components of light do not
change their polarisation due to the non-reciprocal characteristics of a Faraday rota-
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1 1

2 23 4

1: TEC fibre
2: SWP 
3: Faraday-rotator 
4: λ/2 plate 

Fig. 10.22 Setup of a polarisation-independent optical isolator after [10]

tor. Therefore, they are not combined by the birefringent plate and consequently also
not coupled into the input fibre (fibre 1). The principle used in this configuration is
that the backward travelling light is focussed on points with a spatial offset with re-
spect to the core of fibre 1. Based on the same principle, a very small fibre-embedded
polarisation-independent isolator has also been fabricated [10]. This configuration
is shown in Fig. 10.22.

An isolator chip is inserted between TEC (thermal expanded core) fibres. The
chip consists of spatial walk-off polarisers (SWP), a half-wave plate (�=2-plate)
and a Faraday rotator. Rutile plates were used as an SWP and a garnet crystal
of (YbTbBi)3Fe5O12 was used as a Faraday rotator. The isolator exhibited about
2.5 dB insertion loss and over 40 dB of isolation at � D 1550 nm.

Another type of polarisation-independent isolator has been proposed which
is based upon a polarisation-dependent isolator, two SWPs, and two half-wave
plates [11], see Fig. 10.23. Forward travelling light with orthogonal polarisations
is separated by the first SWP and then set to the same polarisation using a half-wave
plate in one path before the light passes through the polarisation-dependent isolator.
Then, one of the light beams is rotated again by a half-wave plate before the second
SWP will combine the two beams. Backward travelling light is blocked completely
by the polarisation-dependent isolator because after travelling through the SWP and
through the half-wave plate, both light beams have the same polarisation orientation
which is blocked by the isolator. The performance of this isolator configuration is
about 60 dB of isolation with about 0.3 dB insertion loss at 1300 nm and 1550 nm.

An acousto-optic cell as illustrated in Fig. 10.24 can serve as an isolator with-
out the drawback of the exact positioning of several elements. The optical signal

1 1

2 2

3

4 3

1: Fibre
2: SWP 
3: λ/2 plate 
4: Polarization-dependent

      isolator 

Fig. 10.23 Polarisation-independent optical isolator after [11]
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f

1

2

3

4

1: Source
2: Filter 
3: Acousto-optic cell 
4: Mirror, back reflection 

Fig. 10.24 Polarisation-independent optical isolator using an acousto-optic cell after [12]

transmitted from a laser or travelling in the transmission system is frequency-up-
shifted by the acousto-optic modulator and Bragg-diffracted. Coming to a reflection
face part of the light is reflected onto itself and traces its path back into the cell.
The backward-travelling light undergoes a second Bragg diffraction accompanied
by a second frequency up-shift. Since the frequency of the returning light differs
from that of the original light by twice the acoustic frequency used in the cell, a fil-
ter may be used to block it. Depending on the acoustic frequency used to modulate
the light, even without a filter, the laser will be insensitive to the frequency-shifted
light.

10.4.3 Planar Integrated Waveguide-based Optical Isolators

In addition to optical isolators as stand-alone devices, solutions which are suited for
incorporation into optoelectronic integrated circuits (OEICs) have been a research
topic for more than two decades already [13]. Beyond the bonding of garnet films
onto InP or GaAs substrates [14, 15], or hybrid integration of garnets on silica-
based planar lightwave circuits [16], the most promising concept relies on the non-
reciprocal loss in semiconductor optical amplifier (SOA) structures combined with
a ferromagnetic layer magnetised parallel to the light propagation direction. De-
signs have been proposed with a ferromagnetic layer on top of the WG ridge or at
one of the side walls as well. In the former case, the reflectivity at the semiconduc-
tor guiding layer and the ferromagnetic layer is propagation-direction dependent
for TM-polarised waves. As a consequence, the TM-mode travelling into the for-
ward direction can be amplified while the backward travelling mode is absorbed.
TE-polarised light can be suppressed by making the gain higher for TM than for
TE [17]. An in-depth modelling of InP-based SOA structures with CoxFe1�x layers
on top of the ridge led to the conclusion that for a 2.825 mm long device driven with
116.5 mA=µm ridge width, 25 dB isolation should be achievable [18]. Alternatively,
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a ferromagnetic (e.g. Fe-) layer has been located at the side wall of an SOA ridge
and such a device operates with respect to TE-polarised waves. A corresponding
isolator exhibited more than 10 dB=mm isolation over the complete C-band (1530–
1560 nm) and a peak TE-mode non-reciprocal attenuation of 14.7 dB=mm [19], and
it has also been monolithically integrated with a laser diode resulting in 4 dB optical
isolation [20].
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Chapter 11
Fiber Amplifiers

Karsten Rottwitt

Abstract The chapter gives a detailed treatment of erbium-doped fiber amplifiers
(EDFA), Raman amplifiers, and parametric amplifiers. Each section comprises the
fundamentals including the basic physics and relevant in-depth theoretical model-
ing, amplifier characteristics and performance data as a function of specific opera-
tion parameters. Typical applications in fiber-optic communication systems and the
improvements achievable through the use of fiber amplifiers are illustrated.

Since the early days of optical communication much effort has been put into making
optical fibers with as low an intrinsic attenuation as possible. State-of-the-art high-
capacity transmission optical fibers have a minimum attenuation close to 0.2 dB=km
at the wavelength 1555 nm. Figure 11.1 illustrates the attenuation as a function of
wavelength in a state-of-the-art high-capacity optical fiber.

For wavelengths in the range from 500 to 1550 nm the attenuation is mainly due
to Rayleigh scattering whereas the loss at wavelengths beyond 1550 nm is mainly
due to infrared absorption [1].

Even though 0.2 dB=km is a very low attenuation, it is obvious that there is a need
for optical amplification when transmitting an optical signal over long distances. For
this reason it is clear that the development of the erbium-doped fiber amplifier led
to huge progress within the field of optical communication. It may be fair to state
that the erbium-doped fiber amplifier enabled tremendous progress in the field of
optical communication, progress, which emphasized the need for more and more
bandwidth. This together with the availability of high-power fiber lasers, powered
by erbium-doped fiber amplifiers, led to the interest in Raman amplifiers which
again enabled further increase in the capacity of optical communication systems.
Even though the Raman amplifier has proven strong benefits it appears to be a safe
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Fig. 11.1 The attenuation in a standard single-mode optical fiber versus wavelength. Data adapted
from [1]

statement that the erbium-doped fiber amplifier will continue to be one of the most
important components within optical communication systems.

Lately the search for even higher capacity has seeded a strong interest in novel
modulation schemes and consequently also a search for optical amplifiers which
may assist in improved system performance. Such an amplifier may be the paramet-
ric amplifier which in addition to being able to amplify an optical signal also may
enable further signal processing such as regeneration or wavelength conversion of
a signal.

In the following chapter the above mentioned three optical fiber amplifier
schemes are discussed. Section 11.1 is dedicated to the erbium-doped fiber am-
plifier, Sect. 11.2 to the fiber Raman amplifier and Sect. 11.3 to the fiber optical
parametric amplifier. The chapter is concluded in Sect. 11.4 with a short summary
of the three methods of optical amplification.

11.1 The EDFA

In the erbium-doped fiber amplifier (EDFA) the core of the optical fiber is co-doped
with erbium ions. These have energy levels separated by energies corresponding
to optical frequencies. The energy levels are defined by the angular momentum of
the electrons of the ions together with their spin. When an ion makes a transition
between two energy levels, light may be emitted. This together with the fact that the
host fiber is a silica-based optical fiber makes an EDFA an obvious component to
splice to passive fibers for achieving amplification.
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Fig. 11.2 The energy levels of Er3C are characterized by quantum numbers for the orbital mo-
mentum L and spin-momentum S . For Er3C L D 6 and S D 3/2. The total angular momentum,
J , varies between L� S D 9/2 and LC S D 15/2 [3, 4], the latter being the ground level. The
notation for the energy levels is: 2SC1LJ , where L is quoted with a letter rather than a number
(I represents 6). The energy of one electron is changed, between the different energy levels either
by pumping or due to emission. An electron may exist in the 4I13=2 level for up to about 10 ms

The EDFA has numerous advantages of which the most important ones are listed
below:

• Gain at 1555 nm coinciding with the loss minimum of optical fibers
• Large gain, and large gain efficiency, tens of dB per mW of pump power
• Low noise figure, 3 dB at high gain
• Low polarization dependence
• Low channel-to-channel crosstalk.

The EDFA was heavily researched in the late 1980s and in the early 1990s, see
for example [2–4]. The EDFA may be one of the most important inventions for
optical communication, and it is for example less likely that we would have trans-
oceanic transmission links employing wavelength-division multiplexed signals, nor
metro/access networks, without the EDFA.

11.1.1 Energy Levels

The erbium-ion may be described using a simplified energy level diagram as de-
picted in Fig. 11.2. When optically pumped at 980 nm the EDFA acts as a 3-level
laser system which means that the Er3C ion is excited from the ground state level
4I15=2 to the third energy level 4I11=2 with rate WPA (index PA indicates absorption
at pump wavelength) from which it rapidly, instantaneous in the figure, decays to the
upper laser level 4I13=2 where the ion exists for a finite time (10 ms). Conversely the
erbium ion may also decay to the ground state energy level with rateWPE (index PE
indicates emission at pump wavelength). While in the 4I13=2 state, the erbium ion
may decay back to the ground level either in a spontaneous process with rate 1=�21
(�21 is the lifetime of the energy level 4I13=2) or stimulated by a signal with rate
WSE (index SE indicates emission at signal wavelength). The signal may also cause
the erbium ion to change energy level from 4I15=2 to 4I13=2 with rate WSA (index
SA indicates absorption at signal wavelength).
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It is noted that one may also pump the erbium-doped fiber amplifier using light
at 1480 nm, in which case the Er3C ions are excited directly into the upper energy
level 4I13=2.

11.1.2 Rate Equations

In any practical case the population levels at the relevant energy levels are deter-
mined from rate equations. Assuming that the decay from 4I11=2 to 4I13=2 is in-
stantaneous or that one is pumping using the pump wavelength at 1480 nm, the rate
equation for the population of ions in the lower energy level n1.r; �; z/ is

dn1.r; �; z/

dt
D � ŒWSA.r; �; z/CWPA.r; �; z/� n1.r; �; z/

C
�
WSE.r; �; z/CWPE.r; �; z/C 1

�21

�
n2.r; �; z/;

(11.1)

where the rates WSE, WSA, WPE, WPA and 1=�21 are as described in Fig. 11.2.
A similar rate equation exists for the population of ions in the upper energy level
n2.r; �; z/, which may be found using Fig. 11.2 or simply by using n2 D � � n1,
where � is the total erbium concentration level of the fiber. When evaluating the
steady state case, i.e., dn1=dt D 0 and dn2=dt D 0, the population n2.r; �; z/ has
the solution

n2 D �
WSA CWPA

WSE CWSA CWPE CWPA C 1=�21
: (11.2)

The evolution of signal and spontaneous emission determines the signal gain and
the noise performance. In the following these equations are described together with
their solutions.

As discussed above, the two wavelengths used for pumping are 1480 nm or
980 nm, respectively. When pumping at 1480 nm the EDFA acts as a two-level laser
system and the inversion, defined as the number of excited Er-ions relative to the
total number of ions: x D n2=.n1 C n2/, can not exceed a maximum level of 70 %.
If instead erbium is pumped at 980 nm, the rate WPE approximates zero and conse-
quently the maximum inversion may be 100 %.

11.1.3 Signal Propagation

In the signal mode the power may be separated into a sum of pure signal and spon-
taneous emission. The pure signal power is governed by

dPs

dz
D Œ�e.�s; z/ � �a.�s; z/� Ps; (11.3)
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where �s is the frequency of the signal and z the position coordinate. The emission
and absorption factors �e and �a are defined through the material emission and ab-
sorption cross sections (�e.�/, �a.�/), together with the overlap integrals between
the populations n1 and n2 and the transverse signal mode Is.r/

�e.�; z/ D �e.�/2	

adZ
0

n2.r; z/Is.r/rdr; (11.4)

�a.�; z/ D �a.�/2	

adZ
0

n1.r; z/Is.r/rdr: (11.5)

It is noted that the signal is assumed to be in the fundamental fiber mode, i.e., the
integration over the angular coordinate � equals 2	 . The intrinsic fiber loss is omit-
ted in the propagation equation (11.3), but may be included as an additional term
�˛iPs, where ˛i is the loss rate.

The intensity of the electric field representing the signal is

Is.r; �; z/ D Ps.z/
ˇ̌
E01s .r; �/

ˇ̌2
; (11.6)

where Ps.z/ is the signal power, and the index ‘01’ on E01s .r; �/ shows that the
transverse distribution of the electrical field of the signal is in the fundamental mode,
i.e., the LP01 mode. The electrical field is normalized according to

2�Z
0

bZ
0

ˇ̌
E01s .r; �/

ˇ̌2
rdrd� D 1; (11.7)

where b is the radius of the cladding. The solution to the propagation equation for
the signal is:

Ps.z/ D Ps.z D 0/ exp

8<
:

zZ
0

�e.�s; x/ � �e.�s; x/dx

9=
; D Ps.z D 0/G: (11.8)

Equation (11.8) defines the signal gain G as the output signal power relative to the
input signal power.

In analogy to the propagation equation for the signal, a similar propagation equa-
tion exists for the pump, i.e.,

dPp

dz
D �

�e.�p; z/ � �a.�p; z/
�
Pp (11.9)

where �e and �a are now determined by replacing the signal frequencies by the pump
frequency and by replacing the signal intensity distribution by the pump intensity
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distribution in (11.4) and (11.5), using as above that the intensity of the pump is

Ip.r; �; z/ D Pp.z/jE01p .r; �/j2; (11.10)

where Pp.z/ is the pump power which is in the fundamental fiber mode.

11.1.4 Emission and Absorption Cross Sections

Rather than using the comprehensive model described above, which requires nu-
merical analysis, alternative semi-analytical models have found their use to predict
amplifier gain, gain saturation, and noise properties [5–7]. In these models the gain
per unit length is given as

G.�/

L
D �

g�.�/C ˛.�/
�

Inv � ˛.�/; (11.11)

where ˛.�/ D �a.�/� .�/� is the absorption per unit length with no inversion,
and g�.�/ D �e.�/� .�/� is the gain per unit length with full inversion. Fig-
ure 11.3a shows examples of absorption and gain per unit length for a specific fiber.
� is the total erbium concentration and � .�/ is the overlap between the optical
mode and the transverse distribution of the erbium ions. Inv is the average inversion
of ions in the amplifier when operating under signal-induced gain compression and
Inv D 1

L

R L
0 .n2=�/dz. Figure 11.3b shows gain as a function of inversion level as

obtained in an EDFA.

Material Systems A silica-based optical fiber consists of a core surrounded by
a silica cladding. The core material is silica to which a codopant is added to raise
the refractive index. In standard passive fibers germanium is typically used as the
codopant, however, in erbium-doped fibers aluminum is a commonly used codopant
material. The reason is that the absorption and emission spectra depend on the core
material and it has been found that by using aluminum it is possible to obtain ad-
vantages with respect to the spectral properties of the amplifier.

In erbium-doped fibers, the fiber is obviously doped with erbium in addition to
the index raising dopant, i.e., germanium/aluminum. With this material system am-
plification around 1555 nm is obtained. The erbium-doped fiber is pumped with
either 1480 nm or 980 nm. Other active materials may also be used including ytter-
bium, neodymium, praseodymium, or thulium. All of these have been demonstrated
for applications at different wavelengths. As it is of relevance to this chapter, it
should be noted that ytterbium may be used in combination with erbium, referred to
as Er:Yb. The resulting fiber is pumped using 980 nm, and the pump energy is first
used to excite the ytterbium system and then energy is transferred to the erbium sys-
tem. This material combination offers much higher pump absorption per unit length,
and the constructed amplifier may provide more gain per unit length as compared to
a fiber where erbium is the only rare earth dopant.
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Fig. 11.3 Absorption (solid) and gain (dashed) spectra versus wavelength [5–7] (a), and gain as
a function of wavelength for different average levels of inversion: upper trace 63 %, middle trace
45 %, lower trace 38 % (b). The data are a courtesy of OFS Fitel Denmark. Both figures are for
aluminum-germanium-erbium-doped silica fibers

Fibers doped solely with ytterbium are often used to obtain very high output
power amplifiers. The ytterbium system is pumped at 980 nm and provides gain
from 1000 to 1100 nm. For further details regarding different material systems see
for example [3, 4].

11.1.5 Characteristics

Polarization Dependence The polarization dependence of erbium-doped ampli-
fiers is very weak, and as noted in [2] only becomes significant when many ampli-
fiers are cascaded. The polarization-dependent gain manifests itself when a signal
with a well-defined state of polarization saturates the amplifier. As an example, the
spontaneous emission in the polarization state orthogonal to the signal then experi-
ences a gain higher than the signal and the spontaneous emission in the same state of
polarization as the signal. Consequently, the spontaneous emission in the orthogonal
state increases faster than the spontaneous emission in the same state of polarization
as the signal. A polarization-dependent gain of 0.01 dB was reported by V.L. Mazur-
czyk and coworkers [8].

Time Response The response time of erbium is defined by the lifetime of the ex-
cited state 4I13=2 in Fig. 11.2. This is a metastable state and consequently it has
a rather long lifetime of 10 ms, which is much longer than the time for one bit in
a communication signal, for example a 40 Gbit=s non return to zero signal where
a bit slot equals 25 ps. Consequently, the performance of an amplifier is well pre-
dicted by considering the signal as a continuous wave. An additional benefit of the
long lifetime of the metastable state is that the pump source may be rather noisy
without any noise transfer from the pump to the signal, assuming that the frequency
of the pump noise exceeds the kHz erbium response defined by the metastable life-
time.
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It should be noted that in a long chain of amplifiers used to amplify a WDM sig-
nal, the dynamic behavior may create transients that potentially could create detri-
mental power spikes [9].

Dispersion Whenever a material has a significant absorption or gain peak in the
wavelength space, it may also have significant group velocity dispersion. This could
impact propagation of short pulses through the material. In addition, when design-
ing a fiber laser aiming at a high repetition rate, the fiber length is critical. Con-
sequently, in such amplifiers, a high erbium concentration is desired. In relation
to this it is noted that the erbium concentration has an upper limit due to effects
such as clustering which results in reduced gain efficiency [10]. In a recent work by
B. Pálsdóttir concentration levels as high as 5� 1025 ions=m3 to 10� 1025 ions=m3

(corresponding to 75–150 dB=m absorption at 1530 nm) have been reported [10].
Most often erbium-doped fibers have normal dispersion and can be used to

compensate for anomalous dispersion in standard single-mode fibers used in laser
cavities. However, when the inversion changes in a pumped EDFA, the dispersion
changes significantly. For a passive fiber with an NA of 0.27 the dispersion equals
�40 ps=(nm km) at 1550 nm, though it is almost independent of wavelength from
1520 to 1620 nm. When the fiber is pumped, the dispersion changes significantly
and may even be normal or anomalous, depending on the used pump power, for
further details the reader is referred to [10].

11.1.6 Amplifier Performance

Amplified Spontaneous Emission A signal may be amplified in an erbium-doped
fiber amplifier only because of stimulated emission. However, stimulated emission
is accompanied by spontaneous emission. The spontaneous emission propagates in
both directions of the optical fiber. Obviously, the spontaneous emission generated
in the first infinitesimal section of the optical fiber is amplified in the succeeding
fiber section. Thus, the power of the spontaneous emission at the output of the am-
plifier is referred to as amplified spontaneous emission (ASE). In the following,
the forward-propagating ASE is denoted ASEC whereas the backward-propagating
ASE is denoted ASE�.

Compared to the equation for the signal, the propagation equation for sponta-
neous emission includes a source term. The propagation equations are:

dPASE˙

dz
D ˙2h��e.�; z/B0 ˙ Œ�e.�s; z/ � �a.�s; z/� PASE˙

; (11.12)

where h�B0 is the power of one photon per unit bandwidth accumulated within
bandwidth B0. By solving the propagation equation (11.12), the power of the ASE
may be predicted.
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Noise Figure The performance of an amplifier is characterized by its gain but
equally important also by its noise performance. It is customary to quantify the noise
performance of an amplifier by its degradation of the signal-to-noise ratio when the
signal is amplified by the amplifier. The degradation of the signal-to-noise ratio is
called the noise figure [3, 4]. The signal-to-noise ratio is defined as the squared mean
photon number hni relative to the variance of the photon number Vn. At the output
of an erbium amplifier the mean and variance of the photon number are:

hni D Gn0 CM Qn;
Vn D G2.V0 � n0/CGn0.2 QnC 1/CM Qn. QnC 1/;

(11.13)

where G is the gain of the amplifier and n0 is the mean signal photon number at
launch. Qn is the noise photon number while M is the number of signal modes the
detector is sensitive to, and V0 the variance of the photon number at launch [3, 4].
Assuming the signal is quasi-monochromatic with frequency �s, the noise power in
the signal mode is related to the noise photon number through QP D h�s QnB0, where
B0 is the bandwidth of the signal. It should be noted that for the signal mode B0
equals 1=T , where T is the time duration of the signal. Assuming furthermore that
V0 D n0, then the electrical signal-to-noise ratio is given by

SNRe D Gn0

2 QnC 1C M Qn
Gn0

. QnC 1/
� Gn0

2 QnC 1
� Gn0

2 Qn : (11.14)

The first approximation is true when the noise power is much less than the signal
power, i.e., Gn0=M Qn � 1, whereas the second approximation is valid when the
added spontaneous emission is significant, i.e., Qn � 1=2. The ratio Gn0= Qn repre-
sents the optical signal-to-noise ratio at the output of the amplifier. When the input
signal is shot-noise limited and therefore has Poissonian statistics i.e., V0 D n0, the
noise figure F D SNRin=SNRout equals

F D 2 QnC 1C M Qn
Gn0

. QnC 1/

G
� 2 QnC 1

G
: (11.15)

This approximation is valid if the output signal power exceeds the noise power, i.e.,
Gn0=M Qn � 1, which is true in almost all cases. Expressing the added noise in
terms of power, the noise figure in (11.15) may be written as

F D 2 QP
Gh�B0

C 1

G
; (11.16)

where QP is the spontaneously emitted power within the bandwidth B0 and in the
signal polarization.

Amplifier Efficiency The erbium-doped fiber amplifier is characterized by its high
gain efficiency of several dB of gain per mW of pump power. In addition, this is
obtained in amplifiers that are only tens of meters long. Moreover, the EDFA is also
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Fig. 11.4 Noise figure as
a function of input signal
power for a saturated ampli-
fier. The signal wavelength is
1550 nm whereas the pump is
at 1470 nm and a pump power
of 60 mW has been assumed.
The dashed line characterizes
an amplifier without compo-
nents to reduce ASE, the solid
line represents the case with
an isolator in the amplifier.
Data adopted from [8]
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characterized by noise figures close to 3 dB for high gain amplifiers. Consequently
the EDFA is ideal for discrete amplifiers, and a large effort has been made to op-
timize such amplifiers by including ASE suppression filters, optical isolators [11],
and dividing the amplifier into different wavelength bands, C band amplifiers, L
band amplifiers etc. [12].

Optimum Length If the case is considered where the pump power is given and the
signal power fixed, then the signal gain increases as the fiber length increases and as
long as the fiber is sufficiently short. However, for long lengths the inversion level
can not be maintained and the gain drops because of absorption, erbium absorption
as well as intrinsic fiber loss, at the signal wavelength. Consequently, there exists an
optimum fiber length.

Depletion For a given amplifier design, i.e., for an amplifier with a fixed length and
a fixed pump power, the gain is constant for low input signal power levels. However,
as the input signal power increases, the gain decreases and the output signal power
approaches a constant value. When this happens, the amplifier is saturated. The
input signal power level where the gain has dropped by 3 dB, is referred to as the
saturation power level. This power level increases linearly with pump power and
inversely with the emission cross section at the signal wavelength [2].

When the amplifier is operated in depletion, the inversion level drops and con-
sequently the noise performance of the amplifier worsens. Figure 11.4 illustrates
the noise figure of an amplifier as a function of input signal power. Two graphs
are shown. In the dashed curve a simple amplifier design is considered whereas
the solid curve illustrates the noise figure obtained if additional noise reduction fil-
ters/isolators are inserted into the amplifier [11].

The spectral gain profile depends on the input signal power level which in ef-
fect is the inversion of the amplifier. Consider a fixed fiber length and a fixed pump
power level. In this case the inversion changes as the signal input power level in-
creases because an increased signal power level uses the pump power over a shorter
distance compared to the undepleted power level. As a consequence the inversion
level changes and the spectral shape is modified.
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Fig. 11.5 An illustration of
an air-clad fiber. In [13] the
pump guide is 50 µm with
a cladding defined by a ring of
air holes, and the single-mode
core has a mode field diameter
of 10 µm. The outer diameter
of the fiber is 125 µm

11.1.7 Recent Applications

The erbium-doped fiber amplifier has proven itself to be one of the most important
components within optical communication systems. The amplifier is now (readily)
commercially available and applied in almost all communication system architec-
tures, and most research on this type of commodity amplifiers is directed toward
production parameters such as uniformity and consistency during fabrication and
splicing to other fibers [10].

In addition to being used as an amplifier in communication systems, the erbium-
doped fiber amplifier is also widely used in fiber lasers. In the mid 1990s focus
was directed toward low-power fiber lasers, including single-frequency narrow-
linewidth fiber lasers. However, within the last decade focus has been directed to-
ward high-power fiber lasers, continuous wave as well as short-pulsed lasers, and
new fibers for these applications are still being researched. These fibers include
fibers that may handle high powers for example for high-power delivery, fibers that
may be used for pulse compression, so-called air-clad fibers, higher order mode
(HOM) fibers and rod-like fibers. In the following a short state-of-the-art regarding
such erbium-doped fibers is provided.

Air-Clad Fibers To increase the output power of an erbium amplifier it has been
suggested to use a so-called air-clad fiber, see Fig. 11.5 [10]. This fiber type consists
of an inner core which is highly doped with erbium and surrounded by a cladding,
defining an active single-mode fiber for the signal. The cladding is surrounded by
an additional cladding which is a ring of air holes. This gives a high NA, 0.5 to 0.6,
for the multimode waveguide for the pump beam.

In [13] F. Koch and coworkers demonstrate a 30 dBm output power amplifier
providing 40 dB gain from 1530 to 1568 nm. The result was achieved by combin-
ing a preamplifier pumped by 750 mW at 974 nm succeeded by an air-clad erbium-
doped fiber pumped by 8 W at 976 nm. The length of the air-clad fiber was 20 m.

Rod-Type Amplifiers Air-clad fibers may also be achieved with microstructuring
not only of the air cladding but also of the cladding of the single-mode core [14]. By
using microstructuring of the fiber it has been possible to enlarge the core as well as
the cladding region and consequently increase the pump absorption.
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Fig. 11.6 Illustration of the cross section of a PM rod-type fiber. The center of the fiber has a hexa-
gonal structure of Yb/Al doping with a corner-to-corner distance of 70 µm. The pump waveguide
has a diameter of 200 µm and is surrounded by 90 air holes which define the cladding for the pump.
Two stress zones, top and bottom, of the microstructured area, enable the polarization state of the
light to be maintained during propagation [15]

In 2008 O. Schmidt and coworkers demonstrated an ytterbium-doped polariza-
tion-maintaining (PM) rod-type amplifier [15]. A figure of the fiber cross section is
shown in Fig. 11.6.

The center of the fiber has a hexagonal structure of Yb/Al doping with a corner-
to-corner distance of 70 µm resulting in a mode field area of 2300 µm2, and a beam
quality factor M 2 equal to 1.2, where a diffraction limited beam has an M 2 of 1,
which is the lower limit of M 2. The pump waveguide has a diameter of 200 µm
and is surrounded by 90 air holes, which defines the cladding for the pump. This
results in an NA for the pump waveguide of 0.6 at 976 nm. The ratio of the pump to
active cross sectional area leads to a small signal absorption of 30 dB=m at 976 nm.
The air cladding is surrounded by a 1.5 mm outer cladding. By using the rod-type
amplifier an output power of 163 W, with a degree of polarization of 85 %, has been
reported [15].

Higher Order Mode Fibers To achieve very high output power fiber lasers in-
cluding high-energy pulsed fiber lasers, a significant effort has been made to make
large-mode-area fibers, for example using microstructured fibers. Such a fiber al-
lows mitigation of nonlinear effects such as Raman scattering, Brillouin scattering,
self-phase modulation, and four wave mixing. Recently, another approach, which re-
lies on using higher order modes of the optical fiber, has been demonstrated. Mode
areas up to 3200 µm2 at 1600 nm have been demonstrated [16].

In 2007 S. Ramachandran and coworkers gave the first demonstration of amplifi-
cation in higher order mode fibers [17]. In their experiment they propagated a signal
in the LP07 mode with an effective mode area of 2040 µm2. The HOM fiber was
doped with Yb and the signal was at 1083 nm while the amplifier was pumped us-
ing conventional pumps at 975 nm launched into the cladding surrounding the inner
core, see Fig. 11.7. A signal gain of 3.9 dB with a slope efficiency (rate of change
of output power per unit change in absorbed pump power) of 62 % was achieved for
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Fig. 11.7 Cross section of the HOM fiber used in [17] (a), illustration of the intensity distribution
of the LP07 mode propagating in the fiber (b). The fiber consists of a single-mode-like central core
which is surrounded by a 40 µm inner cladding doped with Yb. Finally, this structure is surrounded
by an outer cladding. In [17] the length of the HOM fiber was 4.75 m

an input power of 6 W, while a signal gain of 8.2 dB and a slope efficiency of 48 %
were obtained for an input power of 1 W.

11.2 Raman Amplifiers

Within optics communication, Raman scattering in optical fibers may be applied
to obtain amplification. This is achieved by simultaneously launching light at two
frequencies separated by a frequency corresponding to the energy of the phonons in
the glass fiber. Hereby light is transferred from the high frequency beam to the low
frequency beam. The benefits of Raman amplification include:

Gain at any wavelength: The Raman scattering process only depends upon the
frequency shift between pump and signal. In silica this
is 13 THz.

Wide bandwidth: By launching multiple pump wavelengths a compo-
site spectrum is obtained. In this way it is possible to
broaden the gain bandwidth [18].

Distributed gain medium: The Raman gain per unit length is relatively weak.
Hence it is possible to counterbalance the loss along the
transmission. This distributed amplification has unique
noise properties [19].

Intrinsic to silica: Silica has a Raman efficiency that is sufficient to
achieve gain such that a transmission fiber may be
turned into an amplifier in itself, i.e., no special dop-
ing is necessary [20].

Figure 11.8 displays a generic fiber Raman amplifier.
In the simplest configuration only one pump is used and the amplifier is either

forward or backward pumped. In short discrete amplifiers the amplifier may consist
of multiple stages, gain equalization filters, isolators etc.



486 K. Rottwitt

Fiber
Signal
Ps(0)

z0 L

Ps(L)

Pp
+(L) Pp

−(L)

Forward
Pump

Backward
Pump

Fig. 11.8 Generic set-up of Raman amplifier. Forward and backward pump coupled together with
the signal in wavelength-dependent couplers. The signal is propagating in one direction only. Bi-
directional signal transmission is not considered in this chapter

The amplifier fiber is characterized with respect to its Raman gain coefficient and
the attenuation of the fiber at the pump and signal wavelength. Finally, the dispersion
properties may also be important for the amplifier performance when using multiple
pump wavelengths, due to cross-coupling among pumps and between pumps and
signals.

11.2.1 Propagation Equations

In the following an approach is presented which enables the prediction of the per-
formance of a Raman amplifier based on the evolution of optical power. The propa-
gation equation of the signal is

dPs

dz
D gRPpPs � ˛sPs; (11.17)

where gR is the Raman gain coefficient, Pp and Ps are the powers of the pump and
signal, respectively.Pp may be a sum of a forward-PC

p and a backward-propagating
P�

p pump beam. Finally, ˛s is the intrinsic loss at the wavelength of the signal. In
(11.17) the first term on the right hand side represents the Raman gain while the
second term represents the intrinsic loss.

The equation for the forward- and the backward-propagating pump power is

˙dPṗ

dz
D ��p

�s
gRPṗ Ps � ˛pPṗ ; (11.18)

where the first term on the right hand side represents depletion due to the signal
and the second term on the right hand side describes the attenuation at the pump
wavelength described by ˛p.

Equation (11.17) may be solved analytically, and the signal gain, i.e., the sig-
nal output power relative to the signal input power, at the output end of a fiber of
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length L is

G.L/ D exp

0
@

LZ
0

gRPp.Qz/d Qz � ˛sL

1
A : (11.19)

Assuming that the pump is independent of the signal and determined solely by the
intrinsic fiber loss, i.e., the pump decays exponentially with the intrinsic fiber loss,
the gain may be evaluated analytically. This situation is referred to as the undepleted
pump regime, and the propagation of the pump power is described simply through

Pp.z/ D P 0p exp.�˛pz/ (11.20)

when the pump propagates in the positive z-direction which means that it is
launched from the signal input end, and it is referred to as the co-pumped or the
forward-pumped Raman amplifier. Alternatively, the pump propagates according to

Pp.z/ D PLp exp.�˛p.L � z// (11.21)

when the pump propagates in the negative z-direction or opposite to the signal,
referred to as the counter-pumped, or the backward-pumped Raman amplifier.

The signal gain in the undepleted forward-pumped Raman amplifier is given by

G.L/ D exp.gRLeffP
0
p / exp .�˛sL/ ; (11.22)

where P 0p is the launched pump power, and Leff is the effective fiber length for the
Raman amplifier, in the following referred to as the Raman effective length, given
by

Leff D 1 � exp.�˛pL/

˛p
: (11.23)

In a typical transmission fiber, the loss at the pump wavelength is � 0:25 dB=km,
and therefore the Raman effective length is about 17 km.

The gain of the undepleted backward-pumped Raman amplifier is identical to the
gain in (11.22) only with P 0p replaced by PLp .

Equation (11.22) shows that the gain in decibels increases linearly with the pump
power in Watts. For a typical dispersion-shifted transmission fiber (with Aeff �
75 µm2), and an optical fiber much longer than the effective length, the Raman gain
is approximately 55 dB=W when the intrinsic loss is omitted and an unpolarized
pump is assumed. This number represents a typical value for the gain efficiency of
Raman amplifiers.

The undepleted pump approximation is very powerful and may be used to esti-
mate the levels of gain and spontaneous emission. The criterion for its validity is
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that the loss of the pump should be dominated solely by the intrinsic loss [21], i.e.:

�p

�s
gRPs 
 ˛p: (11.24)

In a typical dispersion-shifted fiber with ˛p � 0:057 km�1 (D 0:25 dB=km) and
gR � 0:7 (W km)�1, the undepleted pump approximation is valid for Ps 
 80mW.
It should be noted that in (11.24) depletion due to spontaneous emission is neglected
which is a valid approximation since the signal is typically orders of magnitude
higher than the spontaneous emission.

The Raman gain is often quoted in terms of the On-Off Raman gain which is the
ratio of the signal output power with the pump on to the signal output power with
the pump off. The On-Off Raman gain is easily calculated in the undepleted pump
regime by omitting the factor exp.�˛sL/ in (11.22).

Multiple Pump Wavelengths One of the advantages of the Raman amplifier is that
pump sources at different wavelengths may be combined to form an amplifier with
a wide bandwidth. In one example, gain over 92 nm was achieved in a 45 km-long
dispersion-shifted fiber by combining a pump at 1453 nm (206 mW) with a pump
at 1495 nm (256 mW) [18]. This property of the Raman process may be utilized not
only to achieve a wide bandwidth amplifier but equally well to achieve a flat gain
spectrum [22] or a flat noise spectrum [23].

When multiple pumps propagate together, the propagation gets slightly more
complicated compared to the case when only one pump beam propagates since
they all mutually interact with each other through Raman scattering. However,
mathematically the propagation equations are easily extended to multiple pumps
as described in [22]. In general, the Raman process transfers energy from shorter to
longer wavelengths. As a consequence, to achieve a gain spectrum as wide and as flat
as possible by using multiple pumps, more pump power should be launched within
the shorter wavelengths of a pump spectrum. For the signals in a wideband amplifier
the transfer of energy from shorter to longer wavelengths also impacts the signal-to-
noise ratio differently from shorter toward longer wavelengths. In general the longer
signal wavelengths are favored compared to the shorter signal wavelengths.

11.2.2 The Raman Gain Coefficient

From the previous discussion it is obvious that the Raman gain coefficient gR is of
key relevance. Figure 11.9 displays the Raman gain coefficient for different fiber
types. All have been measured using unpolarized pump light at the wavelength
1453 nm. The pure silica fiber, labeled Pure-silica, which has a fiber core of silica
and a cladding with a lower refractive index, displays the lowest gain coefficient
of approximately 0.5 (W km)�1 at its peak. The dispersion-compensating fiber, la-
beled DCF, which has a small core area, a silica cladding, and a core of silica glass
heavily doped with germanium, displays the largest Raman gain coefficient of ap-
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Fig. 11.9 Raman gain coefficient versus frequency shift between pump and signal for different
fiber types. In the dispersion-compensating fiber, DCF, the germanium content is higher and the
effective area less than in the high-capacity transmission fiber, the TrueWave Reduced Slope fiber,
TWRS. The Pure-silica fiber has no germanium in the core (data adopted from [21])

proximately 3 (W km)�1 at its peak. The higher gain coefficient compared to the
silica core fiber is caused by the germanium content and the effective area of the
fiber [20, 24]. In typical high-capacity transmission fibers, in Fig. 11.9 exempli-
fied by an OFS TrueWave Reduced Slope fiber, labeled TWRS, the gain coefficient
is close to 0.7 (W km)�1 at its peak. This fiber has a lower concentration of ger-
manium compared to the dispersion-compensating fiber and an effective area of
approximately 75 � 10�12 m2.

The composite spectrum of any germano-silicate fiber with moderate fractional
germanium concentration (less than 50 %) [20], may be predicted and scaled ac-
cording to the operating wavelength [24]. The gain coefficient depends on the wave-
length and the spatial overlap of the pump and signal wave which not only varies
with wavelength, but even more strongly if the signal and/or the pump power are
not in the fundamental mode [25].

11.2.3 Characteristics

Time Response Since the Raman scattering is an interaction between the pump,
signal and molecular vibrations, the response time is not instantaneous. By taking
the inverse Fourier transform of the frequency domain response, i.e., the gain spec-
trum as the imaginary part and the Raman-induced refractive index as the real part,
see below, the Raman response in the time domain may be predicted. From this it is
derived that the Raman response is in the order of a hundred femtoseconds [25].

Raman-induced Kerr Effect In the Raman scattering process energy is not only
transferred from the short wavelength beam, the pump, to the long wavelength
beam, the signal. In the process, the pump also induces a phase shift on the sig-
nal with a wavelength dependence as shown in Fig. 11.10. The induced refractive
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Fig. 11.10 Raman gain coefficient (a), corresponding Raman-induced refractive index change (b),
both sets of curves as a function of the frequency shift between the pump and the signal. The data
are from [26] using values for fused quartz. In both figures two curves are displayed, one labeled
‘parallel’, which is recorded by measuring the scattered light in the same linear state of polarization
as the launched light, and one labeled ‘perpendicular’, which is recorded by measuring the scattered
light in a state of polarization perpendicular to the launched light. The curves of the Raman gain
coefficient are normalized to the peak gain coefficient for the parallel measurement whereas the
Raman-induced refractive index change is normalized relative to the intensity-dependent refractive
index of pure silica [27]

index change is evaluated using the Kramers–Kronig relation which is also valid
in the case of Raman scattering, even though the scattering is a nonlinear phe-
nomenon [25]. The reason for this is that the Raman scattering from the signal point
of view may be considered as an effective first-order nonlinearity.

Polarization Dependence The Raman gain spectrum of silica depends on the rela-
tive polarization of the pump and signal beams. When they are co-polarized, the
peak gain is approximately 10 times higher than when they are orthogonally polar-
ized, see Fig. 11.10. This may cause a polarization-dependent gain (PDG), which
may lead to transmission impairments, for example, amplitude fluctuations, if the
relative polarization of pump and signal vary randomly. However, the small amount
of PDG produced in Raman amplifiers consisting of long lengths of fibers is typi-
cally not as large as in bulk samples because of intrinsic polarization-mode disper-
sion (PMD) of fibers. Even when the pump and signal polarizations are aligned at
the input, PMD causes both polarizations to evolve differently, consequently chang-
ing the strength of the Raman coupling along the fiber. This produces an averaging
effect that is larger if the pump and signals propagate in opposite directions [28–30].

In [30] Lin and Agrawal consider a 10 km long forward, respectively backward,
pumped Raman amplifier pumped using 1 W. An average gain of 8 dB is achieved
assuming an unpolarized pump. If the pump and signal are polarized, the gain de-
pends on the polarization states of the pump and the signal. In the absence of PMD
the pump and the signal maintain their state of polarization. The intrinsic fiber loss
is 2 dB and the signal experiences a maximum gain of 17.6 dB, that is 19.6 dB
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On-Off Raman gain if the pump and the signal are co-polarized. On the contrary, the
signal experiences a loss of 1.7 dB when the pump and the signal are orthogonally
polarized, corresponding to an On-Off Raman gain of 0.3 dB.

PMD has the effect of making PDG vanish as a consequence of the averaging of
the Raman gain. This averaging is weaker in a forward-pumped amplifier compared
to backward pumping for the following reason: pump and signal propagate along
with each other in the forward-pumped amplifier in contrast to the counter-pumped
amplifier where one time sequence of the signal experiences many different time
sequences of the pump which leads to strong averaging. As a consequence there
is a significant benefit in using a backward-pumped amplifier configuration. In the
latter case a PMD of 0.001 ps=(km)1=2 only is sufficient to essentially eliminate the
impact of PDG while under forward-pumping conditions a PMD of 0.01 ps=(km)1=2

is needed for the suppression of unwanted PDG effects [30].
However, the suggestion to increase the PMD leads to a trade-off since a sig-

nificant amount of fiber PMD may in itself directly impair the transmission. Thus,
other methods should be considered to reduce PDG. This includes simple measures
to depolarize the pump light such as polarization-multiplexing the same wavelength
outputs of two independent pump lasers [31].

11.2.4 Amplifier Performance

Spontaneous Raman Scattering The signal gain is determined by the difference
between stimulated emission and stimulated absorption, however, this is accompa-
nied by spontaneous emission which leads to a significant signal distortion. In the
simplest model the amplified spontaneous emission in bandwidth B0 is given by:

˙dPASE˙

dz
D gRPpPASE˙

C h�B0.1C n�/gRPp � ˛ASEPASE˙

; (11.25)

where PASEC
and PASE� characterize the amplified spontaneous emission co-

propagating or counter-propagating with the signal, respectively, h is Planck’s con-
stant, � the frequency of the signal,B0 the bandwidth of the signalPs, gR the Raman
gain coefficient, Pp the pump power, and .1 C n�/ is the thermal phonon popula-
tion number. At room temperature .1 C n�/ � 1:14 [24], the sign (˙) in front of
dPASE˙

=dz accounts for power propagating in the forward (C) and backward (�)
direction, respectively. The first term on the right hand side represents amplifica-
tion of spontaneous emission, the second term represents generation of spontaneous
emission, and the last term is the fiber attenuation at the wavelength of the ASE
power described by the attenuation coefficient ˛ASE.

It should be noted that a factor of 2 may be included in the spontaneous emission
(second term in (11.25)) to account for the fact that the signal typically occupies one
state of polarization whereas the spontaneous emission is equally generated in both
polarizations guided by single-mode optical fibers.
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At the output end (z D L) the noise power PASEC
, propagating with the signal

in the signal polarization state, is given by

PASEC
.L/ D G.L/ .1C n�/ h�sB0gR

LZ
0

Pp.z/

G.z/
dz; (11.26)

where G.L/ is the Raman gain, i.e., the signal output power relative to the input
power.

The design of broadband amplifiers suitable for WDM applications requires con-
sideration of several factors. An appropriate model that includes interactions among
multiple pumps, Rayleigh backscattering, and spontaneous Raman scattering con-
siders each frequency component separately and solves the relevant set of coupled
equations [22].

The Noise Figure Following Sect. 11.1.6, the noise figure of the Raman amplifier
is in general given by

F D 2 QnC 1

G
; (11.27)

where Qn D PASE=.h�B0/ is the number of ASE photons emitted into the signal
mode, and G is the signal gain i.e., the signal output power relative to the signal
input power, for more details, see [21].

When Raman scattering is used to convert a fiber into a distributed amplifier,
where the signal is amplified as it propagates through the transmission fiber, the
degradation of the signal-to-noise ratio is typically much larger than the degrada-
tion produced by a discrete amplifier with a gain comparable to the On-Off gain
of the Raman amplifier. That is, the noise figure of the pumped span may be many
dB worse than the noise figure of a typical discrete amplifier. For comparative pur-
poses the concept of an effective discrete amplifier with an effective noise figure and
effective gain was introduced [32] as outlined below.

Effective Noise Figure To understand the concept of an effective noise figure, the
noise performance of the distributed amplifier is represented as the signal-to-noise
ratio performance of a passive fiber with the same length as the distributed ampli-
fier, followed by a discrete amplifier with a noise figure equal to the effective noise
figure.

The effective noise figure, Feff, is then Feff D F=Tsp, where Tsp is the trans-
mission (in dB) through the passive fiber span from the signal input to the point
where the effective discrete amplifier is located. For example, in a 100 km long
fiber with an intrinsic loss of 0.2 dB=km, the effective noise figure in decibels is
Feff (dB) D F (dB) � 20 dB.

When evaluating a distributed Raman amplifier, for example by comparing it
with a discrete amplifier, it is important to make the comparison based on the same
transmission length, and furthermore the comparison should be based on the same
path average power for the signal and hence (presumably) equal nonlinear impair-
ments. For these conditions it has been shown that the distributed Raman amplifier
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performs better than any other solution with discrete amplifiers. This is a very im-
portant result [21].

Pump Depletion In many realistic Raman amplifiers the rate at which pump power
is lost exceeds the exponential decay rate originating from the intrinsic fiber loss.
This pump depletion occurs when a significant fraction of the pump power is trans-
ferred to the signal via Raman amplification. Examples are the amplification of
a large number of signal channels, the amplification of a very high power signal,
or an amplifier providing a very high gain. Under such conditions the simple model
described above is not appropriate.

Relative to the simple undepleted case the differential equation which describes
the propagation of the pump (11.18) needs to be solved. Neglecting spontaneously
emitted Raman light the coupled propagation equations for the signal and pump are

dPs

dz
D gR

�
PC

p C P�
p

	
Ps � ˛sPs (11.28)

˙dPṗ

dz
D �p

�s
gRPṗ Ps � ˛pPṗ : (11.29)

The ratio �p=�s in the first term on the right hand side of (11.29) accounts for the
energy lost to the fiber in the form of phonons when pump light scatters to signal
light. The sign accounts for the forward- and backward-propagating pump power,
respectively.

The coupled equations in (11.28) and (11.29) may only be solved numerically.
However, considering only the forward-pumped amplifier, and assuming that the
loss at the signal and pump wavelengths are identical, the coupled equations may be
solved by counting photons rather than calculating power. From this, the number of
signal photons is

ns.z/ D ns.z D 0/
1C r

r CG
�.1Cr/
R

exp.�˛z/; (11.30)

where r is the ratio of signal to pump photons at launch r D ns.z D 0/=np.z D 0/,
and GR the On-Off Raman gain [33, 34].

Using real values for the intrinsic fiber loss, the effects of depletion must be
evaluated numerically. Figure 11.11 a illustrates the effect of pump depletion in
a counter-pumped fiber Raman amplifier. In the figure the On-Off Raman gain ver-
sus signal input power is shown. The figure shows three curves, each calculated
for fixed launched pump powers of 150 mW, 300 mW, and 600 mW. Figure 11.11b
illustrates the effective noise figure corresponding to the cases in Fig. 11.11a.

Figure 11.11a illustrates that the On-Off Raman gain decreases as the launched
signal becomes sufficiently powerful. This can be explained by the rate of loss of
the pump. At any position along the fiber, the intrinsic fiber loss and the product
of the signal power and the Raman gain coefficient determine the rate of loss of
the pump. For a sufficiently powerful signal, the rate of pump loss is enhanced
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Fig. 11.11 On-Off Raman gain versus input signal power for three different pump power levels (a)
and corresponding effective noise figures as a function of input signal power (b). Each data point is
calculated for a 100 km-long counter-pumped Raman amplifier. The signal wavelength is 1555 nm
and the pump wavelength is 1455 nm. The loss coefficient at the pump wavelength is 0.25 dB=km
creating an effective Raman length of 17 km, and the Raman gain coefficient is 0.7 (W km)�1.
From [21]

by the term including the signal power times the Raman gain coefficient, i.e., the
Raman scattering. As the pump is more quickly attenuated, the effective length of
the Raman interaction is reduced, leading to a reduction in the On-Off Raman gain.

From Fig. 11.11b it is seen that the effective noise figure of the Raman ampli-
fier increases as the pump is depleted. This is explained by the enhanced decay of
the pump power due to pump depletion. As the length of the Raman interaction is
reduced, the signal power is allowed to drop to a lower minimum value within the
span, resulting in a higher span noise figure.

11.2.5 System Considerations

The Raman amplifier is a distributed amplifier in the sense that its efficiency is
very low, and Raman amplification occurs in silica-based transmission fibers with-
out additional doping. It is in fact this distributed gain that enables improved noise
properties since the gain is pushed into a transmission span, and consequently the
signal power does not drop as much as it otherwise would have done if there were
no amplification. However, the distributed gain also causes the average path signal
power to be higher.

In typical high-capacity digital transmission systems, the signal power launched
into a fiber span is adjusted to minimize the bit-error rate (BER) of the received
signal. Often the BER does not only worsen at lower launched signal power due to
accumulation of spontaneous emission, but also at higher launched signal power due
to optical nonlinear impairments, including pulse distortion from self- and cross-
phase modulation in addition to generated four-wave mixing waves and subsequent
depletion of the generating waves. In general, the launched power is adjusted until
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the complicated interplay between the various sources of noise and pulse distortion
results in a minimum BER [35].

In [21, 23] it is demonstrated that the linear accumulation of spontaneous emis-
sion is worse in a discrete amplified system compared to a distributed Raman am-
plified system. However, the nonlinear impairments are slightly worse in a Raman
amplified system compared to a discrete amplified system. The balance between the
accumulated linear noise and the nonlinear noise defines the maximum achievable
spectral efficiency which turns out to be higher in a distributed Raman amplified
system compared to a lumped amplified system.

Impact of Rayleigh Scattering A major fraction of the intrinsic loss in an optical
fiber is due to Rayleigh scattering. In this process light is scattered and a fraction of
the optical power is lost. However, a small part of the scattered light is recaptured,
half of which propagates in the original direction and the other half propagates in
the opposite direction. In a Raman amplifier this causes a severe penalty as the sig-
nal and the backward-propagating spontaneous emission are reflected figuratively
an even or an odd number of times, respectively. Especially the Rayleigh reflected
signal may cause a severe penalty because it appears as an echo of the signal exactly
at the signal frequency. In distributed amplifiers the effect due to Rayleigh reflec-
tions may be enhanced relative to a discretely amplified system because of the long
distances over which gain is accumulated.

Rayleigh-reflected ASE When the Raman gain approaches 25 dB, the reflected
ASE is comparable to the forward-propagating ASE giving rise to a 3 dB increase
in the total spontaneous emission in the signal mode [23]. Consequently, the elec-
trical signal-to-noise ratio is expected to increase until it is impacted by Rayleigh
reflections when the Raman gain exceeds 25 dB. At the same time the system per-
formance is expected to degrade due to an increase in the signal effective length
when more and more Raman gain is applied.1 Thus, a Raman amplifier improves
the system performance up to an upper limit in the On-Off Raman gain only. In [23]
the electrical signal-to-noise ratio is predicted in a 100 km-long backward-pumped
Raman amplifier as a function of the On-Off Raman gain, and the optimum gain is
shown to be close to 20 dB where the difference between the improvement due to an
increased signal-to-noise ratio including Rayleigh-reflected ASE and the increased
signal effective length is close to 6.4 dB.

Rayleigh Reflected Signal The Rayleigh double-reflected signal power at z D L,
denoted Pdbr, relative to the transmitted signal power PT D G.L/P 0s , where P 0S is
the launched power, is [21, 36]

Pdbr.L/

PT
D �

BR˛
R
s

�2 LZ
0

1

G2.Qz/

LZ
Qz
G2.x/dxd Qz; (11.31)

1 The signal length Ls
eff is defined through the relation P 0

s L
s
eff D RL

0 Ps.z/dz, where P 0
s is the

signal power at z D 0. In the absence of gain and assuming that the loss rate at the signal and
pump wavelength are identical, the signal effective length equals the Raman effective length in
(11.23).
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where again G.x/ is the net gain, not the On-Off Raman gain, and BR˛
R
s is

the Rayleigh backscatter coefficient times the recapture fraction of the fiber. Fig-
ure 11.12 illustrates the ratio of the double-reflected signal power, Pdbr, relative to
the unscattered signal at the end of the transmission fiber.

The double-reflected signal power is critical to the performance of a system ap-
plying distributed Raman amplifiers. One way to reduce the double Rayleigh scat-
tering is to apply bi-directional pumping. In effect this splits the gain into two sec-
tions, one close to the input end and one close to the output end with a loss element
in between. In an example of a 100 km-long distributed Raman amplifier pumped
to transparency, this may lead to an improvement of 7 dB in the ratio of Rayleigh
reflected power relative to the signal output power [21]. However, the use of forward
pumping is accompanied by a noise contribution originating from the coupling of
noise on the pump to noise on the signal [37]. Consequently, most system demon-
strations using Raman amplifiers have been based on backward-pumped amplifiers
only.

In the treatment above all considerations regarding polarization have been neg-
lected. However, assuming that the distance between two successive reflections
is long, the reflected power, that beats with the signal, needs to be multiplied by
5=9 [38] to take the polarization dependence into account.

11.2.6 Recent Applications

Some of the first long haul transmission experiments were carried out using Raman
gain to counterbalance the intrinsic fiber losses. In 1988 Mollenauer and Smith used
Raman gain to counterbalance the loss in a 4000 km transmission experiment [39].
The transmission experiment was carried out in a loop configuration where each
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roundtrip in the loop was a 41.7 km-long Raman amplifier. The pump laser was
a color center laser and the required pump power was 300 mW.

Because of the poor pump power efficiency work on Raman amplifiers was aban-
doned when the erbium-doped fiber amplifier matured. However, in the late 1990s
high-power fiber lasers became available and the interest in Raman amplifiers was
renewed.

High-Capacity Transmission The Raman amplifier applied as a distributed am-
plifier has proven its capabilities and found its way into commercial 40 Gbit=s pro-
ducts [40]. However, research on Raman-assisted high-capacity optical communi-
cation systems continues.

In 2005 G. Charlet and coworkers demonstrated a 6 Tbit=s experiment over
a transatlantic transmission distance of 6120 km [41]. The capacity was obtained by
multiplexing 149 channels each carrying 42.7 Gbit=s. The modulation format was
differential phase-shift keying. A spectral efficiency of 0.8 bit=(s Hz) was achieved.
The repeaters in their experiment were based on distributed backward-pumped Ra-
man amplifiers each being 65 km long which was claimed to be the optimum length.
16 dB of Raman gain was provided by five pump sources operated at the wave-
lengths 1429 nm, 1439.5 nm, 1450 nm, 1461 nm, and 1493 nm.

In a more recent system experiment a capacity of 25.6 Tbit=s was demonstrated
by A.H. Gnauck et al. [42]. In this experiment 160 channels, each containing two
polarization multiplexed 85.4 Gbit=s signals, were transmitted over 240 km. The ex-
periment demonstrated a spectral efficiency as high as 3.2 bit=(s Hz). The 240 km
transmission was made up of three 80 km fiber spans. Raman amplification was
added together with erbium-doped fiber amplifiers to counterbalance loss from
1530 nm through 1600 nm. Each span included a dispersion-compensating fiber.
Consequently, the Raman amplification enabled an increase in the received opti-
cal signal-to-noise ratio, and in addition, the Raman amplification was also used to
simplify the design of the optical repeaters.

In 2009 G. Charlet and coworkers demonstrated a record in capacity times dis-
tance product of 41.8 Pbit=s km [43]. The system capacity was 16.4 Tbit=s ob-
tained through wavelength multiplexing of 164 channels each carrying 100 Gbit=s.
The modulation format was 50 Gbit=s polarization-division-multiplexed quadrature
phase-shift keying. The signals were transmitted in a loop experiment and after a to-
tal distance of 2550 km a BER better than 10�13 (using forward error correction)
was achieved. Each loop contained 65 km-long bidirectional pumped Raman ampli-
fiers using 25 % forward and 75 % backward pumping.

Silicon Raman Photonics In addition to silica-based fiber Raman amplifiers, Ra-
man gain in silicon waveguides has recently become of interest. In 2002 R. Claps
and coworkers demonstrated amplification and lasing in silicon waveguides [44].
Since then the topic has attracted much attention. The reason for this is the fact that
the Raman cross section is three to four orders of magnitude higher in silicon com-
pared to silica. In addition the effective area of the waveguide is about 100 times
smaller in a silicon waveguide compared to a silica-based fiber. In [44] a gain co-
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efficient of 2 � 10�8 cm=W at a pump wavelength of 1427 nm was demonstrated.
This should be compared with a gain coefficient for silica of 10�13 m=W. However,
it should be noted that the two gain coefficients just quoted for silicon and silica do
not include the effective waveguide area. In silicon the gain peak occurs at a fre-
quency shifted by 15.6 THz and with a bandwidth of 105 GHz only in contrast to
several THz bandwidth and 13 THz shift for silica.

Dimitropoulos and coworkers calculated the noise figure of silicon Raman am-
plifiers in the presence of nonlinear losses [45] and predicted a noise figure close
to 4 dB. This result was obtained considering a 1 cm long waveguide pumped
with 200 MW=cm2, a gain coefficient of 15 cm=GW, and a nonlinear absorption
of 0.7 cm=GW. One of the main challenges is the nonlinear optical loss that com-
petes with the Raman gain. Besides competing with the Raman gain, the nonlinear
loss also affects the signal-to-noise ratio.

11.3 Parametric Amplifiers

Parametric amplification is based on four-wave mixing which is a mutual interac-
tion of four waves through the intensity-dependent refractive index, also referred
to as the optical Kerr effect. In a degenerate case the process involves three waves
only [34]. The effect may classically be described as a third-order nonlinear process
as it depends on the electrical field raised to the third power. Parametric amplifi-
cation is well known from second-order nonlinear materials. The efficiency relies
heavily on phase matching and thus the dispersion properties of the optical fiber are
as important as the nonlinear strength of the fiber.

The development of high-power lasers and highly nonlinear fibers with tailored
dispersion properties have seeded renewed interest in fiber devices based on para-
metric processes. These devices include regenerators, wavelength converters and
amplifiers, phase-sensitive as well as phase-insensitive ones.

In this section the focus is directed toward a general discussion of fiber-optical
parametric amplifiers. The section also includes a subsection on recent applications.

11.3.1 Propagation Equations

In the degenerate parametric amplifier gain is obtained by transfer of energy between
three propagating waves, a signal, the pump, and a so-called idler. That is, the energy
goes from the pump to the signal and the idler, and if the fiber is too long, the energy
goes back to the pump.

The propagation of signal, pump and idler is governed by three coupled differen-
tial equations. If the amplitude of the signal power is As in units

p
W and likewise

the amplitude of the pump is Ap and the idler is Ai, then the coupled equations
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are [34]

dAp

dz
D �

�
.jApj2 C 2.jAsj2 C jAij2//Ap C 2AsAiA

�
p expfi�ˇzg�;

dAs

dz
D �

�
.jAsj2 C 2.jAij2 C jApj2//As C A�

i A
2
p expf�i�ˇzg�;

dAi

dz
D �

�
.jAij2 C 2.jAsj2 C jApj2//Ai C A�

s A
2
p expf�i�ˇzg�;

(11.32)

where � is the nonlinear strength � D 2	n2=.�Aeff/, n2 is the intensity-dependent
refractive index, Aeff is the effective area of the fiber, and �ˇ D ˇ.!s/C ˇ.!i/ �
2ˇ.!p/ is the phase mismatch between the three waves. All three equations (11.32)
are weighted by the same nonlinear strength. This is an approximation which is valid
under the assumption that the amplifier is operated at wavelengths where the idler,
the pump as well as the signal are in the fundamental fiber mode. In addition, the
amplitude equations are all scalar which emphasizes the assumption that the signal,
pump and idler are all launched in the same state of polarization and remain in the
same state of polarization throughout propagation through the amplifier. Finally,
the nonlinearity is assumed to be instantaneous and only continuous wave (CW)
beams are considered. The amplitude equations (11.32) may be rewritten as power
equations:

dPp

dz
D �4�Pp

p
PsPi sin 
;

dPs

dz
D 2�Pp

p
PsPi sin 
;

dPi

dz
D 2�Pp

p
PsPi sin 
;

d


dz
D �ˇ C �

�
2Pp � Ps � Pi

�
C �

�
Pp

p
Ps=Pi C Pp

p
Pi=Ps � 4

p
PsPi

�
cos 
;

(11.33)

where 
 D �ˇz�2�p.z/C�s.z/C�i.z/, and Pp, Ps, Pi are the power levels of the
pump, signal and idler. By having a signal, idler and pump present at the fiber input
and by adjusting the relative phase between them it is possible to control whether the
signal is amplified or attenuated – this gives a possibility to create a phase-sensitive
amplifier. However, if the idler is zero at the input, then 
 D 	=2 may be assumed
since there is always a zero point field that satisfies this condition. In this case the
amplification becomes phase in-sensitive, and the relative gain defined as the output
power relative to the input power may be expressed as:

G D 1C
�
�PpL

sinh.gL/

gL

�2
; (11.34)

where � is the nonlinear coefficient, L the fiber length, Pp the pump power and g
a phase parameter that describes the phase-matching condition between the pump,
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idler and signal according to

g2 D Œ.�Pp/
2 � .�=2/2� with � D �ˇ C 2�Pp: (11.35)

In (11.34) it is assumed that there is no pump depletion, and that there is no intrinsic
fiber attenuation.

The gain exhibits a maximum when g is maximum, that is when � D 0. At this
point

G D 1C �
sinh.�PpL/

�2 � exp.2�PpL/=4: (11.36)

This gives a gain efficiency of G D 8:7�PpL � 6 dB, when G is expressed in dB.
For state-of-the-art highly nonlinear fibers a nonlinear strength � of 11 (W km)�1

is realistic, and for a 500 m long fiber this gives a gain efficiency ofGD47:9Pp�6dB
where Pp is given in units of W.

11.3.2 Amplifier Gain Spectrum

The operation wavelength and the bandwidth of the amplifier are related to each
other through the dispersion properties of the optical fiber that is used in the ampli-
fier. The reason for this is that the pump wavelength has to be chosen close to the
wavelength where the group-velocity-dispersion of the amplifier fiber equals zero,
and the bandwidth of the amplifier is determined by the phase-matching of the in-
teracting waves. Mathematically this is seen from (11.34) and (11.35) in which the
parameter � may be expressed through the slope of the group-velocity-dispersion

� D � �2	c=�20�S.�p � �0/.�p � �s/
2 C 2�Pp; (11.37)

where S is the slope of the group velocity dispersion at the wavelength where the
group velocity dispersion equals zero, �0. �s is the signal wavelength, �p is the
pump wavelength, � is the nonlinear strength of the optical fiber as defined below
(11.32) and Pp is the pump power. By considering the bandwidth of the amplifier
as the distance between the gain peaks i.e., where � D 0, it is evident, as expected,
that the bandwidth of the amplifier is determined by the slope of the group velocity
dispersion with respect to wavelength, the lower the slope the larger the bandwidth.
In addition, the bandwidth also depends on the nonlinear strength and the pump
power.

Figure 11.13 illustrates the gain spectrum of a parametric amplifier. The fiber
used was 500 m long with a zero dispersion wavelength at 1561 nm, a dispersion
slope of 0.015 ps=(nm2 km), and a pump power of 29 dBm at 1564 nm. The fiber
had a nonlinear strength of 11.5 (W km)�1. The figure illustrates measured as well
as predicted data. The predicted data are found by solving the coupled amplitude
equations as in (11.32). In addition, the figure also shows the predicted gain if Ra-
man scattering in the fiber is included.
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Fig. 11.13 Parametric gain
as a function of wavelength.
Circles are measured data, the
symmetric green line repre-
sents predicted data without
taking Raman scattering into
account, and the blue un-
symmetrical curve represents
predictions when Raman scat-
tering is included [46]
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11.3.3 Characteristics

Response Time The response time is defined by the nonlinearity and hence for all
practical purposes assumed to be instantaneous. However, a small contribution to the
nonlinearity comes from Raman scattering. This is not included in the propagation
equations (11.32) and is typically neglected.

Polarization Dependence The parametric interaction between the pump, the sig-
nal and the idler is strongly polarization dependent. To get the maximum (degen-
erate) four-wave mixing, the state of polarizations of the pump, the signal and the
idler need to be aligned. If they are orthogonal to each other, the (degenerate) four-
wave mixing is minimized. Experimentally, the polarization states of the beams may
be aligned by adjusting the input state of polarization for maximum output signal
power. However, if the state of polarization does not remain aligned during propa-
gation, the efficiency is reduced.

11.3.4 Amplifier Performance

Spontaneous Emission Optical amplification is always accompanied by sponta-
neous emission and as a general rule, the signal-to-noise ratio can never be im-
proved. This is also the case for a parametric amplifier. However, since the amplifier
may be operated as a phase-sensitive amplifier, it may not be sufficient to character-
ize the amplifier based on its noise figure, it may also require information describing
the phase degradation experienced during propagation.

The amplifier has proven its validity as a regenerator in transmission systems uti-
lizing phase-shift-keyed modulation formats. The reason is that, since the amplifier
has a fast response time and at the same time it may operate in depletion, it is capa-
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Fig. 11.14 Parametric gain versus pump signal wavelength shift. The fiber was 500 m long with
a zero dispersion wavelength at 1561 nm, a dispersion slope of 0.015 ps=(nm2 km), and a nonlinear
strength � of 11.5 (W km)�1. A pump power of 29 dBm at 1564 nm was used. Data from [48]

ble of acting as a limiter which means that the amplitude of individual pulses will
be nearly identical after propagation through the amplifier. As a consequence the
accumulation of nonlinear phase shift on each pulse amounts to the same and each
bit will experience less phase noise.

The spontaneous emission in a parametric amplifier is more complicated to pre-
dict than the spontaneous emission in an EDFA or Raman amplifier.

Noise Figure McKinstrie and coworkers have calculated the noise figure of a de-
generate (single-pumped) as well as a double-pumped parametric amplifier under
the assumption that the amplifier is unsaturated. McKinstrie et al. [47] show that the
noise figure equals

F D hn0i
�
G2hn0i CG.G � 1/.hn0i C 1/

�
.Ghn0i C .G � 1//2 ; (11.38)

where G is the gain of the parametric amplifier and hn0i the mean number of input
signal photons. For a high gain and a large signal input photon number the noise
figure is 3 dB.

Saturation Performance The results in Fig. 11.13 were obtained using a very low
input signal power level of �30 dBm. As the signal input power is increased, the
transfer of energy from the pump to the signal and idler happens over shorter dis-
tances and the analytical expression in (11.34) is no longer valid. However, the cou-
pled equations are still valid and may be used to predict the saturation behavior of
the parametric amplifier numerically.

Using the same amplifier configuration as in Fig. 11.13, the saturation perfor-
mance illustrated in Fig. 11.14 is found.
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Fig. 11.15 Gain of parametric amplifier as a function of input signal power. The amplifier config-
uration is as in Fig. 11.13. From [48]

When the parametric amplifier is operated in depletion, its performance gets
more complicated. The spectral shape changes which is in contrast to the Raman
amplifier. On consequence of this is that the bandwidth of the amplifier reduces.

Figure 11.15 shows the gain as a function of signal power. The calculations are
performed for a 500 m-long highly nonlinear fiber using � D 11:5 (W km)�1 and
a dispersion slope of 0.015 ps=(nm2 km), similar to Figs. 11.13 and 11.14. The sig-
nal wavelength is chosen where the gain under undepleted operation conditions is
maximum. At low signal power levels the gain is constant whereas the gain has
dropped by 3 dB for a signal input power of approximately �7 dBm. As the input
signal power is raised further, the gain eventually drops to the background loss of
the fiber.

11.3.5 Application Issues

Forward Pumping The only viable configuration for a parametric amplifier is as
a forward-pumped amplifier. Since its response time is instantaneous for all practical
purposes, intensity fluctuations of the pump are transferred to the signal. In [49] it
is shown that the noise figure may be dominated by contributions from the pump
signal crosstalk. However, it is also shown that the ratio of pump-induced noise and
spontaneous emission depends on the fiber-optic parametric amplifier (FOPA) gain
and the signal power level.

Brillouin Scattering Stimulated Brillouin scattering is a significant issue in the
application of parametric amplifiers.

Because of the low efficiency of the parametric process, high pump power is re-
quired. This leads to the onset of Brillouin scattering and consequently limits the
maximum achievable gain. Various methods have been proposed to mitigate the
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Fig. 11.16 Output power as a function of input power through a 500 m long fiber of the same type
as in Fig. 11.13. The circles represent measurements applying 4-tone phase modulation (see details
in the main text) to suppress Brillouin scattering while the diamonds represent the case when no
phase modulation is applied, after [50]

impact of stimulated Brillouin scattering (SBS) including fiber designs with other
index-raising codopants, for example aluminum instead of germanium, the use of
phase modulation, applying a strain along the fiber or applying a temperature gradi-
ent along the fiber. To date the most frequently applied SBS suppression method is
to apply a phase modulation.

Figure 11.16 shows measurements of transmitted power through 500 m of highly
nonlinear fiber: When no measure has been taken to suppress SBS, the maximum
input power is limited to approximately 22 dBm before the onset of SBS. However,
when applying a phase modulation consisting of four tones (100 MHz, 330 MHz,
1 GHz, and 3 GHz), the onset of SBS is strongly reduced and only appears as the
input pump power exceeds 30 dBm.

11.3.6 Recent Applications

The topic of parametric amplification has attracted more and more interest within
recent years. This has been spurred by demonstrations of various applications and
the development of high-power fiber lasers and specifically tailored highly nonlin-
ear, dispersion engineered optical fibers. The FOPA is an attractive device since it
not only provides phase-insensitive amplification but also phase-sensitive amplifi-
cation, wavelength conversion, and has an almost instantaneous response as well.
Some of the recent demonstrations of applications are highlighted below.
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Wavelength Conversion Parametric amplifiers have great potential as devices for
wavelength conversion since a signal is copied by nature to the idler as it propagates
through the parametric fiber amplifier.

In 2008 J.M. Chavez Boggio and coworkers demonstrated a conversion over
700 nm [51]. In their experiment a 15 m long highly nonlinear fiber with very low
fourth-order dispersion was used. The nonlinear strength � was 11.5 (W km)�1, the
wavelength of zero dispersion of the fiber was at 1582.8 nm, and the dispersion
slope was 0.027 ps=(nm2 km). The third- and fourth-order dispersion coefficients
were 0.038 ps3=km and 1:4 � 10�5 ps4=km, respectively. In order to achieve the
wavelength conversion a pulsed pump was used. The peak power of each pump
pulse was 200 W. In one example a signal at 1312.6 nm was converted to 1999 nm
with a conversion efficiency of 30 dB.

Waveform Sampling Another promising application of the parametric process is
as a sampling of a signal. To this end, in principle, a wavelength converter is de-
signed, however, with the only purpose of generating an idler, which is a sample of
the signal. The power generated in the idler is proportional to the power of the signal.
P. Andrekson and coworkers have demonstrated this approach and have shown high-
resolution optical waveform sampling for example of a 640 Gbit=s RZ data stream.
The method may be further extended to include phase information in constellation
diagrams also [52, 53].

Broadband Amplification One of the benefits of parametric amplifiers is that their
bandwidth is determined by the fiber design, more specifically, by the slope of
the group velocity dispersion as a function of wavelength, and the available pump
power. In addition, their operation wavelength is determined by the wavelength of
zero group velocity dispersion around which the gain is symmetrically centered.

In 2008 Chavez Boggio and coworkers demonstrated a parametric amplifier pro-
viding gain over 81 nm [54]. The amplifier was a 2 pump configuration where
each pump wavelength was located symmetrically around the zero dispersion wave-
length of the fiber which was measured to be 1561.9 nm, with a dispersion slope
of 0.025 ps=(nm2 km). One pump wavelength was at 1511.29 nm while the other
was at 1613.85 nm. Approximately 1 W of pump power was used in each of the two
pump beams. The fiber in their experiment was 350 m long with a nonlinear strength
� D 14 (W km)�1.

Regeneration Recently, application of advanced modulation formats such as
phase-shift keying have proven superior transmission properties and enabled record
high-capacity transmission. However, one of the limiting factors in such high-
capacity communication links is signal distortion due to the nonlinear phase shift
accumulated during transmission. Because of intensity fluctuations of the signal,
a phase-shift keyed signal will be distorted significantly since the induced nonlinear
phase shift will fluctuate in accordance with the intensity of the signal. However, by
employing a method to reduce the intensity fluctuations, the phase distortion may
be reduced leading to a further improved transmission capacity if phase-shift keyed
signals are used.
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Table 11.1 Main characteristics of different types of fiber amplifiers

EDFA Raman FOPA

Efficiency dB=mW 60 dB=W 40 dB=W
Time response 10 ms 100 fs instantaneous
Pump configuration co/counter; arbitrary (co)counter co
Length meters kilometers hundreds of meters
Operation wavelength 1530–1610 nm 13 THz separation

between pump and
signal

pump close to the
wavelength of zero
dispersion

Bandwidth 100 nm � 13 THz (tens to hundreds of
nm) depends on
dispersion slope and
pump power

Polarization dependence very weak strong but mitigated
when counter pumped

strong

In 2008 C. Peucheret and coworkers [55] demonstrated experimentally that
a parametric amplifier may be used as a limiter and consequently mitigate the ac-
cumulated phase penalties. In [55] the dynamic range of a 40 Gbit=s return-to-zero
differential phase-shift-keyed (RZ-DPSK) signal was enhanced. An optical signal-
to-noise ratio penalty of 3.5 dB was reduced to 0.2 dB by using a single-pumped
FOPA with a 22 dB small signal gain. The improvement in the optical signal-to-
noise ratio was experimentally found through BER measurements.

11.4 Conclusion

Optical fiber amplifiers are one of the most important fiber devices if not the most
important ones. They have played a significant role in the evolution that has led to
the high-capacity optical communication systems which constitute one of the most
important carriers in today’s information society where fiber to the home is now
becoming a reality around the globe.

The chapter has discussed (i) the erbium-doped fiber amplifier which has been
a research topic throughout the late 1980s but is still subject to research with respect
to specific applications including high-power amplifiers; (ii) the Raman amplifier,
which attracted significant research interest in the late 1990s which still continues
with a particular focus on novel fiber types, systems applications and novel materi-
als, and finally (iii) the parametric amplifier which is currently a topic of research in
many groups around the world.

The aim of the chapter has been to highlight the fundamental physical mecha-
nism of each amplifier type including a brief discussion of the important amplifier
properties such as gain, noise performance and noise sources, and finally to illustrate
some of the most resent results with respect to the three amplifier types.

A short summary of the main characteristics of the discussed amplifiers is shown
in Table 11.1.
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Linear Semiconductor Optical Amplifiers
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Abstract The chapter reviews properties and applications of linear semiconductor
optical amplifiers (SOA). Section 12.1 covers SOA basics, including working prin-
ciples, material systems, structures and their growth. Booster or inline amplifiers as
well as low-noise preamplifiers are classified. Section 12.2 discusses the influence
of parameters like gain, noise figure, gain saturation, gain and phase dynamics, and
alpha-factor. In Sect.12.3, the application of a linear SOA as a reach extender in
future access networks is addressed. The input power dynamic range is introduced,
and measurements for on-off keying and phase shift keying signals are shown. Sec-
tion 12.4 presents the state of the art for commercially available SOA and includes
a treatment of reflective SOAs (RSOA) as well.
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12.1 Introduction

Linear semiconductor optical amplifiers (SOAs) have attracted much interest in the
last few years due to their ability to amplify signals over the whole spectral range
from 1250 nm up to 1600 nm at a reasonable cost [1].

Optical fiber communications systems, especially in the metro and access net-
works, take advantage of semiconductor-based optical amplifiers because of their
compact size, high efficiency, the required amplification wavelength region and
bandwidth. Currently, SOAs show promise as inline amplifiers (reach extender)
in fiber-to-the-home (FTTH) applications [2] and in photonic integrated circuits
(PICs) [3] to boost a data signal from a directly modulated laser source or to com-
pensate losses in optical switches to name but a few applications.

Depending on the desired application, SOAs can offer power gains G exceed-
ing 25 dB [4]. SOAs with a polarization dependent gain (PDG) down to 0.2 dB are
available commercially today [5]. Low PDG is important in many cases, for ex-
ample, within a fiber communications network, the state of polarization of the data
signal is typically unknown. An unavoidable effect which occurs during the data
signal amplification is that noise is added to the signal. The corresponding param-
eter is the noise figure (NF) which typically has values between 5–8 dB [6]. Ad-
ditionally, in networks in which multiple data signals are transmitted on different
wavelengths, an SOA needs to be able to amplify these data signals simultaneously.
Here, the SOA gain bandwidth and the input saturation power P sat

in determine the
maximum number of channels which can be handled. An SOA gain bandwidth of
up to 100 nm [7] and high saturation input powers exceeding 10 dBm [8] have been
demonstrated.

The first section of this chapter discusses SOA basics. The concept of an SOA
including SOA working principles, material systems, structures and their growth,
is discussed. The use of SOAs in PICs and their classification as booster, inline
amplifier and preamplifier devices are addressed.

In the second section, all key parameters that characterize the performance of an
SOA are discussed in more detail. A simple but efficient model is used to determine
the power gain G, the noise figure NF, the saturation power Ps, the SOA dynamics
(covering interband as well as intraband effects) and finally, the time-dependent
effective alpha-factor ˛eff.

In the third section, the important application of linear SOAs as reach extender
in future access networks is addressed. The input power dynamic range (IPDR)
is introduced, and measurements for on-off keying and phase shift keying (PSK)
signals are shown.

In the fourth section, the performance of commercial devices for communications
applications is presented, also including reflective SOAs (R-SOA).
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W2

W1

(a) (a)(s) (i)

Fig. 12.1 Interaction of a two-level microsystem with electromagnetic radiation, photon energy
hfs D W2 �W1. A sequence of processes is shown with absorption (a), spontaneous emission
(s), induced (D stimulated) emission (i), and absorption of photons (a)

12.2 SOA Basics

In this section, the semiconductor optical amplifier (SOA) operating principle is
introduced. The condition of achieving optical gain, the more common compound
semiconductor heterostructures and the active-region materials to grow such SOAs
are discussed, along with the SOA device structure and design. The packaging of
SOAs into 14-pin butterfly cases together with SOA applications, including booster,
inline and preamplification are outlined.

12.2.1 Absorption and Emission of Light

An SOA is a semiconductor waveguide with a gain medium. In SOAs, the gain is
obtained by injecting carriers from a current source into the active region. These
injected carriers occupy energy states in the conduction band of the active material,
leaving holes in the valence band. Electrons and holes recombine either nonradia-
tively or radiatively, in this case, releasing the recombination energy in form of
a photon. Three radiative processes are important in such structures, namely, in-
duced (D stimulated) absorption, spontaneous emission and induced (D stimulated)
emission of photons.

We first discuss these processes for a two-level system and subsequently illustrate
the situation for a semiconductor material. The three radiative types of transitions
from a high to a low energy state a microsystem can undergo are schematically
explained in Fig. 12.1.

Absorption A microsystem in its ground state W1 can absorb radiation at a fre-
quency fs D .W2 �W1/=h (photon energy hfs, Planck’s constant h) and make an
upward transition to its higher energy levelW2. This absorption process is obviously
induced or stimulated by an existing electromagnetic wave. The absorption rate de-
pends on the electromagnetic energy density, and on the number of microsystems in
the ground state, Fig. 12.1(a).
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Spontaneous Emission An excited microsystem in energy level W2 can make
a downward transition to the ground state W1 “spontaneously” (apparently with-
out any interaction with other photons) by emitting a photon with energy
hfs D W2 �W1, Fig. 12.1(s). The spontaneous emission rate depends on the num-
ber of excited microsystems. The spontaneous emission can be regarded as being
induced by so-called zero-point fluctuations. This energy fluctuation around the
electromagnetic field expectation zero represents a perturbation for an excited mi-
crosystem and may therefore induce random transitions to the ground state. The
spontaneously emitted photons will be found with equal probability in any possible
mode of the electromagnetic field.

Induced Emission A microsystem in an excited level W2 can also make a down-
ward transition to the ground state W1 in the presence and induced by an external
radiation (incident photon) of frequency fs D .W2 �W1/=h. As in the case of (in-
duced) absorption, the emission rate depends on the electromagnetic energy density
and on the number of microsystems in the excited state, Fig. 12.1(i). In contrast to
the spontaneous emission process, the emitted radiation is in all respects coherent
to the stimulating radiation. Therefore, the induced radiation adds with the same
polarization and phase to the stimulating field which thus becomes amplified.

For a microsystem in thermal equilibrium, the occupation probability w.Wi / of
the various energy levels Wi at any temperature T is given by the Maxwell–Boltz-
mann statistics (degeneracy gi of level Wi , Boltzmann’s constant k D 1:380658 �
10�23 W s=K)

w .Wi / D gi exp Œ�Wi=.kT /�P
i gi exp Œ�Wi=.kT /� : (12.1)

For nondegenerate (gi D 1) two-level microsystems, as in Fig. 12.1, the relative
occupation probability numbers N1;2 of microsystems with energy states W1;2 in
thermal equilibrium can be derived from (12.1), that is,

N2

N1
D exp

��.W2 �W1/

.kT /

�
; N D N1 CN2: (12.2)

The quantity N is the total number of microsystems. As seen from (12.2), in ther-
mal equilibrium, the excited state is less densely populated than the ground state.
With induced absorption as described in Fig. 12.1(a), the population number N2
may be increased in proportion to the photon number Np, and in proportion to the
time t . Spontaneous emission reduces N2 in proportion to t , and stimulated emis-
sion diminishes N2 in proportion to Np, and t . Therefore, in the presence of an
electromagnetic field of photon energy hfs, a dynamic equilibrium will be reached
for which the number of spontaneous and induced emission processes equals the
number of stimulated absorption processes. If Np is so large that spontaneous emis-
sion may be neglected, a state of dynamic equilibrium with N2 D N1 (including
spontaneous emissionN2 � N1 holds) may be reached so that the number of stimu-
lated emission processes equals the number of stimulated absorption processes. The
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Fig. 12.2 Pump mechanism
using energy levels inside the
energy level group (pseudo-
four-level system)

W2́

W1

W2

W1́

W3

W0

medium is called transparent in this case. However, with a two-level system, it is
impossible to achieve what is called “population inversion” with N2 > N1, where
the number of stimulated emission processes is potentially larger than the number
of absorption processes. It is exactly this case that would lead to a net amplification
of an electromagnetic wave propagating in such a medium.

Semiconductors The situation is significantly different with a semiconductor ma-
terial. In the following, we show that population inversion and therefore a net
medium power gain can be obtained.

The valence band (VB) and conduction band (CB) states of the semiconductor
can be associated with multiple closely spaced levels centered at W1 and W2 in
a low and high energy state, respectively. According to the equilibrium distribution
(12.1), the occupation probability of the lowest energy sublevel (W0) is highest, and
of the highest energy sublevel (W3) is lowest, so that the absorption from the lowest
energy states to the highest ones is a most probable process, see Fig. 12.2. If an elec-
tron is excited to a W3 sublevel, it would relax quickly within the band to the lower
energy sublevelW 0

2 (in technical terms, one would say that the intraband carrier re-
laxation is short). This way, all excitations to a levelW3 will almost instantaneously
be transferred to level W 0

2 which becomes more densely populated while level W3
stays lowly populated.

On the other hand, emission from a strongly populated sublevel (W 0
2) to a sparsely

populated sublevel (W 0
1) is very probable. Therefore, the maximum for absorption

is found at higher frequencies (shorter wavelength) than the maximum for sponta-
neous emission.

This way, pump light with photon energy hf (a)
s D W3 � W0 can be absorbed,

thereby generating electron–hole pairs. If the pumping is strong enough, then pop-
ulation inversion can be achieved. Optical pumping is not the only way to arrive at
population inversion. It is also possible, and indeed preferable, by injecting elec-
trons and holes electronically into a forward biased semiconductor pn-junction. For
a hypothetical temperature T D 0K, the “pump energy” hf (a)

s D eU provided by
the forward voltage U (elementary charge e D 1:602 � 10�19 C) would define the
energetic difference at which electrons and holes could be injected, i.e., the differ-
ence of the quasi-Fermi levels WFn � WFp D hf (a)

s D eU for electrons in the CB
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(WFn) and for holes in the VB (WFp), respectively. The energy hf .e/s D W 0
2 �W 0

1 of
the emitted photons is therefore smaller thanWFn �WFp, but necessarily larger than
the bandgapWG [9]. Therefore, the general inversion condition for amplification of
an electromagnetic wave by a semiconductor is determined by

WG < hf
.e/

s � WFn �WFp: (12.3)

12.2.2 Compound Semiconductors and Heterostructures

In the previous section we discussed general material properties for generation and
amplification of light. Such properties are, e.g., found in the III–V compound semi-
conductor (In,Ga)(As,P), a material system which will be discussed here.

In this material system, the bandgapWG, and hence the bandgap wavelength �G

and the refractive index n, depend on the composition. In all practical instances,
the compounds have radiative direct band-to-band transitions without the need of
phonon interactions. Further, the lattice constant of the compound may be chosen to
match the lattice constant of a binary substrate semiconductor. Lattice matching is
very important for several reasons:

• A close lattice match is necessary in order to grow high-quality crystal structures.
• Excess lattice mismatch between the heterostructure layers (adjacent semicon-

ductor layers with differentWG) would result in crystal imperfections which lead
to nonradiative recombinations.

• A moderate lattice mismatch (including either tensile or compressive strain) en-
ables bandgap engineering and parameter optimization, as is outlined in more
detail below and also in Chap. 3.

By varying the compound’s composition, the bandgap as well as the refractive in-
dex and the lattice constant can be engineered. SOAs realized with the (In1�xGax)
(AsyP1�y ) material system operate in the wavelength range of � D 0:92–1.65 µm
and are typically grown on lattice-matched indium phosphide (InP) substrates. Al-
ternatively, gallium arsenide (GaAs) substrates may be chosen which provide ampli-
fication in the wavelength region from � D 0:87 µm (GaAs) down to � D 0:68 µm
(In0:49Ga0:51P). Table 12.1 provides a summary [10].

Heterostructures SOAs typically consist of heterojunction structures [11] com-
posed of doped semiconductors with different bandgap energies WG. When an im-
purity atom is implanted into a crystal, its perfect periodicity is destroyed and ad-
ditional energy levels for electrons located near the band edges are created. These
levels are either near the conduction band edge for donating an electron to the con-
duction band (n-doping), or they are near the valence band edge where they can
accept an electron from the valence band (acceptor, p-doping), see the position of
the Fermi-energyWF in Fig. 12.3.

An energy-band diagram of a typical heterostructure as a function of the layer
growth direction x is shown in Fig. 12.3 for thermal equilibrium. The active
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Table 12.1 Material system (In1�xGax/(Asy P1�y/.WG bandgap, �G bandgap equivalent wave-
length, n refractive index, a lattice constant

Semiconductor WG=eV (�G=µm) n at �G a=nm

GaAs, direct 1.424 (0.871) 3.655 0.5653
InAs, direct 0.36 (3.444) 3.52 0.6058
InP, direct 1.35 (0.918) 3.45 0.5869
GaP, indirect 2.261 (0.548) 3.452 0.5451
(In1�x Gax)(Asy P1�y )
latticed-matched to InP
direct: y � 1
x D y=.2.2091 � 0.06864y/

1.35 � 0.72y C 0.12y2

1.35 . . . 0.75
(0.918 . . . 1.653)

3.45C0.256y�0.095y2

3.45 . . . 3.61
0.5869

Fig. 12.3 Energy-band diagram of an InGaAsP/InP double-heterostructure in thermal equilibrium
and the schematic of refractive index n as a function of the growth direction x

InGaAsP region thickness, d , is typically in the range 0.1–0.5 µm. The active layer
is not intentionally doped. However, due to diffusion of p-dopants, it typically is
slightly p-doped. The neighboring layers consist of InP which has a larger bandgap
WG D WC � WV (with the CB edge energy WC and the VB edge energy WV/, and
therefore comes with a lower refractive index n, see Fig. 12.3. The band edge ener-
gies (and therefore the carrier concentrations) are not continuous, but exhibit steps
by j�WCj, j�WVj which lead to spikes and jumps in the band diagram.

In detail, this heterostructure exhibits the following features:

Potential Wells The low bandgap of the active medium creates a potential well for
carriers which become confined to the active region. If the difference of the quasi-
Fermi levels exceeds the bandgap, WFn � WFp > WG, population inversion occurs
and optical amplification results.

Larger WG in the InP Cladding Layers The larger bandgap in the InP regions
prevents reabsorption in the noninverted cladding regions.
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Fig. 12.4 Energy-band diagram of a double-heterojunction with a forward bias voltage U (T D
0 K and flat-band case assumed). The quantitieswc andwv are energies measured from the respec-
tive band edges into the bands

Smaller n in the InP Cladding Layers A structure with a larger refractive index
in the core which is clad by a lower refractive index material forms a slab waveguide
that provides guiding in the vertical direction. Lateral guiding results from the lateral
gain profile, or by additionally adding low-index regions laterally.

For the three-layer structure presented in Fig. 12.3, both the carrier and the
field confinement are determined by the thickness d of the active layer and by the
bandgap energyWG.

Figure 12.4 shows the energy band diagram of the double-heterojunction of
Fig. 12.3 for the case of a large forward current so that the flat-band case is approxi-
mately reached. Far away from the junction, the quasi-Fermi levels of electrons and
holes are practically identical. However, inside the thin active p-InGaAsP, we have
WFn > WFp due to the carrier injection. The electrons and holes are confined to
the potential well inside the active p-InGaAsP layer. Due to current injection, the
semiconductor may be population-inverted and the quasi-Fermi level for electrons
WFn shifted towards or beyond the CB, while the quasi-Fermi level for holesWFp is
shifted towards or beyond the VB edge.

Physics of Gain – Material Power Gain The material power gain gm is equivalent
to the fractional increase of photons per unit length. It can be approximately calcu-
lated by Fermi’s golden rule, a quantum mechanical expression for the transition
probability of electrons from the conduction to the valence band [12–15]

gm �
1Z
0

jMavej2 �.ktr/ ŒfC.wV.ktr//C fV.wC.ktr// � 1�L.hfs �wcv.ktr//dktr:

(12.4)

The terms in the integral in (12.4) are:

• ktr is the electron–hole transition wave vector.
• jMavej2 is the squared dipole matrix element describing the quantum mechanical

properties of the interband transition.



12 Linear Semiconductor Optical Amplifiers 519

Fig. 12.5 Calculated material gain gm for different carrier densities for 1.55 µm bandgap InGaAsP

• The number of available states per energy interval to be occupied at a certain
energy level in the semiconductor material is described by the density of states
(DOS). The DOS in the ktr-space is �.ktr/.

• The occupation probabilities for CB electrons and VB holes under nonequilib-
rium conditions (forward bias supplied to pn-junction) are described by the Fermi
functions of the CB fC or VB fV, respectively.

• L.hfs �wCV.ktr// is the linewidth broadening function that takes into account the
finite lifetime of the carriers due to scattering effects. The photon energy is hfs,
wCV D wC CWG C wV is the transition energy from the CB to the VB with the
bandgap energy WG and the energies of the electrons in the CB and the holes in
VB given by wC and wV, respectively.

Details of the calculation of gm can be found in [16]. Figure 12.5 shows the
spectral dependence of the material gain for InGaAsP [15]. The gain region oc-
curs at 1.5 µm. The curves have been calculated for carrier densities ranging from
N D 0:5 � 1018 cm�3 to 3:0 � 1018 cm�3 in steps of 0:5 � 1018 cm�3. It is as-
sumed that the electron and hole densities are equal, i.e., N D P . Obviously, the
material power gain increases with increasing carrier injection, and the maximum
of the material gain shifts to lower wavelengths basically due to band-filling effects.
In all practical instances, the material gain is not directly calculated by (12.4). One
normally goes back to parameterized material gain curves that have been derived
from experiments [16].

12.2.3 Properties of the Active Region

Semiconductor optical amplifiers require an active region consisting of a direct
bandgap material which gives a high probability for radiative recombinations. SOAs
can differ in the dimensionality of the electronic system of their active region. The
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Fig. 12.6 Density of states (DOS) for SOAs. a In bulk material, the carriers are not restrained in
their movement. However, this is different if the carriers experience a spatially dependent potential,
the dimension of which is smaller than the mean free path length of the carriers. b In a quantum
well if the carrier motion is limited to a plane, c in a quantum wire (or quantum dash) if the carrier
motion is limited to one direction, and d in a quantum dot, the carrier motion is fully restricted
in all dimensions. The corresponding electron concentration N (blue area) is shown. Wc is the
conduction band edge

classification is done in terms of the mean free path length lfp of the carriers in
the active region with respect to the de Broglie wavelength �dBr of the carriers. In
this sense, if the carrier motion is not restricted, we talk about bulk SOAs. Fig-
ure 12.6a shows the density of states (DOS) as a function of energy W for such
a three-dimensional (3D) structure as well as the carrier concentrations of electrons
N (blue area under the curve). The DOS shows a square root dependency on the en-
ergy. If the carrier motion is limited to a layer of a thickness d , which is in the order
of the de Broglie wavelength (10–100 nm), discrete energy levels occur for this di-
rection [17]. If the carrier motion is restricted to two dimensions (2D), it is common
to talk about a quantum “well” SOA (QW, strictly speaking, it is a quantum film or
quantum layer). The DOS corresponding to such discrete energy states is constant
as depicted in Fig. 12.6b. If the carrier motion is restricted to one dimension (1D),
a quantum wire or quantum dash (QDash) active region results. The quantum wire
DOS is proportional to 1=

p
W as shown in Fig. 12.6c. Finally, if the carrier mo-

tion is fully restricted (zero dimension 0D), we talk of a quantum dot (QD) SOA.
The atom-like DOS for a QD is expressed by a delta function ı.W / as depicted in
Fig. 12.6d.

The advantages in reducing the dimensionality of the electronic systems are man-
ifold. In particular, the need of a temperature independent material power gain as
well as a reduction in the operating current density for a certain material power gain
drives these approaches.

Bulk SOAs The active region thickness d of a bulk double-heterostructure SOA is
typically 100–500 nm. As mentioned in Sect. 12.2.2, a common compound used
to fabricate such bulk SOA structures for the wavelength region of 1.3 µm or
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1.55 µm is based on an In1�xGaxAsyP1�y active layer with adjacent InP layers
grown on an InP substrate. The gain bandwidth is determined by the relation-
ship of the material fractions (x and y in Table 12.1). Further, lattice matching
is needed to reduce nonradiative recombination at imperfections. However, if bulk
SOAs are fabricated with a slab-like waveguide, strong polarization dependent gain
will be found due to different optical confinement factors (fraction of light in the
active region) for the fundamental transverse electric (TE) and transverse mag-
netic (TM) propagating modes. Since a low PDG is very important due to the
unknown state of polarization at the amplifier input, several approaches are used
to reduce PDG. One possibility is the fabrication of virtually ideal square wave-
guide cross-sections (strip waveguide) to achieve identical confinement factors for
the TE and TM mode. However, since such square waveguides are difficult to fab-
ricate, a strained active bulk layer can be grown to adjust the material power gains
for the TE and TM mode. Such strained layers result from choosing the material
composition with a slight mismatch in the lattice constant relative to the substrate
material [5]. If properly chosen, the generated difference in the power gain for the
TE mode and TM mode counteracts the difference in optical confinement for the
TE mode and TM mode. In effect, these bulk SOAs have virtually polarization in-
dependent gain. In [5], it is shown that a tensile strain for the active bulk layer
increases the TM material power gain relative to the TE material power gain, and
the PDG is minimized. Another approach, which is widely used to achieve low
PDG, is the growth of a thin layer with higher bandgap material on either side
of the active region, a so-called separate confinement heterostructure (SCH) [5].
This layer has a refractive index between that of the active region (InGaAsP) and
the cover (InP) or substrate layer (InP). The inclusion of an SCH structure gives
control over the confinement factor ratio for the TE and TM mode via its refrac-
tive index and thickness, but it also changes the dynamic characteristics of the
SOA.

QW SOAs If the carrier motion normal to the active region is restricted by prop-
erly choosing the layer thickness d (down to 10–100 nm), the carriers are confined
in a potential “well.” Quantum-well (QW) SOAs or multiquantum-well (MQW)
SOAs with lattice matching are strongly polarization dependent with high gain for
the TE polarization and considerably lower gain for the TM polarization. Typically,
polarization insensitive operation has been shown using both compressive and ten-
sile strained wells based on InGaAsP/InP [18–20], tensile strained QW SOA based
on AlGaInAs/InP for the wavelength region of 1.3 µm [21–23] and MQW SOA
tensile strained wells based on AlGaInAs/InP for operation at 1.55 µm [24]. For
a reduced temperature dependence of the material gain, AlGaInAs/InP is used in-
stead of InGaAsP/InP. The larger conduction band offset with AlGaInAs results in
a higher electron confinement in the QW. Another promising material system is
GaInNAs on lattice-matched GaAs substrates. The GaInNAs compound is partic-
ularly promising for uncooled amplifier operation because the material’s tempera-
ture dependence of the gain is superior to that of conventional InP-based structures.
At a wavelength of 1.3 µm, QW SOA have been demonstrated with (Al)GaInP or
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(Al)GaAs cladding layers on GaAs substrates [25], and 1.5 µm MQW SOA were
reported with GaInNAs/GaInAs layers on InP substrates [26].

So far, SOAs were mostly developed on the InGaAsP/InP or AlGaInAs/InP ma-
terial systems. However, the overall energy efficiency of these devices is unsatisfac-
tory and becomes worse still at elevated temperatures. One of the principal causes of
the poor electro-optical conversion efficiency is that a large fraction of the pump en-
ergy is converted into unwanted heat via nonradiative recombinations. It is predicted
that new materials such as bismides and diluted nitrides on InP and GaAs offer ex-
citing possibilities to reduce or remove the detrimental effects of, e.g., Auger re-
combination [27]. It has been further shown for the case of GaAsBi that about 10 %
Bi is needed to suppress the problematic Auger process [28], and optically pumped
lasing has already been demonstrated [29]. Photoluminescence in the wavelength
range used for fiber-optic communication and a beneficially weak temperature de-
pendent variation of the energy gap compared to InGaAsP were reported for the
quaternary compound Ga(N0:34Bi0:66)zAs1�z=GaAs [30]. These new material sys-
tems are currently investigated in a number of research projects to determine to what
extent the theoretically predicted benefits can be realized.

QD SOAs Quantum-dot SOAs with InAs QDs on InP substrates are fabricated
using a self-organized growth technique for operation wavelengths at 1.55 µm [31–
33]. Also, InAs QDs on InGaAs/GaAs layers [34, 35] are available for operation
wavelengths around 1.3 µm. The typical size of these QDs is 10 nm in height and
50 nm in width [31]. Usually, several QD layers are vertically stacked and separated
with a spacer layer having a thickness exceeding 30 nm [34]. QD shapes are neither
cubic nor ball-shaped which results in strong PDG. One approach to counteract this
PDG is the fabrication of columnar quantum dots by vertically stacking QD layers
with a spacer layer thickness of only around 1–3 nm. This approach has successfully
been used to show polarization independent gain in QD SOAs [36–38].

Several techniques exist to grow SOAs. Typically, metal-organic chemical va-
por deposition (MOCVD) or molecular beam epitaxy (MBE) are used. Beside the
growth of lattice-matched structures, the strained layer epitaxial growth is also used
for special purposes as explained previously. Lattice mismatch between the epitaxial
layers and the substrate compared to the substrate lattice constant is around 1.5 %.
In contrast to the growth of several nm thick layers on top of a planar substrate for
QW SOAs, SOA devices with QD active regions are fabricated by a self-organized
growth process, where the lateral dimensions of the quantum dots can be controlled
simply by choosing the appropriate growth parameters. The Stranski–Krastanov
(SK) growth regime, in which self-assembled quantum dots are formed, is based
on a slight lattice mismatch between the substrate and the quantum dot material.
In the case of InAs dots on a GaAs substrate, this lattice mismatch is � 7%. At
the beginning of the SK self-assembled quantum dot growth mode, a compressively
strained film (wetting layer) is formed. At a critical InAs coverage of around 0.5 nm,
the accumulated strain is elastically relieved by the formation of small 3D islands.
Beyond the critical InAs thickness, the additional InAs can migrate freely on the
sample surface, adding to the 3D island growth. The growth of a capping layer fin-
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Fig. 12.7 Typical SOA structures. a Stripe-geometry structure for gain-guiding, b ridge waveguide
structure for weak index-guiding and c buried heterostructure for strong index-guiding. The figures
are modified from [40], and not drawn to scale

ishes the dot formation. If the capping layer material has a smaller bandwidth than
the substrate, a quantum well structure around the dots is formed. This technique is
used to extend the emission wavelength of the dots (dot-in-a-well-structure) [39].

Quantum dot SOAs promise several advantages, such as an ultra-fast QD gain
response in the order of 1–25 ps due to a fast QD refilling through the carrier reser-
voir represented by the wetting layer [41]. The ideal QD SOA also offers a large
gain bandwidth exceeding 120 nm which is due to QD size fluctuations during the
growth [7], low temperature dependence of the gain [42], and low chirp even under
gain saturation [43]. The enhanced multi-wavelength capability which is expected
compared to bulk/QW SOA has up to now been found in simulations only [44, 45].

12.2.4 SOA Structures and Devices

SOAs are fabricated with an active region material (nominally undoped, i.e., intrin-
sic) with a larger refractive index compared to its n-cladding and p-cladding layer
materials. Such a structure forms a pin-junction. In general, the refractive index
difference between core and cladding material is around 0.3 for InGaAsP/InP struc-
tures. This strong index difference leads to a vertical guiding of the optical mode.
However, with a slab waveguide, the light is unconfined in the lateral direction, par-
allel to the pin-junction plane. This issue can be solved by tailoring the SOA device
structure. In Fig. 12.7, various SOA cross sections with lateral light confinement
are presented: (a) stripe-geometry for a gain-guided SOA, (b) ridge waveguide for
a weakly index-guided SOA, and (c) buried heterostructure for a strongly index-
guided SOA.

The technically simplest and cheapest solution for guiding the light is a gain-
guided structure which limits the current injection to a narrow region [46]. This
stripe-geometry (Fig. 12.7a) is easy to fabricate since a contact region is required
only after the growth process of the n-cladding layer, the active region and the p-
cladding layer.

The contact consists of a dielectric layer which has an opening of 4–6 µm through
which the current is injected via a metal contact. In the direction parallel to the
pin-junction plane, the lateral spread of injected carriers introduces a lateral gain
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profile. Since the active region has large absorption losses beyond the central stripe,
the light is confined to the stripe region which shows gain (active region). As the
light-confinement is influenced by the injected carriers, a so-called gain-guiding
structure is fabricated in which the mode is weakly guided [40]. The counteracting
antiguiding due to the higher carrier concentration below the contact stripe and its
associated reduction of the refractive index usually has a lesser effect.

In order to improve the performance, stronger waveguiding is achieved with so-
called index-guided structures. Here, an index step is introduced also in the lateral
direction, i.e. parallel to the pin-junction plane. A ridge waveguide (Fig. 12.7b) is
comparatively simple to fabricate. After the growth of the n-cladding, the active
region and the p-cladding a ridge is formed by etching parts of the p-layer. The
ridge width (waveguide width w) is typically 2–4 µm. Next, a dielectric layer (SiO2
or Si3N4/ is deposited to block the current flow and to introduce a refractive index
difference of around 0.03 between the p-InP and the dielectric material. In this way,
the mode is confined to the ridge waveguide by weak index-guiding. Finally, the
metal contact layer is fabricated.

Strong index-guiding SOAs have a buried heterostructure (Fig. 12.7c). Here, the
InGaAsP active layer is “buried” by surrounding it on all sides by InP regions which
have a lower refractive index [13, 40]. The layers are fabricated such that any current
is efficiently blocked between the n-InP/p-InP, and thus a good current confinement
is guaranteed. The index difference between the core and cladding regions is around
0.3. However, the fabrication of buried-heterostructure SOAs is complex, and sev-
eral growth and etching steps are required to form the current blocking layers and
the contacts.

After the definition of a gain-guided or an index-guided structure, the SOA chip
is fabricated. Normally, SOA devices are fabricated as traveling-wave amplifiers. In
ideal traveling wave amplifiers (no facet reflectivities as opposed to resonant Fabry–
Perot amplifiers), the optical wave makes only a single pass through the active layer.
Typically, an SOA has a length of roughly 0.5–4 mm. Antireflection multilayer di-
electric coatings with a thickness of approximately a quarter of a wavelength reduce
the total facet reflectivity down to around 10�4. However, residual facet reflectivities
are always present, so the SOA becomes a laser oscillator if the gain is sufficiently
high. To further suppress lasing, the waveguide is often tilted by 7–10° with respect
to the facet normal, thereby reducing the residual reflection from the end facets even
more.

Besides preventing lasing, a low facet reflectivity is also desirable to avoid peri-
odic variations of the gain with the cavity mode spacing, so-called gain ripple. The
larger the reflectivity of the input and output facets, the larger the gain ripple is.
However, the use of antireflection coated facets as well as tilted waveguides lead to
an SOA with gain ripple below 0.2 dB.

Typically, SOA chips are mounted on a heat sink to efficiently remove the dissi-
pated heat. Further, single-mode operation of the SOA is desirable which sets limits
for the maximum waveguide height d , the waveguide width w and the maximum
refractive index difference between core and cladding material, respectively.
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Fig. 12.8 SOA packaging and fiber-to-chip coupling. a Top view of an SOA package using typical
butterfly cases. b Close-up of the top view of an SOA chip with fiber-to-chip coupling

12.2.5 Packaging and Photonic Integrated Circuits

Semiconductor optical amplifier chips are typically packaged into hermetic 14-pin
butterfly cases which are free of organic materials (Fig. 12.8a). This technology
ensures high operation stability, long term reliability, low power consumption, and
supports operating temperatures in the range from �30 to C60 °C. SOA packag-
ing follows similar rules as the packaging of laser diodes. A lensed input fiber is
mechanically stabilized and fixed to the input facet, Fig. 12.8b. The SOA chip is
temperature stabilized with a thermoelectric cooler (TEC) to keep the chip at the op-
eration temperature. The temperature is measured using a thermistor located close
to the sample. The contact pads of the pin-junction are wire-bonded to the butterfly
pads of the case for current supply. The lensed output fiber is also mechanically
stabilized and permanently fixed.

Today, SOAs are also often found as subcomponents of photonic integrated cir-
cuits (PIC). A PIC is a highly integrated device performing multiple functions on
a single chip. PICs are gaining interest due to the small footprint, the low power con-
sumption and potentially due to lower cost compared to discrete solutions. PICs are
built based upon substrate materials such as InP, GaAs, lithium niobate (LiNbO3),
silicon and also glass. To guarantee cost-effective chip integration, the performance
of PICs must be competitive with discrete solutions and the yield of each element
must be very high.

While the InP system is not inexpensive, it reliably integrates active and pas-
sive optical devices using standard batch-semiconductor manufacturing processes.
InP supports key optoelectronic functions such as light generation, amplification,
modulation and detection as well as passive components such as arrayed-waveguide
gratings (AWG), filters and waveguides. To date, the speed of active components
is limited due to carrier dynamics in the range of tens to hundreds of ps. Recently,
a PIC transmitter with a capacity of 10� 40Gbit=s (on-off keying format) has been
shown which nicely demonstrates the high integration potential of this material sys-
tem [3, 47, 48].
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Fig. 12.9 SOA can be used at different positions within a network. An SOA booster raises the
power level of the signal at the transmitter, the inline SOA compensates for fiber losses and the
preamplifier SOA increases the power level at the receiver to increase the receiver sensitivity

12.2.6 Applications as Booster, Inline and Preamplifiers

Linear SOAs maintain proportionality between output and input field. They can
be used at different locations within a network. In metro networks, linear SOAs
can be used in optical-electric-optical (OEO) converters to boost the optical signal,
or in optical add-drop multiplexers (OADM) to increase the tolerable loss budget.
SOAs are also good reach extenders in access networks for increasing the distances
between the central office and the customer locations, and for providing an increased
fan-out (split ratio) to serve a higher number of customers.

Figure 12.9 shows three common SOA applications in networks [49]. A booster
amplifier (postamplifier) increases the power level of a signal at the transmitter
prior to transmission. In general, the output power of a laser diode or a tunable
laser source is moderate, especially if an external modulator is used. Therefore,
the booster should have a high saturation output power. Further, the booster should
provide pattern free amplification of the data signal. In WDM systems, it should
amplify all signals alike across the spectrum. Booster amplifiers normally are polar-
ization sensitive. This is not an issue for boosters as the input signal polarization is
known. Booster SOAs typically have small-signal gains in the order of 10 dB with
a saturation output power of more than 10 dBm.

An inline amplifier mainly compensates for fiber losses or splitter losses in an
optical transmission system. The most important performance parameters are satu-
ration output power and noise figure because the incoming signals are weak. The
polarization dependence of the gain should be as small as possible due to the ran-
dom state of polarization within a network. Also, inline SOAs need to cope with
several wavelength channels simultaneously. Further, inline SOAs should process
the data signal “transparently” which means that all kinds of modulation formats at
any data-rate should be amplified without significant degradation. Typical saturation
output powers are 8 dBm for small-signal gains in the order of 10–20 dB and a noise
figure between 5–7 dB. In addition, there is an increasing interest in low wall-plug
power consumption since inline amplifiers might be placed outside of network cen-
tral offices.

A preamplifier SOA raises the power level of an incoming data signal to enhance
the receiver sensitivity. The most important parameters of these SOAs are gain and
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noise figure as well as low residual polarization dependence of the gain. Typical
small-signal gains are between 25–30 dB. Noise figures lie in the region 5–7 dB.

In today’s optical networks, fiber amplifiers predominate (see Chap. 11). Fiber
amplifiers are usually based on rare-earth doped fibers (Erbium (EDFA) for C-band
operation). In contrast to SOAs, fiber amplifiers not only need a doped fiber, but
also an optical pump laser. Also, the gain bandwidth is limited to anything between
30–70 nm. Especially in the upstream path of access networks, where the traffic
is bursty (bursts in the milli and microsecond time scales), fiber amplifiers induce
strong signal degradations since the fluorescent lifetimes in the fiber amplifiers are
on the same time scale (10 ms in an EDFA). An advantage of fiber amplifiers is
a large small-signal gain of up to 40 dB and low noise figures down to 4 dB or even
less (see Chap. 11). They are polarization independent and widely used in multi-
wavelength applications due to their low channel crosstalk. Patterning effects at
high speed applications (10 Gbit=s and even higher bitrates) are avoided due to the
long fluorescent lifetimes.

In contrast, SOAs do not have such good performance parameters, but they can
be designed to operate over a wide range of wavelengths, are very compact and can
be modulated (their gain can be turned on and off) very rapidly (in time scales of
the order of 1 ns) so they can be used to blank signals when necessary.

12.3 Parameters of Semiconductor Optical Amplifiers

The absolute performance of SOAs for linear applications is determined by parame-
ters such as the power gain, the noise figure, the saturation power, the gain and phase
dynamics as well as the chirp described by the so-called alpha-factor. In this section,
we will discuss the concepts and the assumptions used to define these parameters.
We start the description with the basic wave equation for an active medium, and
afterwards define power gain and phase, and then calculate the SOA noise figure in
direct detection systems as well as the SOA saturation power. The carrier dynamics
in an SOA due to interband and intraband contributions are described by rate equa-
tions and finally the alpha-factor relating gain and phase changes are introduced.

12.3.1 Physics of Media with Gain

A signal propagating in a sufficiently pumped SOA is amplified. Starting from the
general form of Maxwell’s equations [50], a couple of practical assumptions are
made to simplify the analysis of light propagation in an SOA:

• The SOA material is nonmagnetic, has a sufficiently low free carrier concentra-
tion so that the carriers do not affect the optical properties, and is only weakly
inhomogeneous and isotropic.

• The medium response to an electric field is described by a medium susceptibil-
ity �.
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We start with the description of a homogeneous, weakly amplifying (or attenuat-
ing) medium. The complex relative dielectric constant N"r and the complex refractive
index Nn are related by

N"r.!/ D "r.!/� j"ri.!/; Nn.!/ D n.!/ � jni.!/; N"r.!/ D Nn2.!/; (12.5)

where "r, n are the real parts and �"ri, �ni are the imaginary parts of relative
frequency-dependent dielectric constant and refractive index, respectively [46, 51].
We investigate signal propagation in a sufficiently narrow spectral range, so that
N"r.!/ and Nn.!/ can be replaced by their values N"r D N"r.!s/ and Nn D Nn.!s/ at the
optical carrier frequency !s D 2	fs.

The unpumped SOA medium is described by a constant (carrier independent)
complex background refractive index Nnb D nb � j˛L=.2k0/ with real part nb and an
imaginary part �˛L=2k0 determined by the material power loss ˛L and the vacuum
wave number k0 D !s=c0 (c0 speed of light in vacuum). When the medium is
pumped, the additional charge carriers (density N ) slightly reduce the real part of
the background refractive index by nN and provide gain with a material power gain
gm. The complex refractive index due to carrier injection is a perturbation to the
complex background refractive index, NnN D �nN C jgm=.2k0/. Then, we can write
considering the net power gain g D gm � ˛L,

N"r D . Nnb C NnN /2 D
�
nb � nN C j

gm � ˛L

2k0

�2

� n2b � 2nbnN C jnb
gm � ˛L

k0
D n2b � 2nbnN C jnb

g

k0
:

(12.6)

With increasing N the carrier-related complex refractive index changes from NnN to
NnN C � NnN � �nN C �n C j.gm C �gm/=.2k0/, where �n < 0 and �gm > 0

hold in this case.
The real and the imaginary parts of the refractive index are related by the

Kramers–Kronig relation [52–54]. This relation is a result of causality in physical
systems. Phenomenologically, it has been found that this relation can be simplified
for a fixed operating point, and expressed by the linewidth enhancement factor, also
known as the Henry factor or alpha-factor ˛ [55, 56] which relates the change of the
refractive index �n and the change of the material power gain �gm (assumption:
˛L 
 gm, (12.6) or @˛L=@N D 0),

˛ D @nN =@N

@ni;N =@N
� �2k0 @nN =@N

@gm=@N
� �2k0 �n

�gm
D �2k0�n

�g
: (12.7)

The alpha-factor depends on parameters such as wavelength and current density.
Further, the SOA active material strongly influences the alpha-factor.

A monochromatic guided wave in a transparent SOA is described by a complex
electric field Ey linearly polarized in y-direction, defined parallel to the substrate
plane. The field can be written as a product of a transverse modal function F.x; y/,
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an envelope A.z; t/, wave propagating terms, and a normalization constant cp [50],

Ey.x; y; z; t/ D Ey.x; y/Ey.z; t/ D cpF.x; y/ exp .j!st/ A.z; t/ exp .�jk0nbz/ :

(12.8)

In (12.8) and for the following considerations, the background refractive index has
to be interpreted as an effective refractive index nb D ˇ=k0 representing the guided-
wave propagation constant ˇ. As a next approximation step, we only focus on the
evolution of A.z; t/. We fix cpF.x; y/ such that jA.z; t/j2 equals the total power
P.z; t/ of the optical field propagating in z-direction.

With the free space impedance Z0 D p
�0="0 (�0 is the magnetic permeability

and "0 the permittivity of free space), we write

jA.z; t/j2 DW P.z; t/ D nb

2Z0

1“
�1

ˇ̌
Ey.x; y; z; t/

ˇ̌2
dxdy;

ˇ̌
cp

ˇ̌2
nb

2Z0

1“
�1

jF.x; y/j2dxdy D 1: (12.9)

In an SOA, the optical mode overlaps only partially with the active volume. The
fraction of power propagating in the active region areaC (having widthw and height
d ) related to the totally guided power is known as optical confinement factor � ,

� D
R w
0

R d
0 jF.x; y/j2 dxdyR R C1

�1 jF.x; y/j2 dxdy
: (12.10)

Therefore, quantities relevant for the interaction of amplifying medium and optical
field have to be modified, leading to an effective net power gain ge (modal gain) and
an effective real part of the refractive index neN ,

g ! ge D �g;

nN ! neN D � nN :
(12.11)

Actually, we want to approximately describe the field in an amplifying guiding
medium. The electric field is then represented by an equivalent plane wave with
amplitude A.z; t/ (neglecting the phase front curvature of the actual guided wave)
that propagates along the z-direction. Integrating (12.9) over the cross-section area,
we can isolate the complex electric field E.z; t/ D A.z; t/ exp.j!st/ exp.�jk0nbz/,
which is a solution of the wave equation

@2E.z; t/

@z2
� 1

c20

�
n2b � 2nb� nN C jnb�g=k0

� @2E.z; t/
@t2

D 0: (12.12)
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The wave equation (12.12) can be further simplified using the following assump-
tions:

• The ideal traveling-wave amplifier only guides the fundamental mode in the ac-
tive region, and the polarization of the field is conserved.

• The bias current supplies carriers, which under all conditions remain uniformly
distributed in the active volume.

• The envelope A.z; t/ of the propagating wave varies slowly in space compared
to the wavelength of light (slowly varying envelope approximation) [50],

ˇ̌
ˇ̌ @2
@z2

A.z; t/

ˇ̌
ˇ̌ 


ˇ̌
ˇ̌2k0nb

@

@z
A.z; t/

ˇ̌
ˇ̌ : (12.13)

If we neglect group-velocity dispersion, because its effect on the optical field en-
velope is negligible for a typical amplifier length of approximately 1 mm, and then
introduce the retarded time t 0 D t � z=vg (group velocity vg) and an amplitude
A0.z; t 0/ D A.z; t/, a simplified version of the nonlinear Schrödinger equation
(NLSE) results [57],

@A0.z; t 0/
@z

D
�

jk0� nN C �g

2

�
A0.z; t 0/: (12.14)

Equation (12.14) describes the slowly varying amplitude of the wave during prop-
agation in the active medium of an SOA. In the following, we understand that an
input amplitude A0.0; 0/ at z D 0 and t D 0 leads to a time-delayed output am-
plitude A0.L; t � L=vg/ at z D L. However, because nN and g are regarded as
z-independent global quantities, we drop the retarded-time argument. Any changes
of the output amplitude A0 are then due to temporal changes nN .t/ and g.t/ only.
This implies that the SOA length L is much shorter than the length scale, on which
A0.z; t 0/ varies. In this spirit, and because we neglect dispersion, we replace in the
following A0.z; t 0/ by A.z/.

More elaborate SOA models take into account the photon density variations
along the SOA waveguide by means of longitudinal segmentation. Thus, the SOA is
subdivided along the propagation direction into a number of sections for which the
differential equations for carrier density and photon number are solved. The results
are evaluated at the boundaries and handed over to the following section [51].

12.3.2 Gain and Phase

In an active material, it is essential to learn about the photon density S.z/ or the
optical power P.z/ and the phase '.z/ at the SOA output. A phasor representation
of the envelope A.z/ is introduced to separate

p
P.z/ from the phase '.z/ of the

wave,

A.z/ D p
P.z/ exp .j'.z// : (12.15)
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By substituting (12.15) into (12.14) and performing a separation of variables, we
obtain differential equations for the power

dP.z/

dz
D �gP.z/ (12.16)

and for the phase

d'.z/

dz
D k0� nN : (12.17)

In this simplified model, the net power gain g and the confinement factor � are
assumed to be independent of the propagation distance z, so that an integration of
(12.16) yields an expression for the SOA output power P.L/ D Pout for a propaga-
tion length L (power at SOA input P.0/ D Pin/. This leads to the definition of the
single-pass power gain G of the device,

P.L/ D P.0/ exp

0
@

LZ
0

�gdz

1
A D P.0/ exp .� gL/ D GP.0/; G D P.L/

P.0/
:

(12.18)

As mentioned before, also the real part nN of the refractive index is assumed to be
independent of the propagation distance z, so that an integration of (12.17) yields
the output phase '.L/ for a waveguide of length L (reference phase at SOA input
'.0/ D 0)

'.L/ D '.0/C k0� nNL; '.0/ D 0: (12.19)

From (12.9), (12.18) and (12.19), it can be seen that the power increases exponen-
tially with the SOA length while the phase only increases linearly.

If the carrier density is increased from N1 to N2 due to carrier injection, the
net power gain increases by �g > 0. The additional charge carriers slightly re-
duce the real part of the refractive index from nN1

to nN2
, so that �n < 0. With

the help of the alpha-factor ˛ (12.7), we may express the change of the phase
�'.L;N / D '.L;N1/ � '.L;N2/ WD �'.N/ at the output of the SOA by the
gain change

�'.N/ D k0� .nN1
� nN2

/L D �k0��nL D ˛��gL=2: (12.20)

The absolute values of the gain must be derived from experiments by measurements
of the input and output powers. Care must be taken to subtract the noise that may
be superimposed. If noise cannot easily be subtracted, then a more complicated
measurement approach may be used which is presented in Sect. 12.3.3 on “Noise
Figure.”

Figure 12.10 shows a typical dependency of the power gain on the (a) wavelength
and (b) input power. Today, typical power gains between 10 dB and 30 dB are found
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Fig. 12.10 Typical power gain G characteristics as measured with fibers connected to the input
and output of the SOA (fiber-to-fiber power gain). a The bandwidth is around 40 nm with a peak
gain of 15 dB at 1295 nm. The parameters have been derived at a temperature of 20 °C, with a bias
current of 490 mA and a continuous wave (cw) input power of �10 dBm. b Power gain G as
a function of the input power. The 3 dB saturation input power level is indicated by a circle

in practice [4, 33]. In wavelength-division-multiplexing (WDM) systems, signals
on different wavelengths are simultaneously amplified which requires a large full
width half maximum (FWHM) bandwidth of the SOA. From Fig. 12.10a, it can
be seen that this specific amplifier offers a bandwidth of 35–40 nm. However, gain
bandwidths exceeding 100 nm are reported [7, 26].

In Fig. 12.10b, also the 3 dB saturation input power level P in
sat, which determines

the input power at which the unsaturated power gain G0 is halved, is indicated by
a circle. A discussion on the saturation power follows in the respective Sect. 12.3.4
on “Gain Saturation.”

12.3.3 Noise Figure

SOAs are also limited by spontaneous emission. This spontaneous emission adds to
any input signal, it limits the overall number of amplifiers in a system and confines
operation to signals with sufficient input powers.

If spontaneously emitted photons happen to propagate along the active region of
an SOA, they are amplified and this noise is called amplified spontaneous emission
(ASE) noise. The noise characteristic of an amplifier is generally described by a pa-
rameter called the noise factor (F ) or in logarithmic units by the noise figure (NF),
respectively [58–60].

In this paragraph, we will follow a noise figure definition which is valid for phase-
insensitive amplifiers [61] that are discussed herein. In a semiclassical interpretation
for the case of reasonable power gain values, we will obtain the noise figure defi-
nition widely accepted within the optical amplifier community. This definition can
also be used for amplifier cascades [60].
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The noise figure is defined as the ratio of the (extractable, i.e., measurable) op-
tical output noise power inside the optical amplifier bandwidth BO and the (nonex-
tractable, i.e., not directly measurable) optical power fluctuations of an ideal co-
herent signal in the same bandwidth. Equivalently, this ratio can be expressed by
relating the signal-to-noise ratio (SNR) at the amplifier input to the SNR at the am-
plifier output,

F D SNRin

SNRout
: (12.21)

For the noise factor F , it is customary to use logarithmic units

NF D 10 log10.F /: (12.22)

The average photon number corresponds to the average optical signal power P ,
which is proportional to the average photocurrent hii. The electrical power Pe is
proportional to the square of the average photocurrent hii2.

In the following, we assume ideally coherent signal light, the photon statistic of
which is Poissonian. The associated quantum (shot) noise can be described by the
variance �2i D h�i2ishot of the photocurrent i , where the photocurrent fluctuations
�i D i � hii are defined with respect to the average current hii [58].

We introduce the relation between the average photocurrent and the average opti-
cal signal power hii D RP , and define the sensitivity (responsivity) R D �e=.hfs/

of a photodiode having a quantum efficiency �. Then, we write for the effective
electrical photocurrent noise power in an electrical bandwidth B [59]

h�i2ishot D 2e hiiB D 2eRPB: (12.23)

For a quantum (shot) noise limited reception, the SNR at the input of the SOA is
defined for a quantum efficiency � D 1 by

SNRin D hii2
h�i2ishot

D R2P 2in
2eRPinB

D Pin

2hfsB
: (12.24)

Electrical and optical SNR are the same for an ideal detector with quantum effi-
ciency � D 1. However, the equivalent optical input noise power 2hfsB cannot
be measured directly. Two measurement techniques lead to the same result: Either
SNRin is determined by measuring P and by inferring the equivalent input noise
power 2hfsB from quantum theory, or the square hii2 of the average photocurrent
is measured along with its shot noise fluctuation h�i2ishot, corrected for the real
quantum efficiency � of the photodetector.

The output SNR from the SOA is given by the optical signal power at the am-
plifier output divided by the total optical noise power measured at the output in
a bandwidth B . These quantities can be measured directly with an optical spectrum
analyzer (OSA), or an electrical method can be employed, again using a photode-
tector and analyzing the resulting photocurrent.
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The photocurrent fluctuations have to be subdivided into several contributions
due to the fact that a photodiode is a square-law detector inducing mixing of the
received components. Here, we consider contributions from the signal with shot
noise (shot), as well as the beat-noise terms arising from signal-spontaneous (s-sp)
noise and spontaneous-spontaneous (sp-sp) noise mixing [61].

To calculate the output SNR after the SOA, we assume that an optical filter is
used prior to detection having an optical bandwidth BO and a rectangular transfer
function. This assumption is valid as the optical filters used in practice have band-
widths much narrower than typical SOA spectral bandwidths.

Furthermore, the ASE noise at the amplifier output is assumed to have a uniform
optical power spectral density �ASE over the filter bandwidth. The ASE noise power
spectral density in one polarization only (here: �ASEk copolarized with the signal) is
�ASE=2 and can be written with the inversion factor nsp and N1;2 as the number of
excited microsystems in the lower and upper energy states, respectively [60],

�ASE D 2�ASEk D nsp2hfs .G � 1/ D 2PASEk=BO; nsp D N2

N2 �N1
: (12.25)

The different contributions to the photocurrent noise power in one polarization at
the amplifier output are (BO � B)

˝
�i 02

˛
shot D 2eRGPinB; (12.26)

h�i 02is-sp D 4R2GPin�ASEkB; (12.27)

h�i 02isp-sp D 2R2�2ASEk .BO � B=2/B � 2R2�2ASEkBOB: (12.28)

The square of the amplified signal current is hi 0i2 D R2G2P 2in . Then, the output
SNR is written by

SNRout D R2G2P 2in

2eRGPinB C 4R2GPin�ASEkB C 2R2�2ASEkBOB
: (12.29)

Thus, the noise factor F is obtained,

F D 1

G
C 2�ASEk

hfsG
C �2ASEkBO

hfsG2Pin
D 1

G
C 2�ASEk

hfsG
C nsphfs .G � 1/

hfsG

PASEk
GPin

:

(12.30)

This expression for the noise factor depends on the input signal. However, because
nsp is in the order of 1 and the signal output power GPin is typically much larger than
the copolarized ASE power PASEk, the last term in (12.30) can be safely neglected
to yield the usual noise factor definition

F D Fshot C Fexcess D 1

G
C 2�ASEk

hfsG
D 1

G
C 2PASEk
hfsGBO

D 1

G
C 2nsp

G � 1

G
(12.31)
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Fig. 12.11 Setup to measure the device power gain and the noise figure of an SOA as a function of
different input power levels and wavelengths. The wavelength-tunable laser source (TLS) provides
a continuous wave signal. The input power to the SOA is varied by an optical attenuator (Att.) and
measured with a power meter (P) after a polarizer (Pol.) and a 50 : 50 coupler. The output signal
power and the amplified spontaneous emission (ASE) power are measured by an optical spectrum
analyzer (OSA). The second polarizer transmits only ASE noise which is co-polarized with the
signal

which is independent of the input signal, obeys the cascading rules for amplifiers,
and may be also derived from quantum mechanical first principles [59].

From (12.31), it can be seen that the minimum achievable excess noise figure
of an optical amplifier is F D 2 (NF D 3 dB) for the case of maximum inversion
nsp D 1 and a large single-pass power gain (G � 1).

In specific network applications, it is of interest to cascade SOAs in a link. To
evaluate the total noise factor Ftot of the amplifiers in the link, we must consider
a number of m SOAs, each with single-pass power gain Gq � 1 and excess noise
factor Fq (q D 1; : : : ; m), followed by a fiber section with a linear power “gain”
of 0 < aq � 1. Assuming narrowband optical filters after each SOA, Ftot can be
written as

Ftot D F total
shot C F total

excess D 1Qm
qD1 aqGq

C
"
F1 C F2

G1a1
C : : :C Fm�Qm�1

qD1 aqGq
�
#
:

(12.32)

Assuming aq D 1 and m D 2 in (12.32), it can be seen that a low-noise, high
output amplifier can be constructed by combining a low-noise high-gain first stage
amplifier section followed by a high output power amplifier, the noise of which can
be larger.

Of important practical interest is the measurement technique to determine the
power gain and the noise figure of an SOA. The measurement setup is depicted
in Fig. 12.11. A continuous-wave signal from a tunable laser source (TLS) is fed
to an attenuator (Att.) which allows the accurate control of the SOA input power,
measured with a power meter (P) and a 50 : 50 coupler. The input polarization to the
SOA is adjusted with a polarizer (Pol.). After the SOA, the output signal power and
the ASE power are measured with an optical spectrum analyzer (OSA). The second
polarizer (Pol.) enables the measurement of the ASE noise which is co-polarized
with the signal only.

In Fig. 12.12a, the measurement principle is explained. The OSA detects the
output power Pout C PASEk at the coherent-carrier wavelength �s in a resolution
bandwidth BO usually set to an equivalent wavelength interval of 0.1 nm. To sep-
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Fig. 12.12 Schematic for determining power gain G D Pout=Pin, ASE noise power and noise
figure (NF) of an SOA with typical NF measurement results. Spectral data refer to a resolution
bandwidth BO D0.1 nm. a Measured input power Pin, total output power Pout C PASEk

, and
spectral dependence of ASE noise power. The actual coherent output power Pout is retrieved by
subtracting the ASE noise power PASEk

, which is obtained by a linear interpolation of the ASE
noise powers P 0

ASEk

and P 00

ASEk

measured in a distance �� from the coherent carrier wavelength
�s. b Measured NF increases for increasing input power due to a decreasing power gain

arate Pout and PASE, the co-polarized ASE powers P 0
ASEk and P 00

ASEk are measured
in a distance of �� D 1 nm to the left and the right of �s, respectively. A linear
interpolation .P 0

ASEk C P 00
ASEk/=2 gives an estimate of the ASE power PASEk at �s.

From the measured quantities Pin and Pout, the power gain G can be calculated in
addition, (12.18). From G, PASEk and BO the noise figure (12.31) is calculated.

Figure 12.12b shows a typical result of a noise figure characterization. We
find a noise figure of NF D 7 dB for low input powers. The noise figure in-
creases for increasing input powers due to the associated decrease in single-pass
power gain. Commercially, SOAs are available with noise figures in the region of
NF D 5 . . . 10 dB [62, 63].

12.3.4 Gain Saturation

Since an SOA provides a limited amount of extractable power at a constant bias cur-
rent only, the gain saturates if the SOA input power is sufficiently large. To describe
the saturation power of an SOA a small-signal model is introduced in this section.

With the help of a rate equation model that governs the interaction of photons
and electrons inside the active region, the so-called saturation input power is calcu-
lated. The saturation input power of an SOA describes the input power at which the
unsaturated single-pass power gain reduces by 3 dB. In this section, the rate equa-
tions are specified heuristically by considering the phenomena through which the
number of carriers changes with time inside the active volume. The dominant pro-
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cess is the electronic carrier injection and the resultant effective carrier lifetime �c,
i.e., the time for an interband transition. Under steady state operation, the injection
and relaxation of carriers are in equilibrium and occur on a nanosecond to hun-
dreds of picoseconds time scale. Intraband phenomena which can also contribute
to gain saturation are disregarded here, but are considered in the following section
on “SOA dynamics.” The model can be considerably simplified by assuming an
SOA input signal with a pulse width �p much longer than the effective carrier life-
time �c � 1 ns. Then, the intraband dynamics of carriers (leading to an effective
intraband relaxation time �intra/ can be neglected since the associated intraband re-
laxation time scale is typically in the range of hundreds of femtoseconds up to a few
picoseconds. The assumption �p � �c � �intra is typically justified for steady-state
(continuous wave) or low bitrate (large pulse width) operation. Furthermore, longi-
tudinal and transverse carrier diffusion is neglected, and a uniform distribution of
the bias current I across the active region is assumed [64].

Equation (12.33) relates the temporal change of the carrier density N to the car-
rier injection rate I=e per active volume V D CL D wdL (waveguide cross section
area C , active region length L) and to the carrier recombination rates Rc and R0

s,
which are due to spontaneous recombination (radiative and nonradiative [65]), and
to stimulated (radiative) transitions, respectively. The stimulated recombination rate
due to the amplification of the signal is Rs, and the recombination rate due to ASE
noise is RASE. The quantity �c is the so-called effective carrier lifetime, vg the group
velocity, g the net power gain and S 0 the total photon density. The total photon den-
sity S 0 consists of the signal photon density S and the ASE photon density SASE.
Because of charge neutrality, the carrier density N represents both, the electron and
the hole concentration. Further, it needs to be mentioned that vgg D G0 is the gain
rate. The carrier rate equation reads

dN

dt
D I

eV
� Rc � R0

s D I

eV
� N

�c
� �g�gS

0;

R0
s D Rs CRASE; S 0 D S C SASE: (12.33)

We assume that the net power gain g [1=cm] linearly depends on the density of car-
riers injected from an external current supply. The quantity a is the differential gain,
and Nt is the carrier density at transparency. The net power gain can be approxi-
mated by

g � dg

dN
.N �Nt/ D a.N �Nt/; a D dg

dN
: (12.34)

This linear relation is a good approximation at a wavelength corresponding to the
gain peak of the SOA [64]. If the SOA is operated at other spectral positions inside
its gain bandwidth, (12.34) can be replaced by a polynomial model with quadratic
and cubic dependencies on the carrier density and wavelength [16, 51].

Saturation Input Power For small input signal powers, the output power of an
amplifier depends linearly on the input power if we disregard noise as is the case
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for the following. Beyond the so-called saturation input power, the output power
increases sublinearly (it “saturates”) because the power gain starts decreasing (“gain
suppression”). Gain suppression is explained by the fact that the carrier injection rate
which is fixed by the external current source sets a limit to the number of electron–
hole pairs that can possibly recombine per time. Therefore, the rate of generated
photons is also limited.

Using (12.34) and rewriting the total photon density S averaged over the active
volume in terms of an average optical power P D ShfsvgC , the relation (12.33)
can be written as

dN

dt
D I

eV
� N

�c
� �gvgS D I

eV
� N

�c
� � a.N �Nt/

P

Chfs
: (12.35)

Equation (12.35) is solved for a time-independent carrier concentration dN=dt D 0

by

N D �cI

eV

Ps

Ps C P
CNt

P

Ps C P
; Ps D Chfs

a� �c
: (12.36)

Substituting (12.36) in (12.34) modifies (12.16) to

dP

dz
D � a

�
�cI

eV
�Nt

�
Ps

Ps C P
P D �g.P /P; g.P / D a

�
�cI

eV
�Nt

�
Ps

Ps C P
;

dP

dz
D �g0

Ps

Ps C P
P; g D g0

1

1C P
Ps

; g0 D a .N0 �Nt/ ; N0 D �cI

eV
;

g D g0
1

1C S
Ss

D g0

1C "cS
; "c D 1

Ss
D vga�c:

(12.37)

For small input powersP 
 Ps, the quantities g0 andN0 represent the net gain and
the average carrier concentration in analogy to the more general relation (12.34).
From (12.37), it can be seen that the parameter Ps is the power level at which the
power-dependent net gain g D g.N / D g.N.S// is half of its unsaturated value g0.
As an alternative to the saturation power Ps, the nonlinear gain compression factor
"c (the inverse saturation photon density Ss/ can be used, which then transforms
(12.35) into

dN

dt
D I

eV
� N

�c
� vg�gS D I

eV
� N

�c
� vg�

g0S

1C "cS
: (12.38)

Equation (12.37) can be solved by employing the boundary conditionsP.zD0/DPin

and P.z D L/ D Pout, and substituting the single-pass power gain G from (12.18)
and the unsaturated single-pass power gain G0,

Pout

Pin
D G D G0 exp

�
�.G � 1/Pin

Ps

�
; G0 D exp .� g0L/ : (12.39)
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From (12.39), we see that as long as the SOA output power GPin with G � 1 is
much lower than the saturation power, GPin 
 Ps, the first exponential term in
(12.39) is close to one and the amplifier gain is almost G0. However, when the
output power exceeds the saturation power, the amplifier gain decreases. The input
P sat

in and output P sat
out D .G0=2/ P

sat
in saturation powers, for which the unsaturated

single-pass power gain is halved, can be calculated to be

P sat
in D 2 ln 2

G0 � 2
Ps D 2hfs ln 2

G0 � 2

C

�

1

a

1

�c
; (12.40)

P sat
out D G0 ln 2

G0 � 2
Ps D hfs ln 2G0

G0 � 2
C

�

1

a

1

�c
: (12.41)

The saturation input or output powers can be easily determined from a single-pass
power gain measurement. Typical values for the saturation input power are �15 dBm
to 0 dBm depending on the unsaturated single-pass power gain and the saturation
power of the device.

Unlike linear SOAs, nonlinear SOAs are optimized for very low input saturation
powers. This helps in performing all-optical switching at highest-speed with low
input powers. By using ideal nonlinear configurations, low optical switching powers
of �17:5 dBm or 0.45 fJ=bit at 40 Gbit=s are recorded [66].

12.3.5 SOA Dynamics

For a linear amplifier, the gain does not depend on the amplifier input power if
it is much smaller than the input saturation power P sat

in . Therefore, in an arbitrary
sequence of “1”s and “0”s, each bit experiences the same small-signal gain, and
there is no dependency on the bit pattern. Similarly, if multiple signals with dif-
fering wavelengths are amplified simultaneously, there is no crosstalk between the
wavelength channels. In both cases, the situation would be different if larger av-
erage input powers led to carrier depletion and therefore to a gain lower than the
small-signal gain. A series of “1”s would lead to a temporal gain decrease, and
high average input power in one wavelength channel would reduce the gain for sig-
nals at a different wavelengths. This may result in undesirable signal patterning and
wavelength channel crosstalk. It should be noticed though, that such crosstalk may
be exploited for nonlinear optical operations such as 2R [67] and 3R all-optical
wavelength conversion [68, 69], for performing logical optical operations [70] or
all-optical demultiplexing [71].

Even if the input power exceeds the saturation power P sat
in , a quasilinear oper-

ation is possible, depending on the gain dynamics and therefore depending on the
temporal change of the charge carriers. If the SOA carrier recovery between sub-
sequent “1”s is sufficiently fast, then the power gain for each “1”-bit remains the
same. On the other hand, if the amplifier dynamics are sufficiently slow, an aver-
age input power larger than P sat

in leads to a stationary gain compression. If “1”s and
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“0”s are equally distributed, the power gain would remain constant, though at a level
smaller than the small-signal gain. This is the case in, e.g., doped fiber amplifiers
which show fluorescence lifetimes of a few milliseconds [72]. Thus, such fiber am-
plifiers are successfully used in today’s fiber communications systems in which the
transmission bit period of, e.g., a 10 Gbit=s data signal is 100 ps.

In the case of an SOA, the situation is more involved since the typical gain recov-
ery time is in the order of 100 ps. Therefore, if SOAs are used to amplify high bitrate
(> 10Gbit=s) data signals, bit pattern effects and channel crosstalk will occur if the
input power exceeds P sat

in .
In the following section, the SOA gain recovery due to slow interband and fast

intraband processes is discussed.

Interband Effects Typical effective carrier lifetimes for spontaneous interband
transitions are in the range of �c D 100 ps–1 ns. Assume a pulse sequence where
the bit period is of the order of the impulse width �p which is much larger than the
effective carrier lifetime, �p � �c. If the power of an input pulse is sufficiently large
so that it reduces the SOA gain, the time to re-establish the gain to its original level
is of interest. This time is called gain recovery time and will be specified in the
following.

The SOA carrier density evolution is described by the rate equation (12.35) for
the case that only interband effects are considered. Since the carrier density N and
the net power gain g are assumed to be linearly related as in (12.34), the gain evo-
lution can be derived from (12.35) as well. To simplify the description, we combine
the effective lifetime �c for radiative and nonradiative spontaneous recombinations
with the lifetime �s0 for stimulated recombination to a total effective carrier lifetime
Q�c [73],

1

Q�c
D Rc CR0

s

N
D Rc

N
C Rs CRASE

N
D 1

�c
C 1

�s0

; Rs � S; RASE � SASE:

(12.42)

The value of Q�c strongly depends on the SOA operating point, i.e., on the carrier
concentrationN .

The effective carrier lifetime �c is determined by nonradiative recombination via
impurity levels in the forbidden band (Shockley–Read–Hall recombination, sub-
script SRH), by interband radiative spontaneous recombination (subscript sp), by
nonradiative Auger recombination (subscript Au), and by a term that takes carrier
leakage through the active region into account (subscript Leak) [51]. The terms have
the corresponding coefficients ASRH, Bsp, CAu andD

1

�c
D 1

�SRH
C 1

�sp
C 1

�Au
C 1

�Leak
D ASRH C BspN C CAuN

2 CDN 5:5: (12.43)

The dominant contribution in (12.42) strongly depends on the SOA operating point.
For short SOA lengths (no significant ASE) and zero input power (no amplified
signal), the total effective carrier lifetime Q�c is dominated by the effective carrier
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Fig. 12.13 Schematic for determining the 90–10 % gain recovery time. After an abrupt transition
from the small-signal power gain G0 to a suppressed gain Gsupp, a 90–10 % gain recovery time
�90–10 % D jt.G90 %/� t.G10 %/j measures the effective rise time of the gain back towards G0

lifetime �c D N=Rc due to spontaneous radiative and nonradiative recombinations.
For long SOA length (significant ASE) and zero input power, the ASE recombi-
nation rate RASE � SASE dominates. If an input signal is present, the stimulated
emission rate due to the signal Rs � S dominates.

From a practical point of view, the total effective carrier lifetime Q�c is not used
to determine the SOA speed limitation in system experiments. This is because the
SOA gain recovery time should also take into account the strength of gain saturation.
After an abrupt transition from the small-signal power gain G0 to a suppressed gain
Gsupp, a 90 %-to-10 % gain recovery time �90–10 % measures the effective rise time of
the gain towards G0. It is defined by the difference of the time at which the actual
gain is G90% D G0 � 0:9.G0 �Gsupp/ and the time where the gain is re-established
to G10% D G0 � 0:1.G0 �Gsupp/.

The gain recovery time �90–10 % D jt.G90%/ � t.G10%/j (see Fig. 12.13) is re-
lated to the total effective carrier lifetime. In detail, one finds [73]

�90–10 % � Q�c ln

�
ln.0:1C .0:9Gsupp=G0//

ln.0:9C .0:1Gsupp=G0//

�
;

lim
G0
9Gsupp

�90–10 % D Q�c ln

�
ln 0:1

ln 0:9

�
� 3 Q�c:

(12.44)

From (12.44), it can be seen that the gain recovery time depends on the degree
of gain suppression. A short total effective carrier lifetime implies faster gain re-
covery, while a larger gain suppression G0=Gsupp leads to a slower recovery. For
G0=Gsupp � 9, �90–10 % approaches 3 Q�c.

Ordinarily, the gain recovery time is in the range of a few picoseconds (ps) up
to several hundreds of ps. It has been found that a couple of mechanisms can be
used to reduce this gain recovery time for an SOA. For example, a bias current in-
crease reduces the recovery time because the increase in the carrier number leads to
a largerRc [74]. For a constant net gain g, an increase in the device length increases
the power gain G D exp.� gL/. Therefore, the spectral density of the ASE noise
(12.25) increases, and the resulting larger recombination rate RASE � SASE � �ASE
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Fig. 12.14 Gain as a function of time and explanation of intraband effects, modified from [80].
a Gain suppression due to spectral hole burning and two-photon absorption. Gain recovery is
caused by carrier heating, carrier cooling and carrier injection. b The corresponding energy versus
the density of electrons N per energy interval in the conduction band

(12.42) reduces the recovery time [75, 76]. Another technique to reduce the re-
covery time is the use of a holding beam to enhance the stimulated emission rate
Rs [74, 77]. Further, the SOA material properties are often tailored by n-doping or
p-doping of the active region to increase Rc [78].

In recent years, it was found that the use of quantum-dots in the active SOA
region can also reduce the recovery time down to a few ps. The QDs are embedded
in a so-called wetting layer which acts as a carrier reservoir for the QD states [6, 41].
In principle, by a proper population of the reservoir states, the fast refilling of QD
states from the wetting layer dominates the gain recovery process. The refilling of
wetting layer states follows the physics as discussed above and is ultimately limited
by the supply rate of carriers through the injection current.

Intraband Effects Fast intraband transitions come into play if pulses with a dura-
tion shorter than the effective carrier lifetime �c are investigated. Intraband effects
are characterized by a nonequilibrium carrier distribution within the bands, whereas
interband effects are characterized by a nonequilibrium carrier distribution between
the conduction and the valence band.

Before an optical pulse is launched to a forward-biased SOA, the CB and VB
carriers inside each band are in equilibrium, Fig. 12.14b, and follow a Fermi–Dirac
distribution. When an optical beam with a short duration (few ps) is launched in
the SOA, CB electrons at the appropriate photon energies are depleted because of
stimulated recombinations [80–82]. Therefore, at these photon energies, the carrier
number and consequently the gain is reduced, Figs. 12.14a and 12.13. A (nearly
symmetrical) spectral “hole” is “burned” into the carrier distribution, and therefore
this effect is called spectral hole burning (SHB). It is an ultra-fast effect on a time
scale of a few femtoseconds (fs).

In addition, pairs of photons are absorbed, a process which generates an electron–
hole pair. For this so-called two-photon absorption (TPA), the sum of the two photon
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energies is larger than the bandgap energy. The TPA-generated free carriers absorb
light (free carrier absorption, FCA) [73] and move to higher energy states within
the same band. SHB, TPA and FCA alter the carrier distributions from intraband
equilibrium to nonequilibrium, so that the Fermi–Dirac distribution function is not
applicable any more. SHB eliminates carriers which need to be refilled by carrier-
carrier scattering from higher energy states, so that the carrier distributions flatten
out and the effective carrier temperature rises. Furthermore, carriers hotter than the
average are added by TPA and FCA, thereby additionally increasing the average
carrier energy beyond the one associated with the lattice temperature [51]. The pro-
cess is named carrier heating (CH in Fig. 12.14a) and occurs on a time scale of
100 fs, e.g., 78 fs in a 1.55 µm bulk SOA or 95 fs in a 1.3 µm bulk SOA have been
reported [15]) named the SHB relaxation time �SHB. The hot carriers cool down
(carrier cooling (CC) in Fig. 12.14a) by carrier-phonon scattering on a time scale of
up to several ps characterized by a CH relaxation time �CH (e.g., 700 fs in a 1.55 µm
bulk SOA or 1000 fs in a 1.55 µm MQW SOA [15]). Finally, carrier injection fills the
depleted states on a nanosecond scale (CI in Fig. 12.14a) until the initial intraband
equilibrium state is eventually reached. The associated time constant is the effective
carrier lifetime �c.

In the following, we incorporate short-time intraband carrier effects into a theory
of the SOA carrier dynamics. We distinguish two cases related to the pulse width
�p. First, if the pulse width is smaller than the effective carrier lifetime �c and larger
than the effective intraband relaxation time �intra, then on the scale of the pulse width
the intraband effects occur instantaneously. We include the various intraband effects
phenomenologically by a gain compression that becomes the more pronounced the
larger the photon density S is, see (12.37). Second, if the pulse width is comparable
to the effective intraband relaxation time, intraband memory effects must be taken
into account by rate equations.

Case 1, �c � �p � �intra Here, we consider saturation by SHB and CH with its as-
sociated relaxation times [81, 83, 84]. For this case, the nonlinear gain compression
factor "c for interband effects in (12.37) is supplemented with the corresponding
factors "SHB and "CH for SHB and CH [81, 83, 84],

g D g0

1C ."c C "SHB C "CH/S
: (12.45)

The rate equation (12.35) for the time dependence of the carrier density N is then
modified by the power-dependent net gain g.S/ from (12.37) in analogy to (12.38),

dN

dt
D I

eV
� N

�c
� vg�gS D I

eV
� N

�c
� vg�

g0S

1C ."c C "SHB C "CH/S
:

(12.46)

This approach is often used to model the behavior of the SOAs dynamic in system
experiments for up to 100 Gbit=s on-off keying data signals.
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Case 2, �p � �intra Now, the data pulse width of interest is in the order of the
effective intraband relaxation times [83]. Intraband effects modify the modal gain
from �g.N.t// D �g.t/, see (12.34) and (12.37), to �gtot.t/, so that the time-
dependent single-pass power gain now reads

G.t/ D exp

0
@�

LZ
0

gtot.t/dz

1
A D exp .� gtot.t/L/ ; (12.47)

and (12.35), (12.38) changes to

dN

dt
D I

eV
� N

�c
� vg�gtotS: (12.48)

It is convenient to introduce a dimensionless gain coefficient htot.t/, which is
expressed as a sum of the bias-dependent interband term h.t/ D �g.t/L and the
additional contributions of SHB and CH to the compression of the gain,
�hSHB.t/ D ��gSHB.t/L and �hCH.t/ D ��gCH.t/L, respectively. Follow-
ing [73, 83], we write for htot.t/

htot.t/ D �

LZ
0

gtot.t/dz D �gtot.t/L D h.t/C�hSHB.t/C�hCH.t/;

G.t/ D exp .htot.t// :

(12.49)

The time-dependence of the integrated modal gain h.t/ for the interband effects is
determined as before by the dynamics of the carrier density N which is given by
(12.35). The corresponding rate equation for h.t/ is derived by starting from the
time-dependent rate equation for the carrier density N (12.35). We substitute N by
the net power gain g from (12.34) and integrate the resulting differential equation
for the modal gain �g over the SOA length L. We then rewrite the differential
equation for the spatially dependent power (12.16) in terms of the photon density S ,
where the total gain gtot replaces g which is determined by interband effects only.
After an integration over the SOA length, we end up with a differential equation for
h.t/. Having introduced the SOA input photon density S D Sin.t/ and the nonlinear
gain compression factor "c D vga�c from (12.37), we find

�c
dh.t/

dt
D h0 � h.t/ � .G.t/ � 1/ "cSin.t/; h0 D �g0L;

dS.z/

dz
D �gtotS.z/;

Sout.t/ D S.t; L/ D G.t/S.t; 0/ D G.t/Sin.t/;

LZ
0

�gtotSdz D .G.t/ � 1/ S.t; 0/: (12.50)
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The rate equation for h.t/ can be directly compared to (12.33) and (12.35). Via
(12.34), the proportionality h � g � N holds, and h0 � g0 � N0 � I is con-
nected to the fixed bias current I . The induced emission term incorporates all gain
compression effects in its total power gainG.t/. If for a small integrated total modal
gain htot 
 1 the approximationG.t/ � 1 D exp .htot.t// � 1 � htot.t/ holds true,
the photon density S.z/ does not significantly change along z. Therefore, the inte-
gral over z need not to be executed, and an approximation to (12.50) follows directly
by substituting (12.33) in (12.48).

The intraband effects are described by nonlinear gain compression factors "SHB

and "CH for SHB and CH, respectively. Conduction band carriers are considered,
and effects such as TPA and FCA are neglected. Using the SHB relaxation time
�SHB and the CH relaxation time �CH, we write, following [51, 73, 82, 83],

�SHB
@�hSHB

@t
D ��hSHB � .G.t/ � 1/ "SHBSin.t/ � �SHB

�
@�hCH

@t
C @h

@t

�
;

(12.51)

�CH
@�hCH

@t
D ��hCH � .G.t/ � 1/ "CHSin.t/: (12.52)

Carrier heating due to an input impulse Sin, which instantaneously burns a spectral
hole, reduces the integrated modal gain by j�hCHj according to (12.52); j�hCHj then
relaxes back to zero due to carrier cooling on a time scale �CH. On the other hand,
the spectral hole burned by the input impulse reduces the integrated modal gain
by j�hSHBj according to (12.51); j�hSHBj then relaxes back to zero due to carrier
heating on a time scale �SHB. If carrier cooling has a small effect, this relaxation time
is large (see last but one term in (12.51)). The same is true if carriers are injected at
a low rate only, (see last term in (12.51)).

12.3.6 Alpha-factor

So far, the alpha-factor was assumed to be time-independent. This implies that at
the time scale considered in (12.7), refractive index changes and gain changes were
identically related to a carrier concentration change. Following a carrier depletion,
the total number of carriers recovers on a time scale fixed by the external injection
rate, and so does the refractive index nN . However, as was discussed in the pre-
vious section, there are various time scales for gain recovery. As a consequence,
the alpha-factor becomes time-dependent and is renamed to be an effective time-
dependent alpha-factor ˛eff.t/. This approach is contrary to most publications in
which the alpha-factor is tacitly assumed to be constant in time. For linear low data
rate applications, e.g for a 10 Gbit=s fiber-to-the-home (FTTH) reach extender, this
approximation is good enough. However, for describing SOAs at highest data rates
(> 100Gbit=s) and smallest pulse widths, the time-dependent alpha-factor approach
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Fig. 12.15 Schematic of the heterodyne pump-probe setup. Short pulses are generated by an op-
tical parametric oscillator (OPO) and split into pump, probe and reference pulses. Probe and ref-
erence pulses are tagged by a frequency shift fprb and fref, respectively, which is induced by
acousto-optic modulators (AOM). A strong pump pulse drives the SOA into its nonlinear regime.
A weak pulse probes these nonlinearities in gain and phase. After the device under test (DUT),
the pulse train is split and recombined in a Michelson interferometer with unbalanced arm lengths
such that the resulting probe-reference beat signal with frequency fref � fprb can be detected in
amplitude and phase by a lock-in amplifier

offers higher accuracy. More details on time dependency and modeling of the effec-
tive alpha-factor for wavelength conversion can be found in [85]. Typical reported
values for SOAs are in the range of ˛ D 0–2 for QD SOAs and ˛ D 2–8 for QW or
bulk SOAs.

In the following, we discuss the time dependence of the SOA phase change
��.N.t// resulting from carrier and subsequent gain changes. Starting from the
definition (12.7) and in the spirit of the previous section, we interpret the integrated
modal gain change ��gL as the change �htot.t/ of the time-dependent integrated
modal gain htot.t/ in (12.49). In analogy to (12.20), we write

�'.t/ D ˛eff.t/��gtot.t/L=2 D ˛eff.t/�htot.t/=2; ��gtot.t/L D �htot.t/:

(12.53)

The time-dependent effective alpha-factor is defined as

˛eff.t/ D 2�'.t/

�htot.t/
D 2�'.t/

� .lnG.t//
: (12.54)

A detailed discussion of the constituents of ˛eff.t/ comprising SHB (˛SHB), car-
rier heating (˛CH) and band-filling (˛), and the respective changes of the refractive
indices �nSHB, �nCH, �n together with the changes in the gain �gSHB, �gCH,
�g is found in [85]. The contribution ˛SHB is almost zero since SHB produces
a nearly symmetrical spectral hole centered at the signal wavelength, so that the
Kramers–Kronig integrand becomes antisymmetric around the operating frequency,
and the Kramers–Kronig integral remains small. The contribution ˛CH may be ap-
proximated by a constant [51]. The band-filling term ˛ finally shows a more com-
plicated behavior, and it strongly depends on the signal wavelength as well as on
the carrier density N . An appropriate parameterization to model this alpha-factor
as a function of wavelength and carrier density may be found in [85]. In summary,
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Fig. 12.16 Time evolution of a gain suppression G=G0 and b phase dynamics of a typical QD
SOA device. The fit (solid line) well reproduces the measured data (gray dots). The model assumes
a fast process (dashed line), a slow process (long-dashed line) and instantaneous two-photon ab-
sorption (TPA, dash-dotted line) [41]

it is to be expected that initially the alpha-factor is small due to SHB, and that it
increases for larger times.

Pump-Probe Measurement Setup and Results For determining gain and phase
recovery times of an SOA, a heterodyne pump-probe technique with subpicosecond
resolution has been employed as shown in Fig. 12.15 [41].

Pulses with a full width half maximum (FWHM) of 130 fs are generated by an
optical parametric oscillator (OPO) and split into pump, probe and reference pulses.
Probe and reference pulses are tagged by frequency shifts fprb and fref, respectively,
which are induced by acousto-optic modulators (AOM). The pulse repetition rate
is 80 MHz. The pulses are coupled into a polarization-maintaining (PM) fiber, from
where they are launched into the SOA. First, the weak reference pulse is guided
through the unperturbed device under test (DUT). Next, a strong pump pulse drives
the SOA into its nonlinear, gain-depleted regime. A weak pulse probes these non-
linearities in gain and phase. After the device, the pulse train is split in a Michelson
interferometer with unbalanced arm lengths. Both copies of the pulse train are then
superimposed in such a way that the reference pulse leaving the long arm coincides
with the probe pulse leaving the short arm. Because of the respective frequency
shifts, the lock-in amplifier detects amplitude and phase of the photodiode current
at the difference frequency fref � fprb. By varying the optical delay between 10 ps
and 300 ps, the temporal evolution of gain and phase can be measured.
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Fig. 12.17 Dependence of
effective 90–10 % power gain
and phase recovery time on
input power and bias current
density. The phase recovery
is dominated by the slow
process. The gain recovery is
fastest for a low input power
and high current densities [41]

The typical gain and phase dynamics of an SOA (in this case, especially a QD
SOA) are shown in Fig. 12.16. However, in pump-probe experiments, the num-
ber of measurable time constants is limited by temporal resolution and by noise.
Therefore, it is only possible to draw conclusions regarding the dominant relaxation
processes, the time dependence of which is usually approximated by an exponential
function.

Figure 12.16 shows the gain and phase dynamics of a QD SOA. Here, two pro-
cesses with different relaxation times are found: A fast one associated with the quan-
tum dot carrier capture time �1 in the order of a few ps, and a slow one associated
with the wetting layer capture time �2 in the order of several hundred ps. Both pro-
cesses influence the material gain and the phase change simultaneously, but with
different magnitudes.

As discussed in Fig. 12.13, the 90 %-to-10 % recovery time �90–10 % of the power
gain after a gain compression is a useful metric. In Fig. 12.17, the dependence of
�90–10 % on pump power and bias current density is displayed. The phase recovery
is clearly dominated by the slow process. It shows an effective recovery time of
hundreds of picoseconds and cannot be improved considerably by changing the in-

Fig. 12.18 Time-dependent effective alpha-factor for an SOA, here for a QD SOA. The dynamic
response of the first 10 ps is governed by fast QD refill processes with an alpha-factor close to zero.
Later on, the depleted reservoir states lead to an alpha-factor, which remains at a high level until
the reservoir is slowly refilled by externally injected carriers [41]
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put power or the bias current density. The gain recovery is considerably faster. The
associated effective time constant increases with input power, because the gain de-
pletion is much stronger, but it rapidly decreases for higher bias current densities,
as the capture efficiency of the QD states becomes larger.

Eventually, the slowest gain recovery time in an SOA, namely, the refilling of the
carriers from an external current supply, limits the linear amplifier speed in a data
communication system.

From the pump-probe measurement results, we know that in a QD SOA fast
and slow processes influence the material power gain and the phase dependence
simultaneously, but with different magnitudes: The material power gain depletes
strongly, but recovers fast. In contrast, the phase recovers slowly. Therefore, the
effective alpha-factor changes with time, see Fig. 12.18 [41]. The alpha-factor of the
first 10 ps is governed by the refilling of the depleted QD states from the reservoir.
This depletion can be described as an SHB process with an alpha-factor close to
zero. The depleted reservoir states lead to an increased alpha-factor (t > 20 ps)
which remains large until the reservoir states are slowly refilled by external carrier
injection.

12.4 Linear SOAs in Optical Networks

In this section, we discuss the influence of SOA parameters and their relevance in
optical networks. The limitations for signal amplification with an SOA are outlined
for on-off keying (OOK) and phase-shift keying (PSK) modulation formats. Mea-
surement results of the input power dynamic range (IPDR) for 2.5 Gbit=s, 10 Gbit=s
and 40 Gbit=s OOK and for 28 GBd differential quadrature PSK (DQPSK) data sig-
nals are presented. Finally, the use of an SOA as a reach extender in an access
network is demonstrated.

12.4.1 Parameters of SOAs for Network Applications

Reach extenders in future access networks require linear SOAs. In order to get linear
amplification across the largest possible spectral range parameters such as power
gain, noise figure, saturation power, SOA dynamics as well as the alpha-factor need
to be optimized.

Important Parameters of a Linear SOA for Access Networks The required SOA
single-pass power gain G strongly depends on the SOA position in the network and
the network topology itself. However, an unsaturated gain G0 exceeding 10 dB is
ordinarily sufficient to extend the power budget of the network enabling an extended
reach from 20 km to 60 km or an increased split ratio in a PON access network from
1 W 16 to 1 W 128.
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The noise figure NF should be as small as possible for amplifying the usually
low input power levels. An NF around 5–6 dB is achievable today in commercial
devices.

The saturation input power P sat
in should be as high as possible. This way, satura-

tion of the amplifier can be avoided as well as patterning and interchannel crosstalk.
A large saturation input power is of particular importance for an upstream reach-
extender amplifier where data signals from the customer locations are sent to the
central office. Due to the distance variations of the customer locations, the power
at the SOA input varies. For future networks [2] input power variations in the order
of > 40 dB are envisaged. Therefore, an SOA requires a large input power dynamic
range (IPDR) to cover these distance variations of the customer locations.

The 90 %-to-10 % gain recovery time is of limited interest since the SOA is op-
erated in the linear gain regime to avoid gain saturation.

Lastly, a small alpha-factor has advantages as well. It guarantees that there are
little if no phase variations upon a change in the gain. This way, a transition from
one point in the constellation diagram to another will not be accompanied by phase
changes. This is of particular importance for networks with PSK modulation formats
since PSK encodes the information on the phase only, but amplitude transitions from
one symbol to the other still might go through the constellation zero [86–88].

Influence of Dimensionality of the Electronic System on the Linearity of an
SOA With respect to their suitability for a linear amplifier, we now compare the
parameters such as gain, noise figure, saturation input power, SOA recovery time
and alpha-factor for the mature bulk SOA and QW SOA technologies, along with
the relatively novel QD SOAs. This is done from a theoretical point of view as based
on the equations given in the Sect. 12.3, but also relying on experimental studies
performed in recent years [2, 4, 6, 33, 41, 84–88].

The single-pass power gainG of both bulk and QD SOAs can be made compara-
ble, though their lengths, however, are quite different. This can be understood from
the definition of power gain G (12.18) and net power gain g (12.34)

G D exp.� gL/ D exp Œ� a.N �Nt/L� : (12.55)

Thus, the power gainG of an SOA depends on the carrier densityN , the differential
gain a, the amplifier length L and the confinement factor � (12.10). While quite
a few sources state that the differential gain of the different devices is comparable
with a� 2�10�20 m2 [6, 89], the confinement factor is not. The confinement factor
of a QD SOA is in the order of 1% per layer [43] and in the order of 20–50 % in
bulk and QW SOAs [43]. However, this typically is compensated by stacking QD
layers (5–15 layers are typical), and by making QD SOA devices longer. Typically
QW and bulk SOA lengths are in the range 0.5–1 mm and thus have about � 25%
of the length of a QD SOA (2–4 mm).

One disadvantage of QD SOAs is that they show large PDG of up to 10 dB.
However, this PDG can be eliminated with a polarization diversity schemes.

In theory, the noise figure NF of a QD SOA should be better than the noise figure
of a bulk SOA. Equations (12.56) actually shows that the NF of an SOA basically
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depends on the inversion factor nsp and the power gain G,

NF D 10 log10

�
1

G
C 2nsp

G � 1

G

�
: (12.56)

While the gain of a bulk and a QD SOA could be made similar, the (population)
inversion factor of a QD SOA is close to ideal (nsp � 1). This is due to the carrier
reservoir (wetting layer) in QD SOAs which allows an efficient filling of the QD
states even for the low current densities compared to the bulk SOA. In practice,
however, a typical noise figure of a QD SOA is in the order of 5 dB [33], a number
which is comparable to the noise figure of the best bulk and QW SOAs [4].

The saturation input power P sat
in (see (12.57)) of an SOA depends on the modal

cross section C=� , the differential gain a and the effective carrier lifetime �c if only
interband effects are considered,

P sat
in D 2hfs ln 2

G0 � 2
C

�

1

a

1

�c
: (12.57)

• Large values of P sat
in are achievable with a large modal cross section. QD SOAs

intrinsically offer large C=� of, i.e., 6 � 10�13 m2, for example, [90], due to
their low optical confinement factor � of 1 % per layer. However, it needs to
be mentioned that also broad-area structures with bulk active media are reported
to have large values of P sat

in , where a small � increases the saturation power as
well [49].

• Low differential gain a also contributes to large saturation powers. In theory, a is
expected to increase if the dimensionality of the electronic system of the active
medium reduces [14]. This is, i.e., in QD active regions due to the delta-function
like density of states which should lead to quite a strong change in the gain even
for small carrier density variations. However, in practice, the differential gain of
QD SOAs are not as large because the size of quantum dots varies significantly,
and the QD energy states are thus spread across a larger spectral range. It needs
to be mentioned that the experimental results for the differential gain a for QW,
bulk and QD SOAs are comparable for the time being, and it is still a research
topic to compare actual devices in terms of the differential gain.

• An effective carrier lifetime of �c� 100 ps–1 ns is similar for QD, QW and bulk
SOAs. The effective carrier lifetime �c is related to the total effective carrier life-
time Q�c which influences the 90 %-to-10 % gain recovery time. Therefore, a speed
enhancement of SOA devices is achieved with an increase in bias current or with
a lifetime doping in bulk SOA and an associated reduction in �c. Further, longer
SOA are preferable since the higher number of photons in the active medium
causes the total effective carrier lifetime Q�c to decrease [91].

• It needs to be mentioned that the characteristic time in the saturation power rela-
tion changes for a QD SOA if ultra-fast effects are considered and a full popula-
tion inversion (high number of carriers in the reservoir states) is assumed. Then,
�c has to be substituted by the carrier capture time �1� 1–10 ps from the wetting
layer (reservoir states) into the QD states (see Sect. 12.3.6 “pump-probe measure-



552 R. Bonk et al.

ment setup and results”), and �1 � �SHB � "SHB has to be associated with the
SHB relaxation time. The significant reduction of this characteristic time causes
QD SOA saturation powers to be larger by factors 30–100 (continuous wave ap-
plications) or 5–10 (50 ps pulse width applications) than for bulk SOAs [84].

The phase change at the output of an SOA�' depends on the confinement factor
� , the net power gain change�g, the device length L and the SOA alpha-factor ˛

�'.N/ D ˛��gL=2: (12.58)

Typically, in bulk or QW structures, a high confinement factor and an alpha-factor ˛
of value 2–8 are observed. Contrary to that, QD SOAs with a population inversion
of nsp D 1 have an alpha-factor ˛ � 0 mostly due to SHB, so that gain change and
phase change are decoupled. Here, no or only small phase changes are imposed on
the signal. This makes the QD SOA a promising device for linear amplification, i.e.,
for amplification without phase or amplitude distortion.

Recent publications of novel columnar QD SOA structures also report the possi-
bility to observe a considerably high alpha-factor. Such devices have been success-
fully used to achieve high-speed wavelength conversion and regeneration [92].

It can be concluded that, in general, the use of QD SOA is advantageous for linear
applications. However, it needs to be mentioned that a well engineered bulk or QW
SOA could be better than its QD SOA counterpart [93].

12.4.2 Linear Amplification Range

The capability of an SOA to perform linear amplification is limited to input signals
that do not exceed a lowest and a highest input power level, independently of the
modulation format, the symbol rate or the number of wavelength channels.

For low input signal powers, error-free amplification (with signal quality Q2 D
15:6 dB corresponding to a bit error probability (BER) of 10�9) becomes an issue.
The limitations are due to amplified spontaneous emission (ASE) noise which is al-
most independent of the signal input power (for low SOA input powers). Therefore,
if the input power decreases while the ASE remains constant, it will lead to a poor
optical-signal-to-noise ratio (OSNR) for input signal powers that decrease below
a certain value. An example of such OSNR limitation is presented in Fig. 12.19a for
on-off keying (OOK) and quadrature phase shift keying (QPSK) modulation for-
mats. The eye diagram of the 10 Gbit=s return-to-zero (RZ) OOK single channel
signal shows strong noise on the one and zero level indicating degraded eye quality.
Further, the constellation diagram of the 20 GBd (40 Gbit=s) QPSK single channel
signal shows a symmetrical broadening of the constellation points which causes an
increase of the error-vector-magnitude (EVM).

For large input powers, limitations occur as well. In this case, the strong input
powers will induce gain suppression, leading to amplitude patterning and induces
phase changes between subsequent bits. For example, the OOK format shown in



12 Linear Semiconductor Optical Amplifiers 553

Low OSNR Large Input PowerOptimum Amplification
R

Z-
O

O
K

N
R

Z-
Q
P

S
K

a b c

Fig. 12.19 Eye diagrams and constellations showing the limitations for linear amplification of data
signals. a–c show the eye diagrams for a 10 Gbit=s RZ-OOK signal as well as the constellation
diagrams of an NRZ-QPSK signal. In a, the input signal into the SOA is very low, resulting in
a bad OSNR level at the output of the amplifier. In b, error-free amplification of the data signal is
observed, whereas in c, for high input powers, patterning effects due to compression of the gain
occur and distort the OOK signals. In QPSK signals, the phase change induced by a refractive
index change within the SOA causes a rotation of the constellation points

Fig. 12.19c shows patterning. Such patterning is manifested by overshoots in the
eye diagram and could lead to signal quality degradations. Patterning is seen when
subsequent ones experience different power gains which happens when the recov-
ery time between bits is comparable or exceeds the bit-slot duration. Since typical
SOA recovery times are in the order of a few tens to hundreds of picoseconds, sig-
nal degradations are already visible at bitrates of a few Gbit=s. At highest input
powers, even PSK encoded signals can degrade. The signal degradation by ampli-
fication of PSK signals is caused by SOA induced phase changes, as may be seen
in Fig. 12.19c. The degradation has its origin in the fast amplitude transitions that
a PSK signal will undergo when switching from one symbol to another. These tran-
sitions may even go through the constellation zero. Such transitions then introduce
fast gain changes which induce carrier density variations and therefore cause re-
fractive index changes and phase errors. SOAs with lower alpha-factors induce less
amplitude-to-phase conversion, and therefore show higher resilience with respect to
phase errors. If higher orders of advanced modulation formats are used, e.g., 16-
QAM, phase errors are accompanied by amplitude errors. This is due to the fact
that the power gain for the three different amplitude levels in a 16-QAM signal is
different leading to magnitude errors due to gain saturation [88].

The situation where the input signal power is neither too low nor too high is
shown in Fig. 12.19b.

If more wavelength channels are involved, cross-gain modulation (XGM) and
cross-phase-modulation (XPM) can cause signal quality degradations by interchan-
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Fig. 12.20 Setup for measuring Q2-factors of data signals after amplification in an SOA

nel crosstalk. Such distortions are only relevant if one of the channels is operated in
saturation.

The range of input powers for error-free amplification is called input power dy-
namic range (IPDR).

12.4.3 SOA Dynamic Range for Different Modulation Formats

In this section, we discuss the input power dynamic range (IPDR) for different mod-
ulation formats, different speeds and different SOA types. In particular, measure-
ments are performed for on-off keying (OOK) and PSK modulations formats and
for single-channel as well as wavelength-division-multiplexing (WDM) systems. Fi-
nally, a scenario of an application with linear amplifiers and a large dynamic range
for fiber-to-the-home (FTTH) is presented.

Input Power Dynamic Range (IPDR) of OOK Signals at Different Speed The
IPDR for amplification of single and multiple data signals with a 1.3 µm QD SOA
has been studied by evaluating the Q2-factor under various input power conditions.
Experiments were performed with the setup shown in Fig. 12.20. Two decorrelated
data signals were adjusted to various power levels before launching the composite
signal into the QD SOA. After the QD SOA, one channel is blocked by a tunable
filter, while the Q2-factor of the remaining data channel is analyzed with a digital
communications analyzer (DCA). The receiver was operated at its optimum opera-
tion point, i.e., 10 dB above the sensitivity threshold of Q2 D 15:6 dB for all of the
experiments.

Two different cases in terms of power levels at the SOA input are investigated for
bitrates of 2.5 Gbit=s NRZ-OOK, 10 Gbit=s NRZ-OOK, and 40 Gbit=s RZ-OOK.
Firstly, a single data signal at a wavelength of 1310 nm is generated. Its power at the
SOA input is varied, and the quality of the received signal is measured. Secondly,
two decorrelated data signals at a wavelength of 1310 nm and 1290 nm are generated
with identical power levels at the SOA input and the same bitrates.

For the single channel case, theQ2-factor is plotted against the SOA input power,
as shown in Fig. 12.20a. Experiments have been performed with a QD SOA at
a wavelength of 1310 nm. An IPDR exceeding 25 dB has been found for all bitrates
(the gray line within the figure marks a Q2-factor of 15.6 dB) [94].
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Fig. 12.21 Q2-factor of a QD SOA versus channel input power for one and two channel systems.
a A large IPDR (horizontal gray line) between 34 dB and 25 dB is found for bitrates of 2.5 Gbit=s,
10 Gbit=s and 40 Gbit=s for the one channel case at 1310 nm. b Q2-factor for two decorrelated
data signals at 1310 nm and 1290 nm entering the SOA with equal power levels. IPDRs in the
range of 19 dB to 16 dB for bitrates of 2.5, 10 and 40 Gbit=s at 1310 nm are found [94]

At high input power levels (gain saturation), the signal quality decreases due to
patterning introduced by the slow components in the QD SOA. The slow effects are
due to the refilling of the reservoir states (wetting layer). They have a time constant
in the order of 100–200 ps. Therefore, these slow gain dynamic effects have a par-
ticular strong impact on signals with the same or shorter bit duration which means
that the signals at 10 and 40 Gbit=s are affected most. However, at 2.5 Gbit=s, the
performance is enhanced compared to 10 Gbit=s or 40 Gbit=s data rates because an
input signal can now follow the slow gain dynamics of the wetting layer.

The results of the two-channel experiments are plotted in Fig. 12.21b. The Q2-
factor is evaluated under the same operating conditions as for the single-channel
experiment, which is performed at a wavelength of 1310 nm, now under the influ-
ence of a second decorrelated data signal at 1290 nm. The IPDR exceeds 16 dB for
all bitrates. At low input powers, the signal quality is similar to what was found
for the single-channel case. Under deep gain saturation, patterning and interchannel
crosstalk degrade the signal quality. The worst-case IPDR is found at 10 Gbit=s.

Input Power Dynamic Range of PSK Signals for Different SOA Types A new
and interesting question is the ability of an SOA to amplify phase-encoded signals. It
has been suggested that the constant envelope of differential phase encoded signals
provides higher tolerance towards SOA nonlinear impairments such as cross-gain
(XGM) and cross-phase modulation (XPM) compared to on-off keying (OOK) for-
mats. Indeed, there is a higher tolerance for PSK signals, yet it has its limit once the
SOA is operated in saturation where nonlinear impairments reduce the input power
dynamics. Here, a study of the IPDR improvement for a 28 GBd NRZ-DQPSK sig-
nal amplified in a 1.5 µm QD SOA compared to a similar bulk SOA (similar in terms
of small-signal gain and OOK performance) is presented. The IPDR is defined as
the range of input power levels with less than 2 dB power penalty compared to the
back-to-back case.



556 R. Bonk et al.

Fig. 12.22 Experimental setup. Two 28 GBd NRZ-DQPSK channels are equalized and decorre-
lated using 0.5 m of fiber. The average power in both channels is varied and launched into a bulk
or QD SOA. A single channel is selected, amplified and demodulated in a DQPSK receiver (Rx),
consisting of a delay interferometer (DI) followed by a balanced detector. The electrical signal is
then analyzed using a digital communications analyzer (DCA) and a bit error ratio tester (BERT)

The IPDR for amplification of one and two 28 GBd NRZ-DQPSK data signals
is studied by evaluating the BER. The experimental setup (Fig. 12.22) comprises
two decorrelated data signals at 1554 nm (channel 1) and 1557 nm (channel 2). The
power levels of both channels are adjusted alike before launching them into the de-
vice under test (DUT). After amplifying both data signals in the DUT, the 1557 nm
channel is blocked by a tunable filter, while the BER of the remaining data chan-
nel is analyzed. The DQPSK receiver consists of a demodulator based on a delay
interferometer (DI) followed by a balanced detector and a bit-error ratio tester.

Figure 12.23 shows the power penalty as a function of the SOA channel input
power for one and two channel(s) at two specific BERs. Figure 12.23a, b shows
an IPDR improvement of the QD SOA over the bulk SOA of 5 dB for the single
channel case and > 10 dB for the two channel case at a BER of 10�3 [86–88]. Fig-
ure 12.23c, d exhibits about 6 dB IPDR improvement for the QD SOA compared
to the bulk SOA for one and for two NRZ-DQPSK channels at a BER of 10�9, re-
spectively. The full symbols correspond to the I-channel whereas the open symbols
represent the Q-channel. The QD SOA proves to have a large IPDR of about 20 dB
for BER D 10�9 and exceeds 30 dB for BER D 10�3.

The power penalty and phase errors in DQPSK systems are related. In our case,
where we use devices with similar gain saturation properties, the difference in the
performance of the QD SOA and the bulk SOA must obviously stem from the dif-
ferent amount of phase errors. The origin is found in the difference of the devices’
alpha-factors. The QD SOA clearly has a lower alpha-factor than the bulk SOA.

An Example: Power Budget from an SOA Reach Extender in an Access Net-
work The FTTH market is rapidly increasing due to a fast growing demand of high
bandwidth applications. A promising technology for fiber access systems is the gi-
gabit passive optical network (GPON). Today, it offers a physical reach of 20 km
between the central office and the customer, a split ratio of 1 W 32 and a loss budget
of 28 dB.

It would be highly desirable to expand both the reach and the split ratio in or-
der to bring costs down [94–96]. Such long-reach PONs would allow the consol-
idation of thousands of central offices to a few metro nodes. Also, split ratios up
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Fig. 12.23 Power penalty vs. channel input power levels. The input power dynamic range (IPDR)
is defined as the range of input power levels with less than 2 dB power penalty compared to the
back-to-back case. Red arrows indicate the IPDR enhancement of the QD SOA (black) over the
bulk SOA (blue). a, b the QD SOA improves the IPDR at a BER of 10�3 by 5 dB and > 10 dB
compared to the bulk SOA for one and two 28 GBd NRZ-DQPSK channels, respectively. c, d For
a BER of 10�9, the QD SOA IPDR is enhanced by 5 dB. The filled symbols correspond to the
I-channel, whereas the open symbols represent the Q-channel [86, 87]

to 128 would significantly reduce the cost per subscriber. To enable such systems,
reach extenders are needed. Especially critical is a reach extender in the upstream
path, from the customer to the central office, because – as already mentioned –
a high dynamic range is required due to the distance variations of the customer lo-
cations.

And indeed, typical extended-reach WDM/TDM GPON architectures require op-
tical amplification. This can be provided by an SOA as plotted in the GPON setup of
Fig. 12.24. This GPON setup comprises the central office (CO) with the optical line
terminations (OLT), an up to 50 km (SMF-28) fiber trunk, the amplifier extender box
with the QD SOAs, the WDM de-/multiplexer followed by a 1 W 32 passive splitter
and the optical network terminations (ONT). Four ONTs are 10 km away from the
extender box. Since the losses in the trunk and the losses in the access branch are
interrelated, we determined the acceptable losses after the QD SOA as a function of
the given losses in front of the QD SOA, both for upstream and downstream. The
losses are acceptable as long as the quality factor Q2 is better than 15.6 dB [2].

Figure 12.25a depicts the branch access loss versus the acceptable loss in the
trunk for a 1.31 µm QD SOA (blue curve), and Fig. 12.25c shows the dependence of
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Fig. 12.24 Extended WDM/TDM GPON testbed with four downstream and two upstream chan-
nels, each serving 32 subscribers with 60 km reach using QD SOA technology for bi-directional
amplification [2]

Fig. 12.25 a Access branch loss plotted against acceptable trunk losses for the upstream path for
which the BER is always better than 1 � 10�9. c Trunk loss plotted against acceptable access
branch loss for the downstream path. The OLT and ONT launch powers are 5 dBm. b and d show
the budget extension of maximal 17 dB (d) and 14 dB (b) by the QD SOA. The dynamic range
(DR) is 40 dB (b) and 34 dB (d)

loss in the trunk line as a function of the acceptable access branch loss for a 1.55 µm
QD SOA (red curve). The results with QD SOA are compared to the case without
amplification (black curves). For high losses in the order of 20 dB before the am-
plifier, the QD SOAs extend the loss budget up to 17 dB and 14 dB for downstream
and upstream, respectively. At these optimum operating points, the total accept-
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able loss after the amplifier exceeds 30 dB for downstream and upstream. There-
fore, state-of-the-art QD SOAs support a total loss budget exceeding 50 dB. The
data in Fig. 12.25 are measured with signals at 2.5 Gbit=s-NRZ (1550 nm) and at
622 Mbit=s-NRZ (1310 nm). A power of C5 dBm for each channel is launched at
the OLT and ONT, respectively. The receiver sensitivity is �33 dBm at 1.55 µm
and �31:5 dBm at 1.31 µm. Figure 12.25b, d gives insight into the dependence of
the reach extension offered by the QD SOA as a function of the loss budget. For
low losses in front of the QD SOA, the high input power causes gain saturation.
Therefore, the loss budget extension is small, but still exceeds 8 dB in the upstream
case. If the losses in front of the amplifiers are increased beyond 30 dB, then the
optical-signal-to-noise-ratio of the data signal becomes too low, and consequently
the loss budget extension decreases. The optimum loss budget extension is obtained
for losses of about 20 dB in front of the amplifier. Figure 12.25b further shows that
the 1.3 µm QD SOA offers a large IPDR of 40 dB, so that it tolerates input powers
between C5 dBm and �35 dBm with BER < 10�9. This dynamic range is large
enough to handle the total power variations by users at differently remote locations
in the network.

12.5 Commercial SOAs

SOAs have been a subject of intense research interest for many years, but it is
only recently that commercial devices have become available on the market. Whilst
EDFAs have technical advantages over SOAs as high gain (> 25 dB typical), low
noise figure (4 . . . 5 dB) and high saturation power (> 30 dBm), for a long time,
SOA gain blocks have been said to be cheaper since they require only one semicon-
ductor component. However, economies of scale enabled by mass production made
the price of the EDFA comparable to that of the SOA. It is therefore only by the
advent of important wavelength regimes outside the 1530 . . . 1560 nm EDFA gain
band, such as those needed for PONs and coarse WDM (CWDM), that significant
commercial volumes of SOAs have become available.

SOAs are delivered from companies such as CIP [97], Kamelian [98], Thor-
labs [99] or QD Laser [100], amongst others. As described in Sect. 12.2.6, commer-
cial linear SOAs are typically designed so that they are optimized for preamplifica-
tion, inline amplification or as booster amplifiers. There are also markets emerging
for reflective SOAs which are often used as reflective colorless amplifying modu-
lators for WDM-PON applications. In addition, SOAs can be integrated with other
components in a PIC (e.g., a tunable laser monolithically integrated with a booster
SOA), as sold by Oclaro [101]). The following subsections describe commercial
SOAs (Fig. 12.26 shows a packaged CIP SOA as an example) used as single-channel
40 Gbit=s signal amplifier, 10 Gbit=s WDM power booster, and the use of reflective
SOAs as a colorless modulator within WDM-PONs.

CIP’s linear SOAs are typically designed with a low confinement factor, buried
heterostructure (BH), multiple quantum well (MQW) angled facet structure. The
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Fig. 12.26 a Photograph of CIP SOA in 14-pin butterfly package, b reflective SOA in butterfly
package, and c reflective SOA in pigtailed coaxial module

SOAs are packaged with optical fibers matched to the device output spatial mode
to enable coupling losses of � 1 dB per facet. This allows low noise figures (NF)
of typically 6.5 dB. Also, the variation of the gain with the polarization of the in-
put signal (PDG) is very low across the C-band (typically < 1 dB). This makes
it attractive for use in optical networks, where usually the input signal polariza-
tion is not controlled. In addition to this, SOAs can offer a wide gain bandwidth,
making them ideal as colorless and wide band amplifier for WDM and CWDM
applications.

Another class of SOAs is the reflective SOA. These are curved waveguide devices
that are designed to work with a single fiber and can be used as gain blocks for
external cavity lasers or as colorless modulators in WDM-PON applications. These
devices are supplied either as butterfly modules for lab-based applications or as
a pigtailed coaxial module for more cost sensitive ones (see Fig. 12.26b, c).

12.5.1 SOAs for High Data Rate Signal Amplification

In today’s metro and access networks, where bands of wavelengths are transmit-
ted over tens of kilometers, SOAs can play an important role. Provided the SOA
is operated in its linear regime, not only is its gain independent of the number of
wavelengths being amplified, but also the gain is not affected by dynamic effects
of network reconfiguration or by bursty data, such as that experienced in IP packet
transmission. An amplifier with high saturation input power is therefore necessary.
A possible candidate is CIP’s linear SOA. It is a low confinement factor device opti-
mized for moderate gain in the C-band, low noise and high saturated output power.
In order to ensure the device suitability for high capacity network amplification,
a careful assessment of the amplifier characteristics versus input power must be
done.

The particular device described here (SOA-L-OEC-1550 3061) offers the char-
acteristics illustrated in Fig. 12.27 and in Table 12.2.

If we observe the close relationship between Gain and ASE profile, shown in
Fig. 12.27b, this device will offer 18 dB gain in the S-band. The NF is low in the
C-band, but expected to be higher at shorter wavelengths. The device’s PDG is be-
low 1.5 dB across the C-band and finally, the saturation output power is quite high,
even at shorter wavelengths. From Fig. 12.28, we can see that the SOA is in its
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Fig. 12.28 a SOA gain curves versus input power for 1535 (C), 1550 (open circles) and 1560 nm
(triangles) and b linearity of SOA output power versus input power in C-band, both at 20 °C and
at a bias current of 500 mA

Table 12.2 SOA CW characteristics at 1550 nm at 20 °C

Item Value Unit

Gain (G) 15.2 dB
Noise figure (NF) 6.6 dB
Polarization dependent gain (PDG) 1 dB
Saturation output power (P sat

out ) 16.2 dBm

linear regime, at 1550 nm, for input powers up to approximately 0 dBm and with
a correspondent output power of C14 dBm.

It is interesting to note how the system performance at 40 Gbit=s varies in terms
of BER, sensitivity and Q-factor as a function of input power to the SOA to study
the effects of SOA saturation as shown in Fig. 12.29.
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Fig. 12.29 a System sensitivity and Q versus SOA input power and b Q performance and CW
SOA gain versus SOA input power

Fig. 12.30 From left to right, 40 Gbit=s eye diagrams for a system with a no SOA and b with SOA
(SOA Pin D 5 dBm)

The best system performances are achieved when the SOA is over 2 dB in satu-
ration (Pin D 2:5 dBm) with a total SOA output power Pout D 15 dBm. The
system is still error free for SOA Pin D 12:5 dBm (corresponding to an SOA
Pout D 18:4 dBm) when the SOA is deeply saturated. For low input power (when
Pin 
 saturation input power), the system Q increases in direct proportion to the
signal power. As the power increases, the contribution from the SOA to the overall
OSNR becomes insignificant and the Q-factor does not follow the increase in SOA
input power, becoming limited by the input OSNR. Beyond 2 dB into saturation
(Pin > 3 dBm), the signal quality reduction arising from distortions caused by the
SOA nonlinearities overcome the benefit of an increased OSNR given by a higher
SOA output power. Finally, the eye diagrams for the system with and without the
SOA are compared in Fig. 12.30 (for an SOA input power equal to �5 dBm). The
eye from the SOA does not show any degradation effects due to the amplifier.
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Fig. 12.31 a Measured gain and PDG and b NF and saturated output power for a typical SOA-L-
OEC-1550 over the S-band, C-band and L-band. (Bias current D 500 mA and T D 20 °C)

Fig. 12.32 SOA gain (red markers) and ASE profile compared with DWDM and CWDM wave-
length grids

12.5.2 Extended Wavelength Range and Multi-wavelength
Operation

Although the SOA-L-OEC-1550 is optimized for operation across the C-band, the
extended wavelength data in Fig. 12.31a, b show how the NF is maintained below
8 dB, that PDG stays below 2 dB across a wavelength bandwidth of 160 nm, and that
the saturated output power is greater than 10 dBm over a bandwidth of 150 nm. This
wavelength coverage includes the telecommunication S-band (1450–1520nm) and
L-band (1565–1610nm). These characteristics make the SOA a strong candidate for
multi-channel systems.

A common misconception is that SOAs cannot be used for simultaneous ampli-
fication of several optical wavelengths due to interchannel crosstalk. However, this
is not true. An SOA can successfully simultaneously amplify several optical wave-
lengths as long as the total amplified power does not greatly exceed the saturation
power of the SOA. Also, due to the broad optical bandwidth, the device can amplify
not only the DWDM, 50 GHz or 100 GHz spaced, channels, but also 20 nm spaced,
CWDM channels (as shown in Fig. 12.32).
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Fig. 12.33 System sensitivity (S ) and Q-factors for 10 Gbit=s signals as a function of the total
input power into the SOA (for wavelength channel counts of 1, 2, 4 and 8). SOA bias is 500 mA
and temperature is 20 °C, corresponding to an SOA gain � 13 dB

Figure 12.33 shows that there is very little variation in the performance between
the results for a single-channel and the eight 100 GHz spaced channels operating at
10 Gbit=s. This confirms that when the linear SOA is operated in the correct regime,
there is no crosstalk induced between the different wavelength channels under multi-
wavelength amplification. This excellent performance will extend to higher channel
count systems as long as the total amplified power remains within the saturation
constraints.

The wide spectral width of 80 nm offered by the SOA-L-OEC-1550 at high drive
currents also makes the device ideal for CWDM applications, where each wave-
length channel is widely spaced (� 20 nm) to allow the wavelength of the laser
sources to vary with temperature, and this optical networking technology has made
substantial progress over the past few years. In contrast to the capabilities of SOAs,
the narrow bandwidth of an EDFA limits these amplifiers to a couple of CWDM
wavelength channels, while the broad spectral width of the SOA-L-OEC-1550 pro-
vides optical gain across 10 CWDM channels as shown in Fig. 12.34.

12.5.3 Reflective SOAs for WDM-PON Applications

The fast SOA gain dynamics allow for the device to be directly modulated. Thus, an
SOA can be used as a modulated reflective device if one facet of the chip has a high
reflection facet rather than a more usual low reflectivity at both facets. In this con-
figuration, the inputs of the SOA and the amplified light from the SOA are coupled
to the same optical fiber, as shown in Fig. 12.35. Because of the back facet reflec-
tion, reflective SOAs are very susceptible to optical feedback. In order to prevent
any lasing effects, the device facet has been designed with an ultra-low reflectivity
(< 10�5), and the angled waveguide has a curved design with an integrated mode
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Fig. 12.34 Diagram showing overlay of 10 CWDM channels with the measured ASE (line) and
gain (points) of a typical SOA-L-OEC-1550 at bias of 500 mA

Fig. 12.35 Schematic di-
agram of reflective SOA
operation

expander. This type of SOA has applications in optical access networks, such as
WDM-PON. In this scenario, the reflective SOA is used as an amplifying modulator
for the upstream data at the customer optical network unit (ONU). The unmodulated
cw seed source is placed at the central office (CO).

Due to its large optical bandwidth (approximately 50 nm for a 3 dB bandwidth),
the SOA offers the advantage of “colorless” amplification, i.e., the performance of
the device is independent of the wavelength of the input optical signal.

Fig. 12.36 RSOA as upstream transmitter. a Receiver sensitivity over temperature for back-to-
back and over 10 km of SMF-28 at 2.5 Gbit=s for a WDM-PON sliced system. b A received eye
diagram
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The seed source at the CO can be a bank of narrowband lasers or a sliced broad-
band source [102]. The two approaches offer different advantages and also require
different types of reflective SOAs. The latter is economically more attractive, while
the former reduces the impact of chromatic dispersion for the return channel in long
reach applications and avoids the excess noise produced by the spectral slicing pro-
cess. While the broadband source, if unpolarized, does not require any polarization
control, the narrowband approach requires the use of an SOA with low polarization
sensitivity.

A reflective SOA (SOA-R-OEC-1550) has been successfully tested as
a 2.5 Gbit=s ONU transmitter up to 80 °C [103]. Another feature of the device
is that the gain saturation mechanism in the SOA reduces the amplitude noise of
the injected signal. This is very beneficial for noise reduction on spectrally sliced
PON systems [104]. An example of the performance of this RSOA is shown in
Fig. 12.36a, b.

12.6 Conclusion

This chapter has described the basic operation of linear SOAs, namely, absorption
and emission processes in semiconductors, and suitable active region materials for
a linear SOA design. We explained modification of those materials using quan-
tum confinement and how they can be incorporated into waveguide structures and
the packaging of these. Simple models were used to derive some of the important
operating performance parameters, such as power gain, phase change, noise figure
and dynamic range. Experimental results were presented, illustrating how a QD lin-
ear SOA performs for single and multiple wavelength channels. The suitability of
SOAs in amplifying signals encoded with advanced modulation formats was demon-
strated and it was shown that the reduced alpha-factor of a QD SOA relative to its
bulk counterpart can give an improved dynamic range for an NRZ-DQPSK signal.
In a WDM TDM PON, an SAO proves to be useful. Finally, a range of commer-
cial SOAs for high data rate signal amplification, extended wavelength range and
multi-wavelength operation as well as reflective SOAs for colorless WDM-PON
applications were presented.
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Chapter 13
Optical Signal Processing for High-speed Data
Transmission

Hans-Georg Weber and Reinhold Ludwig

Abstract The chapter describes high-speed optical data transmission based on opti-
cal time-division multiplexing (OTDM) with the focus on optical signal processing
in the key building blocks of OTDM transmission systems. The OTDM transmitter
is described including pulse generation, pulse shaping, and modulation of an optical
pulse train. The OTDM receiver is discussed for direct detection and coherent de-
tection systems. This includes signal processing using various optical gates, timing
extraction devices, and optoelectronic base rate receivers, as well as the operation
of phase-diversity homodyne receivers and coherent receivers as OTDM demulti-
plexers. A final section focuses on combating impairments in fiber links, i.e., using
optical signal processing for the compensation of linear and higher order chromatic
dispersion and polarization-mode dispersion as well.

13.1 Introduction

A most challenging view as regards future optical transmission technology is that
optical networks will evolve into “photonic networks,” in which high-speed opti-
cal data signals of any bit rate and modulation format will be transmitted and pro-
cessed from end to end without optical-electrical-optical (O/E/O) conversion. With
this view as the target, the transmission technology of optical time-division multi-
plexing (OTDM) explores the feasibility of high-speed data transmission in fibers
in a single wavelength channel. Already in 1993, the first 100 Gbit=s OTDM trans-
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mission experiment over a 36 km fiber link was reported [1]. Since then, OTDM
transmission technology has made a lot of progress towards much higher bit rates
and much longer transmission links, as has been described in several review arti-
cles [2–6]. OTDM transmission technology succeeded in the transmission of optical
data signals at data rates of 1.28 Tbit=s [7–9], 2.4 Tbit=s [9], 5.1 Tbit=s [10, 11], and
recently up to 10.2 Tbit=s [12] in a single wavelength channel.

The transmission of high-speed optical data signals in a single wavelength chan-
nel is an important task in the development of optical communication systems. The
transmission capacity per fiber is given by the number of wavelength-division mul-
tiplexing (WDM) channels multiplied by the bit rate per WDM channel, also called
TDM bit rate. For very large numbers of WDM channels (e.g., a few thousand) such
factors as wavelength management, power consumption, and footprint will proba-
bly limit the usefulness of increasing the number of WDM channels and will favor
a high TDM bit rate per WDM channel. Another motivation for a high TDM bit rate
arises from the effort to reduce the cost per transmitted information bit. Indeed, in
the past the TDM bit rate per WDM channel was steadily increased in installed fiber
transmission systems. In the early 1990s and in about 1995, respectively, TDM bit
rates of 2.5 Gbit=s and 10 Gbit=s were introduced in commercial fiber transmission
systems. Since about 2006 commercial systems with a TDM bit rate of 40 Gbit=s
have been in operation, and presently the introduction of 100 Gbit=s per WDM chan-
nel is being considered.

Commercial systems of today do not use OTDM technology but electrical time-
division multiplexing (ETDM) transmission technology. However, the operation
speed of ETDM systems is limited for example by the energy consumption. Even if
electrical signal processing at 160 Gbit=s would be available, it will be difficult to
provide terminal equipment that is cheaper and less energy consuming than the ter-
minal equipment based on optical signal processing at 160 Gbit=s. OTDM receivers
perform better than ETDM receivers already at data rates of 80 Gbit=s. ETDM tech-
nology must work hard to compete with OTDM systems for instance as regards
receiver sensitivity. It is therefore reasonable to see OTDM technology not only
as a tool to explore the feasibility of ultra-high-speed data transmission in fibers
but also as a technology, which possibly will provide solutions for high-speed data
transmission in future transmission systems.

An essential ingredient of OTDM transmission technology is signal processing
of high-speed optical data signals. This includes in particular signal processing in
the terminal equipment. At the transmitter side, this means the generation and the
modulation of an appropriate optical pulse train as well as the multiplexing of low
bit rate optical data signals to a high bit rate data signal. At the receiver side, the
high bit rate data signal has to be separated into its tributaries and then converted
to an electrical signal. The signal processing involved in manipulating the optical
pulses appropriately is either an electrically or optically controlled processing of
the optical pulses.

Transmission at data rates beyond 160 Gbit=s not only requires appropriate ter-
minal equipment at the transmitter and the receiver but also improved transmission
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links including fiber and repeater or amplifier stages. With higher TDM bit rates,
data transmission in fibers is more strongly affected by chromatic dispersion (CD),
polarization-mode dispersion (PMD), fiber nonlinearity, and by the limited band-
width of channel filters, routers, repeaters, or amplifiers in the transmission link.
One solution to combat these problems is by the application of advanced (multi-
state) modulation formats (see also Chap. 8). These advanced modulation formats
increase the transmitted bit rate but keep the pulse rate low. For instance, modu-
lation of the phase of an optical pulse allows one to associate several information
bits with one pulse (one symbol). This enables a lower pulse rate (symbol rate) for
a given bit rate and causes therefore less impairments by the transmission properties
of the fiber link. Conversely, these modulation formats need a higher optical signal-
to-noise ratio (OSNR), are more sensitive to distortions, and the amount of optical
signal processing increases due to the generation and evaluation of the multilevel
modulated optical pulses.

Another challenge for OTDM technology is its optimized combination with
WDM technology. The bandwidth of each WDM-channel is restricted by the WDM
multiplexers and demultiplexers in the system. This restricts the bandwidth of each
OTDM signal. Upgrading the data rate per WDM-channel requires data signals with
higher spectral efficiency. The installment of high bit rate data signals with high
spectral efficiency requires techniques like phase stable multiplexing, polarization
multiplexing and again advanced modulation formats. An additional advantage is
the combination of OTDM technology with coherent detection technology. Coher-
ent detection technology is compatible with spectrally efficient modulation formats,
allows for the mitigation of transmission impairments in the receiver and provides
high spectral selectivity as well as high sensitivity.

This chapter discusses optical signal processing for point-to-point transmission.
However, an optical network also comprises networking components, such as add-
drop multiplexers, 3R-regenerators, or wavelength converters etc. The principal op-
eration of these networking components has been shown so far based on optical
signal processing at data rates up to 160 Gbit=s. However, up to now, the reported
solutions for these networking components have not shown much promise. A weak-
ness of optical signal processing is the lack of appropriate optical buffers, which
seem to be required to realize practical solutions for all-optical networking compo-
nents. Therefore, the “photonic network” is still a target for the distant future and
a guide line for finding innovative solutions.

This chapter is organized as follows: Sect. 13.2 gives a description of OTDM
systems. We introduce the so-called “conventional” and the “coherent” OTDM re-
ceiver. In Sect. 13.3 we compile some fundamentals of optical signal processing,
which will be used in the subsequent sections. This is followed by a discussion of
optical signal processing in the OTDM transmitter in Sect. 13.4 and of the “con-
ventional” and “coherent” OTDM receiver in Sects. 13.5 and 13.6, respectively.
Section 13.7 deals with optical signal processing for combating impairments due to
transmission on the fiber link. Finally, Sect. 13.8 summarizes our conclusions on the
present state of optical signal processing associated with OTDM technology.
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13.2 OTDM Transmission Systems

The principle of an OTDM transmission system is as follows. In an OTDM trans-
mitter, N optical data signals (called base rate data signals or TDM channels) are
optically combined (multiplexed) to one optical bit stream. Each TDM channel has
the same bit rate B. Therefore, the combined (multiplexed) data signal has the ag-
gregate bit rate NB. The multiplexed data signal with bit rate NB is transmitted
over the fiber link. In the OTDM receiver, the multiplexed data signal is decom-
posed into the N tributaries for further signal processing. In order to simplify the
discussion of OTDM transmission systems, we describe in the following subsec-
tions experiments with special bit rates, namely 40 Gbit=s for the base rate B and
160 Gbit=s or 1.28 Tbit=s for the OTDM aggregate transmission rate NB. However,
the underlying principles can be scaled to any reasonable bit rate.

13.2.1 OTDM Transmission System Using OOK Modulation

Figure 13.1a is a schematic illustration of a 160 Gbit=s OTDM transmission sys-
tem. It is represented by the three blocks: transmitter, fiber link, and receiver. On
the transmitter side, the essential component is an optical pulse source. The repe-
tition frequency of the generated pulse train is assumed to be 40 GHz. In general,
the repetition frequency depends on the base data rate (or on the symbol rate, see
Sect. 13.4.1), at which the subsequent modulators (MOD) are driven by an elec-
trical data signal (base rate signal). The 40 GHz optical pulse train is coupled into
four optical branches, in which four 40 Gbit=s nonreturn-to-zero (NRZ) electrical
data signals drive four modulators and generate four 40 Gbit=s optical return-to-
zero (RZ) data signals. The simplest modulation format is on-off keying (OOK).
A pulse is either transmitted (for a “1”) or not transmitted (for a “0”). The four opti-
cal data signals (TDM channels) are combined into a multiplexed 160 Gbit=s optical
data signal by bit-interleaving with use of an appropriate delay in the four optical
branches. The bit period (minimum pulse separation) of a 40 Gbit=s data signal is
25 ps. In the multiplexed 160 Gbit=s data signal the bit period is reduced to 6.25 ps.
Multiplexing (MUX) can be such that all bits of the multiplexed data signal have the
same polarization (single polarization signal, SP multiplexing) or adjacent bits have
alternating (orthogonal) polarization (AP multiplexing). On the receiver side, the es-
sential component is an optical demultiplexer (DEMUX), which separates the four
base rate data signals (tributaries or TDM channels) again for subsequent detection
and electrical signal processing. The fiber link requires in general compensation for
chromatic dispersion and polarization-mode dispersion, which both depend on the
type of single-mode fiber used in the transmission system.

The DEMUX shown in Fig. 13.1 comprises two parts, an optical gate and a clock
recovery device. The optical gate is a fast switch with a switching time that is shorter
than the bit period (6.25 ps for 160 Gbit=s) of the multiplexed data signal. The clock
recovery device provides the timing signal for the optical gate. In Sects. 13.4–13.7
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Fig. 13.1 Schematic view of a 160 Gbit=s OTDM transmission system (a) and of a simplified
laboratory system (b)

we discuss the OTDM transmitter, the OTDM receiver, and the fiber transmission
line in more detail.

Laboratory systems are frequently simplified systems (see Fig. 13.1b): On the
transmitter side, only one modulator is used and combined with the pulse source
for a 40 Gbit=s optical transmitter. The generated optical data signal is then multi-
plexed by a fiber delay line multiplexer (MUX) to a 160 Gbit=s data signal using
either SP or AP multiplexing. The internal delay in the MUX needs to be properly
chosen to de-correlate the four tributaries. On the receiver side, the DEMUX selects
only one 40 Gbit=s tributary, which is detected by one 40 Gbit=s optoelectronic re-
ceiver at a given time. In a proper experiment all four tributaries (TDM channels)
are measured successively in this way.

13.2.2 1.28 Tbit=s OTDM Transmission System with Conventional
Receiver

A (simplified) 1.28 Tbit=s OTDM transmission system, comprising the three blocks:
transmitter, fiber link and receiver, is schematically illustrated in Fig. 13.2a. The
system resembles the 160 Gbit=s transmission system shown in Fig. 13.1b. In par-
ticular, the receiver consists of two parts: a demultiplexer and a low bit rate receiver.
We call this combination a “conventional” receiver. However, the system depicted
in Fig. 13.2a does not use the modulation format on-off keying (OOK) but the mod-
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Fig. 13.2 Schematic view of a 1.28 Tbit=s OTDM transmission system with a conventional re-
ceiver (a) and coherent receiver (b)

ulation format differential quadrature phase shift keying (DQPSK). In a DQPSK-
system the modulator transmits all pulses, however modulated in the phase with
n�	=2, n 2 f0; 1; 2; 3g. Consequently, in a DQPSK modulated signal, each optical
pulse (symbol) carries 1 out of 4 logical states instead of 1 out of 2 logical states
as in an OOK-system. In this case one has to take into account that the bit rate (ex-
pressed in bit=s) is twice the symbol rate (expressed in baud and often abbreviated
by Bd, for details see Sect. 13.4.4). For OOK, the data rate is equal to the symbol
rate, whereas for DQPSK the data rate is twice the symbol rate.

1.28 Tbit=s OTDM transmission experiments were first performed using the
modulation format OOK [7, 8]. However, the use of DQPSK has the advantage
that only half the symbol rate is necessary. That is, the minimum pulse separation of
a 1.28 Tbit=s data signal is 0.78 ps for the OOK and 1.56 ps for the DQPSK modu-
lation format. Therefore, the required pulse width is less critical for DQPSK modu-
lation format (see Sect. 13.4.1). Consequently, the 1.28 Tbit=s DQPSK transmission
experiment [9] enables a larger transmission span than the before-mentioned OOK
transmission experiment. However, the advanced (as compared to OOK) modula-
tion format DQPSK requires additional devices in the transmitter and the receiver
for optical signal processing as will be discussed in the following sections.

13.2.3 1.28 Tbit=s OTDM Transmission System with Coherent
Receiver

Figure 13.2b depicts schematically a (simplified) 1.28 Tbit=s OTDM transmission
system comprising again the three blocks: transmitter, fiber link, and receiver. How-
ever, the system differs by the receiver and the applied modulation format.
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The receiver uses “coherent” detection. In coherent detection, the incident sig-
nal is demodulated by mixing the incident signal with an optical reference signal
(local oscillator, LO) and detecting the resulting beat frequency signals by pairs of
balanced photodiodes. The resulting electrical output signals of the coherent detec-
tor have to be digitized and postprocessed to decode the incident signal. Coherent
detection using a pulsed LO allows for ultra-high speed time-division demultiplex-
ing.

The higher order modulation format used in this system is m-ary quadrature am-
plitude shift keying (m-QAM) with m D 16. It allows a symbol rate, which is
4 times smaller than the transmitted bit rate. This modulation format will be dis-
cussed in Sect. 13.4.4. Transmission of 1.28 Tbit=s 16-QAM modulated data signals
has been performed over 480 km dispersion managed fiber (DMF) and over 800 m
multimode fiber [13].

13.3 Introduction to Optical Signal Processing for OTDM
Systems

Before we start discussing optical signal processing in OTDM systems we will com-
pile a few relevant properties of nonlinear optics [14–17]. Light propagation through
a dielectric medium can be described by the relation between the polarizationP.r; t/
and the electric field E.r; t/ as:

P.r; t/ D "0�
.1/E.r; t/C "0�

.2/E.r; t/E.r; t/C "0�
.3/E.r; t/E.r; t/E.r; t/C : : :

(13.1)

Higher order terms are in general not considered. To simplify the expression, we
did not indicate explicitly that E and P are vectors, that the susceptibilities �.m/

with m D 1; 2; 3 are in general tensors of order m C 1, that the �.m/ are also time
and space dependent, and that a proper expression requires a convolution integral
over time. "0 is the electric permittivity. The rules of linear optics are valid if the
susceptibilities �.m/ with m > 1 can be neglected. The index of refraction and
the attenuation coefficient are related with the real and imaginary part of �.1/, re-
spectively. In an isotropic medium �.1/ is a scalar. Conversely, the phenomena of
nonlinear optics appear if the susceptibilities �.m/ with m > 1 become important.
Several optical effects are observed, which do not appear in the regime of linear
optics. In particular the superposition of two light signals in the same spatial region
may cause one signal to affect the other one. One light signal can be switched or
controlled by another light signal. This enables all-optical switching.

Isotropic media have �.2/ � 0 because of inversion symmetry. For instance, all
nonlinear optical effects in optical fibers or semiconductor optical amplifiers are
solely due to �.3/. Conversely, crystals (e.g., LiNbO3) are typical media showing
nonlinear optical effects due to �.2/. The �.3/-dependent processes are also present
but are weaker.



580 H.G. Weber and R. Ludwig

The formalism described by (13.1) applies to all materials used for optical sig-
nal processing in optical communications. However, the physical mechanism of the
nonlinear optical response is different in the various materials. The optical nonline-
arity in the fiber has its origin in the electronic polarization and has consequently an
ultra-short response time of about 10�15 s. Conversely, the optical nonlinearity of
the semiconductor optical amplifiers (SOA) has a response time of about 10�10 s.
The origin of the optical nonlinearity of the SOA is a carrier density effect in the
active waveguide. The gain coefficient g and the refractive index n of the SOA are
a function of the carrier density, i.e., they will change, when the carrier density in
the SOA is varied, for example by the injection of an optical wave into the SOA. The
dynamics of the changes of g and n is important for switching applications of the
SOA. The carrier density in the conduction band is almost instantaneously reduced
by stimulated emission if an optical pulse having a narrow width (� 1 ps) is injected
into the SOA. This causes an almost instantaneous change of g and n. However, the
recovery of the gain and of the index of refraction is governed by several processes
with different time constants, which are as slow as some 100 ps depending on the
geometry and the operating conditions of the SOA [18–20].

13.3.1 Self-phase Modulation (SPM) and Cross-phase Modulation
(XPM)

Here we discuss effects due to �.3/ in an optical fiber. The same effects appear also
in an SOA for example, however, the functional dependencies (the derived equa-
tions) differ in some cases, because the tensor components may differ, for instance.
The most important effect of �.3/ is that the index of refraction n becomes depen-
dent on the optical power as n D n0 C n2P=A. Here n0 is the linear index of
refraction determined by �.1/, and n2 is a quantity proportional to the real part of
a tensor component of �.3/. Moreover,P is the power andA the cross-sectional area
of the light wave injected into the fiber. In a waveguide, n0 is the effective index of
refraction and A is the effective area.

An optical wave (wavelength in vacuum �0) traveling a distance L in a medium
experiences a phase shift ' D '.L; t/ D �.2	nL/=�0. Inserting the nonline-
ar index of refraction n gives '.L; t/ D 'L C 'NL with the linear phase shift
'L D �.2	n0L/=�0 and the nonlinear phase shift 'NL. An exact calculation of
'NL has to take into account, that the optical power decreases along the length L ac-
cording to P.L/ D P.0/ exp.�˛L/ where ˛ is the attenuation constant. The correct
expression for 'NL is obtained if L is replaced by Leff D 1�exp.�˛L/

˛
. This gives

'NL D ��PLeff (13.2)

for the nonlinear phase shift with the nonlinear parameter � D .!n2/=.c0A/ and
P D P.0/. Here c0 D �0!=2	 is the velocity of light in vacuum and ! the angular
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frequency of the light wave. The effect that generates the nonlinear phase 'NL is
called Self-Phase Modulation (SPM).

The superposition of several co-propagating optical waves in the same spatial
volume leads to the effect of Cross-Phase Modulation (XPM). As an example, we
consider two optical waves E.!1; P1/ and E.!2; P2/ where ! and P are the an-
gular frequency and power, respectively, and !1 ¤ !2. The nonlinear phase shift,
which E.!1; P1/ experiences due to the presence of E.!2; P2/, is

'NL.!1/ D ���P2Leff: (13.3)

Here � D 2 if both waves have the same state of linear polarization and � D 2=3

if the two linear polarization states are orthogonal to each other. This polarization
dependence is due to the tensor properties of �.3/.

SPM and XPM have many applications in optical signal processing. SPM is in-
volved in the generation of optical solitons, various kinds of pulse shaping, and
supercontinuum generation. XPM finds many applications, in particular in optically
controlled switching of optical data signals. We will discuss various applications
in the following sections. SPM and XPM also cause very detrimental effects in the
transmission of data signals over an optical fiber. XPM causes crosstalk in WDM
systems between data signals transmitted at different wavelengths, and SPM causes
a chirp of optical pulses and a broadening of the spectra of optical pulses.

A particularly interesting effect of SPM in combination with chromatic disper-
sion of the optical fiber is the generation of solitons. An optical pulse traveling along
an optical fiber in general continuously changes its shape, because its constituent
frequency components travel at different velocities due to group velocity dispersion
of the fiber (n D n.!/). Consequently the different frequency components of the
pulse experience different linear phase shifts 'L. In addition, because of the effect
of �.3/, the parts of the pulse having high power (e.g., the pulse peak) and the parts
having low power (e.g., the pulse wings) experience different nonlinear phase shift
'NL. The interplay between SPM and chromatic dispersion of the fiber can therefore
result in pulse compression or increased pulse spreading depending on the magni-
tudes and signs of both effects. It is also possible that both effects compensate each
other if the power and shape of the pulse have appropriate values. An optical pulse
with this property travels along the fiber without ever altering its shape. This pulse
is called a fundamental or first-order soliton. The fundamental soliton has a sech2

pulse shape and the following relation holds

N 2 D �P0.T0/
2= jˇ2j ; (13.4)

whereP0 is the peak power of the pulse, T0 the pulse width, � the nonlinear parame-
ter, ˇ2 the group velocity dispersion parameter and finallyN D 1 corresponds to the
fundamental soliton while higher order solitons have N D 2; 3; : : : However, the
shape of the higher order solitons changes periodically while they travel along the
fiber. Solitons have many applications in optical signal processing. In Sect. 13.4.2
we describe their use for a pulse compressor to generate fs-pulses.
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13.3.2 Four-Wave Mixing (FWM)

The term with the susceptibility �.3/ in (13.1) leads also to the generation of new
optical waves with frequencies other than those of the injected optical waves. For
instance, the mixing of three optical waves generates field components with the
sum and difference frequencies of the injected optical waves. Not all of these newly
generated optical waves are of interest for applications in optical signal processing.
However, the effect of Four-Wave Mixing (FWM) has gained particular interest.
FWM is the wave mixing effect by which three incident optical waves with fre-
quencies !1, !2, !3 and with !1; !2 ¤ !3 generate a new wave with frequency
!4, which is given by !4 D !1 C !2 � !3. A special case is the so-called nearly
degenerate FWM in which !1 D !2, j!1 � !3j 
 !1 and !4 D 2!2 � !3. We
discuss this case in more detail in the following and assume !1 D !2 D !p and
!3 D !s withE.!p; Pp/ andE.!s; Ps/ being the pump and the signal wave, respec-
tively. Both waves are co-propagating with the same state of linear polarization and
are injected into a medium with the susceptibility �.3/, for example an SOA. These
waves generate the conjugate wave E.!c; Pc/ where !c D 2!p � !s D !p C �!

with �! D !p � !s. In Fig. 13.3, we assume !p < !s. Calculations show that
E.!c; Pc/ is proportional to the conjugate complex of E.!s; Ps/:

E.!c; Pc/ / E.!p; Pp/E.!p; Pp/E
�.!s; Ps/: (13.5)

If E.!p; Pp/ is a monochromatic wave, the spectrum of E.!c, Pc/ is an inverted
replica of the spectrum ofE.!s; Ps/ shifted in frequency by 2.!p �!s/ D 2�!. An
optical wave is also generated with ! D 2!s � !p D !s � �!, which has similar
properties as E.!c; Pc/ if we interchange E.!p; Pp/ and E.!s; Ps/.

An efficient generation of the optical wave E.!c; Pc/ requires so-called phase
matching. The optical waves in (13.5) are each associated with a propagation con-
stant ˇ D !n0=c0 in the waveguide. The propagation constants ˇc, ˇp, and ˇs

have to fulfill the condition: ˇc D 2ˇp � ˇs, which follows from (13.5), where
the propagation constant ˇ of the complex conjugate field E�.!s; Ps/ has to be
chosen with negative sign. This condition is required for a constructive genera-
tion of the optical wave E.!c; Pc/ along the whole interaction length Lint in the
medium. More generally, the phase matching condition is given by j�ˇLintj 
 1

with �ˇ D 2ˇp � ˇs � ˇc. Thus, the short interaction length Lint in SOAs enables
still efficient FWM also for �ˇ ¤ 0.
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The application of FWM in optical communications includes wavelength con-
version of optical data signals, demultiplexing of optical data signals, parametric
amplification, and dispersion compensation by phase conjugation. Some of these
applications will be discussed in the following sections. FWM has also very detri-
mental effects for transmission of data signals over an optical fiber. FWM causes
crosstalk in WDM systems between data signals transmitted with different wave-
lengths, and it also causes the so-called ghost pulses in the transmission of high bit
rate data signals.

13.4 OTDM Transmitter

This section deals with the OTDM transmitter including the OTDM transmitter of
the 1.28 Tbit=s DQPSK transmission system as well as the OTDM transmitter of the
1.28 Tbit=s 16-QAM transmission system, which are both depicted in Fig. 13.2. The
subsystems of an OTDM transmitter comprising the pulse source, the modulator and
the multiplexer are schematically shown in Fig. 13.4.

The subsystems have to be adjusted to each particular transmission system. For
instance, the pulse source in Fig. 13.4 comprises three parts: the optical pulse gene-
rator, the pulse compressor, and the pulse cleaner. This is the pulse source, which is
needed in the 1.28 Tbit=s DQPSK transmission system. The OTDM transmitter of
the 1.28 Tbit=s 16-QAM transmission system needs a simpler pulse source, which
comprises only the optical pulse generator. The pulse compressor and the pulse
cleaner are missing in this case. The reason is that the transmitted symbol rate for
the 16-QAM modulation format is, by a factor of two, smaller than the symbol rate
for the DQPSK modulation format. Consequently, the requirements on the pulse
source (see Sect. 13.4.1) are reduced and pulse compression is not necessary. It is
evident, that also the modulators for the 16-QAM or DQPSK modulation format are
different as we will see in Sect. 13.4.4.

13.4.1 Optical Pulse Generator

An optical pulse source appropriate for an OTDM transmitter has to satisfy several
conditions:

The pulse width�t (Full-Width Half-Maximum, FWHM) must be less than 1=3
of the pulse separation of the multiplexed data signal. This provides sufficient sepa-
ration of adjacent optical pulses to prevent coherent superposition of the pulse slopes
and consequently disturbing effects [21, 22].

The optical pulses should preferably have a sech2 pulse shape (in the temporal
domain) and an optical spectrum with the spectral width (FWHM) �� close to the
transformation limit leading to a time-bandwidth product �� 	 �t D 0:3148. The
sech2 pulse shape is especially attractive as its time-bandwidth product is smaller
than that of pulses with Gaussian shape and because the pulse slopes are steeper
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Fig. 13.4 Schematic view of the transmitter of an OTDM system. Only the pulse source, compris-
ing the pulse generator, the pulse compressor and the pulse cleaner, is shown in detail. The pulse
compressor and the pulse cleaner are required in particular transmission systems only

than for example for Lorenzian-shaped pulses. Both properties allow applications
which require high spectral efficiency. Moreover, for high pulse peak powers the
formation of solitons is expected (see Sect. 13.3.1).

The optical pulse source needs to generate a pulse train with a well-controlled
repetition frequency at the standard clock rates near 10 GHz or 40 GHz and it needs
to have long-term stability to avoid frequency drifts. The standard clock at 10 GHz
is defined by the standard transmission module (STM64) to be 9.95328 GHz. For-
ward error correction (FEC) schemes with some data overhead are often introduced
to relax the requirement on the tolerable bit error rate from 10�9 to 10�3 for ex-
perimental systems. Because of the overhead the required data rate increases by 7
to 11 % depending on the specific correction scheme used. Consequently the pulse
repetition frequency has to be adjusted correspondingly.

The optical pulse train needs to have a high extinction ratio which is the ratio of
the optical power at the pulse peak to the optical power of a constant background.
This is particularly important if pulse carving (i.e., cw-lasers externally modulated)
is used for pulse generation. Some pulse sources produce trailing pulses (a small
accompanying pulse) or a pulse pedestal. The suppression of trailing pulses and the
pulse pedestal is very important to achieve a high signal-to-noise ratio.

The generated pulse train needs to have a low timing jitter and a low amplitude
noise. The timing jitter describes deviations of the pulse position from the expected
time slot. This is particularly disturbing if a pulse train is multiplexed to a high bit
rate data signal. In the 1.28 Tbit=s DQPSK system described above a symbol rate of
640 GBd requires a timing jitter of less than 65 fs.

The pulse generator in Fig. 13.4 is a mode-locked solid-state laser (MLSL) gen-
erating a 10 GHz train of optical pulses which have a pulse width of 2.0 ps. The
MLSL consists of a diode-pumped, solid-state erbium-glass passively mode-locked
laser with a semiconductor saturable absorber as mode-locker. The cavity design
provides stable fundamental mode-locking, resulting in optical pulses with low jit-
ter (< 100 fs) [23].

Besides the MLSL other pulse sources have also been used for high bit rate trans-
mission experiments including mode-locked laser diodes (MLLD) either as exter-
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nal cavity devices (e.g., [24–26]) or monolithically integrated ones (e.g., [27, 28]),
mode-locked fiber lasers (MLFL) (e.g., [29–31]), and cw-lasers externally modu-
lated (pulse carving) for example by an electro-absorption modulator (e.g., [32, 33]).
For WDM/OTDM applications, a multi-wavelength pulse source is of particular
interest, and such a pulse source is obtained by supercontinuum generation (SC-
pulses) (e.g., [34]). In this case, a high power pulse can generate a supercontinuum
spectrum and spectral slicing provides the multi-wavelength pulse source.

In general the optical pulse sources do not fulfill all of the requirements described
above, and as a consequence further improvements are necessary. For instance, the
MLSL has a sufficiently low timing jitter but an insufficient pulse width for the
1.28 Gbit=s DQPSK transmission experiment considered above. In this case the
symbol rate is 640 GBd and consequently the pulse separation is 1.56 ps. A pulse
width (FWHM) of less than 0.52 ps is required. The MLSL does not provide this
pulse width. Therefore, the pulses of the MLSL are improved by a pulse compres-
sor and a pulse cleaner as depicted in Fig. 13.4.

13.4.2 Optical Pulse Compressor and Pulse Cleaner

There are several methods for optical pulse compression. For fiber optic commu-
nication applications the most common technique is adiabatic soliton compression
using a dispersion-decreasing fiber (DDF) [35–39]. We restrict our discussion to the
soliton pulse compressor illustrated in Fig. 13.4. The soliton pulse compressor uses
a particular property of optical solitons mentioned in (13.4). For the fundamental
soliton (N D 1), (13.4) can be written as .P0T0/T0 D ˇ2=� with P0 the peak power
of the soliton, T0 the width of the soliton (the FWHM is�t D 1:763T0), � the non-
linearity parameter of the fiber, and ˇ2 the group-velocity dispersion parameter of
the fiber. ˇ2 is related to the fiber dispersion parameterD by: D D �.2	c0=�2/ˇ2
(see Sect. 13.7.2). A soliton propagating in a lossless (P0T0 D constant) fiber re-
mains a soliton even if T0 decreases as ˇ2 gets smaller. In a dispersion-decreasing
fiber the soliton develops to a pulse with narrower pulse width T0 and increased
peak power P0. Changes of � are much lower than those of ˇ2 over the length of
the DDF. An experimental example of pulse compression is shown in Fig. 13.5.

In this example the length of the DDF is 920 m and the dispersion D decreases
linearly from 10 ps=(nm km) to 0.6 ps=(nm km). Thus, a compression ratio of 17
is expected. At the input of the compressor an optical pulse is amplified to suffi-
cient optical power to generate a fundamental soliton. The optical filter at the output
of the compressor suppresses the Amplified Spontaneous Emission (ASE) of the
high-power optical amplifier. Moreover, the center wavelength of the optical filter
is slightly shifted as a consequence of a wavelength shift in the compression opera-
tion. The experimental results reveal a compression factor of 13. There are several
reasons for this discrepancy from the expected compression factor. In particular,
higher order dispersion and the power dissipation in the DDF cause deviations from
an ideal pulse compressor. This is also indicated by the pulse pedestal in Fig. 13.5.
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The imperfections of the pulse compressor produce a narrow pulse with a pedestal.
In a next step, the pulse pedestal has to be removed by use of the pulse cleaner.
At high bit rate transmission, the most common method is pedestal reduction by
a dispersion-imbalanced loop mirror (DILM, also called DI-NOLM) (e.g., [40–42]).
This device has the configuration of a nonlinear optical loop mirror (NOLM) or all-
fiber-based Sagnac interferometer [43]. It is constructed by connecting a long piece
of fiber to the two output ports of a fiber coupler to form a loop. In Fig. 13.4 (pulse
cleaner) the input ports of the coupler are indicated by 1 and 2. The coupler used
here is a 50 W 50 fiber coupler. An optical pulse at the input (port 1) of the NOLM is
split into two equal components in the fiber coupler, one left-circulating in the loop
and the other right-circulating in the loop. After a round trip, these two pulse com-
ponents meet again at the coupler, interfere with one another and exit the NOLM
in one or both of the two coupler ports 1 and 2, depending on the phase difference
�' D .'L C 'NL/right � .'L C 'NL/left of right- and left-circulating pulses after
a round trip. These phases comprise a linear phase 'L and a nonlinear phase 'NL as
discussed in Sect. 13.3.1. In the NOLM, the transmittance (from port 1 to port 2) is
given by T D Pout=Pin D .1=2/.1� cos�'/, where Pin is the input power at port 1
and Pout is the output power at port 2. In the NOLM we have�' D 0 and therefore
T D 0 because the NOLM is symmetric for both round trips. The NOLM reflects
the incoming pulse totally like a mirror [43]. An output signal is only present if one
of the left- and right-circulating signal components exhibits a different 'NL which is
realized in the DIML arrangement.

Contrary to an NOLM, in the DILM the fiber connected to the coupler comprises
two fiber pieces with different chromatic dispersion (dispersion-imbalance). The
set-up in Fig. 13.4 uses 100 m DSF and 20 m SMF. The DSF (dispersion-shifted
fiber) has a very low dispersion at the considered wavelength as compared to the
SMF (standard single-mode fiber, for details see Sect. 13.7.1). Because of this asym-
metry in the DILM, the left- and right-circulating pulse components are very differ-
ent when arriving at the coupler after one round trip. The left-circulating pulse com-
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ponent propagating first through the low-dispersion fiber (DSL) is not significantly
broadened, keeps its high peak power over the whole length of the DSL, and accu-
mulates a large 'NL. Conversely, the right-circulating pulse is immediately broad-
ened in the strong dispersion fiber SMF, its peak power is strongly reduced when it
passes the DSF, and it accumulates a small 'NL only. The linear phase shift is the
same for both pulse components. A transmittance T D 1 is obtained if the power of
the input pulse into the DILM is properly adjusted to a phase difference �' D 	

between both components. However, this applies to the narrow pulse contribution
only and not to the pulse pedestal. The power in the pulse pedestal is always too low
to significantly take part in the nonlinear interaction along the fiber. For the pedestal
the phase difference is �' D 0, and the pedestal is reflected.

An important requirement for the pulse compression and pulse cleaning units is
to preserve the phase coherence of the pulse train as required for the generation
of phase-modulated data signals. The following subsection describes techniques to
assure the phase coherence.

13.4.3 Characterization of Optical Pulses

The characterization of the generated pulse train is essential for a successful trans-
mission at high data rates. A convenient technique to characterize the pulses in the
time domain is a photodiode and an electrical sampling oscilloscope. An optical
pulse with a pulse width of �t D 1 ps requires a detector bandwidth of more than
500 GHz for a reasonable recovery of the pulse shape. Today, the fastest photodiodes
and electrical sampling systems available do not provide this bandwidth.

An alternative is the application of the optical sampling technique. Here a fast
optical gate samples the signal directly in the optical domain. This technique en-
ables a bandwidth of 500 GHz and beyond [44]. The optical sampling technique is
a direct application of optical signal processing technology, which was developed in
conjunction with the development of OTDM transmission systems. Several of the
optical gates initially developed for OTDM-demultiplexers (see Sect. 13.5.2) have
also been applied as optical sampling gates. In addition, the techniques of time ex-
traction (see Sect. 13.5.3) and coherent signal detection (see Sect. 13.6) have also
been applied in optical sampling systems. It is obvious that the techniques for de-
tection of high bit rate data signals can also be used for the characterization of
high-speed data signals.

Autocorrelation measurements provide a convenient technique to estimate the
pulse width in the time domain if the pulse shape is known. In this measurement
a pulse is superimposed by its delayed replica in a nonlinear crystal for second har-
monic generation (SHG) [45]. A related but more advanced technique is frequency-
resolved optical gating (FROG) [46]. This technique provides, in addition to the
width, the chirp of the optical pulses which characterizes the spectral distribution
within a pulse. In general it is desirable to generate optical pulses with zero chirp
because these pulses have minimum pulse width.
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Fig. 13.6 Optical spectrum of OTDM pulse source (monolithically integrated mode-locked laser
diode)

Next to measurements in the time domain, there are also measurements in the
frequency domain. Figure 13.6 shows the optical spectrum (mode comb spectrum
measured with 0.01 nm resolution) of a 40 GHz pulse train (pulse width 1.8 ps) gen-
erated by a monolithically integrated MLLD.

A clean mode-comb structure is an indication for the preservation of the coherent
phase relation in an optical pulse train. A small linewidth (i.e., the width of the nar-
row lines) and a large contrast ratio of the mode comb indicate a pulse train with low
phase and amplitude noise. If phase modulation formats such as DPSK or DQPSK
are used, it is mandatory that this spectrum has a long-term stability in the wave-
length position as well which meets the requirements for the phase-demodulator
in the receiver (see Sect. 13.5.4). This is a problem frequently encountered with
MLFLs: These lasers operate with harmonic mode locking and long-term stability
is a critical issue [47].

The noise of the pulse train comprises amplitude noise and phase noise. A fre-
quently used method to estimate the timing jitter is the measurement of the single-
sideband (SSB) phase noise. The SSB phase noise level per 1 Hz bandwidth relative
to the carrier,L.f /, can be measured using a photo detector and an RF-spectrum an-
alyzer. FromL.f /, the RMS timing jitter of the pulse source can be calculated [48].

13.4.4 Modulation of an Optical Pulse Train

The pulses of an optical pulse train need to be modulated for the transport of in-
formation. An optical pulse can be modulated in amplitude, phase, polarization and
carrier frequency [49]. In the various applications one uses either one or a combi-
nation of these methods to optimize the system design in view of throughput, link
budget, OSNR margin, nonlinearity, spectral efficiency, and cost. However, espe-
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cially for high-speed systems it is very difficult to achieve clean optical multistate
data signals with analog electrical driving signals. Therefore, sophisticated modu-
lator structures have been developed which can be driven with use of binary data
signals. In the following, we will discuss amplitude and phase modulation only,
which are the most frequently applied techniques and which were both used in the
systems considered in Fig. 13.2. Modulation of polarization and carrier frequency
including a comparison of the various formats are considered in [49, 50].

The simplest modulation format is amplitude shift keying (ASK). In binary ASK
(2-ASK or on-off keying, OOK), the pulse train passes a modulator having a trans-
mittance T D Pout=Pin, which is switched between T D 1 and T D 0 by an
electrical data signal. A convenient description is to represent the operation of the
modulator by a set of numbers fakg by which the optical pulses are multiplied. For
2-ASK there are only two values for fakg: a1 D 1 and a0 D 0. Each optical pulse
(symbol) carries 1 out of 2 logical states, i.e., the pulse in a given time slot repre-
sents a “1” for T D 1 and it represents a “0” for T D 0. In 4-ary ASK (4-ASK), the
transmittance can be switched between T D 1, T D 2=3, T D 1=3 and T D 0. In
other words, the operation of the modulator is represented by fakg, where the ak are
the numbers 1, 2=3, 1=3, 0, which the pulses are multiplied with. Each optical pulse
carries 1 out of 4 logical states 00, 01, 11, 10 and represents 2 bits (Grey-coded).
In this example the transmitted bit rate is twice the pulse rate (symbol rate). In an
n-ASK-system with n D 2k the bit rate is k times the symbol rate. We will often use
the symbol rate, which is expressed in “baud,” abbreviated Bd. The demodulation
of a 2-ASK-modulated data signal needs a photo detector and a simple (one-level)
decision gate. The demodulation of a 4-ASK-modulated data signal requires a more
complicated decision gate, and a higher signal-to-noise ratio is required for a good
separation of the pulse power levels. This is even more problematic for n-ASK with
n > 4.

In phase shift keying (PSK) modulation format the phase is digitally modu-
lated by a phase modulator. For instance, in n-PSK the operation of the modu-
lator is described by multiplying the pulses with the set of numbers fakg where
ak D exp.j'k/ and k D 1; 2; : : : ; n. For n D 2 the fakg are obtained with
'1 D 0 and '2 D 	 , and in the 4-PSK case the corresponding phases are
'k D 0; 	=2; 	; 3	=2. Sometimes, for instance in Fig. 13.7, we use the values
ak D exp.j'k/ with 'k D 	=4; 3	=4; 5	=4; 7	=4 in 4-PSK because a constant
phase shift is allowed. Consequently, in 2-PSK each pulse carries 1 out of 2 logical
states, and in 4-PSK each symbol (optical pulse) carries 1 out of 4 logical states.
However, PSK is not so common in optical communication systems today because
the receiver needs the reference to an absolute phase value. It is more common to use
differential phase shift keying modulation formats instead and to have a receiver em-
ploying delay demodulation or differential detection. Differential binary phase shift
keying (DBPSK or simply DPSK) encodes information on the binary phase change
between two adjacent pulses. A “1” bit is encoded onto a 	 phase change, whereas a
“0” is encoded by the absence of a phase change of two adjacent pulses. The encod-
ing is similar in DQPSK, where the phase values between two adjacent pulses are
' D 0; 	=2; 	; 3	=2. For a given modulation format, the possible states of modu-
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Fig. 13.7 Constellation diagrams for various modulation formats

lation are depicted in the so-called constellation diagram. This diagram represents
the modulation states by the numbers fakg, which the modulator can “multiply” to
the transmitted pulses. In general, fakg are complex numbers and the constellation
diagram is a representation of fakg in the complex plane. The real axis is called the
in-phase (I ) component and the imaginary axis is called the quadrature-phase (Q)
component. Figure 13.7 shows the constellation diagrams of a number of modula-
tion formats including 2-ASK, 4-ASK, 2-PSK, DPSK, 4-PSK, DQPSK, 8-PSK, and
two other modulation formats described below, see also Chap. 8, Sect. 8.1.2.

For ASK, all fakg are real and lying on the I -axis. For PSK and DPSK, all fakg
are represented by fA exp.j'k/g where A is a real and constant number. For 2-PSK
and DPSK the phases in Fig. 13.7 are set to 'k D 0; 	 , and for 4-PSK (or DQPSK)
the phases are set to 'k D 	=4; 3	=4; 5	=4; 7	=4.

Amplitude modulation and phase modulation can be combined into one modula-
tion format which is called quadrature amplitude modulation (QAM). In this modu-
lation format the constellation points are distributed over the full complex IQ-plane.
Since the distance between the constellation points represents the decision space and
therefore the immunity against noise and other distortions, one tries to optimize the
QAM for maximum distance between the constellation points, which would lead to
an arrangement with equilateral triangles in the IQ-plane. However, up to now this
has not been shown experimentally.

Figure 13.7 also shows the constellation diagram of the modulation format square
16-QAM. The modulation states in this format are arranged in a Cartesian grid.
This QAM-type is frequently used in mobile communications but it is difficult to
realize such a grid for high-speed operation in the optical regime. Therefore, some-
times the star 16-QAM grid structure is chosen, which is easy to realize experi-
mentally by combining the 8-PSK modulation format (fakg with ak D exp.j'k/ and
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Fig. 13.8 Schematic of a Mach–Zehnder modulator (a) and an IQ modulator (b)

'k D k	=4, k D 0; : : : ; 7) and the 2-ASK modulation format (fang with an D n=2

and n D 1; 2) to one modulation format fan exp.j'k/g.
Next, we will discuss how the modulation formats described above are rea-

lized by modulators. Today two basic modulator technologies are widely used in
OTDM systems: electroabsorption modulators (EAMs) and Mach–Zehnder modu-
lators (MZMs). EAMs work by the principle of absorption whereas MZMs work by
the principle of interference. EAMs predominantly modulate the amplitude whereas
MZMs can be used to modulate all quantities of the optical field. Here, we discuss
the MZM only, while EAMs are treated in Chap. 6, Sect. 6.1.2 for example.

The generic set-up of a push-pull operated MZM is shown in Fig. 13.8a. This
modulator comprises a Mach–Zehnder interferometer with an electro-optic phase
modulator (linear electro-optic effect, see also Chap. 6) in each branch of the interfer-
ometer. The whole structure is implemented using optical waveguides fabricated in
LiNbO3. The incoming light is split into two paths at an input coupler. In both paths
the optical fields experience a phase change due to a refractive index change induced
by electric fields (modulation voltages plus a DC voltage to adjust the desired oper-
ation point). In the output coupler the signals from both paths interfere. The output
signal depends on the phase difference �' accumulated in the two interferometer
arms. Push-pull-operation means, that the phase change is C�'=2 in one path and
��'=2 in the other path. Depending on the applied electrical voltage, the interfer-
ence varies from destructive to constructive. The push-pull-operated Mach–Zehnder
modulator offers several advantages, for example a chirp-free amplitude modulation
or a nearly perfect 	 phase shift in DPSK modulation if the modulator is biased at
zero transmission and driven by two times the “	”-switching voltage [51, 52].

In principle, the Mach–Zehnder-modulator can generate all modulation states in
the IQ-plane including the DQPSK modulation format. However, it is common to
use the so-called nested MZM (nMZM) or IQ modulator for DQPSK modulation
because it allows simpler and in particular binary driving signals [49, 53, 54]. An
IQ modulator is depicted in Fig. 13.8b. It comprises an outer MZM structure with
an “inner” push-pull-operated MZM in each branch and with a constant phase dif-
ference of 	=2 between both branches of the outer MZM. The two inner MZM
generate binary PSK signals with the phase states ' D 0; 	 . Because of the con-
stant phase shift of 	=2 in one interferometer branch one obtains the phase states
' D 	=2; 3	=2 as well.

The IQ modulator is the appropriate modulator for the 1.28 Tbit=s DQPSK
transmission system shown in Fig. 13.2a. A different modulator is needed in the
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1.28 Tbit=s 16-QAM transmission system illustrated in Fig. 13.2b. This difference
in the modulators is the main difference in the transmitters of both transmission
systems. The modulator used in the 1.28 Tbit=s 16-QAM transmission system is re-
alized by a concatenation of three modulators (see Fig. 13.9) using the star 16-QAM
grid structure which is a combination of the 8-PSK and the 2-ASK modulation for-
mat. 8-PSK modulation is obtained by the concatenation of an IQ modulator and
a binary phase modulator. In the experiment, the four electrical driving signals for
the modulators (two signals for the IQ modulator) were generated by pseudo ran-
dom bit sequences from a 4-channel PRBS pattern generator.

In principle it is possible to realize even more complicated modulation formats
including m-ary phase shift keying (m-PSK) and m-ary quadrature amplitude shift
keying (m-QAM) by using either sophisticated electrical driver circuits for the IQ
modulator or cascaded IQ-, phase- and amplitude modulators (8-PSK, star 16-
QAM). However, these modulation formats need a very high optical signal-to-noise
ratio (OSNR). Recently, a theoretical study of multilevel modulation formats has
been published [50]. This study shows, that the 16-QAM modulation format per-
forms much worse than a so-called polarization-switched QPSK (PS-QPSK) mod-
ulation format. At present, it is very difficult to predict the best modulation format.

13.4.5 OTDM-multiplexer

In real OTDM systems, different data signals are combined with a delay (Fig. 13.1a)
to provide a multiplexed data signal. An example of such a “real multiplexer” is
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reported in [55, 56]. This multiplexer enables the multiplexing of eight different
20 Gbit=s OOK data signals to one multiplexed 160 Gbit=s OOK data signal by us-
ing an integrated planar lightwave circuit. Yet another “real multiplexer” is reported
in [57]. It provides independent modulation of all TDM-channels and optical phase
alignment between adjacent bits. We have to note here that in these “real” systems
in general the multiplexer and the modulators constitute a single unit.

Most laboratory experiments are performed using “test multiplexers,” which
combine several replicas of one data signal with different relative delays to a high
bit rate test signal as already indicated in Fig. 13.1b. A schematic set-up of a “test
multiplexer” (MUX) for multiplexing the symbol rate from 40 GBd to 160 GBd is
shown in Fig. 13.10. The MUX comprises two stages with a multiplexing factor of
two for each stage. Multiplexing the symbol rate from 40 GBd to 640 GBd requires
four stages. Each stage has the configuration of a Mach–Zehnder interferometer
with a relative delay of an odd multiple of .1=2/TB where TB is the period of the
symbol rate of the signal at the input of the stage.

The MUX is realized by using 2�2 optical couplers and optical delay lines either
as fiber devices or as planar lightwave circuits. The set-up illustrated in Fig. 13.10
is a fiber-based device. The lower branch of the interferometer configuration in-
cludes an adjustable free space optical delay line (� 200 ps), a polarization con-
troller (�=4; �=2; �=4 plates), and a shutter. These tools enable a precise adjustment
of the relative delay and of the polarization of the output signal, i.e., the adjustment
for a single polarization signal or an alternating polarization signal. There is an ad-
ditional attenuator in the upper branch to compensate for the loss in the free beam
optics in the lower branch to provide constant amplitude for all pulses.

An important requirement for these “test multiplexers” is that there is strong de-
correlation between adjacent bits of the multiplexed data signal. This is obtained by
employing a delay time which is long compared to the period of the symbol rate
of the input signal (which is not possible in general if a planar lightwave circuit is
used). Laboratory experiments are usually performed using PRBS (pseudo-random
bit stream) data signals at the base rate. The PRBS structure is preserved if the
relative delay in one stage equals half the word length of the PRBS word at the
input of this stage. For a PRBS word with 27 � 1 D 127 bit, this gives a delay
time of .127=2/TB D 1:595 ns for an input STM-rate of 39.813 GBd. This delay
corresponds to about 32 cm fiber in the first stage and 16 cm in the second stage in
Fig. 13.10. A PRBS word length of 215 � 1 corresponds already to a delay length
of 82 m. Consequently the construction of multiplexers, which preserve the PRBS
structure of longer PRBS word lengths, is not reasonable.

In constructing a fiber based “test multiplexer” for very high symbol rates, for
example 640 GBd, the effect of chromatic dispersion has to be taken into account
as illustrated by the following considerations. The optical pulses at the output of
the “test multiplexer” have passed different fiber lengths. Thus, they experience dif-
ferent pulse broadening due to chromatic dispersion. The generation of data signals
having a symbol rate of 640 GBd from a base symbol rate of 10 GBd requires a 10 to
640 GBd multiplexer. Using a delay as determined by a PRBS word length of 27�1
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Fig. 13.10 Set-up of a 40 to 160 GBd laboratory multiplexer (delays chosen to preserve a PRBS
27 � 1 sequence)

bits requires delays with fiber lengths of 1.28 m, 0.64 m, 0.32 m, 0.16 m, 0.08 m, and
0.04 m. The maximum length difference passed by the pulses in the six stages of the
“test multiplexer” adds up to 2.52 m. An optical pulse with a pulse width of 0.4 ps is
broadened to 0.58 ps over a fiber length of 2.52 m assuming a chromatic dispersion
ofD D 17 ps=(nm km). As a consequence such a multiplexer already requires some
sort of dispersion compensation in the first stages. Conversely, an MUX starting at
the first stage with 40 GBd does in general not require any additional dispersion
compensation in the first stages.

In general, the delay line multiplexer provides an arbitrary relative phase of adja-
cent pulses in the multiplexed data signal because usually no effort is made in these
experiments to adjust and stabilize the delay line multiplexer for a well-defined rela-
tive phase of adjacent pulses. The effect of a well-defined relative phase of adjacent
data pulses in the multiplexed data signal is expected to increase the tolerance of
the transmission system with respect to chromatic dispersion and fiber nonlinearity,
and it will increase the spectral efficiency as well [58]. Therefore, the controlla-
bility of the optical phase alignment between adjacent pulses in the multiplexed
data signal is an important feature of a transmission system. Techniques for real-
izing optical phase alignment have been introduced [59, 60], and several OTDM
and OTDM/WDM transmission experiments have been performed using such for-
mats as “carrier-suppressed return-to-zero (CS-RZ)” in which the optical pulses in
adjacent bit slots have a relative phase shift of 	 [57, 61–64]. Conversely, the im-
provement for the transmission system is not significant enough to justify the effort
of adjustment and stabilization of a “test-multiplexer,” even not for phase-modulated
data signals. In DPSK and DQPSK transmission systems the well-defined phase of
adjacent pulses is only required behind the demultiplexer (i.e., within the base rate-
channel) and is independent of the adjustment of the delay line “test multiplexer.”

13.5 Conventional OTDM Receiver

The goal of this section is to discuss optical signal processing in conventional
OTDM receivers. An example is the receiver of the 1.28 Tbit=s transmission sys-
tems with DQPSK modulation format, introduced in Fig. 13.2 in Sect. 13.2. How-
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ever, the discussion also includes alternatives to this special receiver. The coherent
OTDM receiver of the 1.28 Tbit=s transmission system with the 16-QAM modula-
tion format will be discussed in Sect. 13.6. According to Fig. 13.2, a conventional
OTDM receiver comprises two subsystems, an optical demultiplexer and an opto-
electronic receiver for the base symbol rate. In Fig. 13.11 the receiver is shown with
these two subsystems in more detail.

The demultiplexer selects (drops) one data channel (one tributary) of the trans-
mitted multiplexed OTDM data signal. The selected data channel is subsequently
passed to the optoelectronic receiver for signal processing in the electrical domain.
To select a tributary from the transmitted multiplexed data signal, the demultiplexer
has to periodically drop single pulses of a pulse train in well-defined time slots with
a switching time shorter than the bit period of the multiplexed data signal (3.12 ps
for 320 GBd). Therefore, the demultiplexer comprises an optical gate and a timing
extraction device (clock recovery). The clock recovery device extracts the timing
signal for the optical gate from the multiplexed data signal. Most optical gates need
an optical control signal to drive the optical gate. Therefore, the clock recovery syn-
chronizes an optical pulse source which drives the optical gate.

In Sect. 13.5.1 we discuss the optical gate which was used in the 1.28 Tbit=s
transmission systems with DQPSK modulation while some alternative optical gates
are treated in Sect. 13.5.2. Section 13.5.3 deals with the timing extraction unit and
Sect. 13.5.4 covers the optoelectronic receiver.

13.5.1 NOLM as the Optical Gate

An important property of the optical gate is the amplitude transfer characteristic, the
so-called switching window. In the ideal case, the control signal generated by the
timing extraction unit changes the transmittance T D Pout=Pin of the gate for the
train of data pulses at a given time instantly from T D 0 to T D 1 and after a time
interval � back from T D 1 to T D 0 in such a way that only a single pulse passes
the gate. The switching window is the variation of T versus time. The switching



596 H.G. Weber and R. Ludwig

control pulse

2

P3
control

data
1234

P1

P2

90 : 10 coupler

50 : 50 coupler

data pulse

Fig. 13.12 Nonlinear optical loop mirror (NOLM) as the optical gate

windows of real optical gates do not have this ideal form. The steepness of the slopes
is limited and the transmittance is less than T D 1. The important parameters of the
switching windows of real optical gates are the contrast and the width (FWHM)
of the switching window where the former is defined as the ratio of transmitted
signal power for maximum transmittance T to the transmitted signal power far off
the maximum transmittance T , while the latter is the temporal interval in which the
transmitted data power exceeds half of the maximum transmitted power.

The most important optical gate for symbol rates beyond 160 GBd is based on
the Nonlinear Optical Loop Mirror (NOLM) [43, 65]. The NOLM was applied as
a demultiplexer for symbol rates up to 640 GBd, the fastest optical gate reported
so far [7, 9, 42, 66, 67]. The NOLM is also the optical gate which was used in the
1.28 Tbit=s DQPSK transmission experiment. Figure 13.12 is a schematic illustra-
tion of the NOLM. It has the configuration of a fiber Sagnac interferometer and
is constructed by connecting a long piece of fiber (typical length 300 to 1000 m)
to the two output ports of a fiber coupler to form a loop. In Fig. 13.12 the input
ports of the fiber coupler are indicated by P1 and P2. The fiber coupler used here
is a 50 W 50 coupler. An optical pulse at the input (port P1) of the NOLM is split
by the coupler into two pulses of equal power, one left-circulating in the loop and
the other right-circulating. After a round trip, these two pulses meet again at the
coupler where they interfere and exit the NOLM in one or both of the two coupler
ports P1 and P2, depending on the phase difference�' of left- and right-circulating
pulses after a round trip. The transmittance (from port P1 to port P2) is given by
T D Pout=Pin D .1=2/.1 � cos�'), where Pin is the input power at port P1 and
Pout is the output power at port P2. In the NOLM we have �' D 0 and there-
fore T D 0, because the optical path in the NOLM is the same for the left- and
right-circulating pulse. This is different in the DILM (see Sect. 13.4.2). The NOLM
reflects the incoming pulse totally like a mirror.

To operate the NOLM as an optical gate, an additional fiber coupler is inserted
into the fiber loop as shown in Fig. 13.12. This fiber coupler often has a splitting
ratio of about 1=10 to keep the loss of the circulating pulses in the fiber loop low.
The pulses circulating in the loop lose 1=10 of their power at the coupler. Con-
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versely, an optical pulse at port P3 couples only 1=10 of its power into the loop. The
pulse train representing the transmitted multiplexed data signal is input at P1. To
switch a selected pulse of this pulse train (for instance pulse 2 in Fig. 13.12) to P2,
a control pulse is input in P3, which is co-propagating with the left circulating pulse
component of pulse 2 in the fiber loop. This control pulse changes the phase of the
left circulating pulse 2 component by cross-phase modulation (XPM) according to
(13.3) (see Sect. 13.3.1) such that �' D 'NL D ���PCLeff. If the power PC of
the control pulse (in the loop) is properly adjusted, one obtains �' D 	 and con-
sequently T D 1 for the selected data pulse 2, whereas T D 0 for all other data
pulses. The required power for �' D 	 is given by PCLeff � 1W km and with
Leff D L to a good approximation. The control pulse has a wavelength which is
different from the wavelength of the data pulses and does not pass the optical filter
at port P2 of the NOLM. The exact timing for the control pulse is provided by the
timing extraction unit.

The fiber nonlinearity is extremely fast. It has about the duration of the pulse
width. The switching window is solely determined by the shape and width of the
control pulse and by the walk-off between the data and control pulse. The walk-off
is caused by chromatic dispersion of the fiber in the loop. Because of chromatic
dispersion, the data pulse and control pulse do not have a constant overlap in the
fiber during the propagation along the loop length. This broadens the width of the
switching window and restricts the application as a demultiplexer for very high bit
rates. The walk-off can be reduced by fibers having an appropriate chromatic disper-
sion profile with the same dispersion for the wavelength of control and data signal
or by constructing a fiber loop which is a concatenation of multiple short fiber sec-
tions having an alternating walk-off along the length of the fiber loop [42]. Another
problem of the NOLM-switch represents the factor � in (13.3). The factor � ex-
presses the dependence of XPM in the fiber on the relative states of polarization of
the data pulse and the control pulse. There are techniques to construct polarization-
independent NOLM-based demultiplexers [68]. The NOLM is not the only optical
gate based on the optical nonlinearity of the fiber. Also four-wave mixing (FWM)
in a fiber was applied to operate as a demultiplexer [69]. This optical gate is not
discussed here. See, however, Sect. 13.5.2.

13.5.2 SOA- and EAM-based Optical Gates

13.5.2.1 Optical Gates Using XPM in SOA

Fiber-based optical gates are very bulky. In general, a fiber length of some 100 m
is required because the nonlinearity of the fiber is comparatively low. The semi-
conductor optical amplifier (SOA) offers a much higher optical nonlinearity and
enables very compact switching devices. The operation speed of these switching de-
vices is restricted by the slow nonlinear response time of the SOA (see Sect. 13.3).
To overcome this problem SOA-based optical gates were used in specific config-
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Fig. 13.13 Mach–Zehnder structure for an optical gate based on XPM in SOAs

urations as demultiplexers [70–76]. The most prominent SOA-based optical gate
uses cross-phase modulation (XPM) in an SOA and is realized by incorporating
the SOA into an interferometer configuration in which the phase modulation is
transferred into an amplitude modulation. The Sagnac and Mach–Zehnder inter-
ferometer configurations were frequently applied [20]. In particular the SOA-based
optical gate in the configuration of a Mach–Zehnder interferometer was success-
fully realized as a monolithically integrated Mach–Zehnder interferometer having
a size of about 1mm � 5mm (e.g., [70, 71]). In [70], the two SOA sections (length
1.0 mm) comprised a buried heterostructure (with band gap equivalent wavelength
�g D 1:50 µm) InGaAsP bulk layer. The passive sections consisted of a buried
heterostructure �g D 1:25 µm InGaAsP bulk layer and included 3 dB multimode in-
terference (MMI) couplers, S-bends, straight waveguides, and spot size converters
(taper). The active waveguide was a strained bulk material with a cross-section of
0:2 µm � 0:8 µm to provide polarization-insensitive gain. The passive waveguide
was a wide double-mode waveguide (0:35 µm � 2 µm). Demultiplexing of data
signals up to 320 Gbit=s was reported [72, 73]. Optical signal processing using
SOAs and in particular the application for demultiplexing are described in a review
article [20].

In the following we describe the principle of operation of an SOA-based inter-
ferometer switch using the Mach–Zehnder interferometer configuration illustrated
in Fig. 13.13.

The Mach–Zehnder interferometer comprises a 50 : 50 coupler with the two in-
put ports P1 and P2 and a 50 : 50 coupler with the two output ports P3 and P4.
Additionally, there is a 50 : 50 coupler in each interferometer branch to provide a di-
rect coupling of the control pulses into each branch via the ports C1 and C2. The
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data signal (data pulse) is injected into port P1. The interferometer is balanced such
that the data signal emerges from port P4 in the absence of a control pulse. The con-
trol pulses, which both come from the same pulse source, are coupled (ports C1 and
C2) with a relative time delay � into the SOAs. As already reported, the nonlinear
response time of the SOA is slow as compared to the nonlinear response time of
the fiber. In the SOA, the control pulse induces a fast change of the refractive in-
dex of the SOA. Subsequently the refractive index recovers slowly with a response
time of some 100 ps. The data pulses experience this change of the refractive index
as a corresponding change of the phases '1 and '2 (depicted in the lower part of
Fig. 13.13). The changes of '1 and '2 affect the balance of the interferometer such
that the data pulse is switched to port P3.

The switching scheme in Fig. 13.13 is called a differential switching scheme. It
provides a transmission to port P3 which is only determined by the difference of
'1 and '2 and not limited by the slow recovery. The resulting switching window is
nearly symmetric and has a width determined by the relative time delay � because
the differential phase shift �' D '1 � '2 is nearly zero outside � by proper adjust-
ment of the various device parameters. The change of the transmittance to port P3
is the switching window and the complementary change of transmittance to port P4
is called the complementary switching window. The minimum width (FWHM) of
the switching window achieved so far was 3 ps and the highest switching contrast
amounted to 27 dB.

13.5.2.2 Optical Gates Using FWM in an SOA

The nonlinear optical effect of FWM has also been exploited for various functional
operations in high bit rate transmission systems. For instance the operation of a de-
multiplexer based on FWM in an SOA was reported in experiments with data rates
up to 200 Gbit=s [77]. The FWM-effect is strongly dependent on the relative states
of polarization of the two injected optical waves, as described in Sect. 13.3.2. How-
ever, such a polarization dependence is not acceptable for a demultiplexer. In the
following we describe the principle of operation of an FWM-based demultiplexer
which operates independently of the state of polarization of the incoming data sig-
nal. Figure 13.14 illustrates the set-up of this demultiplexer in a schematic fashion.

The clock and the data signal (6.3 GHz and 200 Gbit=s, respectively, in the
example shown) are input via a polarization-maintaining coupler (not shown in
Fig. 13.14) in a polarization-maintaining fiber (PM fiber) having a length of 6 m
(differential group delay of 16 ps). The state of polarization of the clock signal is
linear polarized under 45° with respect to the slow and fast axis of the PM-fiber.
The state of polarization of the data signal is not fixed. Because of polarization dis-
persion in the PM fiber the components of clock and data signal along the fast and
slow axis separate in time. The fast components of the clock and the data signal
arrive earlier (16 ps) at the SOA and generate a new frequency component via FWM
(FWM-componentF ). Similarly the slow components of clock and data signal gen-
erate a new frequency component (FWM-component S ). At the output of the SOA
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is another PM fiber (length 6 m). The axes of this fiber are adjusted such, that the
FWM-component F is coupled into the slow axis and the FWM-component S is
coupled into the fast axis. Thus, at the output of the PM fiber, the FWM components
F and S overlap in time and result in an FWM-signal that is independent of the
state of polarization of the data signal. The resulting FWM signal passes an optical
filter, which separates the clock pulses.

In the experiment, the gain of the SOA in the TE and TM modes was slightly dif-
ferent (< 1 dB). The adjustment of the slow and fast axes to the TE and TM modes
was such that equal FWM efficiency was excited in each mode. The sources for
clock and data signal were supercontinuum pulse sources providing clock pulses
(� D 1543:5 nm, pulse width 1.7 ps, average optical power 7.3 dBm) and data
pulses (� D 1553:1 nm, 1.7 ps, 2.3 dBm) at the input of the demultiplexer. Error-
free, polarization-independent (< 0:5 dB dependency) operation was confirmed.

Whereas in an XPM-based optical gate the selected optical pulse of the input
pulse train passes the optical gate, this is different in the FWM-based optical gate.
In this gate not the original pulse is transmitted but a replica of this pulse is generated
and transmitted to the output. This replica is shifted in wavelength with respect to
the original pulse and is a phase conjugate replica of the original pulses.

13.5.2.3 Optical Gates Based on EAM

The optical gates discussed above are gates based on nonlinear optical effects in
fibers or in semiconductor optical amplifiers. These gates use all-optical switching.
An optical pulse controls the transmittance of the gate for the optical data signal.
Also the electro-absorption modulator (EAM) was used as an optical gate. In the
EAM, however, an electrical control signal controls the transmittance of the gate for
the optical data signal. Therefore, this gate does not require the pulse source indi-
cated in Fig. 13.11. The electrical signal from the timing extraction unit controls the
EAM gate directly. This is an enormous simplification of the demultiplexer because
appropriate optical pulse sources are expensive and difficult to handle. The EAM is
a commercially available device. In the application as an optical gate it is charac-
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terized by a switching window which typically has a width (FWHM) of about 5 ps
and a switching contrast of about 20 dB for a DC-bias voltage of about 3.5 V and
for a 40 GHz clock signal with an RF power of about 26 dBm. The width of the
switching window depends on the frequency of the clock signal. Demultiplexing of
160 GBd to 10 GBd with a 10 GHz clock signal requires in general a cascade of two
EAMs. The EAM is a polarization-independent gate. More details on EAM-based
160 GBd demultiplexing are described in [33, 78]. The EAM also has the poten-
tial for application as a demultiplexer for symbol rates up to 500 GBd if an optical
control signal is used [79].

The demultiplexers described above are capable of selecting only one TDM chan-
nel (one tributary) of the multiplexed data signal (single channel output operation).
Multiple channel output operation can be achieved by a serial-parallel configuration
of several of these switches. Examples for multichannel output operation using only
one device are reported in [3, 80, 81].

13.5.3 Timing Extraction Devices

Timing extraction or clock recovery is an essential operation in a demultiplexer and
in other functional devices, for example in a regenerator. Among the many timing
extraction techniques proposed and demonstrated so far, a phase-locked loop (PLL)
with an optical or optoelectronic phase comparator is a promising method especially
for subharmonic clock extraction from data signals beyond 100 Gbit=s [82–84].
Clock recovery has been reported using an optical phase comparator based on four-
wave mixing in an SOA at data rates up to 400 Gbit=s [82]. In this section we discuss
optoelectronic clock recovery using an EAM as the optical phase comparator.

The clock recovery shown in Fig. 13.15a is a prescaled optoelectronic timing
extraction device using a PLL configuration and an EAM as the phase comparator.
The optical data signal with a symbol rate of for example 320 GBd is split into
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two branches and fed into the EAM via two circulators. The two light paths are
indicated by different colors of the two solid lines. The switched output signals
of the EAM are detected by two low bandwidth (100 MHz) photo detectors. The
two electrical signals U1 and U2 are subtracted from each other by a difference
amplifier to generate the bipolar feedback signal U1 �U2 for the voltage controlled
oscillator (VCO) operating for instance at 40 GHz. The paths of the electrical signals
are indicated by broken lines. The PLL comprises a low-pass filter with a bandwidth
of 50 kHz. The electrical 40 GHz VCO signal is finally fed into the electrical input
of the EAM to close the loop of the PLL. This electrical 40 GHz signal is the output
signal of the timing extraction unit and controls for example the EAM gate directly
or the NOLM gate by synchronizing a 40 GHz optical pulse source as indicated in
Fig. 13.11.

In this set-up, the EAM acts as an ultra-fast electro-optical phase comparator.
The optical power transmitted through the EAM to both sides is determined by
the phase difference between the data signal and the 40 GHz RF-signal driving the
EAM. Thus, the two electrical signals U1 and U2 depend on this phase difference.
Figure 13.15b shows both signals versus the relative phase of the data signal and
the 40 GHz RF signal taken while the PLL was not closed. There is a shift between
U1 and U2 because of the optical delay in one of the two signal branches at the
input of the EAM. The bipolar feedback signal U1 �U2 is within the locking-range
proportional to the relative phase of the data signal and the 40 GHz RF signal. This
clock recovery was successfully operated at symbol rates up to 320 GBd [83, 84].

Many transmission experiments were also performed without recovering the
clock signal from the multiplexed data signal because an appropriate clock recovery
device was unavailable. Two alternative approaches were used. A clock signal was
generated at the transmitter and transmitted together with the data signal over the
fiber at a separate wavelength (“transmitted clock signal” [85]), or the multiplexer
at the transmitter end was adjusted for slightly different pulse amplitudes (“clock
modulation,” e.g., [86]) such that a simple photo detector was able to detect the
clock signal at the receiver end. These two approaches are, however, not applicable
in real systems.

13.5.4 Optoelectronic Base Rate Receiver

In an OTDM receiver, the output signal of the demultiplexer is passed to the op-
toelectronic base rate receiver for signal processing in the electrical domain as in-
dicated in Fig. 13.11. The first stage of the optoelectronic receiver in Fig. 13.11
comprises the demodulator and the photo detector. In a system with ASK modula-
tion format (e.g., 2-ASK or OOK) this stage of the optoelectronic receiver comprises
only the photo detector (together with an optical amplifier and an optical filter) be-
cause a demodulator is not necessary for this modulation format. Conversely, the
DPSK and the DQPSK OTDM-receiver require a demodulator before the photo de-
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tector. The demodulator converts the phase-modulated data signal into two comple-
mentary amplitude-modulated data signals. The demodulators for these two modu-
lation formats are depicted in Fig. 13.16. In the DPSK receiver, the demodulator
is a Mach–Zehnder interferometer with a delay between both interferometer arms
of one period at the symbol base rate, for instance 25 ps for a symbol base rate of
40 GBd.

Adjacent pulses with zero phase difference, which carry the logical informa-
tion “0” (see Sect. 13.4.4), interfere constructively at one port (e.g., upper port in
Fig. 13.16) and destructively at the other port (lower port in Fig. 13.16) of the inter-
ferometer, whereas adjacent pulses with 	 phase difference, which carry the logical
information “1,” interfere constructively at the lower port and destructively at the
upper port. If the two complementary signals are detected by a balanced photo de-
tector, an improvement in receiver sensitivity of 3 dB as compared with OOK is
obtained [87].

The demodulator for a DQPSK signal is also shown in Fig. 13.16. It comprises
two Mach–Zehnder interferometers each with a differential delay (in the interfero-
meter arms) of one period at the symbol base rate (i.e., 25 ps for 40 GBd) plus an
additional phase shift of C	=4 or �	=4 to detect the in-phase or quadrature com-
ponent, respectively.

The DPSK or DQPSK demodulator needs to be actively matched to the transmit-
ter wavelength for proper operation. This requires a control loop for the demodula-
tor and also a pulse source in the transmitter which is highly stable in terms of the
carrier wavelength.
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13.6 Coherent OTDM Receiver

Figure 13.17 shows the coherent OTDM receiver schematically as it was used in the
1.28 Tbit=s, 16-QAM, OTDM transmission experiment reported in Sect. 13.2 and
Fig. 13.2. The set-up of the coherent receiver is subdivided into two main blocks,
the optical frontend (used for demultiplexing, demodulation, and e-o conversion)
and the electrical signal processing unit. In the coherent receiver, the output of the
optical frontend is an electrical tributary signal contrary to the conventional receiver
(see Fig. 13.11), where the output of the optical demultiplexer is an optical tributary
signal. The essential difference of the two receivers is that the optical gate in the
conventional receiver is replaced by the polarization-diversity and phase-diversity
homodyne receiver in the coherent receiver. In Fig. 13.17 there is also a clock re-
covery unit to extract the base clock from the OTDM signal and an optical pulse
generator which is synchronized by the clock recovery unit to generate a train of
control pulses with a repetition frequency at the base symbol rate of the multiplexed
data signal. However, in a complete coherent OTDM receiver, where all tributaries
are present in the electrical signal processing unit, no synchronization of the control
pulses to the data stream is required as long as an appropriate oversampling rate
is used. This also enables the compensation of transmission impairments like chro-
matic dispersion and polarization-mode dispersion in the electrical signal processing
unit.

13.6.1 Principle of the Phase-diversity Homodyne Receiver

The principle of operation of the phase-diversity homodyne receiver is described
with use of Fig. 13.18 [88, 89]. The figure shows a 90° optical hybrid and two
balanced photo detectors.

For the discussion we assume that an optical data signal Es.t/ and an optical
continuous wave Ec.t/ given by

Es.t/ D As exp.j
s C j
n/ exp.j!st/ (13.6)

and

Ec.t/ D Ac exp.j
c/ exp.j!ct/ (13.7)

are coupled into two input ports of the 90° optical hybrid. Here, j is the imaginary
unit with j2 D �1. Ec is often called the local oscillator wave and will be later
replaced by a pulse train to enable optical demultiplexing. In (13.6) and (13.7) As

and Ac are real amplitudes, 
s represents the phase modulation and 
n the phase
noise of the data signal, 
c is the phase of the LO-wave, and !s and !c are the
angular frequencies of Es.t/ and Ec.t/, respectively. In particular, it is assumed
that amplitude noise may be neglected and that both Es and Ec have the same state
of polarization (SOP). The optical signals at the four outputs of the 90° optical
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hybrid are: E1 D .Es C Ec/=2, E2 D .Es � Ec/=2, E3 D .Es C jEc/=2, and
E4 D .Es � jEc/=2 [88, 89]. There are several realizations of the optical 90° hybrid
(e.g., [90–92]). Optical 90° hybrids monolithically integrated with balanced photo
receivers are also commercially available now [93].

The outputs of the two balanced photo detectors connected to the 90° hybrid
are [89]

I.t/ D R .PsPc/
1=2 cos .!IFt C 
s C 
n � 
c/ ; (13.8)

Q.t/ D R .PsPc/
1=2 sin .!IFt C 
s C 
n � 
c/ : (13.9)

Here, R is the responsitivity of the photodiode, Ps D .1=2/A2s and Pc D .1=2/A2c
are the optical powers, and !IF D !s � !c is the intermediate angular frequency. In
a homodyne coherent receiver !s D !c and therefore the intermediate frequency is
!IF D 0.
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In a homodyne receiver, the quantity

Ig.t/ D I.t/C jQ.t/ D .1=2/RAcAs expŒj.
s C 
n � 
c/�

is proportional to the complex amplitudeAs exp.j
s/ if 
n�
c D 0. Here,As exp.j
s/

is the information content of the input data signal Es.t/. One way to obtain

n � 
c D 0 is to operate an optical phase-locked loop that locks the phase 
c of
the local oscillator to the phase 
s.t/ of the data signal. This is a very difficult task,
and no practical solutions are presently known for high bit rate data signals. Re-
cently, high-speed digital signal processing (DSP) has been successfully applied to
solve this problem in a different way [89]. In the phase-diversity receiver, the optical
phase is not lost in the detection process and can be tracked also in the electrical do-
main, thus enabling 
n � 
c D 0. Moreover, DSP is also able to handle a frequency
offset !IF ¤ 0 as long as j!IFj 
 !b=2, where !b is the modulation bandwidth of
the optical carrier determined by the bit rate [94]. These examples show that prob-
lems appearing in optical signal processing are partly alleviated by the use of digital
signal processing in the electrical domain.

Finally, there is still the assumption that both Es.t/ and Ec.t/ have the same
state of polarization. In a real system the SOP of the transmitted data signal
changes irregularly with time. One solution to this problem is the application of
polarization-diversity [89]. The principle of polarization-diversity is discussed with
use of Fig. 13.19, which shows schematically the set-up of the polarization-diversity
and phase-diversity homodyne receiver applied in the 1.28 Tbit=s, 16-QAM, OTDM
transmission experiment reported in Sect. 13.2 and Fig. 13.2.

In this figure a pulse train (control signal) is used as local oscillator Ec instead
of a continuous wave LO (see Sect. 13.6.2). The set-up in Fig. 13.19 comprises two
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phase-diversity receivers of the kind discussed before and two polarization beam
splitters (PBS1 and PBS2). The data signal having an arbitrary SOP is split at PBS1
into two orthogonal SOPs with linear polarization, called the x- and y-components
in the following. The relative strength of these two components varies between 1 and
0 depending on the SOP of the data signal at the input. Figure 13.19 shows a par-
ticular situation where only the x-component is present in the input data signal. The
y-component is zero. The LO-signal is adjusted to an SOP, which is split at PBS2
into an x-component and a y-component of equal strength. Thus, the polarization-
diversity scheme provides the same linear SOP for the data signal and the LO-signal
at the input of each 90° optical hybrid. In general, the x-branch of the polarization-
diversity and phase-diversity receiver provides an Ix-signal and a Qx-signal in the
x-branch and an Iy-signal and a Qy-signal in the y-branch. In the electrical sig-
nal processing unit (see Fig. 13.17) these signals are separately processed and later
added together.

13.6.2 Coherent Receiver as an OTDM Demultiplexer

The coherent receiver is used as an OTDM demultiplexer by applying a pulse train
(control signal) as local oscillator instead of a continuous wave LO. This is sche-
matically shown in Fig. 13.19 for the polarization-diversity and phase-diversity ho-
modyne receiver.

In this figure, we assume an OTDM data signal comprising four tributaries with
a 4-PSK modulation format. The SOP of the data signal is assumed to have only
an x-component in the polarization-diversity set-up. The hatching of the data pulses
indicates the different states of the phase of the OTDM signal. The LO pulses are
assumed to all have the same state “0” of the phase. The LO-pulse train is adjusted
in the time domain (by a variable optical delay line) to overlap one of the tribu-
taries of the OTDM data signal. In the example in Fig. 13.19 the output signals are
Ix / cos.
s/ andQx / sin.
s/ with 
s D 0; 3	=2.

The output signals Ix , Qx , Iy , and Qy of the four balanced receivers are zero if
no interference signal between data pulses and LO pulses is detected. In the example
considered in Fig. 13.19, this interference signal can only appear in the x-branch of
the polarization diversity set-up and it can only appear for the data pulses which
overlap with the LO pulses. However, the LO pulses and the data pulses have to
overlap not only in the time domain but also in the frequency domain to enable
homodyne detection. Figure 13.20 shows an example of spectra of data pulses and
LO pulses.

An overlap of both spectra is needed for the envelope as well as for the mode
combs of the spectra. Ideally, for homodyne detection the frequency offset �f of
the mode combs should be zero, but a �f ¤ 0 can be corrected for by high-speed
digital signal processing in the postdetection electrical signal processing unit. The
LO pulses define a “switching window” which is mainly given by the pulse width
of the LO signal. Similar to the switching of a conventional OTDM demultiplexer
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Fig. 13.20 Wavelength allocation of the mode combs of the (unmodulated) transmitter laser and
the LO

an appropriate shape of the LO pulses with a very low pedestal is essential to avoid
crosstalk from the neighboring time slots.

The use of a pulsed local oscillator in the coherent digital receiver was proposed
in [94, 95] and applied in transmission experiments up to a data rate of 10.2 Tbit=s
using the 16-QAM modulation format [12, 96]. Fiber transmission has been re-
ported up to a data rate of 640 Gbit=s over 1073 km dispersion-managed fiber using
the QPSK modulation format as well as at the data rate 1.28 Tbit=s over 480 km
DMF using the 16-QAM modulation format [10, 97, 98] and over 800 m multimode
fiber [13].

13.6.3 Postdetection Electrical Signal Processing

Electrical signal processing of the detected data signal was already being discussed
20 years ago for applications to mitigate signal distortions induced in the optical
domain [99]. Of particular importance was postdetection electrical signal process-
ing of the photodiode signal for the compensation of polarization-mode dispersion
(see Sect. 13.7.4) by application of electrical equalizers within the receiver [100].
However, at this time, the photodiode signal was the result of a simple square law
detection process and the information transported in the optical phase was lost. Con-
sequently, postdetection electrical signal processing was not very successful, in par-
ticular for high-speed optical data transmission systems.

With the use of a coherent receiver and the application of postdetection high-
speed digital signal processing the situation is different [89]. The output signals Ix ,
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Qx , Iy , and Qy of the four balanced receivers are fed into the electrical signal pro-
cessing unit. In four analog-digital converters (ADC) the four signals are sampled
and digitized. Then digital signal processing is performed. As the four input sig-
nals represent the complex amplitude As exp.j
s/ of the data signal Es.t/, the full
information transported in the optical data signal can be used for electrical signal
processing. Therefore, various kinds of signal processing can be performed: timing
skew corrections, compensation of the IQ-imbalance of the 90°-hybrid, compensa-
tion of transmission impairments (e.g., chromatic dispersion and polarization-mode
dispersion), re-timing, correction of the optical frequency offset between signal and
LO, digital carrier-phase estimation, decoding and bit-error ratio (BER) calcula-
tion [89, 94].

13.7 Optical Signal Processing for Combating Impairments
in the Fiber Link

For applications in commercial systems a fiber link length of the order of 1000 km
is desirable. For these fiber lengths, the fiber needs to be a single-mode fiber. The
transmission properties are determined by the transmission loss, the optical nonline-
arity, the chromatic dispersion, and the polarization-mode dispersion.

13.7.1 Fiber Nonlinearity and Choice of Appropriate Transmission
Fiber

Various types of transmission fiber in combination with their associated dis-
persion-compensating fiber (DCF) have been investigated for high-speed data
transmission near 1550 nm. Examples are standard single-mode fiber (SMF,
D � 17 ps=(nm km)), dispersion-shifted fiber (DSF, D � 0:1 ps=(nm km)), and
various types of nonzero dispersion-shifted fiber (NZDSF,D � 2 to 8 ps=(nm km)).

The DCF is a fiber with opposite (reversed) chromatic dispersion compared to the
associated transmission fiber (see Sect. 13.7.2). The DCF compensates for the path-
averaged chromatic dispersionD and the path-averaged dispersion slope dD=d� of
the associated transmission fiber. Generally, the DCF is localized as a module in the
repeaters and does not contribute to the transmission length. Conversely, DCF has
further evolved into inline dispersion-managed fiber transmission lines. The DMF
represents a pair of transmission fibers, which together compensate for the path-
averaged D and dD=d� over a wide wavelength range. There are several types
of DMF such as SMF/RDF (SMF/reverse dispersion fiber) or SLA/IDF. The lat-
ter comprises “Super large area fiber” (SLA, D � 20 ps=(nm km)) and “Inverse
dispersion fiber” (IDF, D � �40 ps=(nm km)).
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Fibers with low chromatic dispersion are not favorable for high-speed data trans-
mission because of the optical nonlinearity of the fiber. High-speed transmission
experiments are commonly performed in the quasi-linear (pseudo-linear) transmis-
sion regime, where the nonlinear length is much greater than the dispersion length
(e.g., [60]). A high local dispersion is advantageous for this transmission regime
provided that the path-averaged D and dD=d� are close to zero. The short pulses
of the data signal disperse very quickly in the fiber, spreading into many adjacent
timeslots before the original pulse sequence is restored by dispersion compensation.
Therefore, the peak power of the pulses is low for most of the path along the fiber.
Conversely, the nonlinear interaction of the pulses stretched over many adjacent
timeslots causes distortions due to intrachannel four-wave mixing. Consequently,
there exists an optimum fiber dispersion depending on the data rate. However, it
is more important to use fibers with a low nonlinearity (large effective area). Be-
cause of the physical constraints in the fiber design all available nonlinearity fibers
have high local dispersion. For example, 160 Gbit=s DPSK data transmission was
successful with transmission distances of up to 2000 km using NZDSF [86]. Con-
versely, 160 Gbit=s DPSK data transmission over the SLA/IDF fiber with its high
local dispersion and low nonlinearity achieved a transmission distance of more than
4000 km [101].

13.7.2 Compensation of Chromatic Dispersion by DCF

In general, chromatic dispersion causes a broadening of the width of a pulse which
is propagating in an optical fiber because the different frequency components of the
pulse spectrum travel with different velocities. Already for a system with a sym-
bol rate of 160 GBd, it is necessary to compensate for both the path-averaged CD
(i.e., D D 0) at the center wavelength of the pulse and for the path-averaged CD
slope (i.e., dD=d� D 0), because the dispersion slope produces oscillations near
the trailing edge of the data pulse even if D D 0 for the center wavelength of the
pulse. Currently, the most mature dispersion compensation technique is based on
dispersion-compensating fiber. A detailed discussion of fiber-based dispersion com-
pensators is given in [102].

The propagation of a pulse in a fiber is determined by the propagation constant ˇ.
The frequency dependence of ˇ is discussed by expressing ˇ in a Taylor series as

ˇ D ˇ0 C ˇ1 .! � !0/C 1
2
ˇ2 .! � !0/

2

C 1
6
ˇ3 .! � !0/

3 C 1
24
ˇ4 .! � !0/4 C : : : ;

(13.10)

where !0 is the center frequency of the pulse spectrum and ˇn D dnˇ=d!n at
! D !0. The time delay of a pulse component with frequency ! over a fiber of
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length L is given by

� .!/ D L
dˇ

d!
D Lfˇ1 C ˇ2 .! � !0/C 1

2
ˇ3 .! � !0/

2 C 1
6
ˇ4 .! � !3/3 C : : : g:

(13.11)

The center (! D !0) of the pulse travels with the group velocity vg D 1=ˇ1, and
its time delay �g D �.!0/ D Lˇ1 is called group delay. Chromatic dispersion is
defined as D D dˇ1=d� D �.2	c=�2/ˇ2. The objective of dispersion compensa-
tion by a DCF is to add to the transmission fiber of length La a DCF of length Lb

such that the sum �a.!/ C �b.!/ of the time delays in the two concatenated fiber
lengthsLa andLb becomes independent of !. This is obtained if Laˇ2a D �Lbˇ2b,
Laˇ3a D �Lbˇ3b, Laˇ4a D �Lbˇ4b, etc. Here, ˇ2a designates ˇ2 for the fiber of
length La, and ˇ2b designates ˇ2 for the fiber of length Lb, and similar for all other
ˇn. DCF enables one to compensate simultaneously for both the path-averaged CD
(D D 0, or ˇ2 D 0, averaged over La C Lb/ at the center wavelength of the pulse
and for the path-averaged CD slope (dD=d� D ˇ3.2	c=�

2/2 � 2D=� D 0, or
ˇ3 D 0 additionally to ˇ2 D 0). Conversely, the DCF is in general not able to
compensate for ˇ4.

We discuss the application of dispersion compensation based on DCF using the
example in Fig. 13.21.
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A pulse generator generates optical pulses with a pulse width (FWHM) of 1.3 ps.
These pulses propagate through a standard fiber (SMF, D D 17 ps=(nm km))
of length La D 160 km, followed by a dispersion-compensating fiber (D D
�105 ps=(nm km)) of length Lb � 26 km. Before the pulse enters the DCF, its
width is broadened by CD to about 2600 ps. If a data signal with a symbol rate of
160 GBd is transmitted, this broadened pulse covers more than 400 symbol periods.
The pulses overlap strongly. After propagation through the DCF the pulse width is
again about 1.3 ps, and the pulses are well separated at the input of the demultiplexer.

The adjustment of the transmission link to minimum pulse width at the receiver
is a prerequisite of all high bit rate OTDM transmission experiments. In the exam-
ple shown in Fig. 13.21 the pulse width is measured with use of an autocorrela-
tion measurement versus the center wavelength of the optical pulses generated in
a wavelength-tunable pulse generator. The figure shows the useful spectral range
(e.g., pulse width < 1:6 ps) for data transmission of 160 GBd over the given fiber
link.

The length Lb of the DCF has to be carefully adjusted to the length La of the
SMF. The tolerances as regards residual dispersion or residual SMF or DCF length
are particularly crucial for high-speed systems. For instance, for a single polariza-
tion signal at the symbol rate of 160 GBd (pulse width 1.5 ps), simulations yield
a tolerance (eye opening penalty of 1 dB for BER D 10�9) of ˙2:5 ps=nm, which
corresponds to an SMF length of ˙150m [103]. However, in experiments a fine
tuning of ˙50m is appropriate. To maintain such tolerances over a large environ-
mental temperature range requires automatic dispersion compensation in addition to
the DCF. Various tunable dispersion compensators have been proposed [104–107].

13.7.3 Compensation of Higher Order Chromatic Dispersion

For symbol rates of 640 GBd and beyond, higher order dispersion terms (d2D=d�2

or ˇ4) cause substantial pulse broadening in most fibers and also in transmission
links with exact compensation of D and dD=d�. It is very difficult to construct
DCFs, which are able to simultaneously compensateD, dD=d� and d2D=d�2 [102].
Therefore, other techniques for the compensation of the higher order dispersion term
d2D=d�2 were investigated. The most important technique is dispersion compensa-
tion using prechirping by a phase modulator [108–110]. In an OTDM transmitter,
the prechirping unit is placed between the signal generator (e.g., 10 Gbit=s) and the
OTDM multiplexer (e.g., 10 Gbit=s to 1.28 Tbit=s) [7]. The prechirping unit com-
prises three elements: a piece of SMF of lengthLs, a phase modulator, and a piece of
RDF (reverse dispersion fiber, see Sect. 13.7.1) of length Lr. The phase modulator
is driven by a 10 GHz sinusoidal RF signal generator, which is synchronized to the
10 Gbit=s data signal. In the SMF, chromatic dispersion broadens the signal pulses
and induces a strong linear chirp with the fast frequency components at the front and
the slow frequency components at the tail of the pulse. This enables phase modula-
tion in the spectral domain of each signal pulse by the phase modulator, for example
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'm D A cosŒB.!�!0/� D Af1� .1=2/ŒB.!�!0/�2C .1=24/ŒB.!�!0/�4C : : :g.
The two fiber lengths Ls and Lr as well as the two modulation parameters A and
B have to be properly adjusted to the length La of the transmission fiber to make
the phase ˇ.La CLs C Lr/ independent of (! � !0) up to the 4th order .! � !0/4
according to (13.10). This dispersion compensation technique was successfully re-
alized in a 1.28 Tbit=s OOK transmission experiment over a 70 km SMF/RDF fiber
link [7, 8].

Modern fibers like the SLA/IDF fiber (see Sect. 13.7.1) are more suitable for
high-speed data transmission. A 2.56 Tbit=s DQPSK data signal, corresponding to
a symbol rate of 1.28 TBd, was transmitted over 160 km SLA/IDF fiber without
application of higher order dispersion compensation using prechirping by a phase
modulator [9].

13.7.4 Compensation of Polarization-mode Dispersion

Polarization-mode dispersion is an effect in which polarization-dependent time de-
lays of optical pulses in fibers lead to distorted signals at the receiver. PMD is caused
by birefringence of the fiber and of other components in the transmission line. Bire-
fringence is induced in the fiber for example by mechanical stress or an elliptical
core profile of the waveguide. PMD is a severe limitation for high-speed data trans-
mission. It results in broadening and depolarization of optical pulses. Unlike CD,
PMD is much more difficult to compensate for because it changes with time and
wavelength in a nondeterministic way. A common way to describe PMD is the so-
called “retarder plate” or “wave-plate” model. In this model, the fiber is viewed as
a series of concatenated birefringent sections (i.e., retarder plates or wave-plates,
see Fig. 13.22).

We consider a single section of lengthLn. It is characterized by its two main axes,
say the x- and y-axes, which are perpendicular to the propagation direction (z-axis).
An optical pulse with a state of polarization parallel to the x- or y-axis experiences
the propagation constant ˇx or ˇy , respectively. ˇx and ˇy are different due to linear
birefringence. Therefore, the group delays �gx D Lnˇ1x and �gy D Lnˇ1y differ.
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The difference �� D �gx � �gy is the retardation of the birefringent section (see
Fig. 13.22). In the “retarder plate” model, the concatenated sections all have the
same z-axis, but the orientation of the x- and y-axis as well as the retardation varies
randomly and time dependently from section to section.

The fiber has similar properties as the sum of all concatenated sections. At a given
time and over a given narrow wavelength range, there are two principal states of
polarization (PSP), such that an optical pulse with an SOP parallel to these PSPs
experiences the maximum or minimum group delay, respectively. The difference
between these group delays is called the differential group delay (DGD). Theory
shows that the PSPs and the DGD are both represented by one quantity, the so-called
PMD vector (in Stokes space) [111]. The PMD vector is wavelength dependent and
in general expanded in a Taylor series about the center frequency of the pulse spec-
trum. In the first order of this expansion (first-order PMD), the PSPs and the DGD
are independent of wavelength as in a single retarder plate. With first-order PMD
only, an optical pulse with an arbitrary SOP at the input of the fiber can be resolved
into components along these two orthogonal PSPs such that two orthogonal compo-
nents of the pulse propagate with different propagation constants through the fiber
and appear at the output of the fiber separated by the DGD. If second-order PMD
is also taken into account, the wavelength dependence of the DGD causes the two
PSP-components of a pulse to see different chromatic dispersion while a wavelength
dependence of the PSPs will yield a depolarization of a pulse at the output even in
the case of PSP pulse launching [112]. In the following, we consider first-order
PMD only because PMD compensation is mostly restricted to first-order PMD.

A fiber is often characterized by the so-called PMD value of a fiber. The PMD
value is the mean value of the DGD, i.e., the average over wavelength and time. Even
for fiber links with low PMD value, instantaneous DGD values can exceed the tol-
erable margin and cause system outages if the PMD value of the fiber link is higher
than approximately 0:1TB [111]. Here 1=TB is the symbol rate of the transmitted
(multiplexed) data signal. This shows that PMD becomes a serious impairment at
high symbol rates.

In most ultra-high-speed transmission experiments (in the laboratory), PMD (first
order) was compensated for by manually adjusting the SOP of the data signal at
the input of the transmission line to a PSP. In real systems, however, an automatic
and dynamic approach for PMD compensation is necessary since PMD is influ-
enced by environmental conditions and varies on different time scales. The PMD
compensation techniques can be classified into electrical and optical compensation
techniques. Electrical PMD compensation is based on postdetection electrical signal
processing of the photodiode signal, i.e., processing after detection. We considered
this approach shortly in Sect. 13.6.3, and refer to [100]. Here we discuss optical
PMD compensation based on optical signal processing, i.e., before the data signal
is detected at the receiver.

The set-up of an optical PMD compensator is schematically shown in Fig. 13.23.
It consists of a polarization controller (PC), a PMD equalizer, an error detec-

tor, and a control unit. A simple example of an equalizer is indicated in the box
representing the PMD equalizer. This example comprises two polarization beam
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splitters and a motor-driven variable optical delay line. The polarization controller
(e.g., a LiNbO3 polarization controller) adjusts the input polarization to the PMD
equalizer such that the DGD of the fiber link is compensated for by the retardation
of the variable delay line. Both, the polarization controller and the PMD equalizer,
are driven by the control unit. The input to the control unit is a signal from the
error detector. The error detector measures the “quality” of the data signal before
the receiver and gives a feedback signal to the control unit. In the control unit, an
algorithm optimizes adaptively the parameter settings of the equalizer and the po-
larization controller. The parameter settings are typically dithered around the current
operating point, and the gradient of the feedback signal is used to approach a mini-
mum of first-order PMD of the sum of both the fiber link and PMD compensator. In
addition to this feedback structure of the PMD compensator, there are also applica-
tions of a feed-forward structure of the PMD compensator [112].

There are several techniques to measure the “quality” of the data signal and to
generate the feedback signal. A frequently used technique is the measurement of the
degree of polarization (DOP) with use of a Stokes polarimeter. PMD reduces the
DOP of a data signal strongly. The PMD-induced pulse splitting in a fast and a slow
component leads to a time varying SOP along the pulse as follows. The leading fast
pulse component may have a linear vertical SOP, and the trailing slow pulse com-
ponent consequently has a linear horizontal SOP. In this case, the DOP approaches
zero if both pulse components have the same strength and do not overlap in time
(jDGDj > FWHM). If these pulse components partly overlap in time, the overlap-
ping part may have an arbitrary elliptic SOP. In the control unit, a maximum-search
control algorithm adjusts the polarization controller and the DGD of the equalizer
to maximum mean DOP.

Several realizations for PMD equalizers have been investigated [112]. Here, we
discuss a PMD compensator that enabled error-free single-channel 160 Gbit=s RZ-
DPSK transmission over a 75 km SMF link (comprising 45 km installed fiber) with
a PMD-value of 0:34TB [113]. The equalizer illustrated in Fig. 13.24 consists of an
alternating cascade of birefringent YVO4-crystals and tunable Faraday rotators and
was designed to cover a DGD range from 0.31 ps to 4.70 ps in steps of 0.63 ps.

The magneto-optical polarization rotators have a response time of less than 1 ms
and were used to couple light from one main axis of a crystal to one of the main axes
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Fig. 13.24 PMD compensator
based on YVO4-crystals and
tunable Faraday rotators

of the next crystal, requiring driving currents of less than 100 mA each, consuming
less than 250 mW. The crystal thickness (and thus the DGD of the birefringent ele-
ments) varies in powers of two, allowing for a sufficiently small step size which
is important for minimizing second-order PMD as well as frequency-independent
changes of the PSPs of the PMD compensator during switching. Neglecting small
wavelength dependencies of the Faraday rotators, there will be no polarization-
dependent chromatic dispersion and the depolarization rate can be kept low due
to the small step size. It is important, however, that the crystals are placed in or-
der of descending thickness since otherwise the input PSPs of the compensator will
be interchanged during each switching process, causing additional transmission im-
pairments. The insertion loss of the equalizer is 5 dB and its polarization-dependent
loss is less than 0.5 dB.

In the considered 160 Gbit=s RZ-DPSK transmission experiment, the transmitter
and the receiver were equipped with additional polarization controllers. At the out-
put of the transmitter, a LiNbO3-based polarization controller was used to scramble
the polarization. This ensures that changes of the instantaneous DGD will be de-
tected independently from the input polarization in the fiber link. Otherwise, the
DOP may be unaffected by PMD if the input polarization by chance matches one of
the PSPs of the fiber link. At the input of the receiver, another polarization controller
was placed together with a polarimeter to provide a constant SOP of the data signal,
because the delay line interferometer in the DPSK receiver was slightly polarization
sensitive.

13.8 Concluding Remarks

In this chapter, optical signal processing was discussed for high-speed data transmis-
sion using optical time-division multiplexing (OTDM) technology. We considered
OTDM systems employing a conventional OTDM receiver or a coherent OTDM re-
ceiver both operating at data rates up to several Tbit=s. The combination of OTDM
technology with coherent technology is very promising. In particular, the coherent
receiver is useful in conjunction with advanced modulation formats such as m-PSK
andm-ary-QAM. Moreover, the application of the coherent receiver promises com-
pensation of transmission impairments by postdetection signal processing in the
electrical regime, thus alleviating optical signal processing. However, we do not ex-
pect optical signal processing to be strongly alleviated by the application of coherent
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technology. The demultiplexing operation of the coherent receiver is a key process.
Postdetection signal processing requires a clear amplitude and phase replica of the
selected tributary signal of the multiplexed data signal. To obtain this amplitude
and phase replica undisturbed for example by channel crosstalk, the demultiplexer
requires signal processing in the optical domain in front of the demultiplexer. Up
to now only a few transmission experiments have been performed using coherent
receiver technology. It is not possible to judge how much optical signal process-
ing will be replaced by postdetection electrical signal processing. But in any case,
a promising new research area has opened.
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Chapter 14
Silicon Lasers and Photonic Integrated Circuits

Di Liang, Alexander W. Fang, and John E. Bowers

Abstract The chapter discusses photonic integration on silicon from the material
property and device points of view and reviews the numerous efforts including
bandgap engineering, Raman scattering, monolithic heteroepitaxy and hybrid in-
tegration to realize efficient light emission, amplification and lasing on silicon. The
state of the art technologies for high-speed modulation are also discussed in order
to unfold a picture of future transmitters on silicon.

This chapter discusses photonic integration on silicon from the material property
and device points of view. The progressive growth of silicon-based electronic in-
tegrated circuits (ICs) has been governed by Moore’s Law and historicized by the
roadmap of conventional electronic ICs. Silicon is arguably the primary host mate-
rial platform for future photonic integrated circuits (PICs) as well, particularly for
applications beyond conventional fiber-optical telecommunications. Until recently,
the lack of a laser source on silicon has been seen as the key hurdle limiting the
usefulness and complexity of silicon photonic integrated circuits. In this chapter,
we review the numerous efforts including bandgap engineering, Raman scattering,
monolithic heteroepitaxy and hybrid integration to realize efficient light emission,
amplification and lasing on silicon. The state of the art technologies for high-speed
modulation are also discussed in order to unfold a picture of future transmitters on
silicon.
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14.1 Silicon as a Platform for PICs

An integrated circuit (IC) is a miniaturized electronic circuit that consists of a large
number of individual components, fabricated side-by-side on a common substrate
and wired together to perform a particular circuit function. In 1943, the first work-
ing transistor was demonstrated [1], and 11 years later, the invention of the IC began
a new era. The inherent advantages in cost and performance have been the driving
force in the IC industry since then. Moore’s Law has set the progressive pace in these
advances. Gordon Moore foresaw exponential growth, with the number of transis-
tors on an IC doubling approximately every two years [2], as illustrated in Fig. 14.1a.
Large-scale integration and mass production also resulted in the enormous reduction
of the chip size and system cost, and tremendous improvement in performance and
applications. The first UNIVAC computer in 1951 weighed 13 metric tons and occu-
pied more than 35 m2 of floor space with a clock speed of 2.25 MHz [3]. Sixty years
later, a personal computer now easily delivers 1000� faster speed and is small and
light enough to fit into a shirt pocket. Moore’s Law was actually the fifth paradigm
to provide accelerating price-performance [4]. The exponential technology advance
in computing devices (computing speed per unit cost) has existed for the entire past
century. Integration is the leading driver in the semiconductor world in the 20th and
21st centuries, both technologically and economically.

While the term IC generally refers to microelectronics, the analogous term pho-
tonic integrated circuit (PIC), also sometimes referred to as planar lightwave circuit
(PLC), offers functionality of information signals imposed on an optical carrier from
ultraviolet to near infrared. Though the growth of PICs can also be depicted and pre-
dicted by a photonic “Moore’s Law” [5, 6], several figures of merit including critical
dimensions, integration scale, complexity of function, and cost per unit component
show that present PICs are several generations behind the electronic ICs. PICs ap-
peared much later than ICs and have grown more slowly (Fig. 14.1b). The reasons
that PIC integration advances have occurred more slowly are partially market based,
partially technology based, and partially the result of the choice of host material.
Most telecom devices are based on Indium Phosphide (InP) substrates, which have
required the construction of custom fabrication lines dedicated to InP photonics.

The first transistor and one of the first two ICs were demonstrated on germanium
(Ge), but silicon (Si) quickly became the dominant host material for electronic ICs.
Si is the second most abundant element on earth, but more importantly, Si has out-
performed Ge and even many compound semiconductors from the early stage of IC
development due to large bandgap and thermal conductivity, stable and high crystal
quality/purity, excellent mechanical properties and an ideal native oxide, SiO2. Un-
like Si-dominated electronic ICs, PICs have been fabricated in a variety of host ma-
terial systems, including element semiconductors (Si- and Ge-related), compound
semiconductors (InP- and Gallium Arsenide (GaAs)-based), dielectrics (SiO2 and
SiNx-related), polymers and nonlinear crystal materials (e.g., LiNbO3). The mate-
rial properties of different material systems place them into desirable but discrete
functionality regimes. For example, InP and GaAs are flagship materials for light
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Fig. 14.1 Electronic [1] (a) and photonic (b) integrated circuit evolution [7, 8]

sources, while silica- and Si-based waveguides exhibit more than an order of mag-
nitude lower propagation loss than III–V counterparts with the same dimensions.

Material incompatibility in different material systems has been the largest barrier
to singling out a unitary host material for large-scale PICs. Analogous to a long-term
debate in electronic ICs about whether to integrate high-performance electronics on
Si, InP or GaAs, the same question surfaced lately in the PIC community. This de-
bate did not shake the dominance of Si in electronic ICs, though several successful
compound semiconductor-based IC chip companies, such as Vitesse, RF Micro De-
vices, Skywork solutions, and Broadcom, etc., were successful in target markets.
The success of Si-based electronic ICs proves the wisdom in determination of a pri-
mary host material, which is reflected by the International Technology Roadmap
for Semiconductors (ITRS) [9]. The solidification of silicon’s role resulted in ratio-
nal technology development and deployment, drastically reducing the uncertainties
in investments, critical research directions and resource allocations. The past half-
century technology revolution in design tools, circuit architecture, substrate manu-
facturing and epitaxy, device processing, packaging, testing and quality control led
to the present Si IC industry with about 200 billion U.S. dollars in revenue per
year [10]. The annual research and development investment in electronic ICs, par-
ticularly in device innovation, is about $45 bio=year. This level of R&D spending is
unaffordable for the PIC industry due to a much smaller volume and revenue.

It is therefore important to determine the primary host material for PICs. InP-
based compound semiconductors and Si compete for the mainstream adoption as
the host material for future PICs. A 40 Gbit=s InP-based single-chip all-photonic
transceiver has been demonstrated recently [11]. It includes a high-gain, high-
saturation power semiconductor optical amplifier (SOA), a uni-traveling carrier
(UTC) photodiode-based receiver, and a widely tunable transmitter that combines
a sampled grating-distributed Bragg reflector (DBR) laser with an electroabsorp-
tion modulator (EAM) [11, 12]. The first InP monolithic tunable optical router
with error-free 40 Gbit=s operation per port was just demonstrated successfully by
Nicholes et al. [7]. The device has eight wavelength converters and an 8�8 arrayed-
waveguide grating router (see Chap. 9, Sect. 9.5), yielding more than 200 on-chip
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functional elements. InP chip maker Infinera launched 10-channel and 40-channel
10 Gbit=s per channel transmitters and receivers for dense wavelength-division mul-
tiplexing (DWDM) data communication at an aggregate rate of 400 Gbit=s followed
by 40-channel InP transmitters at an aggregate rate of 1.6 Tbit=s. Luxtera, an in-
dustrial leader in complementary metal oxide semiconductor (CMOS) photonics,
announced the industry’s first single chip 100 Gbit=s optoelectronic transceiver in
the end of 2011. It contains a 4 � 28Gbit=s, 0.13 µm CMOS Si-on-insulator (SOI)
integrated optoelectronic transceiver chip co-packaged with a semiconductor laser
for an aggregate unencoded data rate of up to 112 Gbit=s. The diode laser is the
only component not fabricated in a CMOS production line and flip-chip bonded
onto the CMOS chip later on. PICs are presently moving forward on parallel Si
and III–V platforms, but the future requirement for higher capacity, lower power
on-chip and off-chip optical interconnects in microprocessors may tilt the balance.
Larger bandwidth, lower power consumption (i.e., lower heat dissipation), smaller
interconnect delays, and better resistance to electromagnetic interference are attrac-
tive advantages over the conventional Cu and Al electrical interconnects [13]. By
leveraging the mature CMOS technology, low-cost and high-quality Si substrates,
duplicate investment in money and time for fundamental research, infrastructure,
and business model development can be largely reduced. With the compensation
and assistance of mature electronic ICs, Si PICs are able to tolerate more error,
lowering the design and fabrication criteria. Furthermore, the potentially enormous
volume of optical interconnects (on-chip, interchip, rack-to-rack) is several orders
of magnitude larger than the sum of conventional PIC markets. Exciting results in
CMOS optical components, such as continuous-wave (CW) Si Raman lasers, modu-
lators, detectors, optical buffers and switches, have been demonstrated in succession
in university and industrial labs in the past few years. The basic operation princi-
ples of key devices for transmitters are discussed in the following sections, starting
from a major question still being investigated: how to deploy a high-performance
electrically driven CW light source on Si?

14.2 Lasers (Emitters) and Amplifiers on Silicon

As discussed in Sect. 14.1, GaAs- and InP-based III–V materials have been domi-
nant candidates for semiconductor light-emitting devices for nearly half a century.
Si has not been widely used because it has an indirect bandgap, and hence is a poor
light-emitting material. The band structure for Si is shown in Fig. 14.2a where it
can be seen that free electrons tend to reside at the X valley which is the lowest
point in the conduction band. However, the X valley doesn’t align with the peak of
the valence band where holes find their lowest energy to stay. This momentum mis-
match determines that free electrons have to bridge to the � valley through phonons
in order to recombine with holes in the valence band radiatively. This transition
has a low probability, resulting in a long radiative lifetime of � ms. Meanwhile,
these free carriers (electrons and holes) can recombine nonradiatively, resulting in
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Fig. 14.2 Energy band diagrams of Si (a) and InP (b) at 300 K

extremely poor internal quantum efficiency �i of light emission in Si, which is in
the order of 10�6 and is defined as [14]

�i D �nonrad

�nonrad C �rad
; (14.1)

where �nonrad and �rad are recombination lifetimes for nonradiative and radiative pro-
cesses, respectively.

The band diagram of InP is shown in Fig. 14.2b, and has a direct bandgap, which
means electrons and holes can recombine radiatively with high efficiency (�i� 1).

A major source of nonradiative recombination in processed Si is trap recombina-
tion. Another major nonradiative process is Auger recombination where an electron
(or hole) is excited to a higher energy level by absorbing the released energy from
an electron-hole recombination. The Auger recombination rate R increases with in-
jected free carrier density �N and is inversely proportional to the bandgap. Since
the Auger recombination is a three-particle process, the Auger recombination rate
for high-level carrier injection with �N � �P is proportional to �N 3

�a D N=R D N=Ca�N
3 � 1=Ca�N

2; (14.2)

whereCa is the ambipolar Auger coefficient around10�30 cm6=s [15]. It is the domi-
nant recombination mechanism for high-level carrier injection (�N� 1019 cm�3)
in Si.

Free carrier absorption represents another hurdle to realizing lasing in Si. The
free electrons in the conduction band can jump to higher energy levels by absorbing
photons. This process leads to higher optical loss as governed by (14.3) [16],

˛f D q3�20
4	2c3n"0

�
Ne

m�2
ce �e

C Nh

m�2
ch �h

�
; (14.3)

where q is the electronic charge, �0 is the vacuum wavelength, n is the refractive
index of Si, "0 is the permittivity of free space, Ne.Nh/ is the free electron (hole)
concentration, �e (�h) is the electron (hole) mobility, and m�

ce (m�
ch) is the conduc-

tivity effective mass of electrons (holes). In high-level carrier injection devices (e.g.,
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Fig. 14.3 TEM cross-section of a typical Si-nc embedded in an SiOx dielectric (a) (courtesy
Lorenzo Pavesi, University of Trento, Italy), and luminescence spectrum of Si-nc in the dielec-
tric [17] (b)

lasers and semiconductor optical amplifiers) or heavily doped situations, free carrier
loss is orders of magnitudes higher than the material gain [16]. It explains why in-
trinsic or lightly doped Si has served as low-loss waveguide material, but excessively
high free carrier absorption stands as another major limitation for achieving lasing
in heavily doped cases.

14.2.1 Low-dimensional Silicon Approaches

Recently, a number of groups have reported enhanced light-emitting efficiency
in low-dimensional (i.e., in the order of the de Broglie wavelength) Si including
porous Si [18–21], Si nanocrystals [22, 23], SOI superlattices [24], and Si nano-
pillars [25, 26]. The motivation is to achieve the quantum confinement of excitons
in a nanometer-scale crystalline structure [27]. The spatial localization of carriers
reduces the probability of nonradiative recombination, i.e., increases �nonrad and �i,
and forms radiative states [28].

For the first time Pavesi et al. reported the observation of optical net gain and
modal gain in Si nanoclusters (Si-nc) dispersed in a silica matrix [23]. The Si-nc
can be formed by introducing Si nanoparticles into ultra-pure quartz, thermal SiO2
or plasma-enhanced chemical vapor deposition (PECVD) SiO2, etc. by deposition,
sputtering, ion implantation, cluster evaporation, etc. The excess Si (excess with
respect to the SiO2 stoichiometric quantity) clusterizes after a thermal annealing
process (� 1100 °C) which leads to phase separation. The thermal process and the
starting excess Si content determine the final sizes of the clusters and the Si-nc crys-
talline nature. As shown in Fig. 14.3a, the Si-nc embedded in an amorphous SiOx
matrix have a core-shell structure with a crystalline Si core (1–5 nm) and a thin
(� 0:5 nm) transition layer of a suboxide (Si-nc interface) [29]. Figure 14.3b shows
luminescence spectra of Si-nc for various Si concentrations [17]. As can be seen
the emission shifts to shorter wavelengths with decreasing Si concentration which
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Fig. 14.4 ASE vs. pumping length of Si-nc for pump powers of 10 W=cm2 (�) and 1 kW=cm2

(C). Corresponding modal gain at 800 nm, g D �20 cm�1 and g D 100 cm�1, respectively (a),
dependence of material gain on pump power density (b); inset: schematic of variable stripe length
(VSL) method [32] (a) and pump-probe technique [33] (b) (courtesy Lorenzo Pavesi, University
of Trento, Italy)

goes along with a smaller mean Si-nc radius. Furthermore, the width of the lumines-
cence bands gets narrower and the luminescence intensity increases as the Si-nc size
decreases [17]. It is believed that the luminescence comes from confined exciton re-
combination in the Si-nc at around 800 nm [30] and radiative interface states around
700 nm [31]. The spectral broadening of the luminescence is intrinsic in nature [23].

The optical gain from Si-nc formed by many different techniques was measured
by the variable stripe length (VSL) method [32] and the pump-probe technique [33],
as shown schematically in Fig. 14.4a, inset, and Fig. 14.4b, inset, respectively. The
VSL method measures the amplified spontaneous emission (ASE) signal coming
out of an edge of a waveguide with a Si-nc-rich core. Figure 14.4a shows the ASE
signal intensity IASE vs. pump length l for Si-nc formed by PECVD. The ASE
signal intensity increases sublinearly with the pumping length when the pump power
(� D 390 nm) is lower than a threshold. But when the pump power is above this
threshold and net modal gain becomes positive, the ASE signal increases more than
exponentially, which can be fitted with [23]:

IASE.l/ D Isp.
/ 	 l
gmod

.gmodl � 1/; (14.4)

gmod D �g � ˛; (14.5)

where Isp is the spontaneous emission intensity emitted within the observation angle
(
) per unit length, ˛ is the overall loss coefficient, � is the optical confinement
factor in the active layer, and g is the net material gain. A modal gain gmod of
�20 cm�1 (i.e., loss) at 800 nm emission wavelength was deduced when the pump
power was 10 W=cm2, while 1 kW=cm2 pump power leads to 100 cm�1 modal gain.
For pump length l > 0:5mm, IASE saturates as expected for any finite power supply
amplification mechanism.
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The pump-probe transmission measurement (Fig. 14.4b, inset) involves the use
of an intense laser pump beam (390 nm in this case [23]) to excite the Si-nc to
reach population inversion while a weak probe signal at � 800 nm simultaneously
passes through the sample with active region thickness d . The Si-nc in the quartz
substrate are formed by negative ion implantation and thermal anneal [23]. In the
presence (absence) of a sufficiently strong pump beam the probe signal is ampli-
fied (absorbed). Figure 14.4b shows the net material gain extracted from (14.6) as
a function of pump power.

Itr D Iin exp .g � ˛/ d; (14.6)

where Itr and Iin refer to transmitted and incident probe beam intensities, respec-
tively. Up to 10 000 cm�1 average material gain is obtained, comparable to that of
self-assembled quantum dots made of III–V semiconductors [34]. No change in
probe signal intensity is observed when the same measurement is performed on an
identical quartz sample without Si-nc. A four-level system model has been proposed
to interpret the population inversion scheme in Si-nc. A more detailed discussion can
be found in [14].

Several approaches have been demonstrated lately to achieve electrically injected
light emission, including a light-emitting diode (LED) structure [35] and a field-
effect LED [36, 37] with recent demonstration of 1 MHz direct modulation speed
[38]. The critical design element of all is to embed Si-nc into an ultrathin dielectric
layer which is sandwiched by a poly-Si layer and a single crystalline Si substrate to
allow efficient carrier injection by tunneling. A large amount of effort is focused on
reducing leakage current in the dielectric and achieving high enough current density
without excessive device heating and premature failure for amplifiers and lasers.
Another intrinsic limitation for Si-nc-based emitters is the difficulty of integration
with conventional SOI waveguides due to emission around 800 nm.

Incorporating rare earth doping (e.g., Er, Tb, Yb, Gd) into Si-nc is a way to
shift emission to the important communication wavelengths of 1.3–1.6 µm [39].
Following the revolution that the Er-doped fiber amplifier (EDFA) led in fiber op-
tic telecommunications, research in Si emitters has been concentrated on doping
Si with rare earth elements [40, 41]. However, it has been shown that Si is not
a good host material to accommodate rare earth elements. Dopant clustering and
back transfer of energy from the rare earth element are the main obstacles to obtain-
ing high emission efficiency [42]. Therefore, an SiO2 dielectric with Si-nc seems
to be a better host choice for Er3C [39] because the SiO2 environment is an excel-
lent natural host material for Er3C, and Si-nc are shown to act as a good sensitizer
as well [39, 43]. The energy of excitons excited by optical or electrical pumping
from Si-nc is transferred to Er3C ions which are coupled to adjacent Si-nc. Up to
70 % energy transfer efficiency has been reported from Si-nc to Er3C [44]. By em-
ploying a light-emitting device structure with 5.5 A=cm2 injection current density
in Fig. 14.5a, room-temperature electroluminescence (EL) at 1.54 µm, correspond-
ing to typical Er first-excited multiplet 4I13=2 to the ground state 4I15=2 transitions,
is demonstrated [42]. Two metal rings provide the electrical contacts to the n-type
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Fig. 14.5 EL spectrum of a device based on Er-doped Si-nc obtained at room temperature un-
der forward bias conditions with a current density of 5.5 A=cm2. Inset: SEM image of an LED
device structure with ring-type electrodes (a). PL spectra of a device based on Er-doped amor-
phous Si-nc for the unbiased device (black line) and in the presence of different current densities
flowing through the device (b) (courtesy Fabio Iacona, Center of Materials and Technologies for
Information and Communication Science (MATIS CNR-INFM), Catania, Italy)

poly-Si and to the p-type Si substrate. Emission is detected from the metal-free cen-
tral area. The disappearance of the intrinsic EL peak around 800–900 nm for Si-nc
in Er-doped Si-nc samples clearly proves the efficient energy transfer from excitons
formed in Si-nc to the rare earth ions.

However, significant light emission diminishes quickly from low temperature
(30 K) to room temperature under electrical pumping, a much faster decay than in
the case of optical pumping [42]. Studies of PL (488 nm, 10 mW) under different
electrical biases have been performed to investigate the effect of injected carriers on
the luminescence properties. Figure 14.5b shows PL spectra with the device under
different forward bias, compared with that of the unbiased case. A clear quench-
ing of the PL signal with increasing electrical pumping is noticed, indicating the
new possible nonradiative paths with the presence of electrically injected carriers.
Iacona et al. [42] believe that independent but unbalanced electron and hole injec-
tion causes the Auger de-excitation of Er ions. Conversely, for the conventional PL,
electron-hole pairs are generated simultaneously in the active region and then un-
dergo a rapid recombination with subsequent Er excitation. For electrical pumping,
measurements suggest that more electrons than holes are injected into the active
region in these devices. This results in wasting a certain amount of current since
they do not recombine with holes and cause the Auger de-excitation of Er ions [42].
In addition to the major challenge of increasing the injection current density in all
Si-nc-based light-emitting devices, how to overcome the EL efficiency degradation
with increasing injected current density is a problem for Er-doped devices.
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Fig. 14.6 Edge-emission spectra from cleaved nanopatterned (red) and unpatterned (black) sam-
ples at 10 K. Inset: Side-view SEM image of nanopatterned Si; scale bar: 100 nm (a). Evolution
of the edge-emission intensity of the 1278 nm line as a function of pump power at 10, 25, 40,
55, and 70 K temperatures. Evolution of the 1135 nm phonon-assisted free-exciton line at 10 K is
shown for comparison, its intensity has been divided by 7 to plot all curves on the same scale (b)
(reproduced from [45] with permission from Macmillan Publishers Ltd.)

Another promising attempt to utilize low-dimensional Si is the observation of
optical gain and stimulated emission in nanopatterned crystalline Si by Cloutier et
al. [45]. Figure 14.6a, inset, is an SEM side-view of periodic nanopatterned Si with
a highly ordered array of holes in the top Si layer of a conventional SOI wafer. The
top Si is about 100 nm thick with 3 µm buried oxide underneath. An anodic alu-
minum oxide nanopore membrane serves as a mask for patterning holes with 60 nm
diameter and 110 nm center-to-center spacing in Cl2-BCl3 plasma dry etch. Fig-
ure 14.6a shows the edge emission from a CW optically pumped sample at 10 K.
In the spectrum of this gain-guided slab waveguide, a sharp peak at 1278 nm is ob-
served and remains detectable till 80 K. The other emission bands in the spectrum
below 1250 nm, believed to be emission from the crystalline Si substrate, are simi-
lar to the classical spontaneous PL emission bands of an unpatterned reference SOI
sample. The temperature-dependent 1278 nm-peak intensity vs. CW pump power
density characteristic is shown in Fig. 14.6b. Transition from spontaneous to stimu-
lated emission is observed in the 10–70 K range. Linewidth narrowing in Fig. 14.6b,
inset, after passing the pump power threshold represents additional evidence of
stimulated emission. The phonon-assisted free-exciton recombination PL band at
1135 nm is also plotted to show no stimulated emission observable at this wave-
length. The optical gain in nanopatterned Si is measured with the variable stripe
length method discussed previously. Modal gains gmod of 260, 247, 230, 165, and
88˙5 cm�1 [46] are measured at 10, 25, 40, 55, and 70 K, respectively, with a fixed
pump power density of 65 W=cm2. In contrast, a modal loss of �31 ˙ 5 cm�1 at
10 K is measured when the pump power density is only 8 W=cm2, i.e., below pump
threshold [45].

The optical gain and stimulated emission in nanopatterned Si is attributed to the
bistable carbon-substitutional–carbon-interstitial (CsCi) complex known as the G-
center [46]. It is well known that substitutional carbon (Cs) atoms occur naturally
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Fig. 14.7 Photoluminescence spectrum at 25 K of nanopatterned Si and nanopatterned C-enriched
Si. The inset shows a semi-logarithmic plot of the region containing the G line and phonon repli-
cas (a). Electroluminescence spectrum of G-center LED at 60 K and a current of 50 mA. Inset:
Schematic of the G-center LED in nanopatterned Si (b) (reproduced from [46] with permission
from the American Institute of Physics)

in Si wafers at concentrations between 1015 and 1017 cm�3 depending on the crys-
tal growth technique [47], and are necessary for G-center formation. A G-center
is created when a mobile interstitial carbon atom (Ci) binds with a substitutional
carbon atom (Cs), a consequence of a damage event and following Cs-Sii exchange
(where Sii represents a Si interstitial) [48]. The density of G-centers depends on the
densities of Cs in the lattice and introduced Cs-Sii. Recent studies show that nanopat-
terned carbon-rich Si generates higher gain. Figure 14.7a exhibits a 33� enhance-
ment in the PL intensity at 25 K for a nanopatterned Si with � 1019 cm�3 carbon
atoms implanted (background carbon concentration: 2:5 � 1016 cm�3), compared
with the PL response from a base-line nanopatterned SOI sample with background
carbon concentration. These results confirm that carbon in the silicon crystal is re-
sponsible for the creation of G-centers, rather than the dry etching process [46]. It
also provides a path for increasing the efficiency and gain of this material. Electro-
luminescence at 1287 nm is demonstrated in the nanopatterned Si pn junction with
a 100 nm-thick carbon-rich layer at the junction interface (Fig. 14.7b, inset) [49].
Figure 14.7b shows the electroluminescence from the device at 60 K with a cur-
rent of 50 mA. The mechanism of the electroluminescence can be described briefly
in the following way: the G-center is bistable and can be excited below 50 K. The
excited/injected carriers occupy the G-center-induced acceptor and donor states ex-
isting inside the conventional Si bandgap, resulting in a sub-bandgap of 0.97 eV. The
trapped electrons and holes can recombine directly producing a phonon-less emis-
sion at 1278 nm, or indirectly producing an emission band extending from 1250 nm
to 1350 nm. However, emission is quickly diminished at higher temperatures when
carriers in the G-center-induced states move back to the conduction and valence
bands [49].

With the availability of nanotechnology, the phonon-selection rule can be re-
laxed or broken by crystal-symmetry breaking or phonon localization; however, it
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still remains challenging to achieve room-temperature CW lasing based on these
temperature-dominated processes.

14.2.2 Raman Effect

Raman scattering is an inelastic scattering mechanism where photons give up energy
to or gain energy from optical phonons in the medium they are propagating through.
This results in a frequency-shifted output photon of �15:6THz or C15:6THz in
bulk silicon for the Stokes and anti-Stokes, respectively [50]. The anti-Stokes can
typically be neglected over the Stokes under equilibrium temperature conditions and
no external crystal phonon excitation due to Boltzmann statistics.

Spontaneous Raman emission occurs in a linear regime where the scattered light
intensity is linearly proportional to the pump light intensity. Above a certain thresh-
old this interaction is no longer linear and Stimulated Raman Scattering (SRS) oc-
curs. The SRS relation for the change in Raman power can be written as:

dPR

dz
D gR 	 PR 	 Pp; (14.7)

where PR is the power of the Raman signal at the Stokes wavelength,Pp is the pump
power, and gR is the SRS gain coefficient. The Raman gain coefficient is [50]:

gR D 8	c2!p

„!4Sn2S!S.N C 1/�!S
S; (14.8)

where !p and !S are the frequencies of the pump and Stokes wavelengths, respec-
tively. nS, N , and �!S are the index of refraction at the Stokes wavelength, the
Bose occupation factor (0.1 at room temperature), and the full-width-half-maximum
of the spontaneous Raman spectrum, respectively. S is the spontaneous scattering
efficiency.

Although the 1.3 and 1.5 µm operating wavelengths are well below the bandgap
energy of silicon and single photons are not absorbed, two photon absorption (TPA)
still occurs. TPA is a nonlinear loss mechanism that increases as the number of
photons increases in a waveguide. During TPA, two photons are absorbed by an
electron in the valence band, exciting it as a free carrier in the conduction band.
The free carriers generated through TPA add an additional carrier-induced loss, free
carrier absorption (FCA), as discussed previously, to the signal [51].

The first demonstration of a pulsed silicon Raman laser [52] overcame TPA by
using a long delay within the laser cavity (an 8 m long cavity), and a short optical
pulse such that the carriers generated during TPA would recombine prior to the next
pass of the optical pulse (Fig. 14.8a). The experimental light output versus pump
light (L–L) characteristic is shown in Fig. 14.8b. Most demonstrations in silicon
have been conducted with a pump wavelength of � 1550 nm and a lasing wavelength
near 1690 nm.
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Fig. 14.8 Experimental setup (a) and laser light vs. pump light (b) from the first pulsed silicon
Raman laser [52] (reproduction under permission of the Optical Society of America)

In order to achieve net gain under continuous wave operation, the conduction
band carrier lifetime needs to be reduced. This can be achieved in a few ways. One
method is to reduce the volume-to-surface ratio of the waveguide in order to in-
crease the surface recombination rate of the carriers. Imbedding a p-i-n structure
into the waveguide to sweep carriers away [53] resulted in the first CW demonstra-
tion of a silicon Raman laser [54] and this is the approach most widely used [55].
Figure 14.9a shows the cross-section of a waveguide with an imbedded p-i-n struc-
ture, along with the first CW L–L curve [54]. Although the p-i-n structure reduces
the carrier lifetime to achieve lasing, TPA and FCA increase the cavity loss at higher
pump powers leading to compression of the L–L curve (Fig. 14.9b).

Further improvements in laser performance have been made by utilizing a spe-
cially designed ring cavity that enhances the pump wavelength in the cavity while
still allowing power at the lasing wavelength to efficiently exit the cavity [55]. This
has led to a reduction in threshold pump power from 200 mW to 20 mW while
increasing the maximum laser output power from 10 mW to 18 mW (Fig. 14.9c).
Another configuration of this ring has been used to generate lasing at longer wave-
lengths (1848 nm) not typically accessible by InP- or GaAs-based semiconductor
lasers [56]. The cavity is designed such that lasing at 1680 nm acts as a pump for
second-order lasing at 1848 nm. Figure 14.10 shows the spectra of the pump, the
first-order lasing mode, and the second-order lasing mode.
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Fig. 14.9 Waveguide cross-section with imbedded p-i-n cross-section for carrier lifetime reduc-
tion (a), L–L curve of first continuous wave silicon Raman laser [54] (b), L–L curve of racetrack
Raman laser [56] (c) (reproducion under permission of Macmillan Publishers Ltd. and the Ameri-
can Institute of Physics)

Fig. 14.10 Cascaded silicon Raman laser output spectrum measured with a grating-based optical
spectrum analyzer with a resolution of 0.01 nm, showing three peaks corresponding to the pump,
the first- and the second-order laser outputs. Inset: high-resolution scan of the second-order lasing
peak, showing 70 dB side-mode suppression ratio (SMSR) [56] (reproduced with permission from
Macmillan Publishers Ltd.)

Silicon Raman amplifiers and lasers are unlikely to be integrated with CMOS
chips due to the optical pump sources required. However, their excellent wavelength
purity and emission wavelength are of interest in medical or sensing applications.

14.2.3 Monolithic Integration Approaches

An on-going effort for nearly four decades has been to achieve epitaxially grown
compound direct bandgap materials on Si substrates. However, overcoming the mis-
match in lattice constant and thermal expansion coefficient is a major challenge
to achieving sufficiently low threading dislocation density [57]. Table 14.1 com-
pares these two parameters of several important semiconductors. GaAs and InP
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Table 14.1 Linear thermal expansion coefficients (TEC) and bandgaps (300 K) of selected impor-
tant semiconductors as a function of their lattice constants (300 K)

Semi-
conductor

Lattice constant
(nm)

Lattice mismatch
to Si (%)

Bandgap
(eV)

Linear TEC
(10�6=K)

Linear TEC
(relative)

GaN 0.3189 �41.2815 3.20 3.17 1.22
Si 0.5431 0.0000 1.12 2.60 1.00
GaP 0.5451 0.3683 2.26 4.65 1.79
Ge 0.5646 3.9588 0.66 5.90 2.27
GaAs 0.5653 4.0876 1.42 5.73 2.20
InP 0.5869 8.0648 1.35 4.60 1.77
InAs 0.6058 11.5448 0.36 4.52 1.74

have a lattice (thermal expansion coefficient) mismatch of 4.1 % (120.4 %) and
8.1 % (76.9 %), respectively. This leads to 108–1010 cm�2 threading or misfit dis-
location density when GaAs or InP is grown on Si substrates [58]. Numerous ap-
proaches including special surface treatment [59], strained superlattices [60, 61],
low-temperature buffers [62] and growth on patterned substrates [63] have been em-
ployed to reduce the dislocation density to around 105–106 cm�2, still two orders
of magnitude higher than the typical number (< 104 cm�2) in InP- or GaAs-based
epitaxial wafers used to achieve room-temperature CW lasers. In this section we
discuss several recent innovative approaches to achieving high-quality heteroepi-
taxy thin films for Si photonics applications.

GaP is the binary compound semiconductor with the smallest lattice mismatch
with Si. Kunert et al. recently demonstrated monolithic integration of a Ga(NAsP)-
based MQW active region on Si with a (BGa)P/GaP buffer layer [64]. Ga(NAsP)
pseudomorphically grown on GaP substrates has been introduced as a direct bandgap
material [65]. By incorporating small percentages of N or B into GaP, it is also pos-
sible to adjust the lattice constant to match with Si. Tensile (BGa)P was selected
to be buffer and barrier material to balance the compressive strain of Ga(NAsP)
quantum wells. The inset in Fig. 14.11a shows the MQW structure with a 100 nm
GaP nucleation layer on (001) Si, followed by a 1 µm (B0:0032Ga)P buffer. Each
4.5 nm Ga(NAsP) quantum well is sandwiched by a 5 nm GaP intermediate layer
to avoid the formation of N-B bonds and a 60 nm (B0:0043Ga)P barrier layer. Fig-
ure 14.11a shows the room-temperature PL spectra of the sample, exhibiting a strong
peak at 930 nm originating from the active region in addition to a broad peak at
the Si bandgap. The relative intensity of the peak at 930 nm from 13 nm quantum
wells is evidence of appreciable material gain. High-resolution X-ray diffraction
(XRD) is employed to probe the dislocation-induced MQW satellite fringe shift-
ing or broadening. The good agreement between experimental and simulated data
in Fig. 14.11b indicates excellent integrity of the active region. It is promising to
obtain high-quality active region growth on a Si substrate when utilizing quater-
nary or even higher order compound semiconductor material systems, which gives
more freedom to compensate lattice mismatch and thermal expansion mismatch of
materials.
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Fig. 14.11 Room-temperature PL spectra of Ga(NAsP)/GaP/(BGa)P MQWs (dashed line) in com-
parison to doped Si substrate (solid line). Inset: Epitaxial layer structure (a). High-resolution XRD
pattern around (400)-reflection of Si (upper trace: experimental, lower trace: modeling by dynam-
ical X-ray diffraction theory) [64] (b) (courtesy Wolfgang Stolz, Philipps-Universität Marburg,
Germany)

Since the debut of the first transistor and integrated circuits on Ge, Ge(SiGe)-
on-Si heteroepitaxy has been of great interest for building light emitters on a Si
substrate. Compatibility with modern CMOS technology and potential � 1:55 µm
emission from direct band-to-band transitions (0.8 eV) are important reasons for cor-
responding research. Crystalline Ge is an indirect bandgap material with a minimum
bandgap energy of 0.66 eV, close to the direct transition band. Theoretically, a 2 %
tensile strain is required for converting Ge into a direct bandgap material, while ex-
periment shows a large emission wavelength red shift to 2.5 µm (0.5 eV) [66], which
is of less interest for optical interconnects and telecommunications.

Strain engineering and heavy n-type doping were recently used to achieve room-
temperature direct bandgap electroluminescence [67, 68]. Sun et al. selectively grew
Ge on pC Si substrates with moderate tensile strain of 0.2 to 0.25 % to reduce the
direct bandgap between the minimum of the direct � valley and the maximum of
the light-hole band to 0.76 eV [67]. Heavily doped poly-Si was used for the elec-
trode, resulting in a p-i-n diode structure as shown schematically in Fig. 14.12, inset.
Figure 14.12 demonstrates a superlinear dependence of the integral direct bandgap
room-temperature electroluminescence intensity on the injected current. The elec-
troluminescent intensity is proportional to both the total injected carrier concentra-
tion and the fraction of electrons scattered to the direct � valley. A model based on
the Fermi–Dirac distribution has been developed to fit the experimental data very
well [67]. An important question is whether the relatively high threading disloca-
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Fig. 14.12 Integral EL intensity of a 20 µm � 100 µm 0.2 % tensile-strained Ge/Si p-i-n LED
increases superlinearly with injected current, which agrees with theoretical calculations. Inset:
Schematic cross-section of the Ge/Si LED [67] (courtesy Xiaochen Sun, MIT, Cambridge, MA,
USA)

tion density of around 1:7 � 107 cm�2 could be a major hurdle to realizing diode
lasers on this Ge-on-Si substrate.

Another room-temperature Ge LED has been demonstrated using heavy n-type
doping, resulting in a Fermi level above the indirect L valley and good electron
occupation of the direct � valley [68] of Ge. An nC/p Ge homojunction LED struc-
ture (300 µm in diameter) on a Si substrate is employed. The doping concentra-
tions of phosphorous and boron are 7:5 � 1018 cm�3 and 3.6�1017 cm�3, respec-
tively, accomplished by in situ doping to achieve an abrupt junction profile. Room-
temperature EL spectra of the Ge LED with different applied biases (Fig. 14.13a,
inset) show an EL peak located near 1.6 µm, indicating emission from the direct
bandgap of Ge. The onset of the EL is at 0.75 V, closely matching the indirect
bandgap (0.66 eV) of Ge. The corresponding injected current density vs. EL inten-
sity in Fig. 14.13a exhibits a superlinear current density-EL intensity dependence
and a fitting exponent m of 1.48 is observed for currents greater than 300 A/cm2.
This implies that the device is more effective when operating under high current,
contrary to typical LEDs which suffer from low radiative efficiency at higher in-
jection current levels due to enhanced Auger recombination. The hypothesis of this
enhanced EL intensity is Joule heating-induced larger overlap of the Fermi–Dirac
distribution of the carriers in the � valley, which is confirmed by temperature-
dependent EL in Fig. 14.13b. The wavelength peak shifts towards longer wave-
lengths due to shrinkage of the direct bandgap. The observation of this band-filling
effect in Ge LEDs is inverse to the EL quenching in devices which rely on quan-
tum confinement effects like Si-Ge quantum-dot and quantum-well devices [69] and
those discussed in Sect. 14.2.1, giving an edge to achieve room-temperature lasing
in the future. The use of high-Q ring cavities together with these structures holds
promise for room-temperature lasing.
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Fig. 14.13 Integrated luminescence vs. current density (L–Jm) characteristics of a Ge LED. In-
set: Electroluminescence spectra of the Ge LED under different applied biases (a). EL spectra
measured at various temperatures, better radiative efficiencies are observed for higher tempera-
tures (b) (courtesy Szu-Lin Cheng, Stanford University, Stanford, CA, USA)

Another exciting approach is the epitaxial growth of direct gap III–V semi-
conductors directly on silicon substrates [70, 71] with the use of epitaxial layer
overgrowth (ELO) to achieve high-quality III–V layers. The next section describes
a wide variety of high-performance photonic devices, which were demonstrated by
bonding III–V layers onto SOI. These structures could be demonstrated by epitaxial
growth once this technology becomes sufficiently advanced. The major problems
of lattice mismatch and thermal stress mismatch (Table 14.1) may be overcome by
ELO on a Si substrate.

14.2.4 Hybrid Integration Approach

In Sects. 14.2.1 and 14.2.2 we reviewed a few of the major efforts to make silicon
lase by manipulating the material properties of silicon or by utilizing other physi-
cal mechanisms to obtain optical gain. Recent progress in monolithic integration of
direct bandgap materials on Si substrates is also highlighted in Sect. 14.2.3 though
only LEDs are demonstrated. Although much progress has been made in this area
and optically pumped Si Raman lasers have been demonstrated, room-temperature
electrically pumped lasers with useful powers for optical communication applica-
tions have not been demonstrated. Hybrid integration is a promising approach where
III–V compound semiconductors are used to provide electrically pumped gain and
are coupled into passive lightwave circuits on silicon.

The traditional approach to hybrid integration is to take prefabricated III–V lasers
and amplifiers and die bond these elements onto a passive planar lightwave circuit
(PLC). Since the waveguides on the host substrate, the PLC, and the laser die are
already defined, the alignment accuracy during placement needs to be a fraction of
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Fig. 14.14 Schematic of proposed hybrid integration scheme for switching [74]. SOAG: semicon-
ductor optical amplifier gate, PWC: printed wiring chips (reproduced with permission from the
Institute of Electrical and Electronic Engineers)

the mode width. This is typically within a few hundred nanometers for silicon wave-
guides, making alignment a challenge for high-volume manufacturing and leading to
substantial variation in coupling power and back reflections between the two wave-
guides. Efforts have been made to reduce the sensitivity of this coupling by increas-
ing the mode size through spot size converters [72]. Precision cleaving the III–V
active die and creating a perfectly matched trench in the PLC host substrate have
been explored in order to create assembly methods that allow for self alignment of
the optical modes [73].

Figure 14.14 illustrates a PLC utilizing hybrid integration for switching [74].
In this work, self alignment with ˙1 µm precision is achieved by placing solder-
wettable pads on both the host PLC substrate and the III–V chips. During bond-
ing, the surface tension of the Au-Sn solder bumps pulls the two chips into align-
ment. This demonstration yielded coupling losses of 4 to 5 dB when used with spot
size converters. However, the production efficiency and chip yield result in expen-
sive integration cost, preventing this hybrid integration approach from being widely
adopted by the industry.

A new hybrid integration methodology is the transfer of thin crystalline III–V
films onto an SOI host substrate. The silicon is typically patterned prior to the trans-
fer, and the III–V films are processed after transfer allowing for the use of standard
lithography-based patterning techniques used to fabricate III–V lasers. The align-
ment of the optical modes is determined by the lithography, which allows for an
extremely repeatable fabrication process and coupling efficiencies near � 1 dB be-
tween the III–V regions and the passive silicon regions as demonstrated by Park et
al. [75]. The following section will focus on the new hybrid platforms and devices.

Direct wafer bonding is commonly used to mate lattice-mismatched semicon-
ductors such as AlGaAs and GaP for high-power LEDs, InGaAsP, AlAs and GaAs
for improved mirror reflectivity in long-wavelength vertical cavity surface emitting
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Fig. 14.15 Nomarski microscope images showing the surface roughness of the transferred III–V
surface (InGaAs) at bonding temperatures of 600 °C (a) and 250 °C (b)

lasers (VCSELs), and InGaAsP and AlGaAs for high characteristic temperature T0
lasers [76]. This process consists of a thorough cleaning of the sample surface to
remove all semiconductor particles that were generated during dicing or cleaving as
well as all organics on the surface. Next a chemical surface treatment is employed
to remove any surface native oxides or other stable surface states. The samples are
then placed in physical contact with each other and undergo spontaneous bonding
and are held together with Van der Waals forces. This bond is relatively strong,
depending on the two material systems being bonded, but is further strengthened
through a high-temperature anneal (typically 600 °C or higher) while applying pres-
sure on the bonded sample. The high-temperature anneal results in the formation of
covalent bonds at the bonded interface, while the pressure on the sample compen-
sates for any waviness or surface roughness and ensures greater surface area contact
between the two materials. The substrate of one of the material systems is then re-
moved by using a wet etch resulting in the transfer of one epitaxial layer structure
to another.

The difference in the thermal expansion coefficient of silicon (˛Si D 2:6 �
10�6=K) and InP (˛InP D 4:8 � 10�6=K, cf. Table 14.1), thermal damage, and
doping diffusion pose a large challenge for achieving high quality with active re-
gion transfer to silicon through direct wafer bonding. As samples cool from 600 °C
to room temperature, the InP begins to fracture since the thermal stress built up
was larger than the fracture energy of the InP. Mild success in preserving the III–V
material can be achieved by thinning the substrate of the InP to � 150 µm between
the spontaneous bonding step and high-temperature anneal steps. The thinned III–V
materials conform more easily to the silicon without accumulating enough stress to
fracture the III–V but show cross hatching and material waviness in the transferred
III–V materials (Fig. 14.15a). Figure 14.15b shows a Nomarski-mode microscope
image of the top surface of an InAlGaAs active region layer structure transferred
to silicon after a 250 °C anneal. The Nomarski mode of the microscope shows the
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Fig. 14.16 Critical disloca-
tion generation stress in InP
and sheer stress between InP
bonded to silicon vs. temper-
ature [77] (reproduced with
permission from the Institute
of Electrical and Electronic
Engineers)

polarization dependence of the surface reflection and is useful for seeing surface
particles and roughness.

The thermal mismatch stress � of the bonded wafers is given by:
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where ˛ is the thermal expansion coefficient, h is the thickness of the substrate,
E is Young’s modulus, � is Poisson’s ratio, and �T is the difference between the
bonding temperature and room temperature. The critical stress �critical required to
generate dislocations in InP is empirically formulated by Pasquariello et al. using
the theory of stress-induced dislocation generation [78] as:

�critical D 898 exp

�
5934

T

�
: (14.10)

Figure 14.16 shows a plot of the critical stress and the sheer stress as a function of
temperature. In order to prevent the generation of dislocations in the InP, the bond-
ing temperature must be kept below 300 °C. Two low-temperature III–V film trans-
fer approaches have been used to yield electrically pumped lasers on silicon. The
first uses polymers such as divinyl-tetramethyldisiloxane-benzocyclobutene (DVS-
BCB) as a 300 nm thin adhesive layer between the III–V region and the waveguide
as shown in Fig. 14.17a [79], and the second uses low-temperature oxygen plasma-
assisted (LTOPA) wafer bonding where the interfacial oxide with around 15 nm
thickness is too thin to be seen in the SEM image of Fig. 14.17b [80]. Detailed
studies of polymer-based and LTOPA bonding can be found in [81] and [82], re-
spectively. The transferred InP-based epitaxial thin film acts as a gain medium to
generate photons when carriers are injected optically or electrically. Then the light
can be evanescently coupled into the SOI waveguide underneath as long as the in-
terface material (i.e., polymer or oxide) is thin.
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Fig. 14.17 SEM cross-sectional images of DVS-BCB (a) and LTOPA bonding (b) to integrate InP
thin epitaxial films on an SOI substrate

Fig. 14.18 Cross-sectional schematic (a) and SEM image (b) of hybrid Si evanescent platform;
150 mm diameter, 2 µm thick InP epitaxial transfer on SOI with> 95% yield (c)

Figure 14.18a, b are the LTOPA wafer bonding-based hybrid silicon evanes-
cent platform (HSEP) cross-sectional schematic and SEM image, showing a hy-
brid waveguiding structure formed by bonding III–V epitaxial layers onto the SOI
substrate. The typical anneal temperature is kept at 300 °C in all devices made on
this platform and discussed in this section. The small index difference between Si
and III–V materials enables a large freedom in manipulating modal confinement
in Si and the III–V semiconductor, which is realized by adjusting the III–V layer
thickness, the SOI waveguide dimension [83], and the rib etch depth. The large in-
dex contrast for SOI waveguides can tremendously reduce the chip size and power
consumption, and enhance the integration complexity and yield. Unlike the conven-
tional flip-chip die bond to place discrete active components on passive chips, HSEP
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Fig. 14.19 LI curves for a 1550 nm FP silicon evanescent laser (a), LI curves for a 1310 nm FP
silicon evanescent laser (b)

Fig. 14.20 Experimental spectrum of a Si DFB laser at 90 mA CW injection current. Left inset: im-
age of longitudinal cross-section, right inset: Delayed-self heterodyned line width trace at 1.8 mW
laser output power (a), LI curve for stage temperatures of 10 to 50 °C (b)

eliminates effort and loss in alignment and modal mismatch and literally millions of
devices can be made with one bond. Proton implantation in III–Vs creates a current
flow channel resulting in good gain and optical mode overlap. Scale-independent in-
tegration [82] is demonstrated up to the presently largest InP substrates of 150 mm
diameter shown in Fig. 14.18c [84]. No degradation in bonding quality or increase
of processing complexity was observed as the process was scaled up to 150 mm,
indicating the possibility for low-cost mass production. Bonding and III–V device
back-end processing, both conducted at temperatures less than 350 °C, are com-
pletely CMOS-compatible.

Figure 14.19a demonstrates the CW LI characteristics of InAlGaAs-MQW hy-
brid silicon lasers with emission wavelength around 1550 nm [85]. The waveguide
height, width, rib etch depth, and cavity length were 0.7 µm, 2 µm, 0.5 µm, and
850 µm, respectively. The calculated confinement factors in the silicon and the
quantum-well region are 63 % and 4 %, respectively. The Fabry–Pérot (FP) cavity
for these lasers was made by dicing the ends of the hybrid waveguide and polish-
ing them to a mirror finish. The CW single-sided output power for this device is



648 Di Liang et al.

Fig. 14.21 a Top-view microscopic image of a silicon racetrack ring laser, b CW LI characteristics
of the device as a function of stage temperature

collected on one side with an integrating sphere. Total power is a result of dou-
bling the measured power assuming equal outputs at both sides. It can be seen that
the maximum laser output power, threshold, and differential efficiency at 15 °C are
32.8 mW, 70 mA, and 26 %, respectively. Figure 14.19b shows the performance of
corresponding devices in the 1310 nm emission wavelength regime. The threshold
current at 15 °C is 30 mA [86]. Single-side output power is measured by coupling
the light to a single-mode lensed fiber. The total power can be estimated by taking
� 5 dB coupling loss and then doubling the result. Lasing is observed up to a stage
temperature of 105 °C. The higher temperature performance is due to a higher con-
finement factor, a larger conduction band offset than that of the 1550 nm epitaxial
design in Fig. 14.19a, and the intrinsic advantage of 1310 nm lasers for reduced
intravalence band absorption and Auger scattering [86].

Grating-based on-chip lasers, distributed feedback (DFB) and distributed Bragg
reflector (DBR)-types, are fabricated on the HSEP as well. DFB lasers with
a � 25 nm surface corrugated grating pattern with a 238 nm pitch and 71 % duty
cycle were formed on Si for a grating stop-band designed at around 1600 nm shown
by the SEM image and the single-mode spectrum in Fig. 14.20a [87]. 50 dB SMSR,
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Fig. 14.22 Schematic of silicon microring laser with integrated photodetectors (a), and CW LI
characteristics of the device as a function of stage temperature (b)

over 100 nm single-mode operation span, and 3.5 MHz linewidth are comparable
to III–V DFB lasers. Figure 14.20b shows the LI curves of the device exhibiting
lasing up to 50 °C. Output power is measured by integrated photodetectors with
a responsivity of � 1A=W [88]. More than 4 mW output power was obtained. Re-
cently optimized DFB devices showed over 10 mW maximum output power and up
to 80 °C CW lasing temperature [89], and 2.5 GHz direct modulation bandwidth was
demonstrated in similar DBR devices [90].

Another type of on-chip lasers plus integrated photodetectors with ring cavity
geometry was also developed prior to the DFB and DBR devices. As illustrated by
the top-view microscopic image in Fig. 14.21a, the bending radius and directional
coupling interaction length of the device are 200 and 400 µm, respectively.

A 12.6 % outcoupling is expected based on simulations, and Fig. 14.21b shows
CW lasing up to 60 °C with a minimum threshold of 175 mA and a maximum power
of 29 mW at 15 °C for a hybrid racetrack ring laser [91].

The long cavity length � 2:6mm limits the minimum threshold and high-speed
modulation that can ultimately be achieved. After demonstrating the first on-chip
light source on HSEP, a more compact microring structure was then utilized to re-
duce the cavity length and threshold current as illustrated by the device schematic
in Fig. 14.22a [92].
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Fig. 14.23 Schematic of disk laser with vertically coupled SOI waveguide underneath (a), pulsed
and CW light-current-voltage (LIV) characteristics at 20 °C for 7.5 µm disk laser [94] (b) (courtesy
Joris Van Campenhout, Ghent University, Belgium)

Figure 14.22b shows the CW temperature-dependentLI characteristics of a 50 µm
diameter device with a 150 nm coupling gap between the resonator and the bus
waveguide. Finite-difference time-domain (FDTD) simulations indicate 1–2 % out-
coupling in this geometry. The output power is the sum of the photocurrent mea-
sured at both photodetectors for stage temperatures of 10, 15, 20, 25, 30, 35,
and 40 °C. The minimum threshold current is 8.37 mA at 10 °C, corresponding to
a threshold current density of 2.24 kA=cm2. A threshold current as low as 5 mA
and a lasing temperature as high as 65 °C have been observed with further reduc-
tion of the outcoupling by increasing the coupling gap, although with lower output
power. More recent optimization work by selectively reducing the active region vol-
ume demonstrated less than 4 mA CW threshold and over 3 mW maximum output
power [93].

Sub-mA threshold operation has recently been demonstrated in a DVS-BCB
bonded disk laser with 7.5 µm disk diameter by Van Campenhout et al. as shown
schematically in Fig. 14.23a [94].

A threshold current of 0.5 mA is achieved under both pulsed and CW opera-
tion at 20 °C in Fig. 14.23b, leading to a threshold current density of 1.13 kA=cm2

for uniform injection. The output power was collected at one end of the output
SOI waveguide using a fiber grating coupler. The maximum CW and pulsed output
power are 10 and 100 µW, respectively. By optimizing the III–V epitaxial struc-
ture and dry etch technique, 0.3 mA threshold and 300 µW output power were
achieved by the same research group recently [95]. The early thermal roll-over in
the CW regime is caused by a high thermal resistance, which was measured to be
10,000 K=W [94].

A multi-wavelength laser (MWL) source with four cascaded microdisk lasers
was also demonstrated [96]. Shown by a top-view microscopic image in Fig. 14.24a,
the nominal microdisk diameters were 7.632, 7.588, 7.544, and 7.5 µm for lasers L1,
L2, L3, and L4, respectively, such that the laser peaks are uniformly spread within
the free-spectral range of a single microdisk.
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Fig. 14.24 Microscope image of a multi-wavelength laser source consisting of four microdisk
lasers coupled to a common, underlying SOI waveguide (a) and balanced output spectrum obtained
by adjusting the individual microdisk drive currents [96] (b) (courtesy Joris Van Campenhout,
Ghent University, Belgium)

The uniform MWL output spectrum is achieved by tuning the individual mi-
crodisk lasers with different bias currents as shown in Fig. 14.24b. Although the
measured thermal impedance was about 6,400 K=W, the wavelength shift of one
laser by changing the bias does not lead to a drifting of the others, meaning that the
thermal crosstalk is negligible [96].

To summarize, the silicon laser with the possibility of integration with other
CMOS-compatible components is the most important component in the silicon pho-
tonics toolbox. It may become a crucial component for the microprocessor industry
to deploy low-cost, high-speed optical interconnects in microelectronic chips for
larger communication bandwidth and lower power consumption. The highest per-
formance to date has been demonstrated with hybrid silicon approaches, but rapid
progress is being made in all of the approaches described here.

14.3 High-speed Signal Processing in Silicon

The progress in high-speed silicon modulators has been extraordinary in the past
decade. Though conventional electro-optic effects are either unavailable (i.e., the
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Pockels effect [97]), or weak (i.e., the Kerr and Franz–Keldysh effects) in silicon, the
free carrier plasma effect has been successfully employed to provide index changes
�n in the order of 10�4 to 10�3 with reasonable applied voltages. The change of
free carrier concentration not only causes the loss variation as given by (14.3), but
also determines the index change by (14.11) [98].

�n D �q2�20
8	2c2n"0

�
Ne

m�
ce

C Nh

m�
ch

�
: (14.11)

Soref et al. derived the useful empirical equations (14.12)–(14.15) to relate the free
carrier plasma effect to the change of index �n and absorption loss �˛ in the
telecommunication windows at 1.31 and 1.55 µm.

At �0 D 1:31 µm:

�n D �ne C�nh D �6:2 � 10�22�Ne � 6:0 � 10�18.�Nh/
0:8; (14.12)

�˛ D �˛e C�˛h D 6:0 � 10�18�Ne C 4:0 � 10�18�Nh: (14.13)

At �0 D 1:55 µm

�n D �ne C�nh D �8:8 � 10�22�Ne � 8:5 � 10�18.�Nh/
0:8; (14.14)

�˛ D �˛e C�˛h D 8:5 � 10�18�Ne C 6:0 � 10�18�Nh; (14.15)

where �Ne and �Nh are the respective concentration changes of electrons and
holes. Please note the .�N/0:8 dependence for holes in the refractive index cal-
culation [98]. An appreciable index change �n > 1 � 10�3 is readily achievable
in a moderate doping range of 5 � 1017 cm�3, making the plasma effect the pri-
mary phase modulation mechanism in silicon. A more detailed derivation of carrier
change-induced index and absorption variations from the Kramers–Kronig relations
can be found in [99], followed by an excellent review of the history of silicon mod-
ulator development. The following sections highlight a few of the most recent inno-
vative high-speed optical modulators on a Si substrate.

14.3.1 Silicon Optical Modulators

The first two silicon modulators passing the 10 Gbit=s data transmission benchmark
utilized a forward-biased MOS capacitor structure, and a ring-resonator p-i-n diode
structure, respectively [100, 101]. Further improvement in bandwidth in the former
case is limited by large capacitances in MOS capacitors, while the latter case suffers
from slow minority carrier generation and/or recombination [102].

A recent pn diode-based Mach–Zehnder interferometer (MZI) design demon-
strated 40 Gbit=s data transmission and more than 30 GHz bandwidth [103]. The
device operates in a carrier depletion mode (i.e., reverse-biased), so the depletion
region, whose width is WD, replaces the MOS capacitor, resulting in a reduction of
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Fig. 14.25 Frequency response of an MZI with 1 mm-long phase shifter with on-chip and external
termination. Inset: Cross-sectional schematic of the phase shifter (a). Optical eye diagram of the
device at 40 Gbit=s data transmission rate [102] (b) (courtesy Ansheng Liu, Intel. Corp., Santa
Clara, CA, USA)

device capacitance [104].WD is given by

WD D
s
2"0"r.VBi C V /

qNA
; (14.16)

where "r, VBi and V are the low-frequency relative permittivity of silicon, the built-
in voltage and applied reverse bias voltage, respectively. The change of depletion
region width leads to a change of free carrier concentration and to a related change of
the refractive index as well. This subsequently results in an optical phase change��

�� D 2	�neffL

�0
; (14.17)

where �neff and L are the effective modal index change and the device length,
respectively. The MZI geometry converts the phase modulation into an optical in-
tensity modulation.

The inset of Fig. 14.25a is a cross-sectional schematic of the phase shifter, show-
ing a 0.6 µm-wide p-doped rib with an epitaxially grown 0.1 µm thick n-doped si-
licon cap. A special doping profile is designed to place the pn junction in an opti-
mal position for good optical mode overlap and results in the highest depletion in
a p-doped rib because the hole density change gives rise to a large index change
as described by (14.12) and (14.14). The traveling wave electrode design based on
a coplanar waveguide structure is utilized to realize similar propagation speed of
electrical and optical signals [103]. The single-sided asymmetric silicon cap layer is
for reducing the capacitance of the phase shifter. A phase efficiency V�L�� 4V cm
is obtained in 1, 3, and 5 mm-long phase shifters. Figure 14.25a shows the frequency
response of 1 mm long devices either packaged onto a printed circuit board with ex-
ternal resistors or integrated with on-chip thin-film resistors. Both devices demon-
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Fig. 14.26 Estimated index shift (TE polarization) of a carrier depletion phase modulator in InAl-
GaAs MQW [105]

strate over 30 GHz 3 dB bandwidth at 1550 nm. Figure 14.25b shows the eye di-
agram of this modulator’s optical output at a bit rate of 40 Gbit=s. The extinction
ratio is measured to be 1.1 dB with a rise/fall time of � 14 ps. The open eye dia-
gram shows that the modulator is capable of transmitting data at 40 Gbit=s, which
is consistent with a 3 dB bandwidth > 30GHz [102].

14.3.2 Hybrid Silicon Modulators

A similar carrier depletion-mode is also implemented based upon the HSEP dis-
cussed in Sect. 14.2.4. The III–V MQW epitaxial layer is transferred onto the SOI
waveguide and the carrier density is modulated by the reverse bias. Once the carriers
deplete out of the MQW, several physical effects, such as the band-filling, plasma,
Pockels, and Kerr effect, all contribute to the index change. Among all of them, the
Pockels effect is the only phenomenon which is sensitive to crystal orientation. In
other words, this effect can be additive to the other effects if the optical signal prop-
agates along the right direction; if otherwise, it can reduce the overall index change.
On the hybrid silicon platform, the direction of patterned silicon waveguides needs
to be aligned to the [011] direction of the III–V material so that the phase shift
is maximized, or under the correct angle to make it polarization independent. Fig-
ure 14.26 shows simulation results with consideration of all these effects [105]. As
can be seen, the index change is proportional to the magnitude of the reverse bias.
Moreover, the introduced index shift in the case of orientation match is approxi-
mately 1.5 times larger than in the mismatch case.
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Fig. 14.27 Top view of a device with a CL-slotline electrode (a), Cross-section (along x) of the
hybrid waveguide [107] (b)

Fig. 14.28 Modulation efficiency of 250 µm and 500 µm devices at 1550 nm (a), electrical and
modulation response of a 250 µm device (b)

Because of the same reverse-bias operation, a 16 period MQW active region is
designed with a PL peak at 1.36 µm in order to achieve high optical confinement
in the MQWs and low absorption at 1.55 µm [106]. Both, the top SCH layer and
the MQWs, are n-type doped in order to introduce free carriers. The thickness and
doping of the top SCH layer are carefully designed to result in complete depletion of
this layer at zero bias. Thus, all applied bias voltage will be used to deplete carriers
in the MQW region only. As shown in Fig. 14.27a, a capacitively loaded (CL) trave-
ling wave electrode (TWE) based on a slotline architecture is adopted to prevent
the electrical field from overlapping with the doped semiconductor underneath the
metal electrode.

The device capacitance is reduced by half by using a push-pull scheme because
the two diodes on both arms are in series [107]. The cross-section of the loaded re-
gion is depicted in Fig. 14.27b. The signal and ground of the slotline are on top of
each arm, respectively. The two arms have a common ground formed by connecting
the n-contact layers together. The cladding mesa is 4 µm wide, and the active re-
gion is intentionally under-cut to 2 µm to reduce the device capacitance. The silicon
waveguides have a height of 0.47 µm, a slab height of 0.2 µm, and a width of 1 µm.

The normalized transmission as a function of reverse bias for two devices is
shown in Fig. 14.28a.
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Fig. 14.29 Photocurrent of 100 µm long EAM at different bias voltages (a), and experimental
frequency response of 100 µm long device. Insets: 10 Gbit=s eye diagram of devices with different
MQW undercut: (1) 3 µm wide MQW and (2) 2 µm wide MQW (b)

As can be seen, the V� of a 250 µm and a 500 µm long modulator are 6.3 V
and 4.8 V, respectively. This results in voltage length products of 1.6 V mm and
2.4 V mm, respectively. The static ER of a 250 µm and a 500 µm long modulator
are 12.2 dB and 18.4 dB, respectively. The frequency response of a 250 µm modula-
tor with �3V bias across the diode is shown in Fig. 14.28b. The inset of Fig. 14.28b
illustrates the circuit model for the device under test. The transmission curve indi-
cates a 3 dB cutoff frequency around 25 GHz, which is about three times larger than
that of the previously demonstrated device [106]. The optical modulation response
follows the trend of the electrical response and shows more than 20 GHz bandwidth
in Fig. 14.28b. 40 Gbit=s modulation speed with 11.4 dB extinction ratio have been
observed in most recent devices [108].

Conversely, the transferred InAlGaAs-based MQWs also make a strong quantum-
confined Stark effect (QCSE) available for electroabsorption modulation due to
a large conduction band offset for high ER. The MQW section of the electroabsorp-
tion modulator (EAM) contains 10 wells and 11 barriers with a PL peak at 1478 nm
and is slightly different from the epitaxial structure of the hybrid silicon MZI mod-
ulators. The top SCH is slightly doped to assure most of the voltage drop across the
MQWs, while the bottom SCH remains undoped to prevent dopant diffusion from
highly doped n-InP and also help reducing overall capacitance. The conduction band
offset in the MQWs is designed to be larger than that of MZI structures for larger
ER [109].

The absorption shift due to the QCSE can be observed by measuring the pho-
tocurrent at different wavelengths as shown in Fig. 14.29a. The device, which shares
the same cross-sectional geometry as the MZI in Fig. 14.27b, has a 100 µm long ab-
sorber and the optical input power is kept at 0.5 mW across all wavelengths. The
absorption edge shifts about 20 nm for each additional volt applied to the device,
resulting in over 10 dB static ER when biased at 4 V or less [109].
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As shown in Fig. 14.29b, two 100 µm long EAMs with different MQW undercuts
were measured. The device with a 3 µm wide MQW section has a series resistance
around 30
 and capacitance of 0.2 pF at 2 V bias, which corresponds to a cut-off
frequency around 10 GHz. The modulators have also been driven with a 231�1 pseu-
dorandom bit sequence (PRBS) to explore the performance of large signal modu-
lation. A peak-to-peak driving voltage of 0.82 V has been used to produce a clear
eye diagram with 5 dB ER. In the device with a 2 µm wide MQW section the capac-
itance drops to around 0.1 pF and produces a 3 dB bandwidth> 16GHz, though the
reduction of the MQW volume causes an increase of driving voltage. The open eye
diagram with 6 dB ER has been taken with much higher voltage swing of 3.2 V peak-
to-peak. After increasing the reverse bias to 4 V, the EAM turns into an efficient
photodetector with on-chip responsivity greater than 0.8 A=W and bandwidth over
4.5 GHz. The estimated photo-carrier generation in the taper region is about 10 %
of the total photocurrent. A traveling-wave electrode design was employed very re-
cently, resulting in a 3 dB bandwidth of around 42 GHz with 23 GHz=V modulation
efficiency. A dynamic extinction ratio of 9.8 dB with a driving voltage swing of only
2 V was demonstrated at a transmission rate of 50 Gbit=s [110].

The QCSE has also recently been utilized in strained Ge/SiGe MQW structures
monolithically integrated on Si substrates though the absorption coefficient in SiGe
MQWs is still lower than in InP-based materials [111]. Furthermore, it has been
reported that strained silicon also exhibits linear electro-optic refractive index mod-
ulation [112]. It is realistic to believe that 40 Gbit=s or faster data processing speed
with low-power consumption and high ER will be soon accomplished in silicon
modulators on both monolithic and hybrid platforms. Each of them will find its ap-
propriate role in a variety of applications.

Because of the space limit here, this chapter primarily focuses on transmitters.
Photodetection in Si is not presented, although it is important for communication
links. An important breakthrough in avalanche photodiodes (APD), though, is worth
mentioning here as extremely high gain-bandwidth products up to 850 GHz have
been demonstrated in monolithic SiGe APDs [113, 114]. These devices will be im-
portant for telecommunication and data communication links.

14.4 Summary

The developmental roadmap of the microelectronics industry indicates that Si is un-
likely to be replaced by other materials. The urgent need to break the “brick wall”
of interconnect bandwidth and power consumption in microprocessors plus emerg-
ing markets (e.g., fiber-to-the-home applications) should be a compelling force to
make Si the primary host material for PICs as well. Equipped with recently de-
veloped Si lasers, modulators and photodetectors, plus other necessary components
demonstrated already or under development, sophisticated Si PICs should become
widespread.
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