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## Preface

Matroid theory has its origin in a paper by H. Whitney entitled "On the abstract properties of linear dependence" [35], which appeared in 1935. The main objective of the paper was to establish the essential (abstract) properties of the concepts of linear dependence and independence in vector spaces, and to use these for the axiomatic definition of a new algebraic object, namely the matroid. Furthermore, Whitney showed that these axioms are also abstractions of certain graph-theoretic concepts. This is very much in evidence when one considers the basic concepts making up the structure of a matroid: some reflect their linearalgebraic origin, while others reflect their graph-theoretic origin. Whitney also studied a number of important examples of matroids.

The next major development was brought about in the forties by R. Rado's matroid generalisation of P. Hall's famous "marriage" theorem. This provided new impulses for transversal theory, in which matroids today play an essential role under the name of "independence structures", cf. the treatise on transversal theory by L. Mirsky [26]. At roughly the same time R. P. Dilworth established the connection between matroids and latice theory. Thus matroids became an essential part of combinatorial mathematics.

About ten years later $W$. T. Tutte [30] developed the fundamentals of matroids in detail from a graph-theoretic point of view, and characterised graphic matroids as well as the larger class of those matroids that are representable over any field.

More recently papers by Bondy, Brualdi, Crapo, Edmonds, Fulkerson, Ingleton, Lehman, Mason, Maurer, Minty, Nash-Williams, Piff, Rado, Rota, de Sousa, Tutte, Welsh, Woodall, and other combinatorialists have led to a widespread interest in matroids and to a rapid growth in the volume of literature on matroids.

As was mentioned above, matroids are defined axiomatically. However, their rich structure allows one to pick one of a number of axiomatic definitions, depending on which of the matroid properties is to play the dominant role (cf. the survey papers by Harary and Welsh [15] and Wilson [36]). Thus in practice each
author uses the definition most suitable for his purposes. Whitney considered the equivalence of several of these different definitions in his fundamental paper, and the recent book by H. H. Crapo and G.-C. Rota [7] does so as well but treats the subject within a lattice-theoretic framework. Apart from these no general introduction to the theory of matroids, giving their various equivalent axiomatic definitions and the most important examples, is readily available.

The present monograph is an attempt to fill this gap. Its main objective is to provide an introduction to matroids and all the usual basic concepts associated with them without favouring any particular point of view, and to prove the equivalence of all the usual axiomatic definitions of matroids. Furthermore, we have collected together and proved all the commonly used properties of matroids involving the concepts introduced. Where proofs were taken from the literature, the source has been indicated in the usual way. Next we have discussed the common types of matroids

- matrix-matroids, binary, graphic, cographic, uniform, matching and transversal matroids - in some detail, mentioning others such as orientable matroids and gammoids, as well as important characterisations of the above, in remarks. Much of the material on the examples can be read after the initial definition of a matroid. Two further chapters deal respectively with the greedy algorithm and its relation to matroids, and with the recent interesting results on exchange properties of matroid bases.

A number of omissions will however be immediately obvious. We have for example not developed the geometry of matroids involving minors and separators. For a treatment of this topic we refer the reader to the paper [30] and book [31] by Tutte and to the book by Crapo and Rota [7]. Furthermore, no mention is made of the recent work by Maurer [24] and Holzmann, Norton and Tobey [16] on the basis-graphic representation of matroids. These and other topics not considered here go beyond the scope of this monograph as a first introduction to matroid theory.

One of the most beautiful aspects of the matroid concept is its unifying nature - by specialisation it covers many apparently unrelated structures and thus reveals their essential nature as well as yielding clear and often easy proofs for results that are
otherwise very tedious to derive (cf. Remark (8) at the end of Chapter III). Matroids have however also led to decisive advances
in theories important for practical applications, for example in linear programming through the greedy algorithm (cf. the papers by Edmonds [10], [11], and Dunstan and Welsh [9]), and in network theory (cf. Minty [25]). Moreover, it is felt that matroids could well become a new and powerful tool in the mathematical theory of economics, and it is with this thought in mind that the present monograph is addressed in particular to mathematical economists and operations research specialists.

In conclusion, $I$ wish to express my gratitude to Professor B. Korte for introducing me to matroid theory and encouraging me to write this monograph, and $I$ extend my thanks to Professor M. Beckmann for accepting it for publication in the Lecture Notes Series.

University of Bonn
R. von Randow

March 1975
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| IN | the set of non-negative integers, |
| :---: | :---: |
| $\mathbf{I N}_{+}$ | the set of positive integers, |
| IR | the field of real numbers, |
| $\mathbb{Z}_{2}$ | the ring (field) of residue classes of integers modulo 2 , |
| $\not \neq(M)$ | the power set of the set $M$, i.e. the set whose elements are precisely all the subsets of $M$, |
| $\|\mathrm{M}\|$ | the number of elements in the finite set $M$, |
| $\varnothing$ | the empty set, |
| $\{\mathrm{a}, \mathrm{b}\}$ | the set consisting of the elements $a$ and $b$, |
| $\{x \in X: p(x)\}$ | the set of elements of $X$ having property $p$, |
| X-Y | the difference set $\{x \in X: x \notin Y\}$, |
| $\Lambda$ | the quantifier "for each", |
| $\exists$ | the quantifier "there exist(s)", |
| $\wedge$ | "and" (logical conjunction), |
| $\Longrightarrow,<$ | logical implications, |
| $\Longleftrightarrow$ | logical equivalence, |
| $\operatorname{im}(\varphi)$ | the image set $\{\varphi(x): x \in X\} \subset Y$ of the mapping $\mathcal{S}: X \longrightarrow Y$. |

## Chapter I. Equivalent Axiomatic Definitions and Elementary

 Properties of Matroids.
## §1.1. The First Rank-Axiomatic Definition of a Matroid.

## Definitions.

$(a)$ Let $E$ be a finite set and $r$ function $r: ~ W(E) \longrightarrow \mathbb{N}$ 。 Then the pair ( $E, r$ ) is a matroid $M(E, r)$, and $r(S)$ is the rank of $S \subset E$, if the following conditions hold:
(R1) $\wedge \mathrm{S} \subset \mathrm{E} \quad \mathrm{r}(\mathrm{S}) \leqslant|\mathrm{S}|$,
(R2) $\wedge S_{S} S^{\prime} \subset E \quad\left[S \subset S^{\prime} \Longrightarrow r(S) \leqslant r\left(S^{\prime}\right)\right]$,
(R3) $\triangle \mathrm{S}, \mathrm{S} \subset \subset \mathrm{E}$ the submodular inequality holds:

$$
r\left(S \cup S^{\prime}\right)+r\left(S \cap S^{\prime}\right) \leqslant r(S)+r\left(S^{\prime}\right)
$$

(b) A matroid $M(E, r)$ is normal if $\Lambda e \in E \quad r(\{e\})=1$.

Remarks and Further Definitions. Let $M(E, r)$ be a matroid.
(1) The rank of the matroid $M(E, r)$ is $r(E)$.
(2) In the above definition of a matroid, axiom (R1) can be replaced by the axioms: $\quad r(\varnothing)=0$, and $\Lambda e \in E \quad r(\{e\}) \in\{0,1\}$, as these are clearly implied by (R1), and together with (R3) imply (R1) by induction over $|S|$.
(3) ( $M(E, r)$ is normal and axiom (R3) holds with equality) < $\Longrightarrow$

$$
(\Lambda s \subset E \quad r(S)=|s|)
$$

Proof: $\Longleftarrow$ Follows because $\left|S \cup S^{\prime}\right|=|S|+\left|S^{\prime}\right|-\left|S \cap S^{\prime}\right|$. $\Longrightarrow$ : By induction over $|S|$.
(4) The following properties follow readily from the definition of a matroid:
(i) $\wedge \sec \quad \wedge e \in E \quad[r(\{e\})=0 \Longrightarrow$

$$
\mathbf{r}(S \cup\{e\})=r(S)]
$$

(iid) $\quad \wedge \mathrm{S} \subset E \quad[(\Lambda \mathrm{e} \in \mathrm{S} \quad \mathrm{r}(\{\mathrm{e}\})=0) \Longrightarrow \mathrm{r}(\mathrm{S})=0]$. On account of these properties points of rank 0 are relatively uninteresting, and some authors (cf. Berge [1]) exclude such points in their definition of a matroid.
(5) Definition. Let $X$ be a set, A a property of sets, and $Y$ a subset of $X$ with property $A$.
(a) (Y is a maximal subset of $X$ with property $A): \Longleftrightarrow$ $\left[\left(Y \subset Y^{\prime} \subset X \wedge Y^{\prime}\right.\right.$ has property $\left.\left.A\right) \Longrightarrow Y^{\prime}=Y\right]$,
(b) (Y is a minimal subset of $X$ with property $A):<\Longrightarrow$ $\left[\left(Y^{\prime} \subset Y \subset X \wedge Y^{\prime}\right.\right.$ has property $\left.A\right) \Longrightarrow Y^{\prime}=Y$.
(6) A subset $S \subset E$ is called independent if $r(S)=|S|$. We shall denote by $F$ the family of independent sets of $M(E, r)$. Note that $\varnothing \in F$.

A basis of $M(E, r)$ is a maximal independent subset of $E$. We shall denote by $W$ the family of bases of $M(E, r)$.

If $B \in W$, then $E-B$ is called a cobasis of $M(E, r)$. We shall denote by $W^{*}$ the family of cobases of $M(E, r)$. This notation is motivated by properties of the "dual matroid" defined in §2.4.
(7) A subset $S \subset E$ is called dependent if $r(S)<|S|$, i.e. $S \notin F$. Note that if $M(E, r)$ is normal, then $S$ dependent implies $|S| \geqslant 2$. A circuit of $M(E, r)$ is a minimal dependent subset of $E$. We shall denote by $Z$ the family of circuits of $M(E, r)$.
(8) If $S \subset E$, then $M\left(S,\left.r\right|_{S}\right)$ is a matroid, called the reduction matroid $M \times S$ of $M(E, r)$.

Theorem 1. Let $M(E, r)$ be a matroid.
(a) $\wedge e \in E \quad \wedge \operatorname{scE} \quad(r(S \cup\{e\})-r(s)) \in\{0,1\}$,
(b) $\Lambda \mathrm{s}, \mathrm{s}^{\prime} \subset \mathrm{E} \quad\left[\mathrm{S} \subset \mathrm{S}^{\prime} \Longrightarrow 0 \leqslant \mathrm{r}\left(\mathrm{S}^{\prime}\right)-\mathrm{r}(\mathrm{S}) \leqslant\left|\mathrm{S}^{\prime}-\mathrm{s}\right|\right]$,
(c) $\Lambda s, s^{\prime} \subset E \quad\left[s \subset S^{\prime} \in F \Longrightarrow S \in F\right]$,
(d) $\Lambda \mathrm{sce} \quad[(\Lambda \mathrm{e} \in \mathrm{S} \quad \mathrm{r}(\mathrm{S}-\{\mathrm{e}\})=|\mathrm{S}|-1=\mathrm{r}(\mathrm{S})) \Longrightarrow \mathrm{S} \in \mathrm{Z}]$,
(e) $\Lambda_{e_{1}, e_{2} \in E} \quad \Lambda s \in E$

$$
\left[r\left(S \cup\left\{e_{1}\right\}\right)=r\left(S \cup\left\{e_{2}\right\}\right)=r(S) \Longrightarrow r\left(S \cup\left\{e_{1}, e_{2}\right\}\right)=r(S)\right],
$$

Corollary. $\wedge \mathrm{s}, \mathrm{s}^{\prime} \subset \mathrm{E}$
$\left[\left(\Lambda e \in S^{\prime} \quad r(S \cup\{e\})=r(S)\right) \Longrightarrow r\left(S \cup S^{\prime}\right)=r(S)\right]$,
(f) $\wedge \mathrm{S} \subset \mathrm{E} \quad \mathrm{r}(\mathrm{S})=\max \left\{\left|\mathrm{S}^{\prime}\right|: \mathrm{S} \supset \mathrm{S}^{\prime} \in \mathrm{F}\right\}=\max \left\{\left|\mathrm{S} \cap \mathrm{S}^{\prime}\right|: \mathrm{S}^{\prime} \in \mathrm{F}\right\}$,

Corollary. $\Lambda s \in E \quad[s \in F \Longrightarrow(\Lambda e \in S \quad r(S)-r(S-\{e\})=1)]$,
(g) $\wedge \mathrm{s}, \mathrm{s}_{1}, \mathrm{~s}_{2} \subset \mathrm{E} \quad\left[\mathrm{S}_{1}\right.$ and $\mathrm{S}_{2}$ are maximal independent subsets
of $S(i . e$. bases of the reduction matroid $M \times S) \Longrightarrow$
$\left.\left|s_{1}\right|=\left|s_{2}\right|\right]$,
in particular, $B \in W \Longrightarrow r(B)=r(E)$,
(h) $\wedge$ b, $B^{\prime} \in W \quad \wedge e \in B^{\prime} \quad \exists e^{\prime} \in B^{\prime}:(b-\{e\}) \cup\left\{e^{\prime}\right\} \in W^{\prime}$,
(i) $\Lambda \mathrm{SCE} \quad(\alpha) \mathrm{S} \in \mathrm{F} \Longleftrightarrow \Longrightarrow(\Lambda \mathrm{c} \in \mathrm{Z} \quad \mathrm{c}-\mathrm{s} \neq \varnothing)$,
( $\beta$ ) $\mathrm{s} \notin \mathrm{F} \Longleftrightarrow\left(\Lambda \mathrm{s}^{\prime} \in \mathbb{W}^{*} \quad \mathrm{~s} \cap \mathrm{~s}^{\prime} \neq \varnothing\right)$,
(j) $\wedge e, e^{\prime} \in E \quad \wedge c, c^{\prime} \in z$
$\left[\left(e \in C \cap C^{\prime} \wedge^{\prime} \in C-C C^{\prime}\right) \Longrightarrow\left(\exists c " \in Z: e^{\prime} \in C " \subset\left(C \cup C^{\prime}\right)-\{e\}\right)\right]$,
in particular $, ~ \wedge e \in E \quad \wedge c, c \cdot \in Z$
$\left.\left[\left(c \neq c^{\prime} \wedge \mathrm{e} \in \mathrm{c} \cap \mathrm{c}^{\prime}\right) \Longrightarrow(\exists \mathrm{c}) \in \mathrm{Z}: \mathrm{c}=\subset\left(\mathrm{c} \cup \mathrm{c}^{\prime}\right)-\{\mathrm{e}\}\right)\right]$,

(k) $\wedge \mathrm{e} \in \mathrm{E} \quad \wedge \mathrm{S} \subset \mathrm{E} \quad[(\mathrm{S} \in \mathrm{F} \wedge \mathrm{S} \cup\{\mathrm{e}\} \notin \mathrm{F}) \Longrightarrow(\exists \mathrm{unique}$ $c \in Z: C \subset S \cup\{e\}(c l e a r l y e \in C))]$.

## Proof．

（a）$e \in S$ implies $r(S \cup\{e\})=r(S)$ 。
Suppose e $\in$ E－S．Then by axioms（R2），（R3），and Remark（2）， $\mathbf{r}(S)+1 \geqslant \mathbf{r}(S)+\mathbf{r}(\{e\}) \geqslant \mathbf{r}(S \cup\{e\})+\mathbf{r}(\varnothing)=\mathbf{r}(S \cup\{e\}) \geqslant \mathbf{r}(S)$, hence $0 \leqslant r(S \cup\{e\})-r(S) \leqslant 1$ 。
（b）Trivial if $S=S^{\prime}$ 。Let $S^{\prime}-S=:\left\{e_{1}, e_{2}, \ldots, e_{k}\right\}$ 。Then by（a），
$0 \leqslant r\left(S \cup\left\{e_{1}\right\}\right)-r(S) \leqslant 1$
$0 \leqslant r\left(S \cup\left\{e_{1}, e_{2}\right\}\right)-r\left(S \cup\left\{e_{1}\right\}\right) \leqslant 1$
$0 \leqslant r\left(S^{\prime}\right)-r\left(S^{\prime}-\left\{e_{k}\right\}\right) \leqslant 1$,
hence

$$
0 \leqslant r\left(S^{\prime}\right)-r(S) \leqslant k=\left|S^{\prime}-S\right| .
$$

（c）Let $S \subset S^{\prime} \subset E$ ．Then by（b），
$\mathbf{r}(S)<|S| \Longrightarrow r\left(S^{\prime}\right) \leqslant r(S)+\left|S^{\prime}-S\right|<|S|+\left|S^{\prime}-S\right|=\left|S^{\prime}\right|$
$\Longrightarrow S^{\prime}$ is dependent．
（d）$<=$ Follows from definitions and axiom（R2）．
$\Longrightarrow$ ：Follows from definitions and（c）．
（e）Trivial if $e_{1}=e_{2}$ ．If $e_{1} \neq e_{2}$ ，then
$\operatorname{2r}(S)=r\left(S \cup\left\{e_{1}\right\}\right)+r\left(S \cup\left\{e_{2}\right\}\right) \geqslant r\left(S \cup\left\{e_{1}, e_{2}\right\}\right)+r(S)$,
hence $\quad r(S) \leqslant r\left(S \cup\left\{e_{1}, e_{2}\right\}\right) \leqslant r(S), \quad$ i。e．$r\left(S \cup\left\{e_{1}, e_{2}\right\}\right)=r(S)$. Corollary：Follows by repeated application of（e）．
（f）Trivial if $S \in F$ ．Suppose $S \notin F$ ，i．e．$r(S)<|S|$ ．Then $S \supset S^{\prime} \in F \Longrightarrow r(S) \geqslant r\left(S^{\prime}\right)=\left|S^{\prime}\right|$ ，hence $r(S) \geqslant \max \left\{\left|S^{\prime}\right|: S \supset S^{\prime} \in F\right\}=: \sigma$ ．Clearly $\sigma<|S|$ ．
Let $S \supset \tilde{S} \in F$ with $r(\tilde{S})=|\tilde{S}|=\sigma$ ．
(i) $|S|=\sigma+1:-$ Let $S-\tilde{S}=:\{e\}$. Then by definition of $\sigma$, $\mathbf{r}(\tilde{S})=\mathbf{r}(\tilde{S} \cup\{e\})=\mathbf{r}(S)$.
 $r(\tilde{S} \cup\{e\})=r(\tilde{S})$. Hence by the corollary of $(e)$, $r(S)=r(\tilde{S} \cup(S-\tilde{S}))=r(\tilde{S})$.
Finally $\max \left\{\left|S^{\prime}\right|: S \supset S^{\prime} \in F\right\}=\max \left\{\left|S \cap S^{\prime}\right|: S^{\prime} \in F\right\} \quad$ by (c).
Corollary: $\Longrightarrow$ Clear by definition of F.
$<$ Let.S $\supset S^{\prime} \in$ F with $r(S)=\left|S^{\prime}\right|$. If $S^{\prime} \neq S$, let e $\in S^{\prime} S^{\prime}$.
Then by (f) $r(S)=r(S-\{e\})$, contradiction.
(g) Clearly $S_{1} \notin S_{2}$, i.e. $S_{1}-S_{2} \neq \varnothing$. Furthermore $\Lambda e \in S_{1}-S_{2}$
$r\left(S_{2} \cup\{e\}\right)=r\left(S_{2}\right)$, hence by the corollary of (e), $r\left(S_{1} \cup S_{2}\right)=r\left(S_{2} \cup\left(S_{1}-S_{2}\right)\right)=r\left(S_{2}\right)$. Similarly $r\left(S_{1} \cup S_{2}\right)=r\left(S_{1}\right)$, hence $r\left(S_{1}\right)=r\left(S_{2}\right)$, i.e. $\left|S_{1}\right|=\left|S_{2}\right|$.
(h) $B-\{e\} \in F$, and $B-\{e\} \subset(B-\{e\}) \cup B^{\prime}$. On the other hand, $|B-\{e\}|=\left|B^{\prime}\right|-1$, hence $B-\{e\}$ is not a maximal independent subset of $(B-\{e\}) \cup B^{\prime}$, therefore $\exists e^{\prime} \in B^{\prime}$ such that $(B-\{e\}) \cup\left\{e^{\prime}\right\} \in W$.
(i) ( $\alpha$ ) $S$ is independent $\Longleftrightarrow$ no subset of $S$ is dependent $\Longleftrightarrow S$ does not contain a circuit.
$(\beta) S$ is dependent $\Longrightarrow S$ is not contained in a basis $\Longrightarrow$ every cobasis intersects $S$.
 that $r\left(\left(C \cup C^{\prime}\right)-\left\{e, e^{\prime}\right\}\right)=\sigma$. This implies that $\exists \mathrm{S} \subset\left(\mathrm{C} \cup \mathrm{C}^{\prime}\right)-\left\{\mathrm{e}, \mathrm{e}^{\prime}\right\}$ with $S \in F$ and $r(S)=\sigma$. Furthermore, $S \cup\left\{e^{\prime}\right\} \notin F$, as $\sigma=r(S) \leqslant r\left(S \cup\left\{e^{\prime}\right\}\right) \leqslant r\left(\left(C \cup C^{\prime}\right)-\{e\}\right)=\sigma$ and thus $r\left(S \cup\left\{e^{\prime}\right\}\right)=\sigma<\sigma+1=\left|S \cup\left\{e^{\prime}\right\}\right|$ 。Hence $\exists \mathrm{C} \mid \in \mathrm{Z}$ with $\left.e^{\prime} \in C^{\prime \prime} \subset \operatorname{SU\{ } e^{\prime}\right\} \subset\left(C \cup C^{\prime}\right)-\{e\}$.


Let $S$ be an independent subset of ( $\left.C \cup C^{\prime}\right)-\left\{e, e^{\prime}\right\}$ with $C^{\prime}-\{e\} \subset S$ and $r(S)=\sigma-1$, (note use of (g)). Suppose $\Lambda \tilde{e} \in\left(C \cup^{\prime}\right)-\left\{e, e^{\prime}\right\}$ $r(S \cup\{\tilde{e}\})=\sigma-1$. Note that $r(S \cup\{e\})=\sigma-1$ as $C^{\prime} \subset S \cup\{e\} \notin F$, so we have that $\Lambda \tilde{e} \in\left(C \cup C^{\prime}\right)-\left\{e^{\prime}\right\} \quad r(S \cup\{\tilde{e}\})=\sigma-1$, hence by the corollary of (e), $\quad\left(\left(C \cup C^{\prime}\right)-\left\{e^{\prime}\right\}\right)=\sigma-1$. This implies that $r\left(C \cup C^{\prime}\right) \in\{\sigma-1, \sigma\}$; on the other hand $r\left(C \cup C^{\prime}\right) \geqslant r\left(\left(C \cup C^{\prime}\right)-\{e\}\right)=\sigma$, hence $r\left(C \cup C^{\prime}\right)=\sigma$. Therefore $\exists \widetilde{S} \subset C \cup C^{\prime}$ with $C-\left\{e^{\prime}\right\} \subset \widetilde{S} \in F$ and $r(\tilde{S})=\sigma$, (note use of $(g)$ ), and furthermore $e^{\prime} \in \tilde{S}$ as otherwise $\tilde{S} \subset\left(C \cup C^{\prime}\right)-\left\{e^{\prime}\right\}$ and thus $r(\tilde{S}) \leqslant \sigma-1$. Hence $C \subset \tilde{S}$, contradiction. Therefore $\exists \tilde{e} \in\left(C \cup C^{\prime}\right)-\left\{e, e^{\prime}\right\}$ such that $r(S \cup\{\tilde{e}\})=\sigma$, i.e. $r\left(\left(C \cup C^{\prime}\right)-\left\{e, e^{\prime}\right\}\right)=\sigma$.

Short Proof of Special Case of (i) :
$\mathrm{C} \cap \mathrm{C}^{\prime} \neq \mathrm{C}$ as $\mathrm{C} \not \boldsymbol{C l}^{\prime}$, hence $\mathrm{C} \cap^{\prime} \mathrm{C}^{\prime} \in \mathrm{F}$. Then
$r\left(\left(C \cup C^{\prime}\right)-\{e\}\right) \leqslant r\left(c \cup C^{\prime}\right) \leqslant r(c)+r\left(C^{\prime}\right)-r\left(C \cap C^{\prime}\right)=$
$=(|c|-1)+\left(\left|C^{\prime}\right|-1\right)-\left|c \cap C^{\prime}\right|=\left|c \cup C^{\prime}\right|-2<\left|\left(c \cup c^{\prime}\right)-\{e\}\right|$, hence $\left(C \cup C^{\prime}\right)-\{e\} \notin F$. Thus $\exists \mathrm{C} \| \in \mathrm{Z}$ with $\mathrm{C}^{\prime \prime} \subset\left(\mathrm{C} \cup \mathrm{C}^{\prime}\right)-\{\mathrm{e}\}$.
(k) Suppose $\exists \mathrm{C}, \mathrm{c}^{\prime} \in \mathrm{Z}$ with $\mathrm{C} \neq \mathrm{C}^{\prime}$ and $\mathrm{e} \in \mathrm{C} \subset \mathrm{S} \cup\{\mathrm{e}\}$, $e \in C^{\prime} \subset S \cup\{e\}$. Then by the special case of (j) $\exists \mathrm{Cl} \in \mathrm{Z}$ with $\mathrm{C} " \subset\left(\mathrm{C} \cup \mathrm{C}^{\prime}\right)-\{\mathrm{e}\} \subset \mathrm{S} \in \mathrm{F}$, contradiction.

The following theorem contains a result similar in structure to that of Theorem 1(h):

Theorem 2. $\quad \backslash \mathrm{S} \subset \mathrm{E} \quad \backslash \mathrm{e} \in \mathrm{E} \quad \wedge \mathrm{B} \in \mathrm{W}$ $\left[(e \in B \wedge S \in F \wedge S \cup\{e\} \notin F) \Longrightarrow\left(\exists e^{\prime} \in S-B:(S \cup\{e\})-\left\{e^{\prime}\right\} \in F\right)\right]$ 。

## In particular：



## or equivalently：

$\Lambda s, S^{\prime} \in W^{*} \quad \Lambda e \in S^{\prime} \quad \exists e^{\prime} \in S:\left(S^{\prime}-\{e\}\right) \cup\left\{e^{\prime}\right\} \in W^{*}$.
Proof：Trivial if $|S| \in\{0,1\}$ ．Let $|S| \geqslant 2$ ，and suppose that $\wedge \tilde{e} \in S-B \quad(S \cup\{e\})-\{\tilde{e}\} \notin F$ ．Then given $e^{\prime} \in S-B, \exists C^{\prime} \in Z$ with $e \in C^{\prime} \subset(S \cup\{e\})-\left\{e^{\prime}\right\}$ as $S-\left\{e^{\prime}\right\} \in F$ 。Furthermore $C^{\prime} \cap(S-B) \neq \varnothing$ as otherwise C＇$\subset B$ ．Take $e^{\prime \prime} \in C^{\prime} \cap(S-B)$ ，then as above $\exists C " \in Z$ with $e \in C " \subset(S \cup\{e\})-\{e "\}$ 。Hence by the special case of（j）$\exists \mathbf{C} \in Z$ with $C \subset(C ' \cup C ")-\{e\} \subset S$, contradiction。

## §1．2．The Independence－Axiomatic Definition of a Matroid．

## Definitions．

（a）Let $E$ be a finite set and $F$ a family of subsets of $E$ ．Then the pair（ $E, F$ ）is a matroid $M(E, F)$ ，and the elements of $F$ are the independent sets of $M(E, F)$ ，if the following conditions hold：
（F1）$\varnothing \in F$ ，
（F2）$\wedge \mathrm{S}, \mathrm{S}^{\prime} \subset \mathrm{E} \quad\left[\mathrm{S} \subset \mathrm{S}^{\prime} \in \mathrm{F} \Longrightarrow \mathrm{S} \in \mathrm{F}\right]$ ，
（F3）$\quad \wedge \mathrm{S}, \mathrm{S}_{1}, \mathrm{~S}_{2} \subset \mathrm{E} \quad\left[\mathrm{S}_{1}\right.$ and $\mathrm{S}_{2}$ are maximal independent subsets of $\left.S \Longrightarrow\left|S_{1}\right|=\left|S_{2}\right|\right]$ ．
（b）A matroid $M(E, F)$ is normal if $\Lambda e \in E \quad\{e\} \in F$ ．
（c）Let $M(E, F)$ be a matroid．We define a mapping $r: \mathcal{q}(E) \longrightarrow \mathbb{N}$ as follows：$\quad r(S):=\max \left\{\left|S^{\prime}\right|: S \supset S^{\prime} \in F\right\}, \quad S \subset E$ ．
$r(S)$ is called the rank of $S$ ．Clearly

$$
\begin{equation*}
\wedge \mathrm{S} \subset \mathrm{E} \quad[\mathrm{~S} \in \mathrm{~F} \quad \Longleftrightarrow \mathrm{r}(\mathrm{~S})=|\mathrm{S}|] . \tag{*}
\end{equation*}
$$

## Remarks.

(1) We note that axiom (F1) is in fact a consequence of axiom (F2).
(2) It follows immediately that every matroid $M(E, r)$ is a matroid $M(E, F)$. The converse is established by the following theorem:

Theorem 3. The matroid $M(E, F)$ satisfies the axioms (R1) - (R3).

Proof. Axioms (R1) and (R2) follow immediately.
Proof of Axiom (R3) (Berge [1]):- Suppose S, S'¢E.
$\exists S_{1} \in F$ with $S_{1} \subset S \cap S^{\prime}$ and $\left|S_{1}\right|=r\left(S_{1}\right)=r\left(S \cap S^{\prime}\right)$.
$\exists S_{2} \in F$ with $S_{1} \subset S_{2} \subset S$ and $\left|S_{2}\right|=r\left(S_{2}\right)=r(S)$, (note use of Axiom (F3)).
$\exists S_{3} \in F$ with $S_{2} \subset S_{3} \subset S \cup S^{\prime}$ and $\left|S_{3}\right|=r\left(S_{3}\right)=r\left(S \cup S^{\prime}\right)$, (note use of axiom (F3)). As $S_{2} \subset S_{3} \cap S \in F$ and $S_{2}$ is maximal independent in $S$, it follows that $S_{2}=S_{3} \cap S_{\text {。 }}$ Similarly $S_{1}=S_{2} \cap\left(S \cap S^{\prime}\right)=$ $=S_{2} \cap S^{\prime}$, hence $S_{1}=S_{3} \cap S \cap S^{\prime}$ 。Thus $r\left(S \cup S^{\prime}\right)=\left|S_{3}\right|=\left|\left(S_{3} \cap S\right) \cup\left(S_{3} \cap S^{\prime}\right)\right|=$ $=\left|s_{3} \cap s\right|+\left|s_{3} \cap s^{\prime}\right|-\left|s_{3} \cap s \cap s^{\prime}\right|$ $\leqslant\left|S_{2}\right|+r\left(S^{\prime}\right)-\left|S_{1}\right|$ by (F2) and definition of $r$, $=r(S)+r\left(S^{\prime}\right)-r\left(S \cap S^{\prime}\right)$.

Corollary 1. By Theorem 3 and the statement (*) of Definition (c) it follows that the first rank-axiomatic and the independenceaxiomatic definitions of matroid are equivalent.

Corollary 2. Let $E$ be a finite set, $F \subset \not \subset(E)$ with $\varnothing \in F$, and $r: \psi(E) \longrightarrow I N$ the mapping defined by

$$
r(S):=\max \left\{\left|S^{\prime}\right| \mid: S \supset S^{\prime} \in F\right\}, \quad S \subset E .
$$

Then $\exists$ a matroid on $E$ with family of independent sets $F$ and rank function $r$ ，if and only if $r$ satisfies the submodular inequality．

## §1．3．The Second Rank－Axiomatic Definition of a Matroid．

## Definitions．

（a）Let $E$ be a finite set and $r$ function $r: \mathcal{W}(E) \longrightarrow \mathbb{N}$ 。 Then the pair（ $E, r$ ）is a matroid $M^{\prime}(E, r)$ ，and $r(S)$ is the rank of $S \subset E$ ，if the following conditions hold：
$\left(R^{\prime} 1\right) \quad r(\varnothing)=0$,
（R＇2）$\wedge e \in E \quad \wedge S \subset E \quad(\operatorname{rg}(S \cup e\})-r(S)) \in\{0,1\}$,
$\left(R^{\prime} 3\right) \quad \wedge e_{1}, e_{2} \in E \quad \wedge S \subset E$

$$
\left[r\left(S \cup\left\{e_{1}\right\}\right)=r\left(S \cup\left\{e_{2}\right\}\right)=r(S) \Longrightarrow r\left(S \cup\left\{e_{1}, e_{2}\right\}\right)=r(S)\right]
$$

Remarks and Further Definitions．Let $M^{\prime}(E, r)$ be a matroid．
（1）（ $\left.R^{\prime} 1\right)$ and（ $\left.R^{\prime} 2\right)$ imply $\Lambda e \in E \quad r(\{e\}) \in\{0,1\} 。 A$ matroid $M^{\prime}(E, r)$ is normal if $\Lambda e \in E \quad r(\{e\})=1$ ．
（2）（ $R^{\prime} 2$ ）implies Theorem $1(b)$ ，i．e．$\wedge \mathrm{S}, \mathrm{S}^{\prime} \subset E$
$\left[S \subset S^{\prime} \Longrightarrow 0 \leqslant r\left(S^{\prime}\right)-r(S) \leqslant\left|S^{\prime}-S\right|\right]$ ，（cf．proof of Theorem 1（b）），in particular
（ị）$(R 2)$ ，i．e．$\wedge S, S^{\prime} \subset E \quad\left[S \subset S^{\prime} \Longrightarrow r(S) \leqslant r\left(S^{\prime}\right)\right]$ ，and （iin）with（ $R^{\prime} 1$ ）we get（R1），i．e．$\wedge S \subset E \quad r(S) \leqslant|S|$ 。
A subset $S \subset E$ is called independent if $r(S)=|S|$ ．We shall denote by $F$ the family of independent sets of $M^{\prime}(E, r)$ ．
（3）The axioms（ $R^{\prime} 1$ ）－（ $R^{\prime} 3$ ）imply

$$
\Lambda S \subset E \quad r(S)=\max \left\{\left|S^{\prime}\right|: S \supset S^{\prime} \in F\right\}
$$

（cf．proof of Theorem $1(f)$ and Remark（2））。
(4) It follows immediately that every matroid $M(E, r)$ is a matroid $M^{\prime}(E, r)$. The following theorem establishes that every matroid $M^{\prime}(E, r)$ is a matroid $M(E, F)$ :

Theorem 4. The matroid $M^{\prime}(E, r)$ satisfies the axioms (F1) - (F3).

Proof. Axiom (F1) follows immediately.
Axiom (F2) is Theorem 1(c), which follows from axiom (R'2), (cf. proof of Theorem 1(c) and Remark (2))。

Axiom (F3) is Theorem 1(g), which follows from axioms ( $\mathrm{R}^{\prime} 2$ ) and ( $\mathrm{R}^{\prime} 3$ ), (cf. proof of Theorem $1(\mathrm{~g})$ ).

Corollary. By Theorem 4 and Remark (3) it follows that the two rank-axiomatic and the independence-axiomatic definitions of a matroid are pairwise equivalent.

## §1.4. The Circuit-Axiomatic Definition of a Matroid.

## Definitions.

(a) Let $E$ be finite set and $Z$ family of subsets of E. Then the pair $(E, Z)$ is a matroid $M(E, Z)$, and the elements of $Z$ are the circuits of $M(E, Z)$, if the following conditions hold:
( Z1) $\varnothing \notin Z$,
( Z 2$) ~ \wedge \mathrm{C}, \mathrm{C}^{\prime} \in \mathrm{Z} \quad\left[\mathrm{C} \subset \mathrm{C}^{\prime} \Longrightarrow \mathrm{C}=\mathrm{C}^{\prime}\right]$,
(Z3) $\quad \wedge e \in E \quad \wedge c, c^{\prime} \in Z$

$$
\left[\left(c \neq C^{\prime} \wedge e \in C \cap C^{\prime}\right) \Longrightarrow\left(\exists C^{\prime \prime} \in Z: C^{\prime \prime} \subset\left(c \cup C^{\prime}\right)-\{e\}\right)\right] .
$$

(b) A matroid $M(E, Z)$ is normal if $\wedge C \in Z \quad|C| \geqslant 2$.

## Remarks and Further Definitions．

（1）Let $M(E, Z)$ be a matroid．A subset $S \subset E$ is called independent if it contains no circuits．We shall denote by $F$ the family of independent sets of $M(E, Z)$ 。Clearly we have

$$
\begin{equation*}
C \in Z \Longleftrightarrow C \not C F \wedge[(S \subset C \wedge S \neq C) \Longrightarrow S \in F] \tag{*}
\end{equation*}
$$

and Theorem $1(k)$ holds，（cf．proof of Theorem 1（k）），i。e。
$\Lambda e \in E \quad \Lambda \mathrm{~S} \subset \mathrm{E} \quad[(\mathrm{S} \in \mathrm{F} \wedge \mathrm{S} \cup\{\mathrm{e}\} \notin \mathrm{F}) \Longrightarrow \quad \Longrightarrow \quad(\exists$ unique $\mathrm{C} \in \mathrm{Z}:$ $C \subset S \cup\{e\} \quad($ clearly $e \in C))]$ 。
（2）Definition．Let $S, S^{\prime} \subset E$ ．The symmetric difference $S \Delta S^{\prime}$ of $S$ and $S^{\prime}$ is $S \Delta S^{\prime}:=\left(S-S^{\prime}\right) \cup\left(S^{\prime}-S\right)=\left(S \cup S^{\prime}\right)-\left(S \cap S^{\prime}\right)$ 。It follows readily that the operator $\Delta$ is commutative and associa－ tive，and if $n \in \mathbb{N}, n>1$ ，and $\Lambda i \in\{1,2, \ldots, n\} \quad S_{i} \subset E$ and $A_{i}:=\left\{x \in \bigcup_{j=1}^{n} S_{j}: x \in \operatorname{exactly} i\right.$ of the $\left.S_{j}\right\}$ ，then $S_{1} \Delta S_{2} \Delta \ldots \Delta S_{n}=\bigcup_{i=0}^{\left[\frac{n-1}{2}\right]} A_{2 i+1}, \quad$ and $\sum_{i=1}^{n}\left|S_{i}\right| \equiv\left|\Delta_{i=1}^{n} S_{i}\right| \quad(\bmod 2)$.

（3）It follows immediately that every matroid $M(E, r)$ is a matroid $M(E, Z)$ ．The following theorem establishes that every matroid $M(E, Z)$ is a matroid $M(E, F)$ ：

Theorem 5．The matroid $M(E, Z)$ satisfies the axioms（F1）－（F3）．

Proof．Axioms（F1）and（F2）follow immediately． Axiom（F3）：－Let $S_{1}$ and $S_{2}$ be distinct maximal independent subsets of $S$ ．Then $S_{1}-S_{2} \neq \varnothing$ and $S_{2}-S_{1} \neq \varnothing$ 。 Let e $\in S_{2}-S_{1}$ ，then $S_{1} \cup\{e\} \notin F$ ，hence $\exists \mathrm{C} \in \mathrm{Z}$ with $\mathrm{e} \in \mathrm{C} \subset \mathrm{S}_{1} \cup\{\mathrm{e}\}$ ．Furthermore，
$\mathrm{C} \cap\left(\mathrm{S}_{1}-\mathrm{S}_{2}\right) \neq \varnothing$ as otherwise $\mathrm{C} \subset \mathrm{S}_{2}$. Let $\tilde{\mathrm{e}} \in \mathrm{C} \cap\left(\mathrm{S}_{1}-\mathrm{S}_{2}\right)$ and $S_{3}:=\left(S_{1}-\{\tilde{e}\}\right) \cup\{e\}$. Note that $\left|S_{3}\right|=\left|S_{1}\right|$.
(í) $S_{3} \in F: C l e a r l y S_{1}-\{\tilde{e}\} \in F$. Suppose $S_{3} \notin F$, then $\exists C^{\prime} \in Z$ with $e \in C^{\prime} \subset S_{3} \subset S_{1} \cup\{e\}$, and $C^{\prime} \neq C$ as $\tilde{e} \notin C^{\prime}$. This contradicts Theorem 1(k), (cf. Remark (1))。
 independent subset of $S$ with $S_{3} \subset \tilde{S}$ and $\left|S_{3}\right|<|\tilde{S}|$. $\tilde{e} \notin \tilde{S}$ as otherwise $S_{1} \subset \tilde{S}$ and $\left|S_{1}\right|<|\tilde{S}|$. Then $\tilde{S} \cup\{\tilde{e}\} \notin F$, hence $\exists \tilde{C} \in Z$ with $\tilde{e} \in \tilde{C} \subset \tilde{S} \cup\{\tilde{e}\}$, and furthermore, $\widetilde{C} \cap\left(\tilde{S}-S_{1}\right) \neq \varnothing$ as otherwise $\tilde{C} \subset S_{1}$. Let $e^{\prime} \in \tilde{C} \cap\left(\tilde{S}-S_{1}\right)$, then $\left(\tilde{S}-\left\{e^{\prime}\right\}\right) \cup\{\tilde{e}\} \in F$ : this follows as in (í丷). But $S_{1} \subset\left(\tilde{S}-\left\{e^{\prime}\right\}\right) \cup\{\tilde{e}\}$ and $\left|S_{1}\right|<\left|\left(\tilde{S}-\left\{e^{\prime}\right\}\right) \cup\{\tilde{e}\}\right|=|\tilde{S}|$, contradiction.
(ininin) $S_{3}$ and $S_{2}$ are maximal independent subsets of $S$, and if $S_{3}=S_{2}$, then $\left|S_{1}\right|=\left|S_{2}\right|$. If $S_{3} \neq S_{2}$, we note that $\left|S_{3} \Delta S_{2}\right|<$ $\left|S_{1} \Delta S_{2}\right|$, (cf. Remark (2)). Repeating the above a finite number of times thus gives rise to maximal independent subset $S_{n}$ of $S$ with $S_{n}=S_{2}$, hence $\left|S_{1}\right|=\left|S_{2}\right|$.

Corollary. By Theorem 5 and statement (*) of Remark (1) it follows that the circuit-axiomatic definition of matroid is equivalent to the earlier axiomatic definitions.

## §1.5. The Basis-Axiomatic Definition of a Matroid.

## Definitions.

(a) Let $E$ be a finite set and $W$ a family of subsets of $E$. Then the pair ( $E, W$ ) is a matroid $M(E, W)$, and the elements of $W$ are the bases of $M(E, W)$, if the following conditions hold:
(w1) $\wedge S^{\prime} S^{\prime} \subset E \quad\left[\left(S \subset S^{\prime} \in W \wedge S \neq S^{\prime}\right) \Longrightarrow S \neq W\right]$,
(W2) $\wedge$ b, $B^{\prime} \in W \quad \wedge e \in B^{\prime} \quad \exists e^{\prime} \in B^{\prime}:(B-\{e\}) \cup\left\{e^{\prime}\right\} \in W$.
（b）A matroid $M(E, W)$ is normal if $\Lambda e \in E \quad \exists B \in W$ with e $\in B$ ．
（c）Let $M(E, W)$ be a matroid．A subset $S \subset E$ is called independent if $\exists B \in W$ with $S \subset B$ ．We shall denote by $F$ the family of inde－ pendent sets of $M(E, W)$ ．Clearly the bases of $M(E, W)$ are the maximal independent sets of $M(E, W)$ 。

Remarks．It follows immediately that every matroid $M(E, r)$ is a matroid $M(E, W)$ ．The following theorem establishes that every matroid $M(E, W)$ is a matroid $M(E, F)$ ．We first prove a lemma．

Lemma．$\Lambda \boldsymbol{B}^{\prime} \mathrm{B}^{\prime} \in \mathrm{W} \quad|\mathrm{B}|=\left|\mathrm{B}^{\prime}\right|$ ．

Proof．Suppose $B \neq B^{\prime}$ ，then $B-B^{\prime} \neq \varnothing$ and $B^{\prime}-B \neq \varnothing$ by axiom（W1）． Let $e \in B^{\prime} B^{\prime}$ ．Then by axiom（W2）$\exists e^{\prime} \in B^{\prime}-B$ such that $B^{\prime \prime}:=(B-\{e\}) \cup\left\{e^{\prime}\right\} \in W$ 。 Note that $\left|B^{\prime \prime}\right|=|B|$ 。If $B^{\prime \prime} \subset B^{\prime}$, then $B^{\prime \prime}=B^{\prime}$ by axiom（W1）。If $B^{\prime \prime} \neq B^{\prime}$ ，we note that $\left|B^{\prime \prime} \Delta B^{\prime}\right|<\left|B \Delta B^{\prime}\right|$ ， （cf．Remark（2）of §1。4）。Repeating the above a finite number of times thus gives rise to a basis $\tilde{B}$ with $\tilde{B} \subset B^{\prime}, i . e . \tilde{B}=B^{\prime}$ ， hence $|\mathrm{B}|=|\mathrm{B}|$ ．

Theorem 6．The matroid $M(E, W)$ satisfies the axioms（F1）－（F3）．

Proof．Axioms（F1）and（F2）follow immediately．
Axiom（F3）：－Let $S_{1}$ and $S_{2}$ be distinct maximal independent subsets of $S$ 。Then $\exists B_{i} \in W$ such that $S_{i}=B_{i} \cap S, i=1,2$ ．Suppose $\left|s_{1}\right|<\left|s_{2}\right|$.
（i）$\quad\left(B_{1}-B_{2}\right)-S \neq \varnothing: S u p p o s e n o t, ~ i . e . ~ B_{1} \subset S \cup B_{2}$ ．Then $\left|S_{2}-S_{1}\right|=\left|\left(B_{2}-B_{1}\right) \cap S\right| \leqslant\left|B_{2}-B_{1}\right|=\left|B_{1}-B_{2}\right|$ by the above lemma， $=\left|\left(B_{1}-B_{2}\right) \cap S\right|=\left|S_{1}-S_{2}\right|$,
which contradicts $\left|\mathrm{S}_{1}\right|<\left|\mathrm{S}_{2}\right|$ ．
( $\underline{\underline{i n}}_{\underline{\underline{1}}}$ ) We now use axiom (W2) to replace every point of ( $\mathrm{B}_{1}-\mathrm{B}_{2}$ ) -S stepwise by a point of $B_{2}{ }^{-B}$ and thus obtain a basis $\tilde{B}$ with the properties $S_{1} \subset \tilde{B} \cap S$ and $\widetilde{B} \cap\left(S_{2}-S_{1}\right) \neq \varnothing$, for
$\left|S_{1}\right|<\left|S_{2}\right| \Longrightarrow\left|\left(B_{1}-B_{2}\right) \cap \mathrm{S}\right|=\left|\mathrm{S}_{1}-\mathrm{S}_{2}\right|<\left|\mathrm{S}_{2}-\mathrm{S}_{1}\right|=$
$=\left|\left(B_{2}-B_{1}\right) \cap S\right| \Longrightarrow\left|\left(B_{1}-B_{2}\right)-S\right|>\left|\left(B_{2}-B_{1}\right)-S\right|$.
Hence $S_{1} \neq \tilde{B} \cap S$, which contradicts the fact that $S_{1}$ is maximal independent in $S$ 。

Corollary. By Theorem 6 and Remark (c) it follows that the basis-axiomatic definition of a matroid is equivalent to the earlier axiomatic definitions.

## Chapter II. Further Properties of Matroids.

## §2.1. The Span Mapping $\varphi$.

Definitions. Let $M$ be a matroid on the finite set $E$. The span mapping $\varphi: 中(E) \longrightarrow \mathcal{P}(E)$
is defined as follows:

$$
\varphi(S):=\{e \in E: r(S \cup\{e\})=r(S)\}, S \subset E .
$$

Clearly (a) $\wedge \mathrm{s} \subset E \quad \mathrm{~S} \subset \mathscr{\varphi}(\mathrm{~S})$,
(b) $\varphi(\varnothing)=\{e \in E: r(\{e\})=0\}$,
(c) $M$ is normal if and only if $\varphi(\varnothing)=\varnothing$.
$\varphi(S)$, which we shall also denote by $\bar{S}$, is called the span of $S$. A subset $\mathrm{S} \subset E$ is called spanning if $\overline{\mathrm{S}}=\mathrm{E}$.

Theorem 7. Let $M$ be a matroid on the finite set $E$.
(a) $\wedge S \subset E \quad r(\bar{S})=r(S)$,
(b) $\wedge \mathrm{S} \subset \mathrm{E} \quad \overline{\mathrm{S}}=\overline{\mathrm{S}}$,
(c) $\wedge \mathrm{S}, \mathrm{s}^{\prime} \subset \mathrm{E} \quad\left[\mathrm{S} \subset \mathrm{S}^{\prime} \Longrightarrow \overline{\mathrm{S}} \subset \overline{\mathrm{S}^{\prime}}\right]$,
in particular: $\Lambda s, s^{\prime} \subset E$
$\left[\left(S \subset S^{\prime} \wedge S\right.\right.$ is spanning $) \Longrightarrow S^{\prime}$ is spanning] ,
Corollaries. (1) $\Lambda \mathrm{S}, \mathrm{S}^{\prime} \subset \mathrm{E} \quad\left[\mathrm{S} \subset \overline{\mathrm{S}^{\prime}} \Longrightarrow \overline{\mathrm{S}} \subset \overline{\mathrm{S}^{\top}}\right]$,
(2) $\wedge \mathrm{S} \subset \mathrm{E} \quad \overline{\mathrm{S}}=\overbrace{\mathrm{S} \subset \mathrm{S}^{\prime} \in \operatorname{Im} \varphi^{\prime}}$,
(d) Let $I$ be an index set and $S_{i} \subset E, i \in I$. Then
(1) $\overline{\bigcap_{i \in I} S_{i}} \subset \bigcap_{i \in I} \overline{S_{i}}$,
(2) $\left(\Lambda i \in I \quad S_{i} \in \operatorname{Im} \varphi\right) \Longrightarrow \bigcap_{i \in I} S_{i} \in \operatorname{Im} \varphi$,
(3) $\overline{\bigcup_{i \in I} S_{i}}=\overline{\bigcup_{i \in I} \overline{\mathbf{S}_{i}}}$,
(e) $\wedge \mathrm{S}, \mathrm{S}^{\prime} \subset E \quad\left[\left(\mathrm{~S} \subset \mathrm{~S}^{\prime} \wedge \mathrm{r}(\mathrm{S})=\mathrm{r}\left(\mathrm{S}^{\prime}\right)\right) \Longrightarrow \overline{\mathrm{S}}=\overline{\mathrm{S}^{\prime}}\right]$,

Corollary. $\Lambda \mathrm{S} \subset \mathrm{E} \quad[\mathrm{S}$ is spanning $\Longrightarrow \mathrm{r}(\mathrm{S})=\mathrm{r}(\mathrm{E})]$,
(f) $\wedge S \subset E \quad[S \in Z \Longleftrightarrow((\Lambda e \in S \quad e \in \overline{S-\{e\}}) \wedge r(S)=|S|-1)]$,
(g) $\wedge S \subset E \quad \Lambda e \in E-S$

$$
\begin{aligned}
{[\mathrm{e} \in \overline{\mathrm{~S}}} & \Longleftrightarrow(\exists \mathrm{c} \in \mathrm{Z}: \mathrm{e} \in \mathrm{C} \subset \mathrm{~S} \cup\{\mathrm{e}\}) \text { or equivalently } \\
& \left.\Longleftrightarrow\left(\exists \mathrm{S}^{\prime} \in \mathrm{F}: \mathrm{S}^{\prime} \subset \mathrm{S} \wedge \mathrm{~S}^{\prime} \cup\{\mathrm{e}\} \notin \mathrm{F}\right)\right], \dagger \dagger
\end{aligned}
$$

Corollary. $\triangle \mathrm{S} \subset \mathrm{E} \quad \backslash \mathrm{e} \in \mathrm{E}-\mathrm{S}$

$$
\left[\left(e \in \bar{S} \wedge \wedge e^{\prime} \in S \quad e \notin \overline{S-\left\{e^{\prime}\right\}}\right) \Longrightarrow S \cup\{e\} \in Z\right],
$$

(h) $\backslash \mathrm{s} \subset E \quad \wedge e, e^{\prime} \in E$
$\left[\left(e \notin \bar{S}{ }_{n} e \in \overline{S U\left\{e^{\prime}\right\}}\right) \Longrightarrow e^{\prime} \in \overline{S U\{e\}}\right]$,
(i) $\quad \wedge \mathrm{S} \subset E \quad[\mathrm{~S} \in \mathrm{~F} \Longrightarrow(\Lambda \mathrm{e} \in \mathrm{S} \quad \mathrm{e} \notin \overline{\mathrm{S}-\{\mathrm{e}\}}) \quad$ or equivalently $\Longleftrightarrow\left(S\right.$ is minimal ${ }^{\dagger}$ in $\left.\left.\left\{S^{\prime} \subset E: \overline{S^{\top}}=\bar{S}\right\}\right)\right]$,

[^0]（j）$\wedge \mathrm{S}, \mathrm{s}^{\prime} \subset \mathrm{E}$
\[

$$
\begin{aligned}
& {\left[\left(S \text { is a maximal independent subset of } S^{\prime}\right)\right.} \\
& \Longleftrightarrow\left(S \text { is minimal }{ }^{\dagger} \text { in }\left\{S^{\prime \prime} \subset S^{\prime}: \overline{S^{\prime \prime}}=\overline{S^{\prime}}\right\}\right) \\
& \left.\Longleftrightarrow\left(S \in F \wedge S \subset S^{\prime} \subset \bar{S}\right)\right],
\end{aligned}
$$
\]

in particular $\left(S^{\prime}=E\right)$ ：

$$
\begin{aligned}
{[(S \text { is basis })} & \Longleftrightarrow(S \text { is a minimal spanning set }) \\
& \Longleftrightarrow(S \text { is independent and spanning })],
\end{aligned}
$$

Corollary．$\wedge \mathrm{SCE}$

$$
[(S \text { is spanning }) \Longleftrightarrow(\exists B \in W: B \subset S) \Longleftrightarrow(r(S)=r(E))],
$$

（k）$\quad \wedge \mathrm{S} \in \mathrm{F} \quad \wedge$ spanning set $\mathrm{S}^{\prime} \subset \mathrm{E}$ with $\mathrm{SCS}^{\prime} \quad \exists \mathrm{B} \in \mathrm{W}$ with $S \subset B \subset S^{\prime}$ ．

## Proof．

（a）Trivial if $\mathrm{S}=\overline{\mathrm{S}}$ ．Suppose $\mathrm{S} \neq \overline{\mathrm{S}}$ ．Then $\Lambda \mathrm{e} \in \overline{\mathrm{S}}-\mathrm{S}$ $r(S \cup\{e\})=r(S)$ ，hence by the corollary of Theorem $1(e)$ ， $r(\bar{S})=r(S \cup(\bar{S}-S))=r(S)$.
（b）Let $e \in \overline{\bar{S}}$ ，i．e．$r(\bar{S} \cup\{e\})=r(\bar{S})$ ．Then by（a） $r(S)=r(\bar{S})=r(\bar{S} \cup\{e\}) \geqslant r(S \cup\{e\}) \geqslant r(S)$, hence $r(S \cup\{e\})=r(S)$ ，i。e。e $\in \bar{S}$ 。

[^1]（c）Let $e \in \bar{S}$ ，i．e．$r(S \cup\{e\})=r(S)$ ．Then by the submodular inequality
$$
r\left(S^{\prime}\right)+r(S \cup\{e\}) \geqslant r\left(S^{\prime} \cup\{e\}\right)+[r(S \cup\{e\}) \text { or } r(S)],
$$
hence $r\left(S^{\prime} \cup\{e\}\right)=r\left(S^{\prime}\right)$, i．e．e $\in \overline{S^{\prime}}$ ．
Corollaries：（1）follows immediately from（b）and（c）．
（2）：$S \subset S^{\prime} \in \operatorname{Im}(\varphi) \Longrightarrow \bar{S} \subset S^{\prime}$ by Corollary（1）．On the other hand $\bar{S} \in\left\{S^{\prime} \subset E: S \subset S^{\prime} \in \operatorname{Im}(\varphi)\right\}$ ．
（d）（1）$\wedge j \in I \quad \bigcap_{i \in I} S_{i} \subset S_{j}$ ，hence $\wedge_{j \in I} \overline{\bigcap_{i \in I} S_{i}} \subset \overline{S_{j}}$ by（c）．
（2）$\overline{\bigcap_{i \in I} S_{i}} \subset \bigcap_{i \in I} \overline{S_{i}}=\bigcap_{i \in I} S_{i}$ by（1）and（b），
hence $\overline{\bigcap_{i \in I} S_{i}}=\bigcap_{i \in I} S_{i}$ ．
（3）$\wedge_{j \in I} \quad S_{j} \subset \bigcup_{i \in I} S_{i}$ ，hence by（c）$\wedge_{j \in I} \overline{S_{j}} \subset \overline{\bigcup_{i \in I} S_{i}}$ ，
i．e．$\bigcup_{i \in I} \overline{S_{i}} \subset \overline{\bigcup_{i \in I} S_{i}}$ ，hence by Corollary（1）of（c），
$\overline{\bigcup_{i \in I} \overline{S_{i}}} \subset \overline{\bigcup_{i \in I} S_{i}}$ ．On the other hand $\bigcup_{i \in I} S_{i} \subset \bigcup_{i \in I} \overline{S_{i}}$ ，hence by（c）$\overline{\bigcup_{i \in I} S_{i}} \subset \overline{\bigcup_{i \in I} \overline{S_{i}}}$ ．
（e）By（c）$\overline{\mathrm{S}} \subset \overline{\mathrm{S}^{\prime}}$ 。 Let $\mathrm{e} \in \overline{\mathrm{S}^{\top}}$ ，then
$r(S \cup\{e\}) \leqslant r\left(S^{\prime} \cup\{e\}\right)=r\left(S^{\prime}\right)=r(S)$ ，hence
$r(S \cup\{e\})=r(S)$, i．e．$e \in \bar{S}$ ．
（f）Follows immediately from Theorem 1（d）and the definition of $\varphi$ 。
$(\mathrm{g}) \Longrightarrow: \exists \mathrm{s}^{\prime} \in \mathrm{F}$ with $\mathrm{S}^{\prime} \subset \mathrm{S}$ and $\mathrm{r}(\mathrm{S})=\mathrm{r}\left(\mathrm{S}^{\prime}\right)$ ．As $\mathrm{e} \in \overline{\mathrm{S}}$ ， $r(S)=r\left(S^{\prime}\right) \leqslant r\left(S^{\prime} \cup\{e\}\right) \leqslant r(S \cup\{e\})=r(S)$,
i．e．$r\left(S^{\prime} \cup\{e\}\right)=r\left(S^{\prime}\right)$ or $S^{\prime} \cup\{e\} \notin F$ as $e \notin S^{\prime}$ ．
$\ll \quad r\left(S^{\prime} \cup\{e\}\right)=r\left(S^{\prime}\right)$ ，hence $e \in \overline{S^{\top}} \subset \bar{S}$ by（c）。

Corollary：By（g）$\exists \mathrm{C} \in \mathrm{Z}$ with $\mathrm{e} \in \mathrm{C} \subset \mathrm{S} \cup\{\mathrm{e}\}$ ．Suppose $(S \cup\{e\})-C \neq \varnothing$ and take $e^{\prime} \in(S \cup\{e\})-C$ ．Then $e^{\prime} \neq \mathrm{e}, \mathrm{i} . \mathrm{e} . \mathrm{e}^{\prime} \in \mathrm{S}$ ， hence $e \in C \subset\left(S-\left\{e^{\prime}\right\}\right) \cup\{e\}$ and thus by $(g) e \in \overline{S-\left\{e^{\top}\right\}}$ ， contradiction．
（h）Trivial if $e=e^{\prime}$ ．Suppose $e \neq e^{\prime}$ ．Clearly we need only consider the case $e^{\prime} \notin S$ 。 $e \notin S$ as $e \notin \bar{S}$ ，therefore $e \notin S \cup\left\{e^{\prime}\right\}$ ， hence by（g）$\exists \mathrm{C} \in \mathrm{Z}$ with $\mathrm{e} \in \mathrm{C} \subset \mathrm{S} \cup\left\{\mathrm{e}_{\mathrm{e}} \mathrm{e}^{\prime}\right\}$ 。Furthermore， $\mathrm{e}^{\prime} \in \mathrm{C}$ as otherwise $e \in C \subset S \cup\{e\}$ and thus by（g）e $\in \overline{\mathrm{S}}$ 。Hence，again by（g），$e^{\prime} \in \overline{S U\{e\} . ~}$
（i）Follows immediately by the corollary of Theorem 1（f）．
（j）The first statement is equivalent to：
$\left(S \subset S^{\prime} \wedge S \in F \wedge r(S)=r\left(S^{\prime}\right)\right)$ ．
By（a）and（e）the second statement is equivalent to： $\left(S \subset S^{\prime} \wedge r(S)=r\left(S^{\prime}\right) \wedge S\right.$ is minimal in $\left.\left\{S^{\prime \prime} \subset E: \overline{S^{\prime \prime}}=\bar{S}\right\}\right)$ or $\left(S \subset S^{\prime} \wedge r(S)=r\left(S^{\prime}\right) \wedge S \in F\right)$ by（i）．
By（a）－（c）and（e）the third statement is equivalent to $\left(S \in F \wedge S \subset S^{\prime} \wedge r(S)=r\left(S^{\prime}\right)\right)$ ．
（k）Let $S^{\prime \prime}$ be a maximal independent subset of $S^{\prime}$ with $S \subset S^{\prime \prime}$ 。 Then $\left|S^{\prime \prime}\right|=r\left(S^{\prime}\right)=r(E)$ by the corollary of（j），i．e．$S^{\prime \prime} \in \mathbb{W}$ ．

## §2．2．The Span－Axiomatic Definition of a Matroid．

## Definitions．

$(a)$ Let $E$ be a finite set and $\varphi$ a mapping $\varphi: \mathcal{P}(E) \longrightarrow \mathcal{L}(E)$ 。 Then the pair（ $E, \varphi$ ）is a matroid $M(E, \varphi)$ ，and $\bar{S}:=\varphi(S)$ is the span of $S \subset E$ ，if the following conditions hold：
（ $\left.\varphi_{1}\right) ~ \wedge \mathrm{~S} \subset \mathrm{E} \quad \mathrm{S} \subset \overline{\mathrm{S}}$,
（ $\varphi_{2}$ ）$\wedge \mathrm{S}, \mathrm{s}^{\prime} \subset \mathrm{E} \quad\left[\mathrm{S} \subset \overline{\mathrm{S}^{\top}} \Longrightarrow \overline{\mathrm{S}} \subset \overline{\mathrm{S}^{\top}}\right]$ ，
（ $\left.\varphi_{3}\right) \quad \wedge \mathrm{s} \subset E \quad \wedge e, e^{\prime} \in \mathrm{E}$ $\left[\left(e \notin \bar{S} \wedge e \in \overline{S U\left\{e^{\prime}\right\}}\right) \Longrightarrow e^{\prime} \in \overline{S \cup\{e\}}\right]$ ．
（b）A matroid $M(E, \varphi)$ is normal if $\bar{\varnothing}=\varnothing$ ．

Remarks and Further Definitions．Let $M(E, \varphi)$ be a matroid．
（1）Axioms（ $\varphi_{1}$ ）and（ $\varphi_{2}$ ）imply：$\wedge \mathrm{S}, \mathrm{S}^{\prime} \subset \mathrm{E} \quad\left[\mathrm{S} \subset \mathrm{S}^{\prime} \Longrightarrow \overline{\mathrm{S}} \subset \overline{\mathrm{S}^{\top}}\right]$ and $\overline{\overline{\mathbf{S}}}=\overline{\mathbf{S}}($ as $\overline{\mathbf{S}} \subset \overline{\mathbf{S}} \Longrightarrow \overline{\overline{\mathbf{S}}} \subset \overline{\mathrm{S}}$ by $(\varphi 2))$ 。

Conversely，these two properties imply axiom（ $\mathscr{2}$ ），hence they can be substituted for（ $\varphi 2$ ）in the above definition．
（2）A subset $S \subset E$ is called independent if $\wedge e \in S$ e申 $\overline{S-\{e\}}$ ． We shall denote by $F$ the family of independent sets of $M(E, \varphi)$ ． Note that $\varnothing \in F$ ．
（3）The axioms（ $\varphi_{1}$ ）－（ $\varphi_{3}$ ）imply the following lemma：

Lemma．$\wedge \mathrm{S}, \mathrm{S}^{\prime} \subset \mathrm{E}$

$$
\left[\left(S \text { is a maximal independent subset of } S^{\prime}\right) \Longrightarrow \bar{S}=\overline{S^{\prime}}\right] \text {. }
$$

Proof．Trivial if $S=S^{\prime}$ ．Suppose $S \neq S^{\prime}$ ．By Remark（1） $\bar{S} \subset \overline{S^{\prime}}$ ． Now let $e \in S^{\prime}-S$ ，then $S \cup\{e\} \notin F$ ．Hence by Remark（2）$\exists \tilde{e} \in S \cup\{e\}$ with $\tilde{e} \epsilon \overline{S \cup\{e\})-\{\tilde{e}\}}$ ．If $\tilde{e}=e$ ，then $e \in \bar{S}$ ．If $\tilde{e} \neq e$ ，then $\tilde{e} \in S$ ，but $\tilde{e} \notin \overline{S-\{\widetilde{e}\}}$ by Remark（2）as $S \in F$ ．Therefore $\tilde{e} \notin \overline{S-\{\widetilde{e}\}}, \tilde{e} \in(\bar{S} \cup\{e\})-\{\widetilde{e}\}$ ， hence by（ $\varphi_{3}$ ）e $\in \bar{S}$ ．Thus $S^{\prime} \subset \bar{S}$ ，hence by（ $\varphi_{2}$ ）$\overline{S^{\top} \subset \bar{S} \text { ．}}$
（4）The axioms（ $\varphi_{1}$ ）－（ $\varphi_{3}$ ）imply：$\wedge \mathrm{SCE} \quad \wedge \mathrm{e} \in \mathrm{E}-\mathrm{S}$

$$
\left[e \in \bar{S} \Longleftrightarrow\left(\exists S^{\prime} \in F: S^{\prime} \subset S_{\wedge} S^{\prime} \cup\{e\} \notin F\right)\right] .
$$

Proof．＜Let $e \in E-S$ and $S \supset S^{\prime} \in F$ with S＇し $\left\{\begin{array}{c}\text { e }\} \notin F \text { ．Then by }\end{array}\right.$ Remark（2）$\exists \tilde{e} \in S^{\prime} \cup\{e\}$ with $\tilde{e} \in \overline{\left.S^{\prime} \cup\{e\}\right)-\{\tilde{e}\}, ~ a n d ~ a s ~ i n ~ t h e ~}$ proof of the lemma $e \in \overline{S^{\top}}$ ，and $\overline{S^{\top}} \subset \bar{S}$ by Remark（1），hence $e \in \bar{S}$ ． $\Longrightarrow$ ：Let $e \in \bar{S}-S$ and $S^{\prime}$ a maximal independent subset of $S$ ．Then by the lemma $\overline{S^{\prime}}=\bar{S}$ ．If $S^{\prime} \cup\{e\} \in F$ ，then by Remark（2）e申 $\overline{S^{\prime}}=\bar{S}$ ， contradiction，hence $S \cup \cup\} \notin F$ ．
（5）It follows immediately that every matroid $M(E, r)$ is a matroid $M(E, \mathscr{P})$ ．The following theorem establishes that every matroid $M(E, \varphi)$ is a matroid $M(E, F)$ ：

Theorem 8．The matroid $M(E, \varphi$ ）satisfies the axioms（F1）－（F3）．

Proof．Axiom（F1）is clearly satisfied．
Axiom（F2）：－Let SCS＇ $\mathcal{E}$ ．Then by Remark（2）$\wedge e \in S^{\prime}$ ，in particular $\Lambda e \in S$ ，e $\ddagger \overline{S^{\prime}-\{e\}}$ ．But $S-\{e\} \subset S^{\prime}-\{e\}$ ，hence by Remark（1）$\overline{S-\{e\}} \subset \overline{S^{\prime}-\{e\}}$ and thus $\wedge e \in S \quad e \notin \overline{S-\{e\}}$, i．e．$S \in F$ ． Axiom（F3）：－Let $S_{1}$ be a maximal independent subset of $S$ and $S^{\prime}$ an independent subset of $S$ with $S^{\prime} \neq S_{1}$ ．Clearly $S_{1} \notin S^{\prime}$. Take $e \in S^{\prime}-S_{1}$ ，then $S^{\prime}-\{e\} \in F$ by axion（F2）。Now $\exists e^{\prime} \in S_{1}-S^{\prime}$ such that $S^{\prime \prime}:=\left(S^{\prime}-\{e\}\right) \cup\left\{e^{\prime}\right\} \in F$ ，as otherwise $S^{\prime}-\{e\}$ is maximal
independent in $\left(S^{\prime}-\{e\}\right) \cup S_{1}$ ，hence by the above lemma $\overline{S^{\prime}-\{e\}}=\overline{\left.S^{\prime}-\{e\}\right) \cup S_{1}} \supset \overline{S_{1}}=\bar{S}$ ，i。e。 $\overline{S^{\prime}-\{e\}}=\bar{S}$ ，hence e $\in \overline{S^{\prime}-\{e\}}$ ， i．e．$S^{\prime} \notin F$, contradiction．

If $S^{\prime \prime} \subset S_{1}$ ，then $\left|S^{\prime}\right|=\left|S^{\prime \prime}\right| \leqslant\left|S_{1}\right|$ 。If $S^{\prime \prime} \notin S_{1}$ ，we note that $\left|S^{n} \Delta S_{1}\right|<\left|S^{\prime} \Delta S_{1}\right|$ ，（cf．Remark（2）of §1．4）．Repeating the above a finite number of times thus gives rise to an independent subset $\tilde{S}$ of $S$ with $\tilde{S} \subset S_{1}$ ，hence $\left|S^{\prime}\right|=|\tilde{S}| \leqslant\left|S_{1}\right|$ ．
Now if $S_{2}$ is another maximal independent subset of $S$ ，then taking $S^{\prime}=S_{2}$ gives $\left|S_{2}\right| \leqslant\left|S_{1}\right|$ ．Similarly $\left|S_{1}\right| \leqslant\left|S_{2}\right|$ ，hence $\left|s_{1}\right|=\left|s_{2}\right|$ ．

Corollary．By Theorem 8 and Remark（4）it follows that the span－axiomatic definition of matroid is equivalent to the earlier axiomatic definitions．
§2．3．Hyperplanes and Cocircuits．

Definitions．Let $M$ be a matroid on the finite set $E$
（1）A subset $S \subset E$ is a hyperplane of $M$ if $S=\bar{S}$ and $r(S)=r(E)-1$.
（2）A subset $S \subset E$ is a cocircuit of $M$ if $E-S$ is a hyperplane of $M$ ．We shall denote by $Z^{*}$ the family of cocircuits of $M$ ． Clearly $\varnothing \notin Z^{*}$ ．This notation is motivated by properties of the ＂dual matroid＂defined in §2．4．

Theorem 9. Let $M$ be a matroid on the finite set E.
(a) $\wedge S \subset E$
[(S is hyperplane)
$\Longleftrightarrow(\Lambda e \in E-S \quad r(S \cup\{e\})=r(S)+1=r(E))$
$\Longleftrightarrow$ ( S is not spanning but $\wedge e \in E-S \operatorname{SU}\{e\}$ is spanning)
$\Longleftrightarrow\left(S\right.$ is maximal ${ }^{\dagger}$ in $\left.\left.\left\{S^{\prime} \subset E: S^{\prime}=\overline{S^{\prime}} \neq E\right\}\right)\right]$,

Corollaries. (1) $\wedge S^{\prime} S^{\prime} \in Z^{*} \quad\left[S \subset S^{\prime} \Longrightarrow S=S^{\prime}\right]$,
(2) $\wedge S \subset E \quad[(\bar{S}$ is hyperplane $) \Longleftrightarrow \Longrightarrow$ ( $S$ is not spanning but $\exists \mathrm{e} \in \mathrm{E}-\mathrm{S}: \operatorname{Su}\{\mathrm{e}\}$ is spanning)],
(b) $\wedge s \subset E \quad \wedge e \in E$
$\left[e \notin S=\bar{S} \Longrightarrow\left(\exists\right.\right.$ hyperplane $S^{\prime}$ with $\left.\left.S \subset S^{\prime} \subset E-\{e\}\right)\right]$,

Corollary. $\wedge S, S^{\prime} \subset E$
$\left[\left(S=\bar{S} \wedge S^{\prime}=\overline{S^{\prime}} \wedge S^{\prime} \subset S \wedge r(S)-r\left(S^{\prime}\right)=1\right) \Longrightarrow\right.$
( ヨ hyperplane $S^{\prime \prime}$ with $\left.\left.S^{\prime}=S \cap S^{\prime \prime}\right)\right]$,
(c) $\wedge \mathrm{S} \subset \mathrm{E}$
$[(S=\bar{S} \neq E)$
$\Longleftrightarrow\left(\exists \mathrm{n} \in \mathbb{N}_{+}\right.$and $\exists$ hyperplanes $\mathrm{S}_{1}, \mathrm{~S}_{2}, \ldots, \mathrm{~S}_{\mathrm{n}}$ with
$\left.S=S_{1} \cap S_{2} \cap \ldots \cap S_{n}\right)$, in particular:
$\Longleftrightarrow\left(\exists\right.$ distinct hyperplanes $S_{1}, S_{2}, \ldots, S_{m}$, where
$m:=r(E)-r(S)$, with $\left.\left.S=S_{1} \cap S_{2} \cap \ldots \cap S_{m}\right)\right]$,
(d) $\wedge \mathrm{SCE} \quad\left[(\mathrm{s}\right.$ is spanning $\left.) \Longleftrightarrow\left(\Lambda \mathrm{s}^{\prime} \in \mathrm{Z}^{*} \quad \mathrm{~S} \cap \mathrm{~s}^{\prime} \neq \varnothing\right)\right]$,
$\overline{\dagger \mathrm{cf} .}$ Definition (5) of §1.1.
(e) $\wedge \mathrm{S} \subset E \quad\left[\left(\exists \mathrm{~S}^{\prime} \in \mathrm{Z}^{*}\right.\right.$ with $\left.\left.\mathrm{S}^{\prime} \subset \mathrm{S}\right) \Longleftrightarrow \Longrightarrow(\Lambda \mathrm{B} \in \mathrm{W} \quad \mathrm{B} \cap \mathrm{S} \neq \varnothing)\right]$,
(f) $\wedge \mathrm{S} \mathrm{\subset E} \quad\left[\mathrm{~S}=\overline{\mathrm{S}} \Longleftrightarrow\left(\wedge_{\mathrm{C} \in \mathrm{Z}} \quad|\mathrm{C}-\mathrm{S}| \neq 1\right)\right]$,

Corollary. $\wedge \mathrm{S} \subset \mathrm{E} \quad\left[\left(\exists \mathrm{n} \in \mathbb{N}_{+}\right.\right.$and $\exists \mathrm{S}_{1}, \mathrm{~S}_{2}, \ldots, \mathrm{~S}_{\mathrm{n}} \in \mathrm{Z}^{*}$ with $\left.\left.S=S_{1} \cup S_{2} \cup \ldots \cup S_{n}\right) \Longleftrightarrow(S \neq \varnothing \wedge \wedge c \in Z|S \cap C| \neq 1)\right]$,
(g) $\wedge \mathrm{sce}$
$\left[s \in Z^{*}\right.$
$\Longleftrightarrow\left(S \neq \varnothing_{\wedge}\left(\wedge_{C \in Z}|S \cap C| \neq 1\right) \wedge\left(\Lambda e, e^{\prime} \in S\right.\right.$ with
$\left.\left.e \neq e^{\prime} \exists C \in Z: S \cap C=\left\{e, e^{\prime}\right\}\right)\right)$
$\Longleftrightarrow\left(S\right.$ is minimal ${ }^{\dagger}$ in $\left.\left\{S^{\prime} \subset E: S^{\prime} \neq \varnothing \wedge \wedge c \in Z \quad\left|S^{\prime} \cap c\right| \neq 1\right\}\right)$
$\Longleftrightarrow((\wedge \mathrm{B} \in \mathrm{W} \quad \mathrm{B} \cap \mathrm{S} \neq \varnothing) \wedge(\wedge \mathrm{e} \in \mathrm{S} \exists \mathrm{B} \in \mathrm{W}: \mathrm{B} \cap \mathrm{S}=\{\mathrm{e}\}))$
$\Longleftrightarrow\left(S\right.$ is minimal ${ }^{\dagger}$ in $\left.\left.\left\{S^{\prime} \subset E: \wedge B \in W \quad B \cap S^{\prime} \neq \varnothing\right\}\right)\right]$,
(h) $\wedge \mathrm{ScE} \quad \wedge e \in S$
$[(S$ is spanning and $S-\{e\}$ is not spanning $) \Longrightarrow$
( $\exists$ unique $S^{\prime} \in Z^{*}:(S-\{e\}) \cap S^{\prime}=\varnothing\left(\right.$ clearly $\left.\left.\left.e \in S^{\prime}\right)\right)\right]$,
(i) ( $\propto$ ) $\wedge \mathrm{B} \in \mathbb{W} \quad \wedge \mathrm{e} \in \mathrm{E}-\mathrm{B} \quad \exists$ unique $c \in Z: \mathrm{C} \subset \mathrm{B} \cup\{\mathrm{e}\}$, (clearly $e \in C$ ). Then $\wedge b \in B$
$[(B-\{b\}) \cup\{e\} \in W \Longleftrightarrow b \in C]$,
( $\beta$ ) $\wedge \mathrm{B} \in \mathrm{W} \quad \wedge \mathrm{b} \in \mathrm{B} \quad \exists$ unique $S \in \mathrm{Z}^{*}:(\mathrm{B}-\{\mathrm{b}\}) \cap \mathrm{S}=\varnothing$,
(clearly $b \in S$ ). Then $\Lambda e \in E-B$
$[(B-\{b\}) \cup\{e\} \in W \Longrightarrow e \in S]$,

[^2](j) Axiom (G-II) of Minty [25]: $\backslash \mathrm{S} \subset E \quad \wedge \mathrm{e} \in \mathrm{E}-\mathrm{S}$ either $\exists \mathrm{C} \in \mathrm{Z}$ with $\mathrm{e} \in \mathrm{C} \subset \mathrm{S} \cup\{\mathrm{e}\}$, or $\exists S^{\prime} \in Z^{*}$ with $e \in S^{\prime}$ and $S \cap S^{\prime}=\varnothing$ 。

## Proof.

(a) The first equivalence is clear. The second and third statements are equivalent by the corollary of Theorem 7(e).

Fourth statement: let $A:=\left\{S^{\prime} \subset E: S^{\prime}=\overline{S^{\prime}} \neq E\right\}$ and take $S^{\prime} \in A$ and $e \in E-S^{\prime}$. Then by the corollary of Theorem $7(e) r\left(S^{\prime}\right) \leqslant r(E)-1$, and $r\left(S^{\prime} \cup\{e\}\right)=r\left(S^{\prime}\right)+1 \leqslant r(E)$, hence $\overline{S^{\prime} U\{e\} \in A \text { if }}$
$r\left(S^{\prime}\right)<r(E)-1$, and $S^{\prime}$ is maximal in $A$ if $r\left(S^{\prime}\right)=r(E)-1$. Thus
$(S$ is maximal in $A) \Longleftrightarrow(S$ is hyperplane).
Corollaries: (1) Clear.
(2) $\Longrightarrow$ : Follows by (a) and Theorem 7(b), (d(3)).
<=: By the corollary of Theorem $7(e) r(S)<r(E)$ and $r(S \cup\{e\})=r(E)=r(S)+1$, hence by Theorem $7(a)$ $r(\bar{S})=r(S)=r(E)-1$.
(b) Let $S^{\prime}$ be maximal in $B:=\left\{S^{\prime \prime} \subset E-\{e\}: \overline{S^{\prime \prime}}=S^{\prime \prime}\right\}$. Note that $B \neq \varnothing$ as $S \in B$. Then $S^{\prime}$ is also maximal in $\left\{S^{\prime \prime} \subset E: S " \neq E \wedge \overline{S^{\prime \prime}}=S^{\prime \prime}\right\}$, i.e. $S^{\prime}$ is a hyperplane by (a), for ( $S^{\prime}$ maximal in $B$ ) $\Longrightarrow$ $\left(\Lambda e^{\prime} \in E-\left(S^{\prime} \cup\{e\}\right) \quad e \in \overline{S^{\prime} \cup\left\{e^{\prime}\right\}}\right) \Longrightarrow$ with Theorem $7(h)$ ( $\left.\Lambda e^{\prime} \in E-\left(S^{\prime} \cup\{e\}\right) \quad e^{\prime} \in \overline{S^{\prime} \cup\{e\}}\right)$, i。e. $\overline{S^{\prime} \cup\{e\}}=E$, hence $\wedge e^{\prime} \in E-S^{\prime} \overline{S^{\prime} \cup\left\{e^{\prime}\right\}}=E \quad\left(b e c a u s e \quad \wedge e^{\prime} \in E-\left(S^{\prime} \cup\{e\}\right)\right.$ $e \in \overline{S^{\prime} \cup\left\{e^{\prime}\right\}}$, hence $\left.E=\overline{S^{\prime} \cup\{e\}} \subset \overline{S^{\prime} \cup\left\{e^{\prime}\right\}}\right)$.

Corollary: Clearly $S^{\prime} \neq S$ and $\exists \mathrm{e} \in \mathrm{S}_{\mathrm{S}} \mathrm{S}^{\prime}$ such that $r\left(S^{\prime} \cup\{e\}\right)=r(S)$. Then by (b) $\exists$ hyperplane $S^{\prime \prime}$ with $S^{\prime} \subset S^{\prime \prime} \subset E-\{e\} . C l e a r l y S^{\prime} \subset S \cap S^{\prime \prime}$. By the submodular inequality
$\mathbf{r}(S)+(\mathbf{r}(E)-1)=\mathbf{r}(S)+r\left(S^{\prime \prime}\right) \geqslant r(E)+r\left(S \cap S^{\prime \prime}\right)$, i.e. $r\left(S \cap S^{\prime \prime}\right) \leqslant r\left(S^{\prime}\right)$, hence $r\left(S \cap S^{\prime \prime}\right)=r\left(S^{\prime}\right)$, and thus by Theorem 7 (d(2)), (e) $S^{\prime}=S \cap S^{\prime \prime}$.
(c) < $=$ Follows immediately by Theorem 7(d(2)).
$\Longrightarrow$ : Let $E-S=:\left\{e_{1}, e_{2}, \ldots, e_{n}\right\}$ 。By (b) $\wedge i \in\{1, \ldots, n\} \exists$ hyperplane $S_{i}$ with $S \subset S_{i} \subset E-\left\{e_{i}\right\}$. Then $S=S_{1} \cap \ldots \cap S_{n}$.
Special Case: (Welsh [33]) ヨ $S^{\prime} \in F$ with $S^{\prime} \subset S$ and $r\left(S^{\prime}\right)=r(S)$, and $\exists B \in W$ with $S^{\prime} \subset B$. Let $B-S^{\prime}=:\left\{e_{1}, e_{2}, \ldots, e_{m}\right\}, A_{1}:=S$, and $\wedge i \in\{1, \ldots, m-1\} \quad A_{i+1}:=\overline{S^{\prime} \cup\left\{e_{1}, \ldots, e_{i}\right\}}$. Clearly
$A_{m}=\overline{B-\left\{e_{m}\right\}}$ is a hyperplane $S_{m}$. By the corollary to (b)
$\wedge i \in\{1, \ldots, m-1\} \quad \exists$ hyperplane $S_{i}$ with $A_{i}=A_{i+1} \cap S_{i}$. Thus
$A_{1}=\bigcap_{i=1}^{m} S_{i}$, and the $S_{i}$ are distinct as $\wedge i \in\{1, \ldots, m-1\} \quad e_{i} \notin S_{i}$ but $e_{i} \in S_{i+1}, s_{i+2}, \ldots, S_{m}$.
(d) $S$ is spanning $\Longleftrightarrow$ by (b) no hyperplane contains $S \Longleftrightarrow$ every cocircuit intersects $S$.
(e) E-S contains a basis $\Longrightarrow$ E-S is spanning by the corollary of Theorem 7(j) < by (d) every cocircuit intersects E-S $\Longleftrightarrow S$ contains no cocircuits.
(f) Follows immediately by Theorem 7(g).

Corollary: Follows immediately by (c) and (f).
(g) By the corollary of (f) and Corollary (1) of (a) the first and third statements are equivalent.
By (e) and Corollary (1) of (a) the first and fifth statements are equivalent.

The fourth statement $\Longrightarrow\left((\Lambda \mathrm{B} \in \mathrm{W} \mathrm{B} \cap \mathrm{S} \neq \varnothing)_{\wedge}(\Lambda \mathrm{e} \in \mathrm{S} \exists \mathrm{B} \in \mathrm{W}:\right.$ $B \cap(S-\{e\})=\varnothing)) \Longleftrightarrow$ the fifth statement．
If $|S|=1$ ，the second and third statements are trivially equiva－ lent．Suppose now that $|\mathrm{s}| \geqslant 2$ ．

The second statement $\Longrightarrow$
$\left(S \neq \varnothing_{\wedge}(\Lambda c \in Z \quad|S \cap C| \neq 1) \wedge(\Lambda e \in S \exists C \in Z:|(S-\{e\}) \cap C|=1)\right)$, which is equivalent to the third statement．It remains to prove the reverse implication．
Let $S$ be minimal in $\left\{S^{\prime} \subset E: S^{\prime} \neq \varnothing \wedge \wedge C \in Z \quad\left|S^{\prime} \cap C\right| \neq 1\right\}$ and let $T \subset E$ be maximal in

D ：＝\｛ $S^{\prime} \subset S: \bigwedge e, e^{\prime} \in S^{\prime}$ with $\left.e \neq e^{\prime} \exists C \in Z: S \cap C=\left\{e, e^{\prime}\right\}\right\}$ 。 $D \neq \varnothing$ as for $\tilde{e} \in S \quad \exists \widetilde{c} \in Z$ and $\exists \tilde{e}^{\prime} \in E$ such that $(S-\{\widetilde{e}\}) \cap \tilde{C}=\left\{\tilde{e}^{\prime}\right\}$ by the minimality of $S$ ，hence $S \cap \tilde{c}=\left\{\tilde{e}, \tilde{e}^{\prime}\right\}$ ，i．e．$\left\{\tilde{e}, \tilde{e}^{\prime}\right\} \in D$ ． Suppose $S-T \neq \varnothing$ 。As $S-T \neq S, \exists C \in Z$ and $\exists$ e $\in E$ such that $(S-T) \cap C=\{e\}$ by the minimality of $S$ ，but $S \cap C \neq\{e\}$ ，thus $\exists e_{1}, e_{2}, \ldots, e_{k} \in T, k \geqslant 1$ ，with $S \cap C=\left\{e, e_{1}, \ldots, e_{k}\right\}$ 。 Let $i \in\{1, \ldots, k-1\}$ ，then as $T \in D \exists C_{i} \in Z: S \cap C_{i}=\left\{e_{i}, e_{k}\right\}$ ， hence by Theorem $1(j)$ applied to $C$ and $C_{i}, \exists \widetilde{C}_{i} \in Z$ ： $e \in S \cap \widetilde{C}_{i} \subset\left\{e, e_{1}, \ldots, e_{k-1}\right\}$ ，and $\left|S \cap \tilde{C}_{i}\right| \geqslant 2$ ．We repeat this step with $\tilde{C}_{i}$ instead of $C$ and continue in this way until we have a $\tilde{c} \in Z$ and a $j \in\{1, \ldots, k-1\}$ with $S \cap \tilde{C}=\left\{e, e_{j}\right\}$ 。

Now let $e^{\prime} \in T-\left\{e_{j}\right\}$ ，then as $T \in D \exists C^{\prime} \in Z: S \cap C^{\prime}=\left\{e^{\prime}, e_{j}\right\}$ ， hence by Theorem $1(j)$ applied to $\tilde{C}$ and $C^{\prime} \exists \quad C^{\prime \prime} \in Z$ ：
$e \in S \cap C " \subset\left\{e, e^{\prime}\right\}$ ，i．e．$S \cap C "=\left\{e, e^{\prime}\right\}$ 。Thus $T \cup\{e\} \in D$ ，contra－ dicting the maximality of $T$ in $D$ ．
（h）By Corollary（2）of（a）$\overline{S-\{e\}}$ is a hyperplane．Let $S^{\prime}:=E-\overline{S-\{e\}}$, then $S^{\prime} \in Z^{*}$ and $(S-\{e\}) \cap S^{\prime}=\varnothing$ ．Suppose $\tilde{S}$ is a hyperplane containing $S-\{e\}$ ，then $\overline{S-\{e\}} \subset \tilde{S}$ ，hence $\widetilde{S}=\overline{S-\{e\}}$ by（a）．
(i) ( $\propto$ ): The initial statement follows by Theorem 1(k) applied to $B$ and $e$.
$\Longrightarrow:(B-\{b\}) \cup\{e\} \in F$ but $B \cup\{e\}=((B-\{b\}) \cup\{e\}) \cup\{b\} \neq F$, hence $\exists C^{\prime} \in \mathcal{Z}: b \in C^{\prime} \subset B \cup\{e\}$. By the initial statement $C^{\prime}=C$, i.e. $b \in C$.
<: $\quad(B-\{b\}) \cup\{e\} \in F \quad($ and hence $\in W$ as $|(B-\{b\}) \cup\{e\}|=|B|)$, as otherwise $\exists C^{\prime} \in Z: C^{\prime} \subset(B-\{b\}) \cup\{e\} \subset B \cup\{e\}$ and $C^{\prime} \neq C$ as $b \notin C^{\prime}$, which contradicts the uniqueness of $C$.
$(\beta)$ : The initial statement follows by the special case of
Theorem 7(j) and by (h) applied to $B$ and b.
$\Longrightarrow:(B-\{b\}) \cup\{e\}$ is spanning but $B-\{b\}=((B-\{b\}) \cup\{e\})-\{e\}$ is not, hence by (d) $\exists S^{\prime} \in Z^{*}:(B-\{b\}) \cap S^{\prime}=\varnothing$ and $e \in S^{\prime}$. By the initial statement $S^{\prime}=S$, i.e.e $\in S$.
<=: (B-\{b\}) $\cup\{e\}$ is spanning ( and hence contains a basis by the corollary of Theorem 7(j), and is thus itself a basis as $|(B-\{b\}) \cup\{e\}|=|B|)$, as otherwise by (d) $\exists S^{\prime} \in Z^{*}:$ $((B-\{b\}) \cup\{e\}) \cap S^{\prime}=\varnothing$, hence $(B-\{b\}) \cap S^{\prime}=\varnothing$, and $S^{\prime} \neq S$ as $e \notin S^{\prime}$, which contradicts the uniqueness of $S$.
(j) Either $e \in \bar{S}$ or $e \notin \bar{S}$. The result then follows by Theorem $7(g)$ and Theorem 9(b).

## §2.4. The Dual Matroid.

Theorem 10. Let $M$ be a matroid on the finite set $E$. Then the pair (E, W*) satisfies the axioms (W1) and (W2) and is thus a matroid $M^{*}:=M\left(E, W^{*}\right)$, the dual matroid of $M$. The bases of $M^{*}$ are the elements of $W^{*}$, i.e. the cobases of $M$.

Proof. Axiom (W1): We have for $M$ : $\wedge S \subset E \quad \wedge B \in W$ $[(B \subset S \wedge B \neq S) \Longrightarrow S \neq W]$, or equivalently: $\wedge S^{\prime} \subset E \quad \wedge S^{n} \in W^{*}$ $\left[\left(S^{\prime} \subset S^{n} \wedge S^{\prime} \neq S^{n}\right) \Longrightarrow S^{\prime} \neq W^{*}\right]$, i.e. (E, $W^{*}$ ) satisfies axiom (W1). Axiom (W2): Follows from Theorem 2.

Theorem 11. Let $M$ be a matroid on the finite set $E$ and $M^{*}$ its dual matroid.
(a) $\wedge S \subset E$
[ S is an independent set of $\mathrm{M}^{*}$
$\Longleftrightarrow E-S$ is spanning in $M$ ],
The family of independent sets of $M^{*}$ is

$$
\begin{aligned}
F^{*} & =\{S \subset E: E-S \text { is spanning in } M\} \\
& =\{S \subset E: \exists B \in W: B \subset E-S\} \\
& =\{S \subset E: r(E-S)=r(E)\},
\end{aligned}
$$

(b) The rank function $r^{*}$ of $M^{*}$ is: $\backslash S \subset E$

$$
r^{*}(S)=|S|-r(E)+r(E-S),
$$

in particular, $r(E)+r^{*}(E)=|E|$,
(c) $\wedge S \subset E \quad\left[\mathrm{~S}\right.$ is a circuit of $\left.\mathrm{M}^{*} \Longleftrightarrow \Longrightarrow \mathrm{~S} \in \mathrm{Z}^{*}\right]$,
(d) The span mapping $\varphi^{*}$ of $\mathrm{M}^{*}$ is: $\wedge \mathrm{S} \subset E$

$$
\begin{aligned}
\varphi^{*}(S) & =S \cup\{e \in E-S: r(E-S)=r((E-S)-\{e\})+1\} \\
& =S \cup\{e \in E-S: e \notin(E-S)-\{e\}\},
\end{aligned}
$$

in particular, $\wedge S \in E \quad\left[S\right.$ is spanning in $\left.M^{*} \Longleftrightarrow E-S \in F\right]$,
(e) $M^{* *}=M$,
(f) $\wedge e \in E \quad \wedge S^{\prime} S^{\prime} \subset E-\{e\}$ with $S^{\prime} \cup S^{\prime}=E-\{e\}$ and $S \cap S^{\prime}=\varnothing$, $e \in \varphi(S) \Delta \varphi^{*}\left(S^{\prime}\right) \quad(c f$. Remark (2) of §1.4).

## Proof.

(a) (S independent in $\left.M^{*}\right) \Longleftrightarrow\left(S\right.$ is contained in a basis of $M^{*}$ ) $\Longleftrightarrow(E-S$ contains a basis of $M) \Longleftrightarrow(E-S$ is spanning in $M$ ) $\Longrightarrow(r(E-S)=r(E))$.
(b) $\wedge \mathrm{S} \subset \mathrm{E} \quad \mathrm{r}^{*}(\mathrm{~S})=\max \left\{\left|\mathrm{S} \cap \mathrm{S}^{\prime}\right|: S^{\prime} \in \mathrm{F}^{*}\right\}$. Take $\mathrm{S}^{\prime} \in \mathrm{F}^{*}$, then by (a) $\exists B \in W: B \subset E-S^{\prime}, i . e . S^{\prime} \subset E-B$, thus $\left|S \cap S^{\prime}\right| \leqslant|S \cap(E-B)|=|S|-|S \cap B|$ But
$r(E-S) \geqslant r((E-S) \cap B)=|(E-S) \cap B|=|B|-|S \cap B|$. Hence $\left|S \cap S^{\prime}\right| \leqslant|S|-|B|+r(E-S)=|S|-r(E)+r(E-S)$. Thus $r^{*}(S) \leqslant|S|-r(E)+r(E-S)$.
On the other hand $\exists B^{\prime} \in W: r(E-S)=\left|(E-S) \cap B^{\prime}\right|=\left|B^{\prime}-S\right|$, and clearly $E-B^{\prime} \in F^{*}$. Hence $r^{*}(S) \geqslant\left|S \cap\left(E-B^{\prime}\right)\right|=|S|-\left|S \cap B^{\prime}\right|=$ $=|S|-\left(\left|B^{\prime}\right|-\left|B^{\prime}-S\right|\right)=|S|-r(E)+r(E-S)$.
(c) By Theorem 9(a) we have $\wedge \mathrm{S} \subset \mathrm{E}$ :
$\left(S \in Z^{*}\right) \Longrightarrow(\Lambda e \in S \quad r((E-S) \cup\{e\})=r(E-S)+1=r(E))$
$\Longleftrightarrow\left(\wedge e \in S \quad r^{*}(S-\{e\})=|S|-1=r^{*}(S)\right) \Longleftrightarrow$ (S is a circuit of $M^{*}$ ) by Theorem $1(d)$.
(d) $\wedge \mathrm{S} \subset E \quad \varphi^{*}(\mathrm{~S}):=\left\{\mathrm{e} \in \mathrm{E}: \mathrm{r}^{*}(\mathrm{~S} \cup\{\mathrm{e}\})=\mathbf{r}^{*}(\mathrm{~S})\right\}=$
$=S \cup\{e \in E-S: r(E-S)=r((E-S)-\{e\})+1\}=$
$=S \cup\{e \in E-S: e \notin \overline{(E-S)-\{e\}}\}$.
Special Case: Follows by Theorem 7(i).
(e) Follows immediately from the definition of $M^{* *}$.
(f) By Theorem $7(g)$ we have: $e \in \mathcal{P}^{(S) \cap \varphi^{*}\left(S^{\prime}\right) \Longrightarrow}$
$(\exists C \in Z: e \in C \subset S \cup\{e\}) \wedge\left(\exists \tilde{S} \in Z^{*}: e \in \tilde{S} \subset S^{\prime} \cup\{e\}\right) \Longrightarrow$
$|\mathrm{C} \cap \tilde{\mathrm{S}}|=1$, which contradicts Theorem $9(\mathrm{~g})$.
$e \notin \varphi^{*}\left(S^{\prime}\right) \Longrightarrow e \in \overline{\left(E-S^{\prime}\right)-\{e\}}=\bar{S}=\varphi(S)$ 。

Theorem 12. Let $M$ be a matroid on the finite set $E$ and $M^{*}$ its dual matroid. Then
( $M^{*}$ is normal) $\Longleftrightarrow(\Lambda e \in E \quad \exists B \in W: e \notin B)$
$\Longleftrightarrow(\Lambda e \in E \quad \exists c \in Z: e \in C)$
$\Longleftrightarrow\left(\Lambda e \in E \quad\{e\} \notin Z^{*}\right)$
$\Longleftrightarrow(\Lambda e \in E \quad E-\{e\}$ is spanning in $M)$,
i.e. $M^{*}$ is normal if and only if $M$ has one of these four equivalent properties.

Proof. ( $M^{*}$ is normal) $\Longleftrightarrow\left(\Lambda e \in E \quad \exists \quad S \in W^{*}: e \in S\right) \ll$ (first property), and
$(f i r s t$ property) $\Longrightarrow(\Lambda e \in E \exists B \in W: B \cup\{e\} \notin F) \Longrightarrow$ $($ second property) $\Longrightarrow \quad($ third property by Theorem $9(g)) \Longrightarrow$ (fourth property by Theorem $9(d)$ ) $\Longrightarrow$ (first property by the corollary of Theorem $7(j))$.

Remarks. The following relations:
$S$ is independent in $M^{*} \Longleftrightarrow E-S$ is spanning in $M$,
$S$ is a basis in $M^{*} \quad \Longleftrightarrow S$ is a cobasis in $M$,
$S$ is a circuit in $M^{*} \Longleftrightarrow S$ is a cocircuit in $M$,

```
together with the formula for r*, enable us to dualise every
statement about M, e.g.
the special case of Theorem 7(c) is dual to Theorem 1(c),
the special case of Theorem 2 is dual to Theorem 1(h),
the corollary of Theorem 7(e) is dual to the definition of
                                    an independent set,
Theorem 9(d) is dual to Theorem 1(i(\alpha)),
the corollary of Theorem 7(j)}\begin{array}{l}{\mathrm{ and Theorem 9(e)}}\end{array}}\mathrm{ are dual to Theorem 1(i( }\beta))\mathrm{ ,
Theorem 9(h) is dual to Theorem 1(k),
Theorem 9(i(\alpha)) is dual to Theorem 9(i(\beta)),
while the special case of Theorem 7(j) and Theorem 7(k) are
self-dual.
```


## Chapter III. Examples.

## §3.1. Linear Algebraic Examples (Whitney [35]).

Let $\mathbb{F}$ be a field, e.g. the real numbers $\mathbb{R}$ or the ring $\mathbb{Z}_{2}$ of residue classes of integers modulo 2.

Example 1. Let $A$ be an ( $m \times n$ )-matrix with coefficients in $I F$ and columns $a_{i}$, $i_{0}$ e. $A=\left(a_{1} a_{2} \ldots a_{n}\right)$. If we put
$E:=\left\{a_{1}, a_{2}, \ldots, a_{n}\right\} \quad$ and $\quad \Lambda S \subset E$ $r(S):=\mathbb{F}$-rank of the corresponding submatrix of $A$, we have a matroid by the second rank-axiomatic definition, namely the matrix-matroid $M_{I F}(A)$ associated with $A$. $M_{\mathbb{F}}(A)$ is normal if and only if $\Lambda i \in\{1, \ldots, n\} \quad a_{i} \neq 0 \in \mathbb{F}^{m}$.

Example 2. Let $X$ be a vector space over IF. If we put $E:=$ finite non-empty set of not necessarily distinct vectors $\in X$, and $\wedge S \subset E \quad r(S):=\operatorname{dim}_{I F}\left(\operatorname{span}_{/ F}(S)\right)$,
we have a matroid by the second rank-axiomatic definition, which is normal if and only if $0 \notin E$ 。

If $X=\mathbb{F}^{m}$ and $|E|=: n, m, n \in N_{+}$, we can take $E$ to be the set of columns of an ( $m \times n$ )-matrix and thus obtain Example 1.

Example 3. Let $n \in \mathbb{N}_{+}$, and let $e_{1}, e_{2}, \ldots, e_{n}$ be the canonical basis of the vector space $\mathbb{F}^{n}$ and $Y \neq\{0\}$ a vector subspace of $\mathbb{F}^{\mathrm{n}}$. If we put
$\mathrm{E}:=\{1,2, \ldots, \mathrm{n}\} \quad$ and $\wedge \mathrm{S} \subset \mathrm{E}$
$r(S):=\operatorname{dim}_{\sqrt{F}}\left(\right.$ projection of $Y$ onto $\left.\operatorname{span}_{\sqrt{F}}\left(\left\{e_{i}: i \in S\right\}\right)\right)$,
we have a matroid, namely the matroid $M_{Y}$ associated with $Y$. $M_{Y}$ is normal if and only if $Y$ has the following property: $\Lambda i \in\{1, \ldots, n\} \quad \operatorname{dim}_{\mathbb{F}}\left(\right.$ projection of $Y$ onto $\left.\operatorname{span}_{\mathbb{F}}\left(\left\{\mathrm{e}_{\mathrm{i}}\right\}\right)\right)=1$, i.e. Y is not contained in a canonical vector subspace $\mathrm{IF}^{\mathrm{q}}, \mathrm{q}<\mathrm{n}$, of $\mathrm{F}^{\mathrm{n}}$.

If $Y=: \operatorname{span}_{F}\left(\left\{b_{1}, b_{2}, \ldots, b_{m}\right\}\right), \quad m \in \mathbb{N}_{+}, \quad \Lambda i \in\{1, \ldots, m\} \quad b_{i} \in \mathbb{F}^{n}$,


Theorem 13. Let $n \in \mathbb{N}_{+}$and $X, Y$ be vector subspaces of $\mathbb{F}^{n}$ with $\operatorname{dim}_{F_{F}} X=: p \in\{1,2, \ldots, n-1\}$ and $\operatorname{dim}_{\mathbb{F}} Y=n-p$. If $Y=X^{\perp}$, then the matroids associated with $X$ and $Y$ are dual.

Proof.
Let $a_{1}, a_{2}, \ldots, a_{p} \quad$ be a basis of the vector space $X$, and $b_{1}, b_{2}, \ldots, b_{n-p}$ be a basis of the vector space $Y$, i.e. $a_{1}, \ldots, a_{p}, b_{1}, \ldots, b_{n-p}$ is a basis of the vector space $\mathrm{X} \oplus \mathrm{Y}=\mathbb{F}^{\mathrm{n}}$. We can suppose without loss of generality (we need only renumber the $e_{i}$ ) that $\{1,2, \ldots, p\} \subset E$ is a matroid basis of the matroid $M_{X}$ associated with $X$, ie.
$p=r_{X}(\{1, \ldots, p\})=r_{X}(E)=\operatorname{dimX}$.
We need to show that $\{p+1, p+2, \ldots, n\} \subset E$ is a matroid basis of $M_{Y}$.
Let $A:=\left(\begin{array}{l}a_{1}^{T} \\ \vdots \\ a_{p}^{T}\end{array}\right)_{p \times n}=: \underset{p \times p \times(\tilde{A} \mid \tilde{A})}{\tilde{A})}$,
and $\quad B:=\left(\begin{array}{l}b_{1}^{T} \\ \vdots \\ b_{n-p}^{T}\end{array}\right)_{(n-p) \times n} \quad \begin{array}{cl}(n-p) \times p & (n-p) \times(n-p)\end{array}$.

We have $\Lambda \mathrm{i}, \mathrm{j} \quad \mathrm{a}_{\mathrm{i}} \perp \mathrm{b}_{\mathrm{j}}$ or $\left\langle\mathrm{a}_{\mathrm{i}}, \mathrm{b}_{\mathrm{j}}\right\rangle=0$, hence
$0=A B^{T}=(\tilde{A} \mid \widetilde{A})\binom{\widetilde{B}^{T}}{\widetilde{\mathbf{B}}^{T}}=\tilde{A} \tilde{B}^{T}+\widetilde{A}^{T} \tilde{B}^{T}$,
i.e. $\tilde{A} \tilde{B}^{T}=-\tilde{\tilde{A}}^{\approx} \tilde{B}^{T}$. By (*) it follows that $\tilde{A}$ is nonsingular, hence $\tilde{B}^{T}=-\tilde{A}^{-1} \tilde{\tilde{A} \tilde{B}}{ }^{T}$ or $\tilde{B}=\widetilde{B} C$, where $C:=-\widetilde{\tilde{A}}^{T}\left(\tilde{A}^{T}\right)^{-1}$, i.e. the columns of $\tilde{B}$ are linear combinations of the columns of $\underset{B}{\mathbb{B}}$, hence $\widetilde{\mathbb{B}}$ is nonsingular as $\operatorname{rank}(B)=n-p$.

Example 4. Let $A$ be an ( $m \times n$ )-matrix with coefficients in $F$ and columns $a_{i}$, i.e. $A=\left(a_{1} a_{2} \ldots a_{n}\right)$, and $M_{I F}(A)$ be the associated matrix-matroid. Let $S:=\left\{\mathbf{a}_{\mathbf{i}_{1}}, \mathrm{a}_{\mathbf{i}_{2}}, \ldots, \mathrm{a}_{\mathbf{i}_{\mathbf{p}}}\right\} \subset E$. Then it follows readily that:
$S \in Z_{\mathbb{I F}}(A) \quad$ (i.e. $S$ is a circuit in $M_{\mathbb{I F}^{\prime}}(A)$ )
$\Longleftrightarrow \exists \mathrm{b} \in \mathbb{F}^{\mathbf{n}}$ which is uniquely determined up to a factor


$$
(\underline{i} \underline{i}) \wedge i \in\{1, \ldots, n\}-\left\{i_{1}, \ldots, i_{p}\right\} \quad b_{i}=0,
$$

$$
(\underline{i} \underline{i} \underline{\underline{i}}) \quad \sum_{i=1}^{n} b_{i} a_{i}=0 \in \mathbb{F}^{m}
$$

Let $Z_{\mathbb{I F}}(A)=:\left\{S_{1}, S_{2}, \ldots, S_{q}\right\}$ 。Then the $(q \times n)$-matrix $B:=\left(\begin{array}{c}b_{1}^{T} \\ b_{2}^{T} \\ \vdots \\ b_{q}^{T}\end{array}\right)$ is called the circuit-matrix of $M_{I F}(A)$.

Theorem 14. Let $A$ and $B$ be as in Example 4. If we identify the columns of $A$ canonically with the columns of $B$ (i.e. E is essentially the index set $\{1,2, \ldots, n\}$ ), then the associated matrixmatroids $M_{\mathbb{F F}^{( }}(A)$ and $M_{F_{F}}(B)$ are dual.

Proof. We shall make use of Theorem 13: let $X:=$ span of the rows of $A$ in $\mathbb{F}^{n}$, and $Y:=$ span of the rows of $B$ in $\mathbb{F}^{n}$, i.e. $Y=\operatorname{span}\left(\left\{b_{1}, \ldots, b_{q}\right\}\right)$. Thus $M_{I F}(A)=M_{X}$ and $M_{F_{F}}(B)=M_{Y}$. The $j^{\text {th }}$ column of $A B^{T}$ is $\sum_{i=1}^{n} b_{j i} a_{i}=0 \in \mathbb{F}^{m}$ by definition of $B$, hence $B A^{T}=0$ or $\Lambda i, j\left\langle a_{i}, b_{j}\right\rangle=0$, i.e. $X \perp Y$. It remains to show that $\operatorname{rank}(B)=n-\operatorname{rank}(A)$. Let $p:=\operatorname{rank}(A)$. We can suppose without loss of generality that the $p^{\text {th }}$ leading principal submatrix $\tilde{A}$ of $A$ is nonsingular, and we shall write

$$
A:=\left(\frac{\tilde{A} \mid \widetilde{\widetilde{A}}}{\ldots \ldots}\right), \quad B:=\underset{q \times p}{(\tilde{B} \mid \tilde{B} \times(n-p)} .
$$

Then as $A B^{T}=0$ we have $0=\left(\begin{array}{c}\tilde{A} \mid \tilde{A}\end{array}\right)\binom{\tilde{B}^{T}}{\frac{\tilde{B}^{T}}{T}}=\tilde{A}^{T} \tilde{B}^{T}+\tilde{A}^{\tilde{B}}{ }^{T}$,
or $\tilde{B}^{T}=-\tilde{A}^{-1} \widetilde{\tilde{A}}^{\widetilde{B}}$, or $\widetilde{B}=\widetilde{B} C$, where $C:=-\widetilde{\mathbb{A}}^{T}\left(\widetilde{A}^{T}\right)^{-1}$, i.e. the columns of $\widetilde{B}$ are linear combinations of the columns of $\widetilde{B}$, hence $\operatorname{rank}(B)=\operatorname{rank}(\widetilde{\widetilde{B}}) \leqslant \mathrm{n}-\mathrm{p}$.

On the other hand we have, as $\left\{a_{1}, a_{2}, \ldots, a_{p}\right\}$ is a matroid basis in $M_{I F}(A), \wedge i \in\{p+1, p+2, \ldots, n\} \quad \exists$ circuit $C(i)$ in $M_{\mathbb{F}^{\prime}}(A)$ with $a_{i} \in C_{(i)} \subset\left\{a_{1}, \ldots, a_{p}, a_{i}\right\}$ 。Hence for the associated vector $b_{(i)}$ we have ${ }^{b}(i)_{i} \neq 0, b_{(i) j}=0$ for $j \in\{p+1, \ldots, n\}-\{i\}$. Thus the $n-p$ rows $b_{(i)}^{T}$ of $B$ are linearly independent, i.e. $\operatorname{rank}(B) \geqslant n-p$.

## §3.2. Binary Matroids.

Definitions (Crapo and Rota [7]). Let E be a finite set and $\Lambda S, S^{\prime} \subset E \quad S \Delta S^{\prime}$ the symmetric difference of $S$ and $S^{\prime}$ (cf. Remark (2) of §1.4). Then ( $\mathcal{q}(E), \Delta)$ is an abelian group. Let $G$ be a subgroup of $(\mathcal{q}(E), \Delta)$ and $\mathscr{\varphi}_{G}: \mathcal{Y}(E) \longrightarrow \mathcal{Q}(E)$ the mapping defined by

$$
\mathscr{P}_{G}(S):=\bigcap_{\substack{S " \in G \\ S \subset E-S "}}\left(E-S^{\prime \prime}\right)=E-\underbrace{}_{\substack{S " \in G \\ S \cap S "=\varnothing}} S^{\prime \prime}, S \subset E .
$$

Remark. We note that $S \in G \Longrightarrow \varphi_{G}(E-S)=E-S$.

Theorem 15. The pair (E, $\varphi_{G}$ ) satisfies the axioms ( $\varphi$ 1) - ( $\varphi$ 3) and is thus a matroid, namely the binary matroid $M(E, G)$. $M(E, G)$ is normal if and only if $G$ has the property $\underset{S \in G}{ } S=E$ 。

Proof. Axiom ( $\mathscr{\varphi}_{1}$ ) is trivial.
Axiom ( $\varphi 2$ ): As before we shall write $\bar{S}$ instead of $\mathscr{\varphi}_{G}(S)$. Let $e \epsilon \bar{S}$ and $S^{\prime \prime} \in G$ with $S^{\prime} \subset E-S "$ 。As $S \subset \overline{S^{\top}}$, we have $S \subset E-S^{\prime \prime}$, hence $e \in E-S^{\prime \prime}$ as $e \in \bar{S}$. Thus $e \in \overline{S^{\prime}}$.

Axiom ( $\varphi_{3}$ ): Let $S^{\prime \prime} \in G$ with $S \cup\{e\} \subset E-S "$. As $e \notin \bar{S}, \exists S^{\prime} \in G$ with e $\in S^{\prime} \subset E-S$. As $e \in \overline{S U\left\{e^{\prime}\right\}, ~ i t ~ f o l l o w s ~ t h a t ~} e^{\prime} \in S^{\prime}$, because $e^{\prime} \notin S^{\prime} \Longrightarrow\left(S \cup\left\{e^{\prime}\right\}\right) \cap S^{\prime}=\varnothing \Longrightarrow e \in E-S^{\prime}$, contradiction. It then follows that $e^{\prime} \in E-S "$, because
$e^{\prime} \in S^{\prime \prime} \Longrightarrow e^{\prime} \neq S^{\prime} \Delta S^{\prime \prime} \Longrightarrow S \cup\left\{e^{\prime}\right\} \subset E-\left(S^{\prime} \Delta S^{\prime \prime}\right) \Longrightarrow$
$e \in E-\left(S^{\prime} \Delta S^{\prime \prime}\right)$ as $e \in \overline{S U\left\{e^{\prime}\right\}, ~ c o n t r a d i c t i o n, ~ a s ~ e \in S ' \Delta S " . ~}$

Lemma. Let $M(E, G)$ be a binary matroid. Then $Z^{*} \subset G$.

Proof．Let $S \in Z^{*}$ ，then
$E-S=\overline{E-S}=E-\underset{\substack{S " \in G \\ S^{\prime \prime} \subset S}}{S^{\prime \prime}}$ ，i．e．$S=\underbrace{}_{\substack{S^{\prime \prime} \in \mathbf{G} \\ S^{\prime \prime} \subset S}} S^{n} \neq \varnothing$ ，
hence $\left\{S^{\prime \prime} \in(G-\{\varnothing\}): S " \subset S\right\} \neq \varnothing$ ．However， $\left\{S^{\prime \prime} \in(G-\{\varnothing\}): S " \subset S\right\}=\varnothing$ ，i．e．$S \in G$ ，because
 contradicting the maximality of $E-S$ in $\left\{S^{\prime} \subset E: S^{\prime}=\overline{S^{\prime}} \neq E\right\}$ by Theorem 9（a）．

Theorem 16．A matroid is binary if and only if the symmetric difference of any family of cocircuits is the union of a family of pairwise disjoint cocircuits．

Proof（Crapo and Rota［7］）。
$\Longrightarrow$ ：Let $M(E, G)$ be a binary matroid and suppose that the theorem does not hold for $M(E, G)$ ．Let $S$ be minimal in $\left\{S^{\prime} \subset E: S^{\prime}\right.$ is the symmetric difference of cocircuits but not the union of pairwise disjoint cocircuits\}. Note that this family of sets does not contain $\varnothing$ ，hence $S \neq \varnothing$ ．By the above lemma $S \in G$ ， hence by the remark before Theorem $15, \overline{E-S}=E-S \neq E$ and thus by Theorem $9(a) \exists$ cocircuit $\widetilde{S}$ with $\widetilde{S} \subset S$ ．By the definition of $S$ ， $S \neq \tilde{S}$ ．Then $S \Delta \tilde{S}=S-\tilde{S} \underset{\neq}{C} S$ and $S \Delta \tilde{S} \neq \varnothing$ and $S \Delta \tilde{S}$ is the union of pairwise disjoint cocircuits by the minimality of $S$ ． But $S=(S \Delta \tilde{S}) \cup \tilde{S}$ and $(S \Delta \tilde{S}) \cap \tilde{S}=\varnothing$ ，hence $S$ is the union of pairwise disjoint cocircuits，contradiction。
＜Let $\tilde{M}$ be a matroid on $E$ with the property that any symmetric difference of cocircuits is the union of pairwise disjoint cocircuits．Let $G$ be the subgroup of（ $\mathcal{F}(E), \Delta)$ generated by the family $\tilde{Z}^{*}$ of cocircuits of $\tilde{M}$ ．Then $\tilde{M}=M(E, G):-$ $S \in \tilde{Z}^{*} \Longrightarrow S \in G \Longrightarrow \Phi_{G}(E-S)=E-S \neq E \Longrightarrow S$ contains a cocir－ cuit of $M(E, G)$ by Theorem $9(a)$ 。

On the other hand: $S \in Z^{*} \Longrightarrow$ by the lemma $S \in G \Longrightarrow S$ is the symmetric difference of cocircuits of $\tilde{M} \Longrightarrow$ by the definition of $\tilde{M}$ that $S$ is the union of pairwise disjoint cocircuits of $\tilde{M} \Longrightarrow$ $S$ contains a cocircuit of $\tilde{M}$.
Then by Corollary 1 of Theorem $9(\mathrm{a}) \tilde{Z}^{*}=\mathrm{Z}^{*}$, hence $\tilde{M}^{*}=(\mathrm{M}(\mathrm{E}, \mathrm{G}))^{*}$ and thus $\tilde{M}=M(E, G)$ (or without duality: $\tilde{M}$ and $M(E, G)$ have the same hyperplanes and thus $\tilde{\varphi}=\varphi_{G}$ by Theorem $9(c)$ and Corollary 2 of Theorem 7(c)).

Corollary. Let $\tilde{M}$ be a binary matroid on $E$ and $G$ the subgroup of ( $\mathcal{q}(E), \Delta)$ generated by the family $\tilde{Z}^{*}$ of cocircuits of $\tilde{M}$. Then $\tilde{M}=M(E, G)$. In fact, if $\tilde{M}=M\left(E, G^{\prime}\right)$, then $G^{\prime}=G$.

Proof. The first part follows because $\tilde{M}$ has the property given in Theorem 16 and $\tilde{\varphi}=\mathcal{S}_{G}$ by the second half of the proof of the theorem.

Second part: By the lemma $G \subset G^{\prime}$ 。Let $S \in\left(G^{\prime}-\{\varnothing\}\right)$. Then as $\tilde{\varphi}=\varphi_{G}=\varphi_{G},, E-S=\overline{E-S}=E-\underbrace{}_{\substack{S^{\prime \prime} \in \mathbf{G} \\ S " \subset S}} S^{\prime \prime}$, i.e. $S=\underbrace{}_{\substack{S^{\prime \prime} \in G \\ S^{\prime \prime} \subset S}} S^{\prime \prime} \neq \varnothing$, and as in the lemma $S \in G$ 。

## Definitions.

(1) Let $M$ be a matroid on the finite set $E$ and $M^{\prime}$ a matroid on the finite set $E^{\prime}$. Then $M$ and $M^{\prime}$ are isomorphic if there exists a bijection $E \longrightarrow E^{\prime}$ preserving the matroid structure in both directions.
(2) Let $M$ be a matroid and $I F$ field. $M$ is representable over $I F$ if there exists a vector space $X$ over $F$ such that $M$ is isomorphic to the matroid associated with a finite subset of $x$, cf. Example 2 of §3.1. Note that we do not require the elements of this finite subset of $X$ to be distinct, i.e. in the matrix representation of this matroid there may be vanishing columns and equal columns.

Theorem 17. A matroid on $E$ is binary if and only if it is representable over the field $\mathbb{Z}_{2}$ 。

Proof. If $n:=|E|$, we identify $E$ with the canonical basis of the vector space $\left(\mathbb{Z}_{2}\right)^{n}$ over $\mathbb{Z}_{2}$. This generates a bijection $\mathscr{P}(E) \longrightarrow\left(\mathbb{Z}_{2}\right)^{n}$ under which a subgroup $G$ of $(\mathscr{P}(E), \Delta)$ corresponds to a vector subspace $V$ of $\left(\mathbb{Z}_{2}\right)^{n}$ and vice versa. Then $M(E, G)$ is isomorphic to the matroid $M_{V}$ associated with $V$, cf. Example 3 of $\S 3.1$ :-

Let $V=: \operatorname{span}_{\mathbb{z}_{2}}\left(b_{1}, b_{2}, \ldots, b_{m}\right), \quad m \in \mathbb{N}_{+}$, where $\Lambda i \in\{1, \ldots, m\}$ $b_{i} \in\left(\mathbb{Z}_{2}\right)^{n}, \quad\left(e . g . V=\operatorname{span}_{\mathbb{Z}_{2}}\left(Z^{*}\right)\right.$, cf. corollary of Theorem 16), and $\quad B:=\left(\begin{array}{c}b_{1}^{T} \\ \vdots \\ \vdots \\ b_{m}^{T}\end{array}\right)$. Then clearly $\quad M_{V}=M_{\mathbb{Z}_{2}}(B) \quad\left(c f\right.$. Example 1 of $\begin{array}{l}\text { of } \\ \text { §3.1)。 }\end{array}$

Let $S \subset E$ and $S=:\left\{e_{i_{1}}, e_{i_{2}}, \ldots, e_{i_{k}}\right\}$. Then:
( $S$ is independent in $M(E, G)$ )
$\Longleftrightarrow$ by Theorem $7(i) \quad\left(\Lambda j \in\{1, \ldots, k\} \quad e_{i_{j}} \notin \mathscr{G}_{G}\left(S-\left\{e_{i_{j}}\right\}\right)\right)$
$\Longleftrightarrow\left(\Lambda j \in\{1, \ldots, k\} \exists\right.$ row $\left(c_{1} \ldots c_{n}\right)$ in the row-space of $B$
over $\mathbb{Z}_{2}$ with $c_{\ell}:=\left\{\begin{array}{l}0 \text { if } \ell \in\left\{i_{1}, \ldots, \hat{i}_{j}, \ldots, i_{k}\right\} \\ 1 \text { if } \ell=i_{j}\end{array}\right.$
$\Longleftrightarrow(\Lambda j \in\{1, \ldots, k\} \exists \underbrace{}_{k} \quad$ row $(0, \ldots, 0,1,0, \ldots, 0)$ in the row-space
over $\mathbb{Z}_{2}$ of the submatrix of $B$ corresponding to $S$ )
$\Longleftrightarrow$ (the $\mathbb{Z}_{2}$-rank of the submatrix of $B$ corresponding to $S$ is $\mathbf{k}=|\mathbf{S}|)$
$\Longleftrightarrow$ ( $S$ is independent in $M_{\mathbb{Z}_{Z}}(B)$ ).

Theorem 18. Let $M$ be a matroid. Then:
$M$ is binary $\Longrightarrow\left(\Lambda S \in Z \quad \Lambda S^{\prime} \in Z^{*} \quad\left|S \cap S^{\prime}\right| \equiv 0(\bmod 2)\right)$.

## Proof.

$\Longrightarrow>$ : Let $G$ be the subgroup of $(\mathbb{N}(E), \Delta)$ generated by $Z^{*}$. By the corollary of Theorem $16 \quad M=M(E, G)$, and by Theorem 17 and the bijection introduced in the proof of Theorem $17, M(E, G)=M_{V}$, where $V=\operatorname{span}\left(Z^{*}\right)$. Let $B$ be as defined in the proof of Theorem 17, i.e. the rows of $B$ are the cocircuits of $M_{V}$, and let $C$ be the circuit-matrix of $M_{\mathbb{Z}_{2}}(B) \quad(c f$ 。Example 4 of $\S 3.1)$. Then we have by the definition of $C$ if $S$ is a circuit of $M_{V}$, then the row of $C$ corresponding to $S$ is the vector $\in\left(\mathbb{Z}_{2}\right)^{n}$ giving $S$, and clearly $B C^{T} \equiv 0(\bmod 2)$.
$<$ (Lehman [21]). We will use the characterisation of binary matroids given in Theorem 16. Suppose $M$ is not binary. Let $S(\neq \varnothing$, cf. proof of Theorem 16) be minimal in $\left\{S^{\prime} \subset E: S^{\prime}\right.$ is the symmetric difference of cocircuits but not the union of pairwise
disjoint cocircuits $\}$, and $S:=\triangle_{i=1}^{n} S_{i}$, where $\Lambda i \in\{1, \ldots, n\}$ $S_{i} \in Z^{*} . \operatorname{Let} C \in Z . \operatorname{Then} \Lambda i \in\{1, \ldots, n\} \quad\left|C \cap S_{i}\right| \equiv 0(\bmod 2)$, hence $|C \cap S|=\left|\Delta_{i=1}^{n}\left(C \cap S_{i}\right)\right| \equiv \sum_{i=1}^{n}\left|C \cap S_{i}\right| \equiv 0(\bmod 2) \quad$ by Remark (2) of §1.4. Thus $\wedge C \in Z \quad|C \cap S| \neq 1$, hence by the corollary of Theorem $9(f) S$ is the union of cocircuits, so $\exists \tilde{S} \in Z^{*}$ with $\tilde{S} \subset S$. We can now deduce a contradiction as in the first part of the proof of Theorem 16.

Theorem 19. For a matroid $M$ the following seven properties are equivalent:
(a) M is binary,
(b) $M^{*}$ is binary,
(c) $\wedge S \in Z \quad \wedge S^{\prime} \in Z^{*} \quad\left|S \cap S^{\prime}\right| \equiv 0(\bmod 2)$,
(d) the symmetric difference of any family of cocircuits is the union of a family of pairwise disjoint cocircuits,
(e) the symmetric difference of any family of circuits is the union of a family of pairwise disjoint circuits,
(f) $M$ is representable over the field $\mathbb{Z}_{2}$,
(g) $M^{*}$ is representable over the field $\mathbb{Z}_{2}$.

Corollary. Let $M$ be a binary matroid. Then:
$\Lambda S \subset E \quad\left[S \in Z \Longleftrightarrow\right.$ ( $S$ is minimal in $\left\{S^{\prime} \subset E: S^{\prime} \neq \varnothing \wedge S^{\prime}\right.$ is the symmetric difference of a family of circuits\}) ], and dually: $\wedge S \subset E \quad\left[S \in Z^{*} \Longleftrightarrow\left(S\right.\right.$ is minimal in $\left\{S^{\prime} \subset E: S^{\prime} \neq \varnothing_{\wedge} S^{\prime}\right.$ is the symmetric difference of a family of cocircuits\})].

Proof. The theorem follows by Theorems 16-18 and the symmetry of (c). The corollary follows by (d) and (e) of Theorem 19.

Definitions. Let $M$ be a matroid on the finite set $E$
(1) Let $B \in W . \Lambda e \in E-B$ the unique $C \in Z$ with $e \in C \subset B \cup\{e\}$ which exists by Theorem $1(k)$ is called the fundamental circuit corresponding to $e$ with respect to $B$.
(2) Let $S \in W^{*}$, i.e. $B:=E-S \in W . \wedge e \in B$ the unique $S^{\prime} \in Z^{*}$ with $e \in S^{\prime} \subset S \cup\{e\} \quad\left(i . e . e \in S^{\prime}\right.$ and $(B-\{e\}) \cap S^{\prime}=\varnothing$ ) which exists by Theorem $9(h)$ is called the fundamental cocircuit corresponding to e with respect to $S$.

Theorem 20. Let $M$ be a matroid and $B \in W$. Then:

M is binary

$$
\begin{aligned}
\Longleftrightarrow & \left(\Lambda X \in Z \quad C=\bigwedge_{e \in C-B} C_{e}, \text { where } C_{e}\right. \text { is the fundamental } \\
& \text { circuit corresponding to e with respect to } B), \\
\Longleftrightarrow & (\Lambda S \in Z^{*} \quad S=\underbrace{}_{e \in S \cap B} S_{e}, \text { where } S_{e} \text { is the fundamental } \\
& \text { cocircuit corresponding to e with respect to } E-B) .
\end{aligned}
$$

Proof. The third statement is just the dual of the second, hence the first equivalence implies the second by Theorem 19. The second statement $\Longrightarrow M$ is binary:- We will use the characterisation of binary matroids given in Theorem 18. Let $C \in Z$ and $S \in Z^{*}$. Take $\tilde{e} \in S$. By Theorem $9(g) \exists B \in W$ such that $B \cap S=\{\tilde{e}\}$.

Then $C=\triangle_{e \in C-B} C_{e}$, and $\wedge e \in C-B \quad S \cap C e\left\{\begin{array}{l}\{e, \tilde{e}\} \text { if } e \in S \\ \emptyset \text { if e } \notin S\end{array}\right\}$ as
$\left|S \cap C_{e}\right| \neq 1$ by Theorem $9(g)$. Hence $|S \cap C|=\left|\bigwedge_{e \in C-B}\left(S \cap C_{e}\right)\right|=$ $=\left|\sum_{e \in(S \cap C)-B}\left(S \cap C_{e}\right)\right| \equiv \sum_{e \in(S \cap C)-B}\left|S \cap C_{e}\right|=2|(S \cap C)-B| \equiv$ $\equiv 0(\bmod 2)$ by Remark (2) of §1.4.
$M$ is binary $\Longrightarrow$ the second statement: (Minty [25]).
(a) Let $B \in W$ and $C \in Z$ with $C-B=:\left\{e_{1}, e_{2}\right\}$. We will use the characterisation of binary matroids given in Theorem 18. Let $C_{i}$ be the fundamental circuit corresponding to $e_{i}$ with respect to B , $\quad i=1,2$.
(른 $\quad C \subset C_{1} \Delta C_{2}:$ We need to show $C \subset C_{1} \cup C_{2}$ and $C \cap\left(C_{1} \cap C_{2}\right)=\varnothing$. $C \subset C_{1} \cup C_{2}: \quad C l e a r l y C-B=\left\{e_{1}, e_{2}\right\} \subset C_{1} \cup C_{2}$. Suppose $\exists$ e $\in C \cap B$ with $e \notin C_{1} \cup C_{2}$. Let $S \in Z^{*}$ be the fundamental cocircuit corresponding to e with respect to E-B. By Theorem $9(\mathrm{~g}) \quad|\mathrm{S} \cap \mathrm{C}| \neq 1$, hence $e_{1}$ or $e_{2} \in S$. But then $\left|S \cap C_{1}\right|=1$ or $\left|S \cap C_{2}\right|=1$, contradiction.
$C \cap\left(C_{1} \cap C_{2}\right)=\varnothing:$ Suppose $\exists \mathrm{e} \in \mathrm{C} \cap \mathrm{C}_{1} \cap \mathrm{C}_{2}$. Then clearly e $\in B$.
Let $S \in Z^{*}$ be the fundamental cocircuit corresponding to e with respect to E-B. By Theorem $9(g) \quad\left|S \cap C_{i}\right| \neq 1, i=1,2$, hence $\left\{e_{1}, e_{2}\right\} \subset S . B u t$ then $S \cap C=\left\{e, e_{1}, e_{2}\right\}$, i.e. $|S \cap C|=3$ 丰 $\operatorname{O}(\bmod 2)$, contradiction。
(를) $\quad C_{1} \Delta C_{2} \subset C: B y$ Theorem $19 C_{1} \Delta C_{2}$ is the union of pairwise disjoint circuits, and this union representation can be chosen to contain $C: \quad$ by $(\underline{\underline{i}}) \quad C \subset C_{1} \Delta C_{2}$, hence $\left(C_{1} \Delta C_{2}\right)-C=C \Delta C_{1} \Delta C_{2}$, and this set is again the union of pairwise disjoint circuits by Theorem 19. Hence it follows that if there is another circuit $C^{\prime \prime}$
in the union representation of $C_{1} \Delta C_{2}$ ，then $C " \subset B$ ，contradiction， therefore $C_{1} \Delta C_{2}=C$.
（b）We will prove the theorem by induction over $m:=|C-B|$ 。 The case $m=1$ is trivial and the case $m=2$ follows by（a）．Suppose the theorem holds for $m-1$ ．Let $B \in W$ and $C \in Z$ with $C-B=:\left\{e_{1}, e_{2}, \ldots, e_{m}\right\}$ ，and let $C_{i}$ be the fundamental circuit corresponding to $e_{i}$ with respect to $B, i \in\{1, \ldots, m\}$ ．Clearly $C_{m} \neq C . T a k e \tilde{e} \in C_{m}-C$ ．Then by Theorem $9(i(\alpha))$ $B^{\prime}:=(B-\{\tilde{e}\}) \cup\left\{e_{m}\right\} \in W$ ，and $C-B^{\prime}=\left\{e_{1}, \ldots, e_{m-1}\right\}$ ，hence by the induction hypothesis

$$
\begin{equation*}
\mathrm{C}=\bigwedge_{i=1}^{\mathrm{m}-1} \mathrm{C}_{\mathrm{i}}^{\prime} \tag{*}
\end{equation*}
$$

where $C_{i}^{\prime}$ is the fundamental circuit corresponding to $e_{i}$ with respect to $B^{\prime}, i \in\{1, \ldots, m-1\}$ ．Clearly $\wedge i \in\{1, \ldots, m-1\}$ $C_{i}^{\prime}-B=\left\{e_{i}\right\}$ or $\left\{e_{i}, e_{m}\right\}$ ．In the former case $C_{i}^{\prime}=C_{i}$ ，and in the latter $C_{i}^{\prime}=C_{i} \Delta C_{m}$ by（a）。Substituting in（＊）and simplifying using the formulae $S \Delta S=\varnothing$ and $\varnothing \Delta S=S$ clearly leads to $C=\triangle_{i=1}^{m} C_{i}$ ，because $C_{m}$ must appear on the right as $e_{m} \in C$.

Theorem 21．（Whitney［35］）．
（i）Let $M$ be a binary matroid．
（a） $\mid\left\{S^{\prime} \subset E: S^{\prime}\right.$ is the symmetric difference of a family of circuits $\} \mid=2^{|E|-r(E)}$ ．These sets can be obtained by taking all possible symmetric differences of the funda－ mental circuits with respect to a basis of $M$ 。
（b）The family of fundamental circuits with respect to a basis of $M$ determines $M$ ．
(르른 Let $E=:\left\{e_{1}, e_{2}, \ldots, e_{n}\right\}$ be a set and let $P_{1}, P_{2}, \ldots, P_{m}$, where $m \in\{1,2, \ldots, n\}$, be subsets of $E$ such that
$\Lambda i \in\{1,2, \ldots, m\} \quad e_{n-m+i} \in P_{i} \subset\left\{e_{1}, e_{2}, \ldots, e_{n-m}, e_{n-m+i}\right\}$. Then there is a unique binary matroid $M$ having $P_{1}, \ldots, P_{m}$ as fundamental circuits with respect to the basis $\left\{e_{1}, \ldots, e_{n-m}\right\}$.
 family of fundamental circuits with respect to a basis.
(ive) The duals of the above statements hold as well.

Proof.
(i) (a) Clearly there are exactly $2^{|E|-r(E)}$ distinct symmetric differences of the fundamental circuits with respect to $B \in W$.

Let $S \subset E$ be the symmetric difference of a family of circuits and let $S-B:=\left\{e_{1}, e_{2}, \ldots, e_{m}\right\}$. If $C_{i}$ is the fundamental circuit corresponding to $e_{i}$ with respect to $B, i \in\{1, \ldots, m\}$, then

$$
\begin{equation*}
S \Delta\left(\triangle_{i=1}^{m} c_{i}\right) \subset B \tag{*}
\end{equation*}
$$

By Theorem $19 \mathrm{~S} \Delta\left(\triangle_{i=1}^{m} C_{i}\right)$ is the union of a family of pairwise disjoint circuits, which contradicts (*) unless this family is empty, i.e. $S \Delta\left(\Delta_{i=1}^{m} C_{i}\right)=\varnothing \quad$ or $\quad S=\Delta_{i=1}^{m} C_{i}$.
(른) (b) This follows by (a) and the corollary of Theorem 19, or directly by Theorem 20.
(ii) We form the family of $2^{m}-1$ possible distinct non-empty symmetric differences of $P_{1}, \ldots, P_{m}$ and call the minimal among these, in particular $P_{1}, \ldots, P_{m}$, circuits. These define a matroid $M$, in which $\left\{e_{1}, \ldots, e_{n-m}\right\}$ is clearly a basis and $P_{1}, \ldots, P_{m}$ are the fundamental circuits with respect to this basis. M is binary by Theorem 20, and the uniqueness follows by (i) (b).

(iv) This follows by Theorem 19.

Definitions. Let $M$ be a binary matroid, $E:=\left\{e_{1}, e_{2}, \ldots, e_{n}\right\}$, $m:=n-r(E)$, and $B:=\left\{e_{1}, e_{2}, \ldots, e_{n-m}\right\} \in W$.
(1) Let $C_{i}$ be the fundamental circuit corresponding to $e_{n-m+i}$ with respect to $B, i \in\{1, \ldots, m\}$. Then the ( $m \times n$ )-matrix $C$ defined by $\quad c_{i j}:=\left\{\begin{array}{ll}1 & \text { if } e_{j} \in C_{i} \\ 0 & \text { otherwise }\end{array}\right\} \quad$ is called the fundamental circuit matrix of $M$ with respect to $B$. We note that $C$ is of the form ( $P \mid I_{m}$ ).
(2) Let $S_{i}$ be the fundamental cocircuit corresponding to $e_{i}$ with respect to $E-B, i \in\{1, \ldots, n-m\}$. Then the $((n-m) \times n)$-matrix $S$ defined by $\quad s_{i j}:=\left\{\begin{array}{ll}1 & \text { if } e_{j} \in S_{i} \\ 0 & \text { otherwise }\end{array}\right\} \quad$ is called the fundamental cocircuit matrix of $M$ with respect to $E-B$. We note that $S$ is of the form $\left(I_{n-m} \mid Q\right)$ 。

Remarks. By Theorem $9(\mathrm{~g}) \quad \mathrm{CS}^{\mathrm{T}} \equiv 0(\bmod 2)$; in fact, by
Theorem 20 and the proof of Theorem 17,

$$
\text { . } M=M_{\mathbb{Z}_{2}}(S) \text { and } M^{*}=M_{\mathbb{Z}_{2}}(C)
$$

under the identification $e_{j} \longmapsto j^{\text {th }}$ column of the matrix, and
C is part of the circuit-matrix of $M_{\mathbb{Z}_{2}}(S)$.
Thus $0 \equiv \operatorname{CS}^{T} \equiv\left(P \mid I_{m}\right)\left(\frac{I_{n-m}}{Q^{T}}\right) \equiv P+Q^{T}(\bmod 2)$,
i.e. $\quad Q \equiv \quad \mathbf{P}^{T}$.

A graph-theoretic example is given in §5.2.

Theorem 22. (Whitney [35]). Let $M$ be a binary matroid, $E=:\left\{e_{1}, e_{2}, \ldots, e_{n}\right\}, m:=n-r(E)$, and $B:=\left\{e_{1}, e_{2}, \ldots, e_{n-m}\right\} \in W$.
(a) If $A$ is matrix with coefficients in $\mathbb{Z}_{2}$ and n-m columns and $\mathbb{Z}_{2}$-rank $n-m$, then there is a unique set $K$ of $m$ columns which when adjoined to $A$ gives a matrix $A^{\prime}:=(A \mid K)$ such that $M_{\mathbb{Z}_{2}}\left(A^{\prime}\right)=M$ under the identification $e_{j} \longmapsto j^{\text {th }}$ column of $A^{\prime}$ 。

If in particular $A$ is taken to be $S^{T}$, i.e. $A=S^{T}=\left(\frac{I_{n-m}}{Q^{T}}\right)$,
then $A^{\prime}=\left(I_{n-m} \mid Q\right.$ then $\quad A^{\prime}=\left(\begin{array}{c|c}I_{n-m} & Q \\ \hline Q^{T} & *\end{array}\right)=\binom{S}{* *}$.
(b) If $A$ is matrix with coefficients in $\mathbb{Z}_{2}$ and m columns and $\mathbb{Z}_{2}$-rank $m$, then there is a unique set $K$ of $n-m$ columns which when adjoined to $A$ gives a matrix $A^{\prime}:=(K \mid A)$ such that $M_{\mathbb{Z}_{2}}\left(A^{\prime}\right)=M^{*}$ under the identification $e_{j} \longmapsto j^{\text {th }}$ column of $A^{\prime}$ 。 then $\quad A^{\prime}=\left(\begin{array}{c|c}* & \mathbf{P}^{T} \\ \hline \mathbf{P} & \mathrm{I}_{\mathrm{m}}\end{array}\right)=\binom{* *}{$\hline C} .

## Proof.

(a) Let $a_{j}$ be the $j^{\text {th }}$ column of $A$, i.e. $A=\left(a_{1} a_{2} \ldots a_{n-m}\right)$, and let $C_{i}$ be the fundamental circuit corresponding to $e_{n-m+i}$ with respect to $B$, $i \in\{1, \ldots, m\}$. If $C_{i} \cap B=\varnothing$, we put $a_{n-m+i}:=0$, and if $c_{i} \cap B=:\left\{e_{i_{1}}, e_{i_{2}}, \ldots, e_{i_{k}}\right\}, k \leqslant n-m$, we take $a_{n-m+i}$ to be the vector with coefficients in $\mathbb{Z}_{2}$ satisfying $a_{n-m+i} \equiv \sum_{j=1}^{k} a_{i}{ }_{j}$ (mod 2). This representation of $a_{n-m+i}$ as a $\mathbb{Z}_{2}$-linear combination of the $\mathbb{Z}_{2}$-linearly independent vectors $a_{1}, \ldots, a_{n-m}$ is unique, hence by Example 4 of $\S 3.1 \quad\left\{a_{i_{1}}, a_{i_{2}}, \ldots, a_{i_{k}}, a_{n-m+i}\right\} \quad$ is a circuit in $M_{\mathbb{Z}_{2}}\left(A^{\prime}\right)$. Furthermore, $\left\{a_{1}, a_{2}, \ldots, a_{n-m}\right\}$ is a basis in $M_{\mathbb{Z}_{2}}\left(A^{\prime}\right)$ and the circuits $\left\{a_{i_{1}}, a_{i_{2}}, \ldots, a_{i_{k}}, a_{n-m+i}\right\}$ are the fundamental circuits in $M_{\mathbb{Z}_{2}}\left(A^{\prime}\right)$ with respect to this basis, and $M_{\mathbb{Z}_{2}}\left(A^{\prime}\right)$ is binary by Theorem 17. Hence by ( $\underset{\underline{i}}{\underline{i}}$ ) of Theorem 21 M and $M_{\mathbb{Z}_{2}}\left(A^{\prime}\right)$ are isomorphic under the identification $e_{j} \longmapsto j^{\text {th }}$ column of $A^{\prime}$. Suppose now that $A=S^{T}$. By Theorem 18 we have that

$$
e_{j} \in C_{i} \cap B \quad \Longleftrightarrow \quad e_{n-m+i} \in S_{j}-B,
$$

hence for $1 \leqslant j \leqslant n-m$,
$a_{j, n-m+i}=\left\{\begin{array}{l}1 \text { if } e_{j} \in C_{i} \cap B \\ 0 \text { otherwise }\end{array}\right\}=\left\{\begin{array}{l}1 \text { if } e_{n-m+i} \in S_{j} \\ 0 \text { otherwise }\end{array}\right\}=s_{j, n-m+i}$.
(b) This follows by dualising (a) and using the relation $r(E)+r^{*}(E)=n$.

Remark.
A further characterisation of binary matroids related to the one given in Theorem 19(e) was established by Bixby [38] using $\ell$-matrices.

## §3.3. Elementary Definitions and Results from Graph Theory.

(Berge and Ghouila-Houri [2]).

A (directed) graph $G$ is defined to be a triple (X,E,f), where $X$ is a finite non-empty set of elements called the vertices of $G$, E is a finite set of elements called the edges of $G$, and $f: E \longrightarrow X^{2}$ is the incidence-mapping: if $f(e)=(a, b)$, then we say that the edge $e$ is directed from the vertex a to the vertex $b$. We note that there may be more than one edge joining two vertices - these form a multiple edge, and that an edge can start and end in the same vertex - it is then called a loop. A graph with neither multiple edges nor loops is called simple. We shall drop explicit reference to $f$ below and write $G=(X, E)$.

If $Y \subset X$ and $E^{\prime}:=\left\{e \in E: f(e) \in Y^{2}\right\}$, then the graph ( $Y, E^{\prime}$ ) is called the subgraph of $G$ generated by Y. If E"CE, the graph ( $\mathrm{X}, \mathrm{E}^{\prime \prime}$ ) is called a partial graph of $G$.

A simple chain $k$ is a finite sequence ( $e_{1}, e_{2}, \ldots, e_{p}$ ) of distinct edges such that $\wedge i \in\{2,3, \ldots, p-1\} \quad e_{i}$ has one end in common with $e_{i-1}$ and the other with $e_{i+1}$.

A graph $G=(X, E)$ is called connected if any two distinct vertices can be connected by a simple chain. A subset $Y$ of $X$ is called a connected component of $G$ if the subgraph generated by $Y$ is a maximal connected subgraph of $G$.

A simple chain is closed if it begins and ends in the same vertex. Let $k$ be a simple closed chain. Then we define
$\mu^{+}(k):=$ the set of edges in $k$ whose orientation agrees with that of $k$, including any loops in $k$, and

$$
\begin{aligned}
\mu^{-}(k):= & \text { the set of edges in } k \text { whose orientation is opposite to } \\
& \text { that of } k .
\end{aligned}
$$

Let $\mu, \mu^{+}, \mu^{-} \subset E$ with $\mu \neq \emptyset, \mu=\mu^{+} \cup \mu^{-}, \mu^{+} \cap \mu^{-}=\varnothing$. Then $\mu$ is called a cycle of $G$ if $\exists$ a simple closed chain $k$ with $\mu^{+}(k)=\mu^{+}, \mu^{-}(k)=\mu^{-}$. A cycle $\mu$ is elementary if $k$ traverses each of its vertices exactly once, and is minimal if no proper subset of $\mu$ is a cycle. It can be shown that a cycle is minimal if and only if it is elementary.

Let $Y \subset X, \quad Y \neq \varnothing$. Then we define
$\omega^{+}(Y):=\{e \in E: f(e)=(a, b) \wedge a \in Y \wedge b \notin Y\}$, and $\omega^{-}(Y):=\{e \in E: f(e)=(a, b) \wedge a \notin Y \wedge b \in Y\} 。$

Let $\omega, \omega^{+}, \omega^{-} \subset E$ with $\omega \neq \varnothing, \omega=\omega^{+} \cup \omega^{-}, \omega^{+} \cap \omega^{-}=\varnothing$. Then $\omega$ is called a cocycle of $G$ if $\exists Y \subset X$ with $Y \neq \varnothing$ and $\omega^{+}(Y)=\omega^{+}$, $\omega^{-}(Y)=\omega^{-}$, in brief $\omega(Y)=\omega$. A cocycle $\omega$ is elementary if $\exists Y \subset X$ such that $\omega(Y)=\omega$ and the subgraph generated by $Y$ is connected and, letting $C$ denote the connected component of $G$ containing $Y, C-Y \neq \varnothing$ and the subgraph generated by $C-Y$ is connected. A cocycle $\omega$ is minimal if no proper subset of $\omega$ is a cocycle. It can be shown that a cocycle is minimal if and only if it is elementary.

We note that if $\mu$ is a cycle in a partial or subgraph of $G$, then $\mu$ is a cycle of $G$, and if $\omega$ is a cocycle of $G$, then $\omega$ induces a cocycle in a partial or subgraph of $G$.

Let $|X|=: m$ and $|E|=: n$. If $E=:\left\{e_{1}, e_{2}, \ldots, e_{n}\right\}$, then a cycle $\mu$ and a cocycle $\omega$ can be represented uniquely as vectors $\in \mathbb{R}^{\mathbf{n}}$ :
$\mu_{i}:=\left\{\begin{array}{r}1 \text { if } e_{i} \in \mu^{+}, \\ -1 \text { if } e_{i} \in \mu^{-}, \\ 0 \text { if } e_{i} \notin \mu,\end{array} \quad \omega_{i} \quad:=\left\{\begin{array}{r}1 \text { if } e_{i} \in \omega^{+}, \\ -1 \text { if } e_{i} \in \omega^{-}, \\ 0 \text { if } e_{i} \notin \omega .\end{array}\right.\right.$

It is easy to see that $\langle\mu, \omega\rangle=\sum_{i=1}^{n} \mu_{i} \omega_{i}=0 \quad$ (If $\omega=\omega(Y)$, then $\omega=\sum_{y \in Y} \omega(\{y\})$ and for each $y \in Y\langle\mu, \omega(\{y\})\rangle=0$ 。)

If $\mu$ is a cycle of $G$ and $k=:\left(e_{1}, e_{2}, \ldots, e_{p}\right)$ an associated simple closed chain, then the chain $-k:=\left(e_{p}, e_{p-1}, \ldots, e_{2}, e_{1}\right)$, obtained by changing the orientation of $k$, uniquely determines a cycle which we denote $-\mu$, as we have $(-\mu)^{+}=\mu^{-}, \quad(-\mu)^{-}=\mu^{+}$. Furthermore, if $\mu$ is elementary, so is $-\mu$.

If $\omega$ is a cocycle of $G$ and $Y \subset X$ such that $\omega=\omega(Y)$, and if $C_{1}, C_{2}, \ldots, C_{q}$ are those connected components of $G$ that intersect $Y$, then the set $\bigcup_{i=1}^{q}\left(C_{i}-Y\right) \subset X \quad$ uniquely determines a cocycle which we denote $-\omega$, as we have $(-\omega)^{+}=\omega^{-}, \quad(-\omega)^{-}=\omega^{+}$. (Note that $X-Y$ also determines $-\omega_{0}$ ) Furthermore, if $\omega$ is elementary, so is - $\omega$.

It can be shown that every cycle is the sum of pairwise disjoint elementary cycles, and similarly for cocycles.

The cyclomatic number $k(G)$ of $G$ is the dimension of the vector subspace $\Phi$ of $\mathbb{R}^{n}$ generated by the cycles of $G$. The cocyclomatic number $\ell(G)$ of $G$ is the dimension of the vector subspace $\Theta$ of $\mathbb{I R}^{n}$
generated by the cocycles of $G$ 。 It can be shown that

$$
\mathbf{k}(G)=\mathbf{n}-\mathbf{m}+\mathbf{p}, \quad \ell(G)=\mathbf{m}-\mathbf{p},
$$

where $p$ is the number of connected components of G. Clearly the two subspaces $\Phi$ and $\Theta$ are orthogonal complements of one another.

A graph which contains no cycles is called a forest, and a connected forest is called a tree. Thus forests and trees are simple graphs, and for a tree $(X, E), n=m-1$. A spanning tree of a connected graph $G=(X, E)$ is a partial graph $G^{\prime}:=\left(X, E^{\prime}\right)$ of $G$ such that $G^{\prime}$ is a tree. Equivalently, a spanning tree of $G$ is a minimal connected partial graph, or a maximal partial graph containing no cycles of $G$. Furthermore, a partial graph (X,E') of a connected graph $G=(X, E)$ is connected if and only if (X,E-E') contains no cocycles of $G$, and is a spanning tree if and only if ( $\mathrm{X}, \mathrm{E}-\mathrm{E}^{\prime}$ ) is a maximal partial graph containing no cocycles of $G$.

We now have the following important results: let $G=(X, E)$ be $a$ connected graph, $E=:\left\{e_{1}, \ldots, e_{n}\right\}$, and $G^{\prime}=\left(X, E^{\prime}\right)$ a spanning tree of $G$.
(a) If $e_{i} \notin E^{\prime}$, then the addition of $e_{i}$ to $G^{\prime}$ gives rise to an elementary cycle $\mu^{i}$ of $G$ in $G^{\prime}$, which is uniquely determined up to sign. The $k(G)$ elementary cycles obtained in this way form a cycle-basis of $G$.
(b) If $e_{i} \in E^{\prime}$, then the addition of $e_{i}$ to $G^{\prime \prime}:=\left(X, E-E^{\prime}\right)$ gives rise to an elementary cocycle $\omega^{i}$ of $G$ in $G^{\prime \prime}$, which is uniquely determined up to sign. The $\ell(G)$ elementary cocycles obtained in this way form a cocycle-basis of $G$.

Let $G=(X, E)$ be a connected graph and $E=:\left\{e_{1}, e_{2}, \ldots, e_{n}\right\}$. We now define the concepts of flow and tension on $G$. A vector $\mathscr{G} \in \mathbb{R}^{n}$ is a flow on $G$ and $\mathscr{S}_{i}$ is the flow in $e_{i}$, if for all cocycles $\omega$
of $G\langle\varphi, \omega\rangle=0$, or equivalently if for all $x \in X$
$\sum_{e_{i} \in \omega^{-}(\{x\})}^{\Sigma} \varphi_{i}=\sum_{e_{i} \in \omega^{+}(\{x\})} \varphi_{i}$. Clearly every cycle of $G$ is a flow on $G$, and it can be shown that if $\mathcal{S}$ is a flow on $G$ and $\left(x,\left\{e_{1}, e_{2}, \ldots, e_{m-1}\right\}\right)$ is a spanning tree of $G$ and $\left(\mu^{1}, \mu^{2}, \ldots, \mu^{n-m+1}\right)$ is the corresponding cycle-basis of $G$ such that $e_{m-1+i} \in\left(\mu^{i}\right)^{+}, \quad 1 \leqslant i \leqslant n-m+1$, then $\quad \rho=\sum_{i=1}^{n-m+1} \varphi_{m-1+i} \mu^{i}$. Thus the vector subspace in $\mathbb{R}^{n}$ of all flows on $G$ is precisely $\Phi$.

A vector $\theta \in \mathbb{R}^{n}$ is a tension or potential difference on $G$ and $\theta_{i}$ is the tension in $e_{i}$, if for all cycles $\mu$ of $G\langle\theta, \mu\rangle=0$, or alternatively, if $\exists$ function $t: X \longrightarrow I R$ such that $\wedge e_{i} \in E$ $\theta_{i}=t\left(b_{i}\right)-t\left(a_{i}\right)$, where $\left(a_{i}, b_{i}\right):=f\left(e_{i}\right)$. The function $t$ is called a potential function of the tension $\theta$, and (as $G$ is connected) $t$ is uniquely determined up to addition of a constant。 Clearly every cocycle of $G$ is a tension on $G$, and it can be shown that if $\theta$ is a tension on $G$ and $\left(\omega^{1}, \omega^{2}, \ldots, \omega^{m-1}\right)$ is the cocycle-basis of $G$ determined by the above spanning tree of $G$ such that $e_{i} \in\left(\omega^{i}\right)^{+}, \quad 1 \leqslant i \leqslant m-1$, then $\quad \theta=\sum_{i=1}^{m-1} \theta_{i} \omega^{i}$. Thus the vector subspace in $\mathbb{R}^{n}$ of all tensions on $G$ is precisely $\Theta$.

A matrix A with coefficients in $\operatorname{IR}$ is called a cyclomatic matrix of the connected graph $G$ if:
(1) A has $n$ columns,
(2) the rows of $A$ are $\epsilon \Phi$,
(3) the $\mathbb{R}$-rank of $A$ is $k(G)=n-m+1$.

Taking $\mu^{1}, \mu^{2}, \ldots, \mu^{n-m+1}$ as above, the matrix $\widetilde{C}:=\left(\mu^{1} \mu^{2} \ldots \mu^{n-m+1}\right)^{T}$ is a cyclomatic matrix of $G$ and is called a fundamental cycle matrix of $G$. We note that $\widetilde{C}$ is of the form $\left(P \mid I_{n-m+1}\right)$.

A matrix $B$ with coefficients in $\mathbb{R}$ is called a cocyclomatic matrix of the connected graph $G$ if:
(1) B has $n$ columns,
(2) the rows of $B$ are $\epsilon \Theta$,
(3) the $\mathbb{R}$-rank of $B$ is $\ell(G)=m-1$.

Clearly if $A$ is a cyclomatic and $B$ a cocyclomatic matrix of $G$, then $A B^{T}=0$.

If $X=:\left\{x_{1}, x_{2}, \ldots, x_{m}\right\}$, the incidence matrix $\left(\omega\left(\left\{x_{1}\right\}\right), \omega\left(\left\{x_{2}\right\}\right), \ldots, \omega\left(\left\{x_{m}\right\}\right)\right)^{T} \quad$ is a cocyclomatic matrix of $G$. Furthermore, taking $\omega^{1}, \omega^{2}, \ldots, \omega^{m-1}$ as above, the matrix $\widetilde{S}:=\left(\omega^{1} \omega^{2} \ldots \omega^{m-1}\right)^{T}$ is a cocyclomatic matrix of $G$ and is called a fundamental cocycle matrix of $G$. We note that $\widetilde{S}$ is of the form $\left(I_{m-1} \mid Q\right)$, and that
$0=\tilde{C} \tilde{S}^{T}=\left(P \mid I_{n-m+1}\right)\left(\frac{I_{m-1}}{Q^{T}}\right)=P+Q^{T}, \quad$ i.e. $Q=-P^{T}$.

## §3.4. Graph-Theoretic Examples.

Example 1. Let $G=(X, E)$ be a connected graph, $m:=|X|$, $n:=|E|$. The graphic matroid $M(G)$ on $E$ is defined by taking $Z:=\{S \subset E: S$ is the set of edges of an elementary cycle of $G$. Clearly the pair (E, Z) satisfies the circuit axioms (Z1) - (Z3) , cf. §1.4, and is thus a matroid. We then have:
(a) $M(G)$ is normal if and only if $G$ contains no loops.
(b) $S \in F \Longrightarrow$ (the partial graph ( $\mathrm{X}, \mathrm{S}$ ) contains no cycles) $\Longleftrightarrow$ (for every connected component $X_{i}^{S}$ of ( $x, S$ ) we have: the subgraph ( $X_{i}^{S}, S_{i}$ ) of ( $X, S$ ) generated by $X_{i}^{S}$ is a tree)
$\Longleftrightarrow$ (the partial graph $(x, S)$ is a forest).
(c) $\wedge S^{\prime} \subset S \subset E \quad\left[\left(S^{\prime}\right.\right.$ is a maximal independent subset of $\left.S\right)$
$\Longrightarrow$ (for every connected component $X_{i}^{S}$ of ( $X, S$ ) we have: the subgraph ( $\mathrm{X}_{\mathrm{i}}^{\mathrm{S}}, \mathrm{S}_{\mathrm{i}}^{\prime}$ ) of ( $\mathrm{X}, \mathrm{S}^{\prime}$ ) generated by $x_{i}^{S}$ is a tree)],
in particular: $S$ is a basis $\Longrightarrow(X, S)$ is a spanning tree.
(d) $\wedge S \subset E \quad r(S)=m-p_{S}=$ the cocyclomatic number $\ell_{S}$ of the partial graph ( $\mathrm{X}, \mathrm{S}$ ), where $\mathrm{p}_{\mathrm{S}}$ is the number of connected components of ( $\mathrm{X}, \mathrm{S}$ ), for: if $\mathrm{S}^{\prime}$ is a maximal independent subset of S , then $\wedge i \in\left\{1,2, \ldots, p_{S}\right\} \quad\left|S_{i}^{\prime}\right|=\left|X_{i}^{S}\right|-1$, hence $\left|S^{\prime}\right|=\sum_{i=1}^{p_{S}}\left|S_{i}^{\prime}\right|=\sum_{i=1}^{p_{S}}\left|x_{i}\right|-p_{S}=|x|-p_{S}=m-p_{S}$.
(e) $\wedge S \subset E \quad \bar{S}=$ the union $\bigcup_{i} E_{i}$ of the sets of edges occurring in the subgraphs ( $X_{i}^{S}, E_{i}$ ) of $G$ generated by the connected components $X_{i}^{S}$ of ( $X, S$ ),
in particular: $S$ is spanning $\Longleftrightarrow(X, S)$ is connected.
(f) $S \in Z^{*} \Longleftrightarrow S$ is the set of edges of an elementary cocycle of $G$ 。
（g）$S \in W^{*} \Longleftrightarrow(X, E-S)$ is a spanning tree
$\Longleftrightarrow(X, S)$ is a maximal partial graph containing no cocycles of $G$ ．
（h）As for every cycle $\mu$ and cocycle $\omega$ of $G\langle\mu, \omega\rangle=0$ ，it follows that $\wedge C \in Z \quad \Lambda S \in Z^{*} \quad|C \cap S| \equiv 0(\bmod 2)$ ．Hence $M(G)$ is binary．See Remark（8）at the end of §3．4。
（i）Let $B$ be a cocyclomatic matrix of $G$ and $E=\left\{e_{1}, e_{2}, \ldots, e_{n}\right\}$ ． Then $M(G)=M_{\mathbb{R}}(B) \quad$ under the identification $e_{j} \longmapsto j^{\text {th }}$ column of $B$ ，i．e．$M(G)$ is representable over $\mathbb{I R}$ 。

Proof．Let $S \subset E$ ．（S dependent in $\left.M_{I R}(B)\right) \Longleftrightarrow$
$\Longleftrightarrow$（the columns of $B$ corresponding to $S$ are linearly dependent）
$\Longleftrightarrow\left(\exists\right.$ vector $\varphi \in \mathbb{R}^{n}$ with $\varphi \neq 0$ and $\Lambda e_{i} \in E-S \quad \varphi_{i}=0$ and $\mathrm{B} \varphi=0$ ）
$\Longleftrightarrow\left(\exists\right.$ nonvanishing flow $\varphi$ on $G$ with $\wedge e_{i} \in E-S \quad \varphi_{i}=0$ ， i．e．$\exists$ nonvanishing flow on（X，S））
$\Longleftrightarrow((X, S)$ contains cycles $) \Longleftrightarrow S \neq F$ ．

Example 2．Let $G=(X, E)$ be a connected graph，$m:=|X|$ ， $n:=|E|$ ．The cographic matroid $M^{*}(G)$ on $E$ is defined to be the dual matroid of $M(G)$ ．In particular，we then have：
（a）（SCE is a circuit of $\left.M^{*}(G)\right) \longleftrightarrow$
$\Longleftrightarrow(S$ is the set of edges of an elementary cocycle of $G$ ）
$\Longleftrightarrow S \in Z^{*}$ 。
(b) (S¢E is an independent set of $\mathrm{M}^{*}(\mathrm{G})$, i.e. $\left.\mathrm{S} \in \mathrm{F}^{*}\right) \Longleftrightarrow$
$\Longleftrightarrow$ (the partial graph ( $\mathrm{X}, \mathrm{S}$ ) contains no cocycles of $G$ )
$\Longleftrightarrow($ the partial graph $(X, E-S)$ is connected).
(c) $M^{*}(G)$ is normal if and only if for every edge $e \in E$ there is a cycle containing $e$, or equivalently, no edge is a cocycle of $G$.
(d) (S is a basis in $\left.M^{*}(G)\right) \Longleftrightarrow$
$\Longleftrightarrow((X, S)$ is a maximal partial graph containing no cocycles $\Longleftrightarrow((X, E-S)$ is a spanning tree of $G) \Longleftrightarrow S \in W^{*}$.
(e) $\wedge \mathrm{S} \subset E \quad \mathrm{r}^{*}(\mathrm{~S})=|\mathrm{S}|-\mathrm{p}_{\mathrm{E}-\mathrm{S}}+1$, where $\mathrm{p}_{\mathrm{E}-\mathrm{S}}$ is the number of connected components of ( $\mathrm{X}, \mathrm{E}-\mathrm{S}$ ), in particular:
$r^{*}(E)=|E|-|X|+1=n-m+1=$ the cyclomatic number $k(G)$ of $G$, for: if $S^{\prime}$ is a maximal independent subset of $S$, then ( $\mathrm{X}, \mathrm{E}-\mathrm{S}^{\prime}$ ) is connected, but $\wedge e \in S_{-S} \quad\left(x, E-\left(S^{\prime} \cup\{e\}\right)\right)$ is not connected. This implies that the number of edges that the graphs (X,E-S') and ( $\mathrm{X}, \mathrm{S}$ ) have in common is the least number necessary to connect all the components of $(X, E-S)$, i.e. $|S \cap(E-S ')|=p_{E-S}-1$. Hence $\quad r^{*}(S)=\left|S^{\prime}\right|=|S|-|S \cap(E-S ')|=|S|-p_{E-S}+1$.
(f) $\wedge S \subset E \quad \varphi^{*}(S)-S=\left\{e \in E-S: p_{E-(S \cup\{e\})}=p_{E-S}+1\right\}$, in particular: $S$ is spanning in $M^{*}(G) \Longleftrightarrow$ the partial graph ( $\mathrm{X}, \mathrm{E}-\mathrm{S}$ ) contains no cycles.
(g) (S¢E is a cocircuit of $\left.M^{*}(G)\right) \Longleftrightarrow$
$\Longleftrightarrow$ ( S is the set of edges of an elementary cycle of $G$ )
$\Longleftrightarrow S \in Z$.
(h) $M^{*}(G)$ is binary. See Remark (8) at the end of §3.4.
(i) Let $A$ be a cyclomatic matrix of $G$ and $E=\left\{e_{1}, e_{2}, \ldots, e_{n}\right\}$ 。 Then $M^{*}(G)=M_{I R}(A)$ under the identification $e_{j} \longmapsto j^{\text {th }}$ column of $A$, i.e. $M^{*}(G)$ is representable over $R$.

Proof. Let $S \subset E$. (S dependent in $\left.M_{I R}(A)\right) \Longleftrightarrow$
$\longleftrightarrow$ (the columns of $A$ corresponding to $S$ are linearly dependent) $\Longleftrightarrow\left(\exists\right.$ vector $\theta \in \mathbb{R}^{n}$ with $\theta \neq 0$ and $\Lambda e_{i} \in E-S \quad \theta_{i}=0$ and $A \theta=0$ )
$\Longleftrightarrow\left(\exists\right.$ nonvanishing tension $\theta$ on $G$ with $\left.\Lambda e_{i} \in E-S \quad \theta_{i}=0\right)$ $\Longleftrightarrow\left((X, E-S)\right.$ is not connected, see below) $\Longrightarrow S \notin F^{*}$.

If $\exists$ nonvanishing tension $\theta$ on $G$ with $\Lambda e_{i} \in E-S \quad \theta_{i}=0$, and ( $X, E-S$ ) is connected, then $\exists e_{j} \in S$ such that $\theta_{j} \neq 0$, hence $e_{j}$ is not a loop. Suppose $f\left(e_{j}\right)=(a, b)$. Then $\exists$ a simple chain $k$ in (X,E-S) from a to b. But $\theta$ vanishes on all the edges of $k$, hence $\theta_{j}=0$ as $k$ and $e_{j}$ together form a cycle, contradiction.

If $(X, E-S)$ is not connected, define a function $t: X \longrightarrow \mathbb{R}$ by taking $t$ to be constant on each connected component of ( $X, E-S$ ) but not constant on all of $X$. It follows immediately that $t$ is the potential function of a nonvanishing tension $\theta$ on $G$ with

$$
\wedge e_{i} \in E-S \quad \theta_{i}=0
$$

Example 3. A graph $G=(X, E)$ is called planar if it can be represented on a plane in such a way that its vertices are distinct points and its edges are simple curves that do not cross one another. The regions into which the edges of a planar graph $G$ divide the plane are called the faces of G. For a connected planar graph $G$ the dual graph $G^{*}=\left(X^{*}, E^{*}\right)$ is the connected planar graph
defined as follows：to every face of $G$ there corresponds a vertex of $G^{*}$ ，and to every edge $e$ of $G$ there corresponds an edge of $G^{*}$ joining the vertices of $G^{*}$ corresponding to the faces of $G$ that e bounds－if $e$ bounds only one face，then the corresponding edge in $G^{*}$ is a loop，and vice versa．The edges of $G^{*}$ are oriented in the following way：we represent $G$ on $a \operatorname{plane}$ and place each vertex of $G^{*}$ inside the corresponding face of $G$ and draw each edge $e^{*}$ of $G^{*}$ so that it crosses the corresponding edge efor， and no other edge of $G$ ，exactly once，and orient $e^{*}$ in such a way that the directed angle $\Varangle\left(e, e^{*}\right)$ satisfies $0<\Varangle\left(e, e^{*}\right)<\pi$ 。 Furthermore，$G^{* *}=-G$ ，i．e．$G$ with all its edge－orientations reversed．

It follows readily that under the bijection $\begin{aligned} & E \longrightarrow E^{*} \text { elementary } \\ & e e^{*}\end{aligned}$ cycles in $G$ correspond to elementary cocycles in $G^{*}$ ，and vice versa．Hence defining a matroid to be planar if it is isomorphic to a graphic and also to a cographic matroid，we have that if $G$ is a connected planar graph，then $M(G)$ and $M\left(G^{*}\right)$ are planar matroids，because under the identification $\begin{aligned} E \longrightarrow & E^{*} \text { we have } \\ e & e^{*}\end{aligned}$ $M(G)=M^{*}\left(G^{*}\right)$ and $M\left(G^{*}\right)=M^{*}(G)$ 。Clearly the dual of a planar matroid is again planar。

## Remarks．

（1）Let $M$ be a matroid on $E$ and $S \subset E$ ．Clearly the reduction matroid $M \times S$（cf．§1。1，Remark（8））of $M$ is the matroid on $S$ whose circuits are precisely those circuits of $M$ which are con－ tained in $S$ ．Analogously we define the contraction matroid $M \cdot S$ of $M$ to be the matroid on $S$ whose cocircuits are precisely those cocircuits of $M$ which are contained in $S$ ．Clearly we then have：

```
M}\cdot\textrm{S}=(\mp@subsup{M}{}{*}\timesS\mp@subsup{)}{}{*}
```

and $\triangle$ s'cs

$$
\begin{aligned}
\mathbf{r}_{\mathrm{ctr}}\left(\mathrm{~S}^{\prime}\right) & =\left|S^{\prime}\right|-\mathbf{r}^{*}(S)+\mathbf{r}^{*}\left(S-S^{\prime}\right) \\
& =\mathbf{r}\left(S^{\prime} \cup(E-S)\right)-\mathbf{r}(E-S) .
\end{aligned}
$$

The operations of reduction and contraction of a matroid generalise the operations on a graph of deleting and contracting edges. In fact, if $G=(X, E)$ is a connected graph and $S \subset E$, and we put $G \times S:=$ partial graph ( $X, S$ ) of $G$, and G•S := graph obtained by contracting all edges not in $S$, then $M(G \times S)=M(G) \times S$ and $M(G \cdot S)=M(G) \cdot S$.

A minor of $M$ is a matroid on $S \subset E$ obtained by a succession of reductions and/or contractions of $M$. This topic has been extensively developed by Tutte [31], and is also covered in the book by Crapo and Rota [7]. See also Remark (12) of §3.5.
(2) In analogy to the fundamental circuit matrix of a binary matroid we can define the circuit matrix of a general matroid. Let $M$ be a matroid on $E$ and $E=:\left\{e_{1}, e_{2}, \ldots, e_{n}\right\}$. If $C_{1}, C_{2}, \ldots$ $\ldots, C_{m}$ are the circuits of $M$, then the circuit matrix $C(M)$ of $M$ is defined as follows:

$$
(C(M))_{i j}:=\left\{\begin{array}{lll}
1 & \text { if } e_{j} \in C_{i} \\
0 & \text { otherwise }
\end{array}\right\} .
$$

The cocircuit matrix $S(M)$ is defined similarly.

We then call $M$ orientable if one can assign positive and negative signs to the non-zero entries of $C(M)$ and $S(M)$ such that for the resultant matrices $C_{o}(M), \quad S_{o}(M), \quad C_{o}(M)\left(S_{o}(M)\right)^{T}=0$. Clearly graphic and cographic matroids are orientable.
(3) The Fano matroid $F$ is defined as follows:
$\mathrm{E}:=\{1,2, \ldots, 7\}$,
$W:=\{S \subset E:|S|=3\}-\{\{1,2,6\},\{1,4,7\},\{1,3,5\},\{2,3,4\}$, $\{2,5,7\},\{3,6,7\},\{4,5,6\}\}$ 。

The exceptional triples are those that are collinear in the Fano configuration


F can be shown to be representable over any field of characteristic 2, but not over any other field (cf. Whitney [35], Wilson [36]). In particular $F$ is binary.
(4) Minty [25] has proved:

A matroid is representable over any field if and only if it is orientable.

In particular, the matroid $F$ is not orientable, hence neither graphic nor cographic。

Tutte [30] has proved:
A matroid is representable over any field (or equivalently, orientable) if and only if it is binary and contains no minor isomorphic to $F$ or $F^{*}$.
(5) The classic characterisation of planar graphs proved by Kuratowski [20] is:

A connected graph is planar if and only if it cannot be reduced to the graphs $K_{5}$ or $K_{3,3}$（shown below）by a succession of the operations of deleting or contracting edges（cf．Remark（1））．


Tutte［30］has proved the following generalisation for matroids： A matroid is graphic if and only if it is orientable and contains no minor isomorphic to $M^{*}\left(K_{5}\right)$ or $M^{*}\left(K_{3,3}\right)$ 。

As corollaries we have：
（a）A matroid is cographic if and only if it is orientable and contains no minor isomorphic to $M\left(K_{5}\right)$ or $M\left(K_{3,3}\right)$ ．
（b）A matroid is planar if and only if it is orientable and contains no minor isomorphic to $M\left(K_{5}\right)$ or $M\left(K_{3,3}\right)$ or their duals．
（6）Similarly the characterisation of planar graphs given by Maclane［22］has been generalised to matroids by Welsh［33］．
（7）A detailed discussion of the representability of matroids is contained in the paper by Ingleton［17］．
（8）Let $G$ be a connected graph，$X$ the incidence matrix of $G$ ， and $\tilde{S}$ a fundamental cocycle matrix of $G(c f 。 § 3.3)$ ．Let $X_{o}$ be the matrix obtained from $X$ by reducing mod 2 ，$i_{0} e X_{o}$ is the $(0,1)$－matrix with $X_{o} \equiv X(\bmod 2)$ ．Doing the same with $\tilde{S}$ yields a fundamental cocircuit matrix $\tilde{S}_{o}$ of $M(G) \quad\left(c f_{0} \S 3.2\right)$ ．By（i）of Example 1 above，$M(G)=M_{\mathbb{R}}(X)=M_{\mathbb{R}}(\tilde{S})$ 。

If $\omega$ is an elementary cocycle of $G$ and $\omega=\omega(Y)$ (cf.§3.3), then $\omega=\sum_{y \in Y} \omega(\{y\})$, hence $\omega_{0}=\triangle_{y \in Y} \omega_{0}(\{y\})$, where the subscripts o denote that we ignore the directions of the edges. On the other hand, every cocycle is the sum of pairwise disjoint elementary cocycles. Thus $\operatorname{span}_{\mathbb{Z}_{2}}\left(\right.$ rows of $\left.X_{0}\right)=\operatorname{span} \mathbb{Z}_{2}\left(Z^{*}\right)$ (cf. Proof of Theorem 17). Hence $M(G)=M_{\mathbb{Z}_{2}}\left(X_{0}\right)$.
Furthermore, by the Remark after Theorem 21, $M(G)=M_{\mathbb{Z}_{2}}\left(\tilde{S}_{0}\right)$. Clearly $\operatorname{rank}_{\mathbb{R}}(X)=\operatorname{rank}_{\mathbb{R}}(\tilde{S})=\operatorname{rank}_{\mathbb{Z}_{2}}\left(X_{0}\right)=\operatorname{rank}_{\mathbb{Z}_{2}}\left(\tilde{S}_{0}\right)=$ $=r(M(G))=m-1$.

Similar considerations hold for $\mathrm{M}^{*}(\mathrm{G})$ and a fundamental cycle matrix of $G$.
§3.5. Combinatorial Examples.

Example 1. Let $E$ be a finite set and $k \in \mathbb{N}$. The k-uniform matroid on $E$ is defined by taking the family $W$ of bases to be $\{S \subset E:|S|=k\}$. It then follows that $r(S)=\min \{|S|, k\}, S \subset E$. Special cases are the 0 -uniform matroid which is called the trivial matroid, and the $|E|$-uniform matroid called the discrete matroid. The k-uniform matroid on a set of $2 k$ elements is readily seen to be self-dual and non-binary.

Example 2. Let $G=(X, U)$ be a graph without loops (cf. §3.3, we denote the edge set by $U$ here) and $A \subset U, A \neq \varnothing$. (The orientation of the edges of $G$ does not play a role here.) Then $A$ is called a matching in $G$ if no two edges of $A$ meet in the same vertex of $G$.

Clearly: $\left(\varnothing \neq A^{\prime} \subset A\right.$ and $A$ is a matching in $\left.G\right) \Longrightarrow\left(A^{\prime}\right.$ is a matching in G).

If $A$ is a matching in $G$, let
$V(A):=\{x \in X: \exists e \in A$ with $e \in$ cocycle $\omega(\{x\})\}$, cf。§3.3.
Lemma. Let $A_{1}, A_{2}$ be matchings in $G$. Then the subgraphs of the partial graph ( $\mathrm{X}, \mathrm{A}_{1} \Delta \mathrm{~A}_{2}$ ) generated by the connected components of ( $\mathrm{X}, \mathrm{A}_{1} \Delta \mathrm{~A}_{2}$ ) are of the following three types:
(a) an isolated vertex,
(b) a simple closed chain $k$ traversing each of its vertices exactly once (i.e. the edge set of $k$ is an elementary cycle), with an even number of edges and such that alternate edges of $k$ belong to $A_{1}$ and $A_{2}$ respectively,
(c) a simple non-closed chain traversing each of its vertices exactly once and such that alternate edges belong to $A_{1}$ and $A_{2}$ respectively, and whose ends are not both in $V\left(A_{1}\right)$ or both in $V\left(A_{2}\right)$.

Proof. (Berge [1]). Let $x \in X$ 。
(a) If $x \notin V\left(A_{1}-A_{2}\right)$ and $x \notin V\left(A_{2}-A_{1}\right)$, then $x$ is an isolated vertex of the partial graph ( $\mathrm{X}, \mathrm{A}_{1} \Delta \mathrm{~A}_{2}$ ).
(b) Let $x \in V\left(A_{1}-A_{2}\right)$ and $x \notin V\left(A_{2}-A_{1}\right)$. Then exactly one edge $e \in A_{1}-A_{2}$ meets $x$, and no edge of $A_{2} \Lambda_{1}$ mects $x$. Hence $x \notin V\left(A_{2}\right)$, for if $x \in V\left(A_{2}\right)$, then an edge $e^{\prime} \in A_{2}$ meets $x$. Clearly $e^{\prime} \neq e$, hence $e^{\prime} \in A_{2}-A_{1}$ for otherwise there would be two distinct edges $e, e^{\prime} \in A_{1}$ meeting $x$. But this contradicts ih? fact that no edge of $\mathrm{A}_{2} \mathrm{~A}_{1}$ meets x .
(c) Let $x \in V\left(A_{1}-\dot{A}_{2}\right)$ ancu $\left.\because: A^{-A_{1}}\right)$. Then exactly one edge of $A_{1}{ }^{-A} A_{2}$ meets $x$ and exactly one eoge of $A_{2}-A_{1}$ meets $x$.

Definition. Let $G$ be as above and $E \subset X$. Then the matching matroid $M(G, E)$ is the matroid on $E$ obtained by taking the family $F$ of independent sets to be
$F:=\{S \subset E: \exists$ matching $A$ in $G$ with $S \subset V(A)\}$.
Axioms (F1) and (F2) are clearly satisfied.
Axiom (F3) (Edmonds and Fulkerson [12]): Let $S_{1}$ and $S_{2}$ be maximal independent subsets of $S \subset E$, and suppose that $\left|S_{1}\right|<\left|S_{2}\right|$, i.e.

$$
\begin{equation*}
0 \neq\left|s_{1}-s_{2}\right|<\left|s_{2}-s_{1}\right| \tag{*}
\end{equation*}
$$

By the maximality of $S_{1}$ and $S_{2} \exists$ matchings $A_{1}, A_{2}$ in $G$ such that $S_{1}=S \cap V\left(A_{1}\right)$ and $\quad S_{2}=S \cap V\left(A_{2}\right)$.

The subgraphs of the partial graph $\left(X, A_{1} \Delta A_{2}\right)$ generated by the connected components of $\left(X, A_{1} \Delta A_{2}\right)$ are of types (a) - (c) given in the above lemma, and by the assumption (*) there is one of type (c), which moreover must have the property that one end is a vertex $e \in S_{2}-S_{1}$ and the other end a vertex $\notin S_{1}-S_{2}$. Let $A^{\prime}$ be the edge set of this chain. Then $A:=A_{1} \Delta A^{\prime}$ is clearly a matching in $G$, and $S_{1} \cup\{e\} \subset V(A)$, contradicting the maximality of $S_{1}$.

## Remarks.

(1) $M(G, E)$ is normal if and only if $E$ contains no isolated vertices of $G$.
(2) If $S \subset E$, the reduction matroid $M(G, E) \times S$ is the matching matroid $M(G, S)$ 。

Example 3. Let $A_{1}, A_{2}, \ldots, A_{m}$ be non-empty subsets of a finite set $E$. A subset $T \subset E$ with $|T|=: k \geqslant 1$ and $T=:\left\{\mathbf{e}_{\mathbf{i}_{1}}, \mathbf{e}_{\mathbf{i}_{2}}, \ldots, \mathbf{e}_{\mathbf{i}_{\mathbf{k}}}\right\}$ is called a partial transversal of $E$ if $\exists$ injection $j:\{1,2, \ldots, k\} \longrightarrow\{1,2, \ldots, m\}$ such that $\wedge q \in\{1,2, \ldots, k\}$ $e_{i_{q}} \in A_{j(q)}$. $T$ is called a transversal or a system of distinct representatives of $E$ if $k=m$.

The transversal matroid of the family $\left\{A_{1}, A_{2}, \ldots, A_{m}\right\}$ is the matroid on $E$ obtained by taking the family $F$ of independent sets as follows:
$F-\{\varnothing\}:=$ the set of partial transversals of $E$.
To show that this is a matroid, we proceed as follows (Berge [1]):
Let $I:=\{1,2, \ldots, m\}$ and $G$ be the graph ( $X, U$ ) with vertex set $X:=E \cup I$ and edge set $U:=\left\{(e, i) \in E \times I: e \in A_{i}\right\}$. Then the set of partial transversals of $E$ is equal to the set of nonvanishing independent subsets of the matching matroid $M(G, E)$, in other words, every transversal matroid is a matching matroid.

## Remarks.

(1) The maximum number of edges comprising a matching in the above graph ( $\mathrm{X}, \mathrm{U}$ ) is given by the Theorem of König (cf. Berge [1]) to be $\min _{J \subset I}\{|I-J|+\mid$ cocycle $\omega(J) \mid\}$, and clearly $\omega(J)=\bigcup_{j \in J} A_{j}$. Hence the rank function $r$ of the above transversal matroid is given by $\quad r(S)=\min _{J \subset I}\left\{|I-J|+\left|\left(\bigcup_{j \in J} A_{j}\right) \cap S\right|\right\}, \quad S \subset E$.
(2) The above transversal matroid is normal if and only if $\bigcup_{i=1}^{m} A_{i}=E$.
(3) We saw above that every transversal matroid is a matching matroid. The converse was proved by Edmonds and Fulkerson [12]. Thus the two classes of matroids are abstractly the same.
(4) The k-uniform matroid on E (cf. Example 1) is seen to be transversal by taking $k=m$ and $A_{i}=E$ for all $i \in\{1, \ldots, k\}$.
(5) The following result was proved by de Sousa and Welsh [29]: A transversal matroid is binary if and only if it is graphic. Hence in particular the Fano matroid F (cf. §3.4, Remark (3)) is not transversal.
(6) A related result was proved by Bondy [3]:

The graphic matroid $M(G)$ of a connected graph $G$ is transversal if and only if $M(G)$ contains no minor isomorphic to $M\left(K_{4}\right)$ or $M\left(C_{n}^{2}\right), n>2$, where $K_{4}$ is the graph shown below and $C_{n}^{2}$ is the graph obtained by doubling up the edges of an $n-g o n:$

$K_{4}$

$C^{2}$
(7) An algorithm for determining whether or not a matroid is transversal is given by Brualdi and Dinolt [4]. The paper also establishes necessary and sufficient conditions for a matroid to be transversal.
(8) Matroids play a very important role in transversal theory, cf. the treatise by Mirsky [26], where they are called "independence structures". In fact, Rado's matroid generalisation of Hall's "marriage" theorem can be considered the central result of transversal theory.

On the other hand, transversal theory has enriched general matroid theory: Welsh [34] has shown how very general and powerful results on the union and intersection of matroids due to Edmonds [10] can be deduced from Rado's theorem mentioned above, and that the application of these results to particular matroids yields many deep and apparently unrelated combinatorial results, some of which are very difficult to prove directly.
(9) A matroid generalisation of a transversal matroid, called a gammoid, was introduced and investigated by Mason [23]. A gammoid is the reduction of a strict gammoid, and Ingleton and Piff [18] showed that the class of strict gammoids is identical with the class of duals of transversal matroids, and that the class of gammoids is identical with the class of contractions of transversal matroids. Moreover, the dual of a gammoid is again a gammoid.
(10) Duals of transversal matroids were also characterised by Brown [39] using F-products.
(11) Another type of matroid motivated by a theorem of Gallai that was first conjectured by Sylvester for the plane, was studied by Murty ([47], [49]). The theorem is:

Let $n$ given points in $\mathbb{R}^{m}$ have the property that the line joining any two of them passes through a third point of the set. Then the n points are collinear.

An obviously equivalent formulation is: if a set $S$ of non-collinear points in real projective m-space has the above property, then $|S|=\infty$. This leads directly to a convenient matrix formulation.
A matroid on a finite set $E$ is called a Sylvester matroid if $\Lambda e, e^{\prime} \in E$ with $e \neq e^{\prime} \exists$ a circuit $C$ with $e, e^{\prime} \in C$ and $|C|=3$. Gallai's theorem then asserts the non-existence of Sylvester matrix-matroids $M_{I R}(A)$ of rank $\geqslant 3$ (cf。Example 1 of §3.1). Murty proved that for a Sylvester matroid of rank $m \geqslant 2$ the inequality $|E| \geqslant 2^{m}-1$ holds, and that in the case of equality it is isomorphic to the matrix-matroid $M_{i} \mathbb{Z}_{2}(A) \quad(c f$. Example 1 of §3.1), where $A$ is the $m \times\left(2^{m}-1\right)$ matrix whose columns are the $2^{m}-1$ distinct non-null elements of $\mathbb{Z}_{2}^{m}$.
(12) Let $M$ be a matroid on $E$ and $S \subset E$. Then the circuits of the contraction matroid $M \cdot S$ of $M$ (cf. Remark (1) of §3.4) can be characterised as follows:

Theorem. $\wedge S^{\prime} \subset S \quad\left[\left(S^{\prime}\right.\right.$ is a circuit in $\left.M \cdot S\right) \Longleftrightarrow$ ( $S^{\prime}$ is minimal in $A:=\left\{S^{\prime \prime} \subset S: S " \neq \varnothing_{\wedge} \exists \mathrm{C} \in \mathrm{Z}\right.$ such that $\left.\left.S^{\prime \prime}=\mathrm{C} \cap \mathrm{S}\right\}\right)$ ].

## Proof.

(a) $S^{\prime \prime} \in A \Longrightarrow\left(\exists\right.$ hyperplane $H(=E-C)$ in $M^{*}$ with $\left.S-S^{\prime \prime}=H \cap S\right)$
$\Longrightarrow\left(r^{*}(E)+r^{*}\left(S-S^{\prime \prime}\right)=r^{*}(H \cup S)+r^{*}(H \cap S) \leqslant r^{*}(H)+r(S)=\right.$
$r^{*}(E)-1+r^{*}(S)$ or $\left.r^{*}\left(S-S^{\prime \prime}\right)<r^{*}(S)\right) \Longrightarrow r_{c t r}\left(S^{\prime \prime}\right)<\left|S^{\prime \prime}\right|$
$\Longrightarrow\left(S^{\prime \prime}\right.$ is dependent in $\left.M \cdot S\right)$ 。
(b) ( $S^{\prime}$ is a circuit in $\left.M \cdot S\right) \Longrightarrow$ by Theorem $1(d)\left(\wedge e \in S^{\prime}\right.$ $\left.\mathrm{r}_{\mathrm{ctr}}\left(\mathrm{S}^{\prime}-\{e\}\right)=\left|S^{\prime}\right|-1=\mathrm{r}_{\mathrm{ctr}}\left(\mathrm{S}^{\prime}\right)\right) \Longrightarrow\left(\Lambda e \in \mathrm{~S}^{\prime}\right.$ $\left.r^{*}(S)=r^{*}\left(\left(S-S^{\prime}\right) \cup\{e\}\right)=r^{*}\left(S-S^{\prime}\right)+1\right) \Longrightarrow\left(\overline{S-S^{\prime}} \cap S=S-S^{\prime}\right.$, where the bar denotes the span mapping in $M^{*}$, and $\exists$ hyperplane $S^{\prime \prime}$ in $M^{*}$ with $\overline{S_{-S}}{ }^{\boldsymbol{\prime}}=\bar{S} \cap S^{\prime \prime}$ by the Corollary of Theorem 9(b)) $\Longrightarrow\left(\exists \mathrm{C} \in \mathrm{Z}\right.$ with $S^{\prime}=\mathrm{C} \cap \mathrm{S}$, i.e. $\left.S^{\prime} \in A\right)$ because $S^{\prime}=S-\overline{S-S^{\prime}}=S-\bar{S} \cap S^{\prime \prime}=\left(E-S^{\prime \prime}\right) \cap S$ and we take $C:=E-S^{\prime \prime}$. The minimality follows from (a). This proves the direction $\Longrightarrow$ 。
(c) The direction < now follows immediately from (a) and (b).
(13) Let $M$ be a matroid on $E$. A subset $S \subset E$ is called a separator of $M$ if $\Lambda C \in Z \quad C \subset S$ or $C \subset E-S$. If the only separators of $M$ are $\varnothing$ and $E$, then $M$ is said to be connected. We then have the following corollaries of the theorem of Remark (12):

Corollaries. (Tutte [30]).
(1) $\wedge S \subset E \quad[(S$ is a separator of $M) \Longleftrightarrow M \times S=M \cdot S]$.
(2) The separators of $M^{*}$ are the separators of $M$.

Proof. (1) follows trivially from the above theorem and Remark (1) of §3.4.
(2) follows trivially from (1) and Remark (1) of §3.4.

For further results on separators and connectedness cf. Tutte [30].
(14) The following type of matroid was also studied by Murty ([48], [50]). A matroid is called k-equicardinal if all its circuits have the same number $k$ of elements. Murty characterised connected binary $k$-equicardinal matroids, $k \in \mathbb{N}+$, giving a complete list of the possible types.
(15) For further interesting combinatorial examples of matroids, in particular geometric and lattice-theoretic ones, and a treatment of the critical problem, we refer the reader to the book by Crapo and Rota [7] and to Rota [51].

## Chapter IV. Matroids and the Greedy Algorithm.

## §4.1. Matroids and the Greedy Algorithm.

Definitions. Let $E$ be a finite set.
(1) Let w: $E \rightarrow$ IR be a function with $w(e) \geqslant 0$ for alle $\in E$. We extend w to a function $w: \mathscr{Y}(E) \longrightarrow$ IR by setting $w(S):=\sum_{e \in S} w(e), S \subset E$. The function $w$ is called a weighting of $E$.
(2) A family $F(E)$ of subsets of $E$ with the property $\left[S^{\prime} \subset S \in F(E) \Longrightarrow S^{\prime} \in F(E)\right]$ is called an independence system on $E$.
(3) If $P$ is a family of subsets of $E$, then the family $\left\{S \subset E: \exists S^{\prime} \in P\right.$ such that $\left.S^{\prime} \subset S^{\prime}\right\}$ of subsets of $E$ is the independence system $F(P)$ on $E$ generated by $P$.

Let $P$ be a family of subsets of a finite set $E$ and $w$ weighting of E. Then one can consider the following problem:
determine a set in $P$ of maximum weight.

In an attempt to solve this problem, one is naturally led to consider the following algorithm:

The Greedy Algorithm: Choose $e_{1} \in E$ such that $S_{1}:=\left\{e_{1}\right\} \in F(P)$ and $w\left(e_{1}\right)=\max \{w(e):\{e\} \in F(P)\}$. Choose $e_{2} \in E-S_{1}$ such that $S_{2}:=S_{1} \cup\left\{e_{2}\right\}=\left\{e_{1}, e_{2}\right\} \in F(P) \quad$ and $w\left(e_{2}\right)=\max \left\{w(e): e \in E-S_{1} \wedge S_{1} \cup\{e\} \in F(P)\right\}$.

Continue in this way until the process terminates.

Clearly the greedy algorithm yields a maximal set in $F(P)$ (which is thus in $P$ ), but this set will not in general be of maximum weight in $P$ as the following counterexample shows.

Counterexample. $E:=\{a, b, c\}, w(a):=3, w(b)=w(c):=2$, $P:=\{\{\mathbf{a}\},\{\mathbf{b}, \mathbf{c}\}\}$. Then $F(P)=\{\{\mathbf{a}\},\{b\},\{\mathbf{c}\},\{\mathbf{b}, \mathbf{c}\}\}$ and the greedy algorithm yields $\{a\} \in P$ whereas $\{b, c\}$ is the set of maximum weight in $P$.

Definition. Let $P$ be a family of subsets of a finite set $E$ and $w$ a weighting of $E$. Let the elements of each set in $P$ be written in order of non-increasing weight, i.e.
$S \in P, \quad S=\left\{e_{1}, e_{2}, \ldots, e_{k}\right\}, \quad w\left(e_{1}\right) \geqslant w\left(e_{2}\right) \geqslant \ldots \geqslant w\left(e_{k}\right)$. Then we call $\tilde{S} \in P$ optimal in $P$ if $\wedge S \in P \quad|S| \leqslant|\tilde{S}|$ and $\Lambda i \in\{1,2, \ldots,|S|\} \quad w\left(e_{i}\right) \leqslant w\left(\tilde{e}_{i}\right)$ 。
Clearly this condition implies that $\widetilde{\mathrm{S}}$ is maximal in $P$ and also that $\tilde{S}$ is a set in $P$ of maximum weight. Furthermore, if the weighting $w$ of $E$ has the property

$$
\begin{equation*}
\Lambda e, e^{\prime} \in E \quad w(e)=w\left(e^{\prime}\right) \Longrightarrow e=e^{\prime}, \tag{*}
\end{equation*}
$$

then clearly if an optimal set in $P$ exists, it is unique。

The greedy algorithm does not however always yield an optimal set in $P$, as the above counterexample (first condition violated) and the following counterexample (second condition violated) show.

Counterexample. $E:=\{a, b, c, d\}, w(a):=4, \quad w(b)=w(c):=3$, $w(d):=1, P:=\{\{a, d\},\{b, c\}\}$. Then the greedy algorithm yields $\{a, d\}$ which is neither optimal in $P$ nor a set of maximum weight in $P$.

Lemma. (Berge [1], Edmonds [11]). Let $M$ be a matroid on $E$ and w a weighting of E. Then the following properties of a basis B of $M$ are equivalent:
(a) $B$ is optimal in the family $F$ of independent sets of $M$,
(b) $B$ is a basis of maximum weight,
(c) B is a lexicographic maximum of the family $W$ of bases of $M$, (d) $\wedge e \in B \quad\left\{e^{\prime} \in B: w\left(e^{\prime}\right)>w(e)\right\}$ is a maximal independent subset of $\left\{e^{\prime} \in E: w\left(e^{\prime}\right)>w(e)\right\}$ 。

Proof. We saw above that (a) $\Longrightarrow$ (b).
$(c) \Longrightarrow(a):$ Let $B$ be lexicographically maximal in $W$ and suppose that $B$ is not optimal in $F$, i.e. $\exists S \in F$ and $\exists$ $k \in\{1, \ldots, r(E)\}$ with $w\left(e_{k}^{S}\right)>w\left(e_{k}^{B}\right)$, where the elements of $B$ and of $S$ are written in order of non-increasing weight. Let $S^{\prime}:=\left\{e_{1}^{B}, e_{2}^{B}, \ldots, e_{k-1}^{B}, e_{1}^{S}, e_{2}^{S}, \ldots, e_{k}^{S}\right\}$. Then $r\left(S^{\prime}\right) \geqslant k$, hence $\exists$ $j \in\{1, \ldots, k\}$ such that $S^{\prime \prime}:=\left\{e_{1}^{B}, e_{2}^{B}, \ldots, e_{k-1}^{B}, e_{j}^{S}\right\} \in F \quad$ (note use of axiom (F3)), and furthermore $\exists B^{\prime} \in W$ with $S^{\prime \prime} \subset B^{\prime}$. But then $B^{\prime}$ is clearly lexicographically greater than $B$ because $w\left(e_{j}^{S}\right) \geqslant w\left(e_{k}^{S}\right)>w\left(e_{k}^{B}\right)$, which contradicts the lexicographic maximality of $B$.
$(b) \Longrightarrow(c):$ Let $B$ be lexicographically maximal in $W$, and $B^{\prime}$ a basis of maximum weight. As $(c) \Longrightarrow(a), B$ is optimal in $F$, hence $\Lambda i \in\{1, \ldots, r(E)\} \quad w\left(e_{i}^{B}\right) \geqslant w\left(e_{i}^{B^{\prime}}\right)$, where the elements of $B$ and of $B^{\prime}$ are written in order of non-increasing weight. As $B^{\prime}$ is a basis of maximum weight, $\Lambda i \in\{1, \ldots, r(E)\} \quad w\left(e_{i}^{B}\right)=w\left(e_{i}^{B^{\prime}}\right) 。$

Hence $B^{\prime}$ is also lexicographically maximal in $W$.
(d) follows readily from either (a) or (c).
$(d) \Longrightarrow(b): \quad$ Let $B^{\prime}$ be a basis of maximum weight and $B$ a basis satisfying (d). Suppose that $\exists \mathrm{k} \in\{1, \ldots, r(E)\}$ such that $w\left(e_{k}^{B}\right)<w\left(e_{k}^{B^{\prime}}\right)$, where the elements of $B$ and of $B^{\prime}$ are written in order of non-increasing weight. Then $A:=\left\{e \in B: w(e)>w\left(e_{k}^{B}\right)\right\}$ is not a maximal independent subset of $S:=\left\{e \in E: w(e)>w\left(e_{k}^{B}\right)\right\}$, for $|A|<k$ and $\left\{e_{1}^{B^{\prime}}, e_{2}^{B^{\prime}}, \ldots, e_{k}^{B^{\prime}}\right\}$ is an independent subset of $S$ containing $k$ elements. Hence $B$ does not satisfy (d), contradiction. Thus $\wedge i \in\{1, \ldots, r(E)\}$ $w\left(e_{i}^{B}\right) \geqslant w\left(e_{i}^{B^{\prime}}\right)$, i.e. $w\left(e_{i}^{B}\right)=w\left(e_{i}^{B^{\prime}}\right)$ as $B^{\prime}$ is a basis of maximum weight, hence $B$ is also a basis of maximum weight.


#### Abstract

Remark. Given a particular weighting $w$ of $E$ and a particular application of the greedy algorithm, we can always perturb $w$ slightly so as to obtain a weighting having property (*) while preserving the linear order in $E$ in such a way that the greedy solution found for $w$ remains a greedy solution, and in fact becomes the unique greedy solution. We observe that for weightings of E having property (*) the greedy algorithm undertakes the stepwise construction of the lexicographic maximum of the family of maximal sets in $P$ - these sets, however, do not in general have the same cardinality. That the greedy algorithm does not in general do this for a weighting without property (*) is shown by the following counterexample.


Counterexample. $E:=\{a, b, c, d\}, w(a)=w(b):=4, \quad w(c):=3$, $w(d):=1, P:=\{\{a, c\},\{b, d\}\}$. Then $\{b, d\}$ is a greedy solution but is neither the lexicographic maximum of $P$ nor the set of
maximum weight in $P$. If however we take $w(b)=5$, then $\{b, d\}$ is the greedy solution and the lexicographic maximum of $P$, but not the set of maximum weight in $P$.

Theorem 23. Let $P$ be a family of subsets of a finite set $E$ (a) (Gale [13]). P contains an optimal set for every weighting of $E$ if and only if $F(P)$ is the family of independent sets of a matroid $M$ on $E$.
(b) The greedy algorithm yields a set of maximum weight in $P$ for every weighting of $E$ if and only if $F(P)$ is the family of independent sets of a matroid $M$ on $E$.

## Proof.

(a) < Let $w$ be a weighting of $E$ and let $B$ be the lexicographic maximum of the family $W$ of bases of $M$. Then $B$ is optimal in $P$ by the Lemma.
$\Longrightarrow$ : If $F(P)$ is not the family of independent sets of a matroid on $E$, then $\exists$ subsets $S, S^{\prime} \in F(P)$ such that $|S|<\left|S^{\prime}\right|$ and $S$ is maximal in $S \cup S^{\prime}$ 。Take a weighting $w$ of $E:=\left\{e_{1}, e_{2}, \ldots, e_{n}\right\}$ such that $w\left(e_{1}\right)>w\left(e_{2}\right)>\ldots>w\left(e_{n}\right)$, and $S \cap S^{\prime}=\left\{e_{1}, e_{2}, \ldots, e_{r}\right\}$, $S_{-S}=\left\{e_{r+1}, e_{r+2}, \ldots, e_{r+s}\right\}$, and $S^{\prime}-S=\left\{e_{r+s+1}, e_{r+s+2}, \ldots, e_{r+s+t}\right\}$. We note that $s<t$ 。 If $\tilde{S}$ is optimal in $P$, then $\tilde{S}$ must clearly be of the form $\tilde{S}=S \cup T=\left\{e_{1}, e_{2}, \ldots, e_{r+s}\right\} \cup T, \quad$ where $T \subset E-\left(S \cup S^{\prime}\right)$. However, comparing $\tilde{S}$ with $S^{\prime}=\left\{e_{1}, e_{2}, \ldots, e_{r}, e_{r+s+1}, e_{r+s+2}, \ldots\right.$ $\left.\ldots, e_{r+s+t}\right\}$ shows that $\tilde{S}$ cannot be optimal as $\Lambda e \in T \quad w\left(e_{r+s+t}\right)>w(e)$.
(b) < This follows by the Remark and Lemma.
$\Longrightarrow$ : By (a) we need only show: if for every weighting of $E$ greedy solutions are sets of maximum weight in $P$, then they are optimal in $P$. Suppose that for a particular weighting a greedy
solution $\widetilde{\mathbf{S}}$ is not optimal．Now $\widetilde{\mathbf{S}}$ will remain a greedy solu－ tion under weight changes which preserve the linear order of the elements．This allows us to construct new weightings of E for which $\tilde{\mathrm{S}}$ is not of maximum weight：
（i）Suppose $S$ is maximal in $P$ with $|S|\rangle|\tilde{S}|$ ．Move all weights into the interval $[1-\varepsilon, 1+\varepsilon]$ ，preserving the linear order．Then $S$ weighs more than $\tilde{\mathrm{S}}$ ．
（ii）Suppose $S$ is maximal in $P$ and $\exists k \in\{1,2, \ldots,|S|\}$ with $w\left(e_{k}\right)>w\left(\tilde{e}_{k}\right)$ ．Move all weights $\geqslant w\left(e_{k}\right)$ into a neighbourhood of $w\left(e_{k}\right)$ and all weights＜$w\left(e_{k}\right)$ into a neighbourhood of $w\left(\tilde{e}_{k}\right)$ ， preserving the linear order．Then the first neighbourhood contains at least one element more of $S$ than of $\tilde{S}_{\text {。 Now widen the gap between }}$ $w\left(e_{k}\right)$ and $w\left(\tilde{e}_{k}\right)$ until $S$ weighs more than $\tilde{S}_{\text {。 }}$

Remarks．
（1）Proofs of the＂if＂part of Theorem 23（b）were also given by Rado［27］，and Welsh［32］。
（2）The application of the greedy algorithm to a particular matroid presupposes a subroutine for determining whether or not a set is independent．

If the matroid in question is a matrix－matroid $M_{I F}(A)$ ，this can be achieved automatically by using the following method based on Gaussian elimination：renumber the columns of $A$ so that they are in order of non－increasing weight，let $A=:\left(a_{1} a_{2} \ldots a_{n}\right)$ ．Go to the first nonvanishing column $a_{k_{1}}$ of $A$ ．Let $a_{i k_{1}}$ be the first nonvanishing element of $\mathrm{a}_{\mathbf{k}_{1}}$ ．Let $a_{j}^{\prime}:=a_{j}-\frac{a_{i, j}}{a_{i k_{1}}} a_{k_{1}}$ ， $k_{1}<j \leqslant n$ ，and $A^{\prime}:=\left(a_{k_{1}+1}^{\prime} a_{k_{1}+2}^{\prime} \ldots a_{n}^{\prime}\right)$ ．Now repeat this step on $A^{\prime}$ ．Continue this process until only vanishing columns are left，i．e．after $r$ steps，where $r:=I F-r a n k(A)$ ．Then $\left\{a_{k_{1}}, a_{k_{2}}, \ldots, a_{k_{r}}\right\}$ is a basis of $M$ of maximum weight．

If the matroid in question is a graphic matroid, then the greedy algorithm is the well-known algorithm of Kruskal [19]. However, the proof of the containing of no cycles at each step becomes increasingly tedious, and it is more efficient to use other algorithms, e.g. the ones given by Dijkstra [8], Sollin ([1] and [2]), or Rosenstiehl [28].
(3) For applications of the greedy algorithm to non-matroidal problems see Edmonds [10], [11], Dunstan and Welsh [9], and Magazine, Nemhauser and Trotter, Jr. [46].

## §5.1. Symmetric Point Exchange.

Definitions. Let $M$ be a matroid on the finite set $E$ (1) Let $B \in W, \quad e \in B$, and $e^{\prime} \in E$. Then we say that e $\in B$ can be replaced by $e^{\prime}$ if $(B-\{e\}) \cup\left\{e^{\prime}\right\} \in W$. Clearly, if $e \in B$ can be replaced by $e^{\prime}$, then $e^{\prime} \in B \Longrightarrow e^{\prime}=e$, or equivalently, $e \neq e^{\prime} \Longrightarrow e^{\prime} \in E-B$.
(2) Let $B, B^{\prime} \in W, \quad e \in B$, and $e^{\prime} \in B^{\prime}$. Then we say that $e \in B$ and $e^{\prime} \in B^{\prime}$ can be exchanged symmetrically if $(B-\{e\}) \cup\left\{e^{\prime}\right\}, \quad\left(B^{\prime}-\left\{e^{\prime}\right\}\right) \cup\{e\} \in W$, i.e. if $e \in B$ can be replaced by $e^{\prime}$, and $e^{\prime} \in B^{\prime}$ by $e$.

Again, there are only two possibilities: the non-trivial one $e \in B-B^{\prime}$ and $e^{\prime} \in B^{\prime}-B$, and the trivial one $e=e^{\prime} \in B \cap B^{\prime}$. Furthermore, we note that $\left(e \in B\right.$ can be replaced by $\left.e^{\prime}\right) \Longrightarrow$ $\left(e^{\prime} \in(B-\{e\}) \cup\left\{e^{\prime}\right\}\right.$ can be replaced by $\left.e\right) \Longrightarrow(e \in B$ and $e^{\prime} \in(B-\{e\}) \cup\left\{e^{\prime}\right\}$ can be exchanged symmetrically).

Lemma. (Gabow, Glover and Klingman [43]). Let $M$ be a matroid on $E$ and $B, B^{\prime} \in W$.
(a) Let $e \in B$ and $e^{\prime} \in E-B$. Then
$e \in B$ can be replaced by $e^{\prime}$
$\Longleftrightarrow e \in C\left(e^{\prime}, B\right)$, the fundamental circuit corresponding to $e^{\prime}$ with respect to $B$,
$\Longleftrightarrow \mathrm{e}^{\prime} \neq \overline{\mathrm{B}-\{\mathrm{e}\}}$.
(b) Let $e \in B-B^{\prime}$ and $e^{\prime} \in B^{\prime}-B$. Then
$e \in B$ and $e^{\prime} \in B^{\prime}$ can be exchanged symmetrically
$\Longleftrightarrow e \quad e \quad C\left(e^{\prime}, B\right)-\overline{B^{\prime}-\left\{e^{\prime}\right\}}$
$<>e^{\prime} \in C\left(e, B^{\prime}\right)-\overline{B-\{e\}}$.

## Proof．

（a）The first equivalence is clear by Theorem $9(i(\infty))$ ．Further－ more，the first and last statements are equivalent because both are equivalent to $r\left((B-\{e\}) \cup\left\{e^{\prime}\right\}\right)>r(B-\{e\})$ 。
（b）The first statement $\Longrightarrow\left(e \in B\right.$ can be replaced by $e^{\prime}$ ，and $e^{\prime} \in B^{\prime}$ by $\left.e\right) \Longleftrightarrow\left(e \in C\left(e^{\prime}, B\right)\right.$ and $\left.e \notin \overline{B^{\prime}-\left\{e^{\prime}\right\}}\right)$ by（a）．

Theorem 24．Let $M$ be a matroid and $B, B^{\prime} \in W$ ．Then $\Lambda e \in B$ $\exists e^{\prime} \in B^{\prime}$ such that $e$ and $e^{\prime}$ can be exchanged symmetrically．

Proof．（Gabow，Glover and Klingman［43］）．
If $e \in B^{\prime}$, then take $e^{\prime}:=e . S u p p o s e$ that $e \notin B^{\prime}$ 。Then $B^{\prime}-B \neq \varnothing$ ， for otherwise $B^{\prime} \subset B, i . e . B^{\prime}=B . A s B$ is minimal spanning set by Theorem $7(j)$ ，e申 $\overline{B-\{e\}}$ ．Hence $C\left(e, B^{\prime}\right)-\{e\} \notin \overline{B-\{e\}}$ ，as otherwise $e \in C\left(e, B^{\prime}\right) \subset \overline{B-\{e\}} \cup\{e\}$ ，hence $e \in \overline{B-\{e\}}$ by Theorem $7(g)$ ， contradiction．Thus $\varnothing \neq\left[C\left(e, B^{\prime}\right)-\overline{B-\{e\}}\right]-\{e\} \subset B^{\prime}-B$ and the result follows by（b）of the Lemma．

Direct Proof．（Brualdi［40］）．
If $e \in B^{\prime}$, then take $e^{\prime}:=e$ ．Suppose that $e \notin B^{\prime}$ 。Then as above， $B^{\prime}-B \neq \varnothing$ ．Furthermore，$C\left(e, B^{\prime}\right) \cap\left(B^{\prime}-B\right) \neq \varnothing$ ，for otherwise
$C\left(e, B^{\prime}\right) \subset B$ ．Suppose $x \in C\left(e, B^{\prime}\right) \cap\left(B^{\prime}-B\right)$ ．If $e \notin C(x, B)$ ，then by Theorem $1(j) \quad \exists$ circuit $C^{\prime}$ such that $e \in C^{\prime} \subset\left(C(x, B) \cup C\left(e, B^{\prime}\right)\right)-\{x\}$, and $C^{\prime} \cap\left(B^{\prime}-B\right) \underset{\neq}{\mp}\left(e, B^{\prime}\right) \cap\left(B^{\prime}-B\right)$ ， hence $\left|C^{\prime} \cap\left(B^{\prime}-B\right)\right|<\left|C\left(e, B^{\prime}\right) \cap\left(B^{\prime}-B\right)\right|$ 。
If $\Lambda x \in C\left(e, B^{\prime}\right) \cap\left(B^{\prime}-B\right) \quad e \notin C(x, B)$ ，then by repeating this step （with $C^{\prime}$ instead of $C\left(e, B^{\prime}\right)$ and so on）a finite number of times， we obtain a circuit $\tilde{C}$ with $e \in \widetilde{C} \subset B$ ，contradiction．Hence $\exists e^{\prime} \in C\left(e, B^{\prime}\right) \cap\left(B^{\prime}-B\right)$ with $e \in C\left(e^{\prime}, B\right), i . e . b y(a)$ of the Lemma $e \in B$ can be replaced by $e^{\prime}$ ，and $e^{\prime} \in B^{\prime}$ by e．

## §5.2. Bijective Point Replacement.

Theorem 25. Let $M$ be a matroid on $E$ and $B, B^{\prime} \in W$.
(a) $\exists$ bijection $f: B \longrightarrow B^{\prime}$ such that each e $\in$ B can be replaced by $f(e)$, i.e. $\wedge e \in B \quad(B-\{e\}) \cup\{f(e)\} \in W$.

## More generally:

(b) (Gabow, Glover and Klingman [43]). If $B^{\prime}=:\left\{e_{1}^{\prime}, e_{2}^{\prime}, \ldots, e_{m}^{\prime}\right\}$, where $m:=r(E)$, then $\exists$ an ordering $B=\left\{e_{1}, e_{2}, \ldots, e_{m}\right\}$ of $B$ such that $\wedge i \in\{1, \ldots, m\} \quad e_{i} \in B \quad$ can be replaced by $e_{i}^{\prime}$ and $B_{i}:=\left\{e_{1}, e_{2}, \ldots, e_{i}, e_{i+1}^{\prime}, e_{i+2}^{\prime}, \ldots, e_{m}^{\prime}\right\} \in W$, (thus $\wedge i \in\{1, \ldots, m\} \quad e_{i} \in B \quad$ and $\quad e_{i}^{\prime} \in B_{i-1} \quad$ can be exchanged symmetrically, where $B_{0}:=B^{\prime}$ ), and in particular $f: B \longrightarrow B^{\prime}$ defined by $f\left(e_{i}\right):=e_{i}^{\prime}$ provides a serial replacement from $B$ to $B^{\prime}$, and from $B^{\prime}$ to $B$ (namely $B_{o}, B_{1}, \ldots, B_{m}$ ). Note that $f$ does not provide a serial symmetric exchange between $B$ and $B^{\prime}$, as the $\operatorname{sets} B_{i}^{\prime}:=\left\{e_{1}^{\prime}, e_{2}^{\prime}, \ldots, e_{i}^{\prime}, e_{i+1}, e_{i+2}, \ldots, e_{m}\right\}$, $i \in\{2, \ldots, m-1\}$, are in general not bases (cf. Counterexample 1 below). We also note that reversal of the order in $B$ and $B^{\prime}$ gives $B_{i}^{\prime}$ in place of $B_{i}$ in the theorem。

## Similarly:

(c) If $B:=\left\{e_{1}, e_{2}, \ldots, e_{m}\right\}$, then $\exists$ an ordering $B^{\prime}=\left\{e_{1}^{\prime}, e_{2}^{\prime}, \ldots, e_{m}^{\prime}\right\}$ of $B^{\prime}$ such that $\wedge i \in\{1, \ldots, m\} \quad e_{i} \in B \quad$ can be replaced by $e_{i}^{\prime}$ and $B_{i} \in W$, in particular $f: B \longrightarrow B^{\prime}$ defined by $f\left(e_{i}\right):=e_{i}^{\prime}$ provides a serial replacement from $B$ to $B^{\prime}$, and from $B^{\prime}$ to $B$. Again, $f$ does not in general provide a serial symmetric exchange between $B$ and $B^{\prime}$ (cf. Counterexample 1 below), and reversal of the order in $B$ and $B^{\prime} g i v e s B_{i}^{\prime}$ in place of $B_{i}$ in the theorem.

## Proof.

(b) (Gabow, Glover and Klingman [43]). By induction over i. The point $e_{1}$ is given by Theorem 24, and ( $B^{\prime}-\left\{e_{1}^{\prime}\right\}$ ) $\cup\left\{e_{1}\right\}=B_{1} \in W$. Suppose the theorem holds for all i<j. Then by Theorem 24 $e_{j}^{\prime} \in B_{j-1}$ can be exchanged symmetrically for some point $\tilde{e} \in B$, and clearly $\tilde{e} \notin\left\{e_{1}, e_{2}, \ldots, e_{j-1}\right\} \subset B_{j-1}$. Hence taking $e_{j}:=\tilde{e}$ we have that $\left(B-\left\{e_{j}\right\}\right) \cup\left\{e_{j}^{\prime}\right\} \in W$ and $\left(B_{j-1}-\left\{e_{j}^{\prime}\right\}\right) \cup\left\{e_{j}\right\}=B_{j} \in W$.
(c) By induction over $i$. The point $e_{1}^{\prime}$ is given by Theorem 24, and $\left(B^{\prime}-\left\{e_{1}^{\prime}\right\}\right) \cup\left\{e_{1}\right\}=B_{1} \in W$. Suppose the theorem holds for all $i<j$. Then by Theorem $24 e_{j} \in B$ can be exchanged symmetrically for some point $\tilde{e}^{\prime} \in B_{j-1}$, and clearly $\tilde{e}^{\prime} \notin\left\{\mathrm{e}_{1}, \ldots, e_{j-1}\right\} \subset B$. Hence taking $e_{j}^{\prime}:=\tilde{e}^{\prime}$ we have that $\left(B-\left\{e_{j}\right\}\right) \cup\left\{e_{j}^{\prime}\right\} \in W$ and $\left(B_{j-1}-\left\{e_{j}^{\prime}\right\}\right) \cup\left\{\mathbf{e}_{j}\right\}=B_{j} \in W$.

A second proof of (b) and (c) based on a proof of (a) given by Brylawski [42] follows the discussion of certain special minors of $M$ in the next section.

## Remark.

Let $M$ be a matroid and $B, B^{\prime} \in W$. It is natural to ask firstly whether a bijection $f: B \longrightarrow B^{\prime}$ exists such that $\Lambda e \in B \quad e$ and $f(e)$ can be exchanged symmetrically, and secondly whether, given a fixed ordering of $B^{\prime}$ (or $B$ ), a bijection $f$ exists giving a serial symmetric exchange between $B$ and $B^{\prime}$. These questions are answered in the negative by the following two counterexamples.

Counterexample 1. (Brualdi [40]).
Consider the matrix-matroid $M_{\mathbb{Z}_{2}}(A) \quad$ (cf. Example 1 of §3.1)
associated with

$$
A:=\left(\begin{array}{cccccc}
1 & 0 & 0 & 0 & 1 & 1 \\
0 & 1 & 0 & 1 & 0 & 1 \\
0 & 0 & 1 & 1 & 1 & 0
\end{array}\right)=\left(\begin{array}{llll}
a_{1} & a_{2} & \ldots & a_{6}
\end{array}\right)
$$

It is easily checked that every triple of columns of $A$ is a basis of $M_{\mathbb{Z}_{2}}(A)$ except $\left\{a_{1}, a_{2}, a_{6}\right\},\left\{a_{1}, a_{3}, a_{5}\right\},\left\{a_{2}, a_{3}, a_{4}\right\}$, and $\left\{a_{4}, a_{5}, a_{6}\right\}$ 。
Let $B:=\left\{a_{1}, a_{4}, a_{5}\right\}$ and $B^{\prime}:=\left\{a_{2}, a_{3}, a_{6}\right\}$. Suppose $f: B \longrightarrow B^{\prime}$ is a bijection such that $\Lambda e \in B \quad e$ and $f(e)$ can be exchanged symmetrically. Now
$\left(B-\left\{a_{1}\right\}\right) \cup\left\{e^{\prime}\right\} \in W$ for $e^{\prime} \in\left\{a_{2}, a_{3}\right\}$ but not for $e^{\prime}=a_{6}$, ( $\left.B^{\prime}-\left\{e^{\prime}\right\}\right) \cup\left\{a_{1}\right\} \in W$ for $e^{\prime} \in\left\{a_{2}, a_{6}\right\}$ but not for $e^{\prime}=a_{3}$, therefore $f\left(a_{1}\right)$ can only be $a_{2}$. Similarly $f\left(a_{4}\right)$ can only be $a_{2}$, i.e. f is not bijective, contradiction. This answers the first question in the negative. The only bijections answering Theorem 25(a) are


If we fix the order in $B^{\prime}$ as $\left\{a_{3}, a_{2}, a_{6}\right\}$, the only ordering of $B$ answering Theorem 25(b) is $\left\{a_{5}, a_{1}, a_{4}\right\}$, and this bijection does not provide a serial symmetric exchange between $B$ and $B^{\prime}$. If we fix the order in $B$ as $\left\{a_{4}, a_{5}, a_{1}\right\}$, the only ordering of $B^{\prime}$ answering Theorem 25(c) is $\left\{\mathrm{a}_{2}, \mathrm{a}_{6}, \mathrm{a}_{3}\right\}$, and this bijection does not provide a serial symmetric exchange between $B$ and $B^{\prime}$.

Counterexample 2. (Gabow, Glover and Klingman [43]). Consider the graphic matroid $M(G)$ (cf. Example 1 of §3.4),
where $G$ is the graph shown, and let $B:=\{1,4,5\}$ and $B^{\prime}:=\{2,3,6\}$.


G


B

$B^{\prime}$

The rest of this counterexample is the same as Counterexample 1 above, in fact $A=:\left(I_{3} \mid Q\right)$ is the fundamental cocircuit matrix of $M(G)$ with respect to the cobasis $\{4,5,6\}$ of $M(G) \quad$ (cf. Definitions and Remarks after Theorem 21), and $M(G)=M_{\mathbb{Z}_{2}}(A)$. We summarise the relevant details:

The fundamental cocircuits of $M(G)$ with respect to $\{4,5,6\}$ are

$$
S_{1}=\{1,5,6\}, \quad S_{2}=\{2,4,6\}, \quad S_{3}=\{3,4,5\}
$$

The family of cocircuits of $M(G)$ is

$$
\begin{array}{ll}
\{1,5,6\}=S_{1}, & \{1,2,4,5\}=S_{1} \Delta S_{2}, \\
\{2,4,6\}=S_{2}, & \{2,3,5,6\}=S_{2} \Delta S_{3}, \\
\{3,4,5\}=S_{3}, & \{1,3,4,6\}=S_{3} \Delta S_{1} \\
\{1,2,3\}=S_{1} \Delta S_{2} \Delta S_{3}, &
\end{array}
$$

The fundamental circuits of $M(G)$ with respect to the basis $\{1,2,3\}$ $\operatorname{are} \mathrm{C}_{1}=\{2,3,4\}, \quad \mathrm{C}_{2}=\{1,3,5\}, \quad \mathrm{C}_{3}=\{1,2,6\} 。$ The family of circuits of $M(G)$ is

$$
\begin{array}{ll}
\{2,3,4\}=C_{1}, & \{1,2,4,5\}=C_{1} \Delta C_{2} \\
\{1,3,5\}=C_{2}, & \{2,3,5,6\}=C_{2} \Delta C_{3} \\
\{1,2,6\}=C_{3}, & \{1,3,4,6\}=C_{3} \Delta C_{1} \\
\{4,5,6\}=C_{1} \Delta C_{2} \Delta C_{3}, &
\end{array}
$$

The fundamental circuit matrix $C$ of $M(G)$ with respect to $\{1,2,3\}$
is

$$
\left.C=\left(\begin{array}{cccccc}
0 & 1 & 1 & 1 & 0 & 0 \\
1 & 0 & 1 & 0 & 1 & 0 \\
1 & 1 & 0 & 0 & 0 & 1
\end{array}\right)=:\left(\begin{array}{l}
\mathrm{P}
\end{array}\right) \mathrm{I}_{3}\right)
$$

and clearly

$$
\mathbf{P}=Q^{T}=Q
$$

We also note that $G$ is a connected planar graph, hence the dual graph $G^{*}$ of $G$ exists:

and $M(G) \stackrel{d}{=} M^{*}\left(G^{*}\right)$ and $M\left(G^{*}\right) \stackrel{d}{=} M^{*}(G)$ under the edge identification d given by the edge numberings (cf. Example 3 of §3.4). Furthermore, $G$ and $G^{*}$ are the same and can be identified by the bijection $g: G \longrightarrow G^{*}$ given by

whence $M(G) \stackrel{g}{=} M\left(G^{*}\right) \stackrel{d}{=} M^{*}(G)$ or $M(G) \stackrel{h}{=} M^{*}(G)$ under the



Under this isomorphism $S_{i}$ corresponds to $C_{i}, i \in\{1,2,3\}$, and vice versa.

## §5.3. More on Minors of a Matroid.

Let $M$ be a matroid on $E$.
(1) Let $S \subset E$ and suppose that $S \in F^{*} \quad$ (cf. Theorem 11). By Remark (1) of §3.4 the reduction matroid $M \times(E-S)$ is the matroid on $E-S$ having basis set $\{B \in W: B \cap S=\varnothing\}$ 。
(2) Let $S \subset E$ and suppose that $S \in F$, and let $M_{1}$ be the matroid on $E-S$ with basis set $\{B-S: S \subset B \in W\}$. Then the dual matroid $M_{1}^{*}$ has basis set $\{E-B: S \subset B \in W\}=\left\{S^{\prime} \in W^{*}: S^{\prime} \cap S=\varnothing\right\}$, i.e. by (1) $M_{1}^{*}$ is the reduction matroid $M^{*} \times(E-S)$, and hence by Remark (1) of §3.4 $M_{1}=\left(M^{*} \times(E-S)\right)^{*}=M \cdot(E-S)$.

Thus the contraction matroid $M \cdot(E-S)$ is the matroid on E-S having basis set $\{B-S: S \subset B \in W\}$, and by Remark (1) of $\$ 3.4$ the rank function $r_{\text {ctr }}$ of $M \cdot(E-S)$ is given by $\mathbf{r}_{\mathbf{c t r}}\left(S^{\prime}\right)=\mathbf{r}\left(S^{\prime} \cup S\right)-r(S)=r\left(S^{\prime} \cup S\right)-|S|, \quad S^{\prime} \subset E-S$. In particular the rank of $M \cdot(E-S)$ is $r_{c t r}(E-S)=r(E)-|S|$.
(3) Let $S_{1}, S_{2} \subset E$ and suppose that $S_{1} \cap S_{2}=\varnothing, S_{1} \in F, \quad S_{2} \in F^{*}$. Then $\left(E-S_{1}\right)-\left(E-\left(S_{1} \cup S_{2}\right)\right)=S_{2}$, and $\left(M \cdot\left(E-S_{1}\right)\right) \times\left(E-\left(S_{1} \cup S_{2}\right)\right)$ is the matroid on $E-\left(S_{1} \cup S_{2}\right)$ having basis set
$\left\{B\right.$ basis of $\left.M \cdot\left(E-S_{1}\right): B \cap S_{2}=\varnothing\right\}=\left\{B-S_{1}: S_{1} \subset B \in W \wedge B \cap S_{2}=\varnothing\right\}$ 。
On the other hand, $\left(E-S_{2}\right)-\left(E-\left(S_{1} \cup S_{2}\right)\right)=S_{1}$, and $\left(M \times\left(E-S_{2}\right)\right) \cdot\left(E-\left(S_{1} \cup S_{2}\right)\right)$ is the matroid on $E-\left(S_{1} \cup S_{2}\right)$ having basis set $\left\{B-S_{1}: S_{1} \subset B\right.$ basis of $\left.M \times\left(E-S_{2}\right)\right\}=$ $=\left\{B-S_{1}: S_{1} \subset B \in W \wedge B \cap S_{2}=\varnothing\right\}$, i.e.

$$
\left(M \cdot\left(E-S_{1}\right)\right) \times\left(E-\left(S_{1} \cup S_{2}\right)\right)=\left(M \times\left(E-S_{2}\right)\right) \cdot\left(E-\left(S_{1} \cup S_{2}\right)\right),
$$

with rank function $\tilde{r}\left(S^{\prime}\right)=r\left(S^{\prime} \cup S_{1}\right)-\left|S_{1}\right|, \quad S^{\prime} \subset E-\left(S_{1} \cup S_{2}\right)$, and $\operatorname{rank} \tilde{r}\left(E-\left(S_{1} \cup S_{2}\right)\right)=r\left(E-S_{2}\right)-\left|S_{1}\right|=r(E)-\left|S_{1}\right|$. We shall denote this matroid by $M\left(S_{1}, S_{2}\right)$ 。

Proof of Theorem 25(b). (based on Brylawski [42]).
By induction over the rank of $M$. Clearly the theorem is trivial
if the rank of $M$ is 1 . Assume that the theorem holds for matroids of rank $m-1$, where $m$ is the rank of $M$. Let $B, B^{\prime} \in W$ and $B^{\prime}=:\left\{e_{1}^{\prime}, e_{2}^{\prime}, \ldots, e_{m}^{\prime}\right\}$. Then by Theorem $24 e_{i}^{\prime}$ can be exchanged symmetrically for some point $e_{1} \in B$. Thus $B-\left\{e_{1}\right\}$ and $B^{\prime}-\left\{e_{1}^{\prime}\right\}$ are both in the basis set $\tilde{W}:=\left\{\tilde{B}-\left\{e_{1}\right\}: e_{1} \in \tilde{B} \in W\right\}$ of the matroid $\mathrm{M}\left(\left\{\mathrm{e}_{1}\right\}, \varnothing\right)$ of rank $\mathrm{m}-1$. Hence by the induction hypothesis $\exists$ an
ordering $B-\left\{e_{1}\right\}=\left\{e_{2}, e_{3}, \ldots, e_{m}\right\}$ of $B-\left\{e_{1}\right\}$ such that $\wedge i \in\{2, \ldots, m\} \quad\left(B-\left\{e_{1}, e_{i}\right\}\right) \cup\left\{e_{i}^{\prime}\right\} \in \tilde{W} \quad$ and $\left\{e_{2}, \ldots, e_{i}, e_{i+1}^{\prime}, \ldots, e_{m}^{\prime}\right\} \in \tilde{W}, \quad$ i.e. $\wedge i \in\{2, \ldots, m\}$ $\left(B-\left\{e_{i}\right\}\right) \cup\left\{e_{i}^{\prime}\right\} \in W$ and $\left\{e_{1}, \ldots, e_{i}, e_{i+1}^{\prime}, \ldots, e_{m}^{\prime}\right\} \in W$. Finally $\left(B-\left\{e_{1}\right\}\right) \cup\left\{e_{1}^{\prime}\right\} \in W$ and $\left\{e_{1}, e_{2}^{\prime}, \ldots, e_{m}^{\prime}\right\}=\left(B^{\prime}-\left\{e_{1}^{\prime}\right\}\right) \cup\left\{e_{1}\right\} \in W \quad$ by definition of $e_{1}$.

The proof of Theorem 25(c) follows analogously.

Remark. Brylawski [42] also proved Theorem 24 and Theorem 26 below using the concepts introduced in this section.

## §5.4. Symmetric Set Exchange.

Let $A$ be an ( $m \times n$ )-matrix with coefficients in the field $\mathbb{F}$ and IF-rank $m$, and let $M_{I F}(A)$ be the associated matrix-matroid (cf. Example 1 of §3.1). If $S \subset E$, let $M(S)$ denote the corresponding submatrix of $A$. Now let $B, B^{\prime} \in W$, i.e. $M(B)$ and $M\left(B^{\prime}\right)$ are non-singular ( $m \times m$ )-submatrices of A. By taking the columns of $M\left(B^{\prime}\right)$ as basis of $\mathrm{FF}^{\mathrm{m}}$ we can without loss of generality assume that $M\left(B^{\prime}\right)=I_{m}$. Let $S \subset B$. Then the classical Laplace expansion of det $M(B)$ with respect to $S$ gives

$$
\operatorname{det} M(B)=\sum_{S^{\prime} \subset B^{\prime}} \pm \operatorname{det} M\left((B-S) \cup S^{\prime}\right) . \operatorname{det} M\left(\left(B^{\prime}-S^{\prime}\right) \cup S\right) .
$$

As det $M(B) \neq 0$, some term on the right must be $\neq 0$, which proves the following generalisation of Theorem 24 for matrixmatroids:

Theorem 26. Let $M$ be a matroid on $E$ and $B, B^{\prime} \in W$. Then $\wedge \operatorname{SCB} \exists S^{\prime} \subset B^{\prime}$ such that

$$
(B-S) \cup S^{\prime} \in W \quad \text { and } \quad\left(B^{\prime}-S^{\prime}\right) \cup S \in W \text {. }
$$

Remark. If $S$ and $S^{\prime}$ have the properties given in the theorem, then it follows readily that $S^{\prime} \cap^{\prime}=\operatorname{s'\cap } B$ and $|S|=\left|S^{\prime}\right|$.

Proof (1). (Woodall [37]).
Let $m:=r(E)=|B|=\left|B^{\prime}\right|=r a n k$ of $M$, and $k:=|S|$. We will prove the theorem for the case $B \cap B^{\prime}=\varnothing$. Then the theorem follows by considering instead of $M$ the contraction matroid $M \cdot\left(E-\left(B \cap B^{\prime}\right)\right)$ with basis set $\left\{\tilde{B}-\left(B \cap B^{\prime}\right): B \cap B^{\prime} \subset \tilde{B} \in \mathbb{W}\right\}$ and rank function $r_{c t r}\left(S^{\prime \prime}\right)=r\left(S^{\prime \prime} \cup\left(B \cap B^{\prime}\right)\right)-\left|B \cap B^{\prime}\right|, \quad S^{\prime \prime} \subset E-\left(B \cap B^{\prime}\right)$, and rank $m-|B \cap B \prime|$, and taking $S-B^{\prime}$ instead of $S$ 。
By the submodular inequality we have that $\wedge S^{\prime \prime} \subset E$

$$
\begin{align*}
r\left(S \cup S^{\prime \prime}\right)+r\left((B-S) \cup S^{\prime \prime}\right) & \geqslant r\left(B \cup S^{\prime \prime}\right)+r\left((S \cap(B-S)) \cup S^{\prime \prime}\right) \\
& =m+r\left(S^{\prime \prime}\right) . \tag{*}
\end{align*}
$$

Let $M_{1}:=(M \cdot(E-(B-S))) \times B^{\prime}, \quad$ then $\wedge S^{\prime \prime} \subset B^{\prime}$
$r_{1}\left(S^{\prime \prime}\right)=r(S " \cup(B-S))-m+k, \quad$ and the rank of $M_{1}$ is $k$ 。
Let $M_{2}:=\left(M^{*} \times(E-S)\right) \cdot B^{\prime}$, then $\wedge S^{\prime \prime} \subset B^{\prime}$
$\mathbf{r}_{2}\left(S^{\prime \prime}\right)=\mathbf{r}^{*}\left(S^{\prime \prime} \cup\left(E-\left(S \cup B^{\prime}\right)\right)-r^{*}\left(E-\left(S \cup B^{\prime}\right)\right)\right.$

$$
=|S "|+r\left(S \cup\left(B^{\prime}-S "\right)\right)-m \quad \text { by Theorem } 11(b),
$$

and the rank of $M_{2}$ is $k$.
Now Edmonds' Matroid Intersection Theorem (cf. Theorem 69 of
Edmonds [10] and Theorem 4 of Welsh [34]) states:
Two matroids $M\left(E, r_{1}\right), M\left(E, r_{2}\right)$ have a common independent set of $k$ elements if and only if

$$
\wedge S \subset E \quad r_{1}(S)+r_{2}(E-S) \geqslant k
$$

For $M_{1}$ and $M_{2}$ we have: $\bigwedge S^{\prime \prime} \subset B^{\prime}$
$r_{1}\left(S^{\prime \prime}\right)+r_{2}\left(B^{\prime}-S^{\prime \prime}\right)=\left(r\left(S^{\prime \prime} \cup(B-S)\right)-m+k\right)+\left(r\left(S \cup S^{\prime \prime}\right)-\left|S^{\prime \prime}\right|\right)$ $\geqslant k$ by (*).
Hence $\exists S^{\prime} \subset B^{\prime}$ with $r_{1}\left(S^{\prime}\right)=r_{2}\left(S^{\prime}\right)=\left|S^{\prime}\right|=k$, i.e.

$$
r\left(S^{\prime} \cup(B-S)\right)=r\left(S \cup\left(B^{\prime}-S^{\prime}\right)\right)=m .
$$

Proof (2). (Greene and Magnanti [45]).
Let $m$ and $k$ be as in Proof (1), and again we can without loss of generality assume that $B \cap B^{\prime}=\varnothing$. Furthermore, let $M_{1}$ be as in Proof (1).
Let $M_{3}:=(M \cdot(E-S)) \times B^{\prime}, \quad$ then $\wedge S^{\prime \prime} \subset B^{\prime}$
$r_{3}\left(S^{n}\right)=r\left(S^{n} \cup S\right)-k$, and the rank of $M_{3}$ is m-k. We note that $M_{3}^{*}=M_{2}$ of Proof (1).
Now the Matroid Partition Theorem of Edmonds and Fulkerson ([12]) states:
Let $n \in \mathbb{N}_{+}$and $M\left(E, r_{i}\right), i \in\{1, \ldots, n\}$, be matroids on $E$. Then $E$ can be partitioned into a family of subsets $S_{1}, S_{2}, \ldots, S_{n}$, such that $\wedge i \in\{1, \ldots, n\} \quad S_{i} \in F_{i}$, if and only if

$$
\Lambda s \in E \quad \sum_{i=1}^{n} r_{i}(s) \geqslant|s|
$$

For $M_{1}$ and $M_{3}$ we have: $\bigwedge S^{n \prime} \subset B^{\prime}$

$$
\begin{aligned}
r_{1}\left(S^{\prime \prime}\right)+r_{3}\left(S^{\prime \prime}\right) & =\left(r\left(S^{\prime \prime} \cup(B-S)\right)-m+k\right)+\left(r\left(S^{\prime \prime} \cup S\right)-k\right) \\
& \geqslant\left|S^{\prime \prime}\right| \quad \text { by }(*) \text { of Proof }(1) .
\end{aligned}
$$

Hence $\exists S^{\prime} \subset B^{\prime}$ with $r_{1}\left(S^{\prime}\right)=\left|S^{\prime}\right|$ and
$r_{3}\left(B^{\prime}-S^{\prime}\right)=\left|B^{\prime}-S^{\prime}\right|=m-\left|S^{\prime}\right|$,
i.e. $\quad r\left(S^{\prime} \cup(B-S)\right)=\left|S^{\prime}\right|+m-k \quad$ and
$r\left(S \cup\left(B^{\prime}-S^{\prime}\right)\right)=m+k-\left|S^{\prime}\right|$ 。
As $r\left(S \cup\left(B^{\prime}-S^{\prime}\right)\right) \leqslant m, i t$ follows that $\left|S^{\prime}\right| \geqslant k$, and as $r\left(S^{\prime} \cup(B-S)\right) \leqslant m, i t$ follows that $\left|S^{\prime}\right| \leqslant k$, hence $\left|S^{\prime}\right|=k$, and $r\left(S \cup\left(B^{\prime}-S^{\prime}\right)\right)=r\left(S^{\prime} \cup(B-S)\right)=m 。$

## Remark.

A lengthy but direct proof of Theorem 26 was given by Greene [14].
See also the Remark at the end of the previous section.

## §5．5．Bijective Set Replacement．

Theorem 26 gives rise naturally to the following generalisation of Theorem 25.

Theorem 27．Let $M$ be a matroid and $B, B^{\prime} \in W$ ．
（a）（Greene and Magnanti［45］）．Suppose that B has been parti－ tioned into a family of subsets $S_{1}, S_{2}, \ldots, S_{n}$ 。Then $B^{\prime}$ can be partitioned into a family of subsets $S_{1}^{\prime}, S_{2}^{\prime}, \ldots, S_{n}^{\prime}$ such that $\wedge i \in\{1, \ldots, n\} \quad\left(B-S_{i}\right) \cup S_{i}^{\prime} \in W \quad$ and $\quad B_{i}:=\left(\bigcup_{j=1}^{i} S_{j}\right) \cup\left(\bigcup_{j=i+1}^{n} S_{j}^{\prime}\right) \in W$ 。 （b）Suppose that $B^{\prime}$ has been partitioned into a family of subsets $S_{1}^{\prime}, S_{2}^{\prime}, \ldots, S_{n}^{\prime}$ ．Then $B$ can be partitioned into a family of subsets $S_{1}, S_{2}, \ldots, S_{n}$ such that $\Lambda i \in\{1, \ldots, n\}$ $\left(B-S_{i}\right) \cup S_{i} \in W$ and $B_{i} \in W_{\text {。 }}$

Proof。 The earlier proofs by induction over i generalise readily to yield proofs of the above．

## Remark．

Greene and Magnanti［45］gave a proof of all of（a）except $B_{i} \in W$ ， using the Matroid Partition Theorem of Edmonds and Fulkerson （cf．Proof（2）of Theorem 26）and a generalised submodular inequality．

## §5.6. A Further Symmetric Set Exchange Property.

Theorem 28. (Greene [44]). Let $M$ be a matroid on $E$ and $B, B^{\prime} \in W$. If $S \subset B-B^{\prime}$ and $S^{\prime} \subset B^{\prime}-B$ with $|S|+\left|S^{\prime}\right|>r(E)$, then $\exists$ non-empty subsets $S_{0} \subset S$ and $S_{0}^{\prime} \subset S^{\prime}$ such that $\left(B-S_{0}\right) \cup S_{0}^{\prime} \in W$ and $\left(B^{\prime}-S_{0}^{\prime}\right) \cup S_{0} \in W$.

Remarks. The theorem is trivial if $S \cap S^{\prime} \neq \varnothing:$ take $S_{o}=S_{o}^{\prime}=S \cap S^{\prime}$. Furthermore, if $S \cap S^{\prime}=\varnothing$ and $S_{o}$ and $S_{o}^{\prime}$ have the properties given in the theorem, then $S_{o} \cap B^{\prime}=\varnothing$ and $S_{o}^{\prime} \cap B=\varnothing$ by the Remark after Theorem 26.

Proof. $\dagger$ Let $m:=r(E)$. We can without loss of generality assume that $S=\left\{e_{1}, e_{2}, \ldots, e_{k}\right\}$, where $k \in\{1, \ldots, m\}$, and $\left|S^{\prime}\right|=m-k+1$. Let $C_{i}$ be the fundamental circuit corresponding to $e_{i} \in S$ with respect to $B^{\prime}$, and $S_{i}:=C_{i} \cap S^{\prime}, T_{i}:=C_{i} \cap\left(B^{\prime}-S^{\prime}\right)$, i.e. $C_{i}=S_{i} \cup T_{i} \cup\left\{e_{i}\right\}, \quad i \in\{1, \ldots, k\}$ 。
(a) $K:=\left\{\tilde{S} \subset S: \widetilde{S} \neq \varnothing \wedge \wedge e_{i} \in \tilde{S} \quad S_{i} \not \subset \overline{B-\widetilde{S}}\right\} \neq \varnothing:-$ Suppose $K=\varnothing$. Then by renumbering the $e_{i} \in S$, we have: $S \notin K$ because $S_{1} \subset \overline{B-S}$, $S-\left\{e_{1}\right\} \notin K$ because $S_{2} \subset \overline{(B-S) \cup\left\{e_{1}\right\},}$
$\left\{e_{k}\right\} \notin K$ because $\left.S_{k} \subset \overline{B-\left\{e_{k}\right.}\right\}$.
 have $e_{1} \in C_{1} \subset V \cup\left\{e_{1}\right\}$ and thus $e_{1} \in \bar{V}=V$ by Theorem $7(g) \quad$ (cf. footnote on por).
$\dagger$ The above proof is an extended version of the proof given by Greene which applies only to combinatorial geometries (normal matroids all of whose elements are closed) and uses latticetheoretic operators.

As $S_{2} \subset \overline{(B-S) \cup\left\{e_{1}\right\} \subset V}$ and $T_{2} \subset V$ ，we have $e_{2} \in C_{2} \subset V \cup\left\{e_{2}\right\}$ and thus $\quad e_{2} \in \bar{V}=V$ by Theorem 7（g）．

Continuing in this way，we see that $S \subset V$ and thus $B \subset V$ which is a contradiction as $r(B)=m$ and

| $r(V)$ | $\leqslant r(B-S)+r\left(B^{\prime}-S^{\prime}\right)$ by the submodular inequality and |
| ---: | :--- |
|  | $=(m-k)+(k-1)=m-1$. |

（b）$\left(S_{0}\right.$ is minimal in $\left.K\right) \Longrightarrow\left(S_{o}\right.$ can be exchanged symmetrically）：
（i）$\left|S_{0}\right|=1$ ．Suppose $S_{0}=\left\{e_{1}\right\}$ 。As $S_{0} \in K$ ，we have $S_{1} \notin \overline{B-\left\{e_{1}\right\}}$ ， hence $\exists e^{\prime} \in S_{1}-\overline{B-\left\{e_{1}\right\}} \subset C_{1}-\overline{B-\left\{e_{1}\right\}}$ ．Then by（b）of the Lemma in §5．1 $e_{1}$ and $e^{\prime}$ can be exchanged symmetrically．Hence we take $S_{o}^{\prime}:=\left\{e^{\prime}\right\}$ 。
（ii）$\left|S_{o}\right|>1 . \quad$ If $e_{i} \in S_{o}$, then $S_{o}-\left\{e_{i}\right\} \notin K$ by minimality of $S_{o}$ ， hence $\exists e_{j} \in S_{o}-\left\{e_{i}\right\}$ such that $S_{j} \subset \overline{\left(B-S_{o}\right) \cup\left\{e_{i}\right\} . \operatorname{Put} f(i):=} j$ ， then $f: S_{o} \longrightarrow S_{o}$ is injective，hence bijective：suppose $i \neq i^{\prime}$ and $f(i)=f\left(i^{\prime}\right)=: j$ ，and let $X:=\left(B-S_{o}\right) \cup\left\{e_{i}\right\}$ ， $Y:=\left(B-S_{o}\right) \cup\left\{e_{i},\right\}$ 。Then $S_{j} \subset \bar{X} \cap \bar{Y} \supset \overline{B-S_{o}}$ by Theorem $7(d(1))$ ，and $m-\left|S_{o}\right|=r\left(B-S_{o}\right) \leqslant r(\bar{X} \cap \bar{Y})$

$$
\begin{aligned}
& \leqslant r(X)+r(Y)-r(X \cup Y) \quad \text { (cf. Theorem } 7(d(3)) \\
& =2\left(m-\left|S_{0}\right|+1\right)-\left(m-\left|S_{o}\right|+2\right)=m-\left|S_{o}\right|
\end{aligned}
$$

Hence by Theorem $7(e)$ and（d（2））$\overline{B-S_{o}}=\overline{\bar{X}} \cap \overline{\bar{Y}}=\bar{X} \cap \bar{Y}$ ．Thus $S_{j} \subset \overline{B-S_{o}}$ contradicting $S_{o} \in K$ ．
Suppose $e_{i} \in S_{o}$ ．Then by the above $S_{f(i)} \subset \overline{\left(B-S_{o}\right) \cup\left\{e_{i}\right\}}$ ，but $S_{f(i)} \not \subset \overline{B-S_{o}}$ as $S_{o} \in K$ ．Hence $\exists e_{i}^{\prime} \in S_{f(i)}-\overline{B-S_{o}}$ ，and by Theorem $7(h) \quad e_{i} \in \overline{\left(B-S_{0}\right) \cup\left\{e_{i}^{T}\right\}}$ ，i．e．$\overline{\left(B-S_{o}\right) \cup\left\{e_{i}\right\}}=\overline{\left(B-S_{o}\right) \cup\left\{e_{i}^{\prime}\right\}}$ 。

Let $I:=\left\{i \in\{1, \ldots, k\}: e_{i} \in S_{o}\right\}$, then the sets $S_{f(i)}-\overline{B-S_{o}}$, $i \in I$, are pairwise disjoint: as $f$ is bijective we need only show $\left(S_{f(i)}-\overline{B-S_{o}}\right) \cap\left(S_{f\left(i^{\prime}\right)}-\overline{B-S_{o}}\right)=\varnothing$ for $i \neq i^{\prime}$. Now $e^{\prime} \in\left(S_{f(i)}-\overline{B-S_{o}}\right) \cap\left(S_{f\left(i^{\prime}\right)}-\overline{B-S_{o}}\right) \Longrightarrow e_{i}, e_{i}, \in \overline{\left(B-S_{o}\right) \cup\left\{e^{\prime}\right\} \Longrightarrow} \Longrightarrow$
$\overline{\left(B-S_{o}\right) \cup\left\{e_{i}, e_{i}{ }^{\prime}\right\}}=\overline{\left(B-S_{o}\right) \cup\left\{e^{\prime}\right\}}$, contradiction, as $r\left(\left(B-S_{o}\right) \cup\left\{e_{i}, e_{i},\right\}\right)=m-\left|S_{o}\right|+2$ and $r\left(\left(B-S_{o}\right) \cup\left\{e^{\prime}\right\}\right) \leqslant m-\left|S_{0}\right|+1$. Hence the é, $i \in I$, are distinct. Now $\Lambda i \in I$ $e_{i} \in\left(B-S_{o}\right) \cup\left\{e_{i}^{\prime}: i \in I\right\}$, hence $\left(B-S_{o}\right) \cup\left\{e_{i}^{\prime}: i \in I\right\} \in W$ by Theorem 7(j).

As each $e_{i}^{\prime}, i \in I$, lies in exactly one of the $C_{j}, j \in I$, namely $e_{i}^{\prime} \in C_{f(i)}$, it follows, letting $I=:\left\{i_{1}, i_{2}, \ldots, i_{\left|S_{0}\right|}\right\}$, that $\Lambda j \in\left\{2, \ldots,\left|S_{o}\right|\right\}$
$C_{f\left(\mathbf{i}_{\mathbf{j}}\right)} \subset\left(B^{\prime}-\left\{\mathrm{e}_{\mathbf{i}_{\mathbf{1}}}, \ldots, \mathrm{e}_{\mathbf{i}_{\mathbf{j}-1}}\right\}\right) \cup\left\{\mathrm{e}_{\mathbf{f}\left(\mathrm{i}_{\mathbf{1}}\right)}, \ldots, \mathrm{e}_{\mathbf{f}\left(\mathbf{i}_{\mathbf{j}}\right)}\right\}$,
hence it follows from (a) of the Lemma in $\S 5.1$ by induction that $\wedge j \in\left\{1, \ldots,\left|S_{o}\right|\right\}$

$$
\left(B^{\prime}-\left\{e_{\mathbf{i}_{1}}^{\prime}, \ldots, e_{i_{j}}^{\prime}\right\}\right) \cup\left\{e_{f\left(i_{1}\right)}, \ldots, e_{f\left(i_{j}\right)}\right\} \in w .
$$

Thus we take $S_{o}^{\prime}:=\left\{e_{i}^{\prime}: i \in I\right\}$.

## Remarks.

It is natural to ask whether $S_{o}$ and $S_{o}^{\prime}$ can be so chosen in Theorem 28, that the symmetric set exchange can be effected in a serial symmetric point exchange of $\left|S_{0}\right|$ steps. The matrix-matroid example considered in §5.2 yields the following counterexample.

Take $B:=\left\{a_{1}, a_{4}, a_{5}\right\}, B^{\prime}:=\left\{a_{2}, a_{3}, a_{6}\right\}, S:=\left\{a_{1}, a_{4}\right\}$, $S^{\prime}:=\left\{a_{3}, a_{6}\right\}$. Then one easily checks that there is just one possibility: $S_{0}:=S$ and $S_{o}^{\prime}:=S^{\prime}$, and no serial symmetric point exchange of two steps will effect this symmetric set exchange.

If however it is a question of finding some $S_{o}^{\prime} \subset B^{\prime}$ not necessarily with $S_{o}^{\prime} \subset S^{\prime}$, such that $S_{o}^{\prime}$ and a given $S_{o} \subset B$ can be exchanged symmetrically and a serial symmetric point exchange of $\left|S_{0}\right|$ steps exists, then the answer is yes if $\left|S_{o}\right|=2$, as was proved by Greene and Magnanti [45]. In the above example $S_{0}^{\prime}:=\left\{a_{2}, a_{3}\right\}$ or $\left\{a_{2}, a_{6}\right\}$ would yield the required properties.
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[^0]:    $\dagger \mathrm{cf}$. Definition (5) of §1.1。
    $\dagger \dagger$ The implication $\Longrightarrow$ of the first equivalence is true for $e \in$.

[^1]:    $\dagger$ cf．Definition（5）of §1．1．

[^2]:    $\dagger \mathrm{cf}$. Definition (5) of §1.1.

