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Aims and Scope

The series Structure and Bonding publishes critical reviews on topics of research

concerned with chemical structure and bonding. The scope of the series spans the

entire Periodic Table and addresses structure and bonding issues associated with all of

the elements. It also focuses attention on new and developing areas of modern

structural and theoretical chemistry such as nanostructures, molecular electronics,

designed molecular solids, surfaces, metal clusters and supramolecular structures.

Physical and spectroscopic techniques used to determine, examine and model struc-

tures fall within the purview of Structure and Bonding to the extent that the focus is on
the scientific results obtained and not on specialist information concerning the

techniques themselves. Issues associated with the development of bonding models

and generalizations that illuminate the reactivity pathways and rates of chemical

processes are also relevant

The individual volumes in the series are thematic. The goal of each volume is to give

the reader, whether at a university or in industry, a comprehensive overview of an area

where new insights are emerging that are of interest to a larger scientific audience.

Thus each review within the volume critically surveys one aspect of that topic and

places it within the context of the volume as a whole. The most significant develop-

ments of the last 5 to 10 years should be presented using selected examples to illustrate

the principles discussed. A description of the physical basis of the experimental

techniques that have been used to provide the primary data may also be appropriate,

if it has not been covered in detail elsewhere. The coverage need not be exhaustive in

data, but should rather be conceptual, concentrating on the new principles being

developed that will allow the reader, who is not a specialist in the area covered, to

understand the data presented. Discussion of possible future research directions in the

area is welcomed.

Review articles for the individual volumes are invited by the volume editors.

In references Structure and Bonding is abbreviated Struct Bond and is cited as a

journal.
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Preface

Contemporary science is ever more reliant on elucidating the structure and function

of matter’s molecular building blocks, be it in medical or materials research. Much

of today’s scientific progress hence depends crucially on the ability to measure

molecular structure and mechanism with ever-increasing sensitivity and accuracy,

with regard to both spatial and temporal resolutions. Electron paramagnetic reso-

nance (EPR) with its wide armoury of powerful techniques has long been estab-

lished as a versatile and powerful tool in the study of both structure and dynamics of

molecular systems. Thanks to the development of site-directed mutagenesis meth-

odologies, the availability of suitable spin labels and the simultaneous technologi-

cal and methodological developments, the applicability of the technique

particularly for the study of biological molecules and their assemblies seems

virtually boundless.

Many of the recent advances and applications of EPR spectroscopy relate to the

determination of structural constraints on the nanometre scale obtained from

systems containing paramagnetic centres, such as cofactors, metals, metal clusters

or indeed spin labels. Continuous wave (CW) and pulse EPR techniques exploit the

dipolar coupling between these paramagnetic centres in order to determine their

inter-spin distance(s). Double electron–electron resonance (DEER) or synony-

mously pulsed electron double resonance (PELDOR) is the EPR technique most

widely applied to the determination of distance constraints between paramagnetic

centres in frozen solutions or powders. Double quantum coherence (DQC) EPR

yields at least the same distance information as well as having several other virtues,

but is not as widespread due to the higher power requirements that are not provided

by most pulse spectrometers.

Over recent years the desire to study ever more complex (mainly biological)

systems has prompted the further development of both the spectroscopic techniques

(including novel or modified pulse sequences) and sophisticated data analysis and

interpretation methods. The design and synthesis of new spin labels has been driven

by ambitious goals such as the study of protein structure and dynamics in cells. At

the same time, the need for higher sensitivity such as what has been achieved at
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Ku-band has led to an increased interest in even higher frequency PELDOR at

Q- and W-band.

This volume of Structure and Bonding is devoted to a review of the state-of-the-

art EPR techniques in the determination of structure and dynamics of biological

systems with a particular focus on inter-spin distance measurements, some 13 years

after the excellent review of the same subject by L. J. Berliner, S. S. Eaton and G. R.

Eaton (Distance Measurements in Biological Systems by EPR, Vol. 19, 2000,

Kluwer Academic/Plenum Publishers, New York).

Borbat and Freed commence the series with an extensive review of the theoreti-

cal concepts of DQC EPR and DEER in the chapter “Pulse Dipolar Electron Spin

Resonance: Distance Measurements”. Technical aspects and sensitivity considera-

tions are discussed in detail, as well as a new 5-pulse DEER sequence enabling

higher sensitivity and longer-range distance measurements. They show that these

three complementary techniques, which they implemented at Ku-band, offer out-

standing versatility and very high sensitivity.

Jeschke discusses the data analysis and interpretation of experimental PELDOR

data in the chapter “Interpretation of Dipolar EPR Data in Terms of Protein

Structure”. Strategies for extracting information from the PELDOR trace

(i.e. mean inter-spin distance, distance distribution, number of spins and local

concentration) are described as well as the measurement conditions required for

optimal data collection and analysis. Furthermore, methods to infer backbone–

backbone distances from label–label distances are reviewed.

The methods for spin labelling of proteins and nucleic acids are examined in the

chapter “Site-Directed Nitroxide Spin Labeling of Biopolymers” by Shelke and

Sigurdsson. The three approaches, i.e. site-directed Nitroxide Spin Labeling, spin

labelling through biopolymer synthesis and non-covalent labelling, are described in

detail for proteins and nucleic acids. The authors also provide a comprehensive

overview of available spin labels and their characteristics.

Goldfarb reviews the existing methods of distance determination on systems

with paramagnetic metal-based spin labels, with a particular emphasis on Gd3+ in

the chapter “Metal-Based Spin Labeling for Distance Determination”. The advan-

tages and limitations of metal-based spin labels over nitroxide spin labels are

presented, and a new approach to spin labelling based on high-spin metal ions

such as Mn2+ and Gd3+ is introduced. It is shown that the use of Gd3+ spin labels in

high-field measurements may lead to a much increased sensitivity as demonstrated

for a series of model systems.

Klare and Steinhoff focus on the use of CW EPR and pulse EPR methods to

obtain information on spin label side chain mobility, solvent accessibility, environ-

ment polarity and inter-spin distances with particular emphasis on membrane-

bound proteins in the chapter “Structural Information from Spin-Labelled Mem-

brane-Bound Proteins”. The theoretical background and techniques for determina-

tion of these properties are reviewed, and examples showing the use of these

techniques for the determination of structure and dynamics of membrane proteins

are given.
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Ward and Schiemann explore the recent developments and applications in the

study of oligonucleotides by CW and pulse dipolar EPR in the chapter “Structural

Information from Oligonucleotides”. Studies on model DNA and RNA systems

aimed at establishing the range, accuracy and robustness of distance determination

using PELDOR on these systems are presented, as well as the use of PELDOR to

identify structure elements and determine conformational changes.

Bowen at al. describe the practical and theoretical aspects of orientation-

selective PELDOR in the chapter “Orientation-Selective DEER Using Rigid Spin

Labels, Cofactors, Metals, and Clusters”. Experimental approaches to orientation-

selective PELDOR at different frequencies, methods for the calculation of

orientation-selective PELDOR traces and the interpretation of experimental data

in terms of both distance and orientation of pairs of spin labels are discussed in

detail. The chapter concludes with a report on recent applications employing

nitroxide spin-labelled and metal containing systems.

Oxford, United Kingdom Christiane R. Timmel

Jeffrey R. Harmer
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Pulse Dipolar Electron Spin Resonance: Distance

Measurements

Peter P. Borbat and Jack H. Freed

Abstract In recent years electron spin resonance (ESR) has provided the means to

obtain structural constraints in the field of structural biology on the nanoscale by

measuring distances between paramagnetic species, which usually have been

nitroxide spin-labels. These ESR methods enable the measurement of distances

over the wide range from ca. 6–10 Å to nearly 90 Å. While cw methods may be

used for the shortest distances, it is the pulse methods that enable this wide range, as

well as determination of the distributions in distance. In this chapter we first describe

the underlying theoretical concepts for understanding the principal pulse methods of

double quantum coherence (DQC)-ESR and double-electron–electron-resonance

(DEER), which we collectively refer to as Pulse-Dipolar ESR Spectroscopies

(PDS). We then provide technical aspects of pulse ESR spectrometers required for

high quality PDS studies. This is followed by an extensive description of sensitivity

considerations in PDS, based largely upon our highly sensitive 17.3 GHz pulse

spectrometer at ACERT. This description also includes a comparison of the effec-

tiveness of the respective PDS pulse methods. In addition, the newer methods of

5-pulse DEER, which enables longer distances to be measured than by standard

DEER, and 2D-DQC, which provides a convenient mapping for studying orienta-

tional coherence between spin labels and their interspin vector, are described.

Keywords ESR � PDS � DQC � DEER � Dipole-dipole � PELDOR � Spin-label

Contents

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

2 Distance Measurements by ESR . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

2.1 General Aspects, Electron Spin Dipolar Coupling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

2.2 cw ESR Method and Its Range . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7

P.P. Borbat and J.H. Freed (*)

Department of Chemistry and Chemical Biology, ACERT National Biomedical Center for

Advanced ESR Technology, Cornell University, Ithaca, NY 14853-1301, USA



2.3 Pulse Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

2.4 Relaxation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

2.5 Distance Ranges . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

2.6 Distance Distributions and Extracting Distance Information . . . . . . . . . . . . . . . . . . . . . . . . . 33

2.7 Orientational Effects in PDS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

2.8 Multi-spin Effects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

3 Technical Aspects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

3.1 Spectrometers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

4 Sensitivity Considerations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

4.1 Sensitivity in PDS Experiment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

4.2 Short Distances, Low Concentrations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

4.3 Long Distances . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

4.4 Distances in the Optimal PDS Range . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

4.5 Examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

5 Newer Aspects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

5.1 5-Pulse DEER . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

5.2 More on Sensitivity: Method Comparison . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

5.3 2D-DQC: Orientations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

5.4 Multifrequency . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

6 Summary and Perspectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

Appendix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

Signals in 3,4,5-Pulse DEER Sequences . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

Abbreviations

cw Continuous-wave

DEER Double electron–electron resonance

DQ, DQC Double-quantum, double-quantum coherence

DQF Double-quantum filtering

ESEEM Electron spin-echo envelope modulation

ESR Electron spin resonance

FID Free induction decay

hf Hyperfine

log Natural logarithm

MEM Maximum entropy method

MTSSL Methane-thiosulfonate spin-label

mw Microwave

PDS Pulsed dipolar spectroscopy

PELDOR Pulsed electron–electron double resonance

RPE Refocused primary echo

SNR Signal-to-noise ratio

SQ, SQC Single-quantum, single-quantum coherence

SSPA Solid-state power amplifier

TWTA Traveling-wave tube amplifier

2 P.P. Borbat and J.H. Freed



1 Introduction

Applications of pulse and continuous-wave (cw) electron spin resonance (ESR) in

the field over the last decade [1–15] even surpass the more traditional study of

molecular dynamics [16–19]. ESR has provided the means to obtain structural

constraints on the nanoscale by measuring distances between paramagnetic species,

which usually have been nitroxide spin-labels. Both, cw [8, 9] and pulsed [1–3, 5–7,

10–15, 20] ESR, have been useful in this regard. However, pulsed ESR methods are

not limited to just nitroxides; all possible combinations amongst nitroxides, radical

cofactors, and transition metal ions have been investigated [10, 21–28]. Taken

together, cw and pulsed ESR enable the measurement of distances over the wide

range from ca. 6–10 Å to nearly 90 Å, with only the shorter range of ESR-

measurable distances readily accessible to cw ESR.

Distance measurement by pulsed double electron–electron resonance (DEER,

also referred to as PELDOR) [29–32] was introduced as an alternative for isolating

weak electron–electron dipolar couplings from electron-spin-echo decays, which are

usually dominated by relaxation and nuclear modulation effects [33, 34]. Since then

several other pulsed methods of distance measurements were introduced [15, 35–38]

and most notable is double-quantum coherence ESR (DQC ESR or DQC for short)

[15, 35]. Applications of the mainstream pulse methods of DEER and DQC to

structural problems in biology have been growing rapidly over the past few years

[2, 5, 11, 12, 39–42]; consequently, in this chapter the focus is on them. At ACERT,

we intensively apply and actively develop all aspects for both methods. Therefore,

we refer to them collectively as pulse dipolar ESR spectroscopy (PDS), since the

inclusion of the term “dipolar” makes clear their function and removes any ambigu-

ity with respect to classic ELDOR [43–45]. Continuing progress has been made over

the last decade in new and improved pulse ESR methods and instrumentation. This

includes the development of pulse spectrometers at several working frequencies

[46–50]; resonators [51–57]; new pulse sequences [15, 36, 58–61]; methods of data

analysis and structure modeling [1, 62–71]; and expanding the application base.

Even though, as we will demonstrate, our pulse spectrometers at ACERT have

achieved high sensitivity permitting one to record very high quality data on samples

with biomolecular concentrations in the lowmicromolar range, this is still insufficient

to satisfy the ever-growing demand of related biomedical research. At ACERT this

includes multiple collaborations and in-house research. The Center spectrometers,

having been in continuous operation for several years, have provided measurements

on several thousand samples, but the demand for measurements is increasing. This is

caused largely by the rapidly growing interest in the distance information that PDS

can uniquely provide, but also by the extensive progress made by biotechnology,

which has greatly improved such aspects of biochemical engineering as protein

expression and purification, enabling the production and spin labeling of mutated

protein variants in large numbers. However, it is clear that in order to continue to

attend to the needs of this rapidly expanding field, it will be primarily necessary to

achieve greater sensitivity and higher throughput than modern state-of-the-art pulse

Pulse Dipolar Electron Spin Resonance: Distance Measurements 3



spectrometers can provide. This motivates new instrumentation developments and

improvements to the existing methods. We show in this chapter examples directed to

this goal.

There are several earlier reviews outlining themethods for distancemeasurements

by ESR [17, 18, 30, 72–76]; however, we include in this chapter some background

material and emphasize the methodology and the latest developments through

examples taken from our laboratory.

2 Distance Measurements by ESR

In the following subsections we provide the background for PDS methods in

general, starting with the descriptions of DEER (or PELDOR) and DQC for the

ideal two-spin system. Then we will comment on additional essential aspects, such

as relaxation, multi-spin systems, intermolecular effects, distance range and

distributions, data processing, and orientations.

2.1 General Aspects, Electron Spin Dipolar Coupling

The ESR distance measurements described in this chapter are all conducted in

low-temperature frozen solutions, typically using nitroxide spin labels. At the heart

of the method is measuring the static dipole–dipole coupling between the spins

of unpaired electrons localized in the case of nitroxides on the p–p orbitals of the

NO groups.

The magnetic moments m1,2 of two electron spins 1 and 2, separated by the

distance r ¼ |r12|, interact through space via the electron spin dipole–dipole

interaction

Hdd ¼ 1

r3
ðm1 �m2 � 3ðm1 � n12Þðm2 � n12ÞÞ (1)

where n12 � r12/r. In a formal description, the electron spin magnetic momentmi is

given by mi ¼ ge�hSi with ge the gyromagnetic ratio of an electron spin and Si the

electron spin operator for the ith spin. Equation (1) for Hdd thus may be expressed

(in angular frequency units) as:

Hdd ffi aðS1zS2z � 1

4
ðS1þS2� þ S1�S2þÞÞ (2)

4 P.P. Borbat and J.H. Freed



Here the dependence on r12 of the electron dipolar coupling, a, is given by

aðr; yÞ ¼ odð1� 3 cos2 yÞ (3)

with

od � 2pnd ¼ g2e�h=r
3 (4)

We will call od the “dipolar frequency” (nd is in Hz). In Eq. (3) the angle y is

between the direction of the external magnetic field B0 and r12 as shown in Fig. 1a.

Equation (2), limited to A (secular) and B (pseudosecular) terms of the “dipolar

alphabet,” is valid in high magnetic fields, where the non-secular terms C to F (not

shown) are unimportant [77]. The term in S1zS2z in Eq. (2) is known as the secular

term, and that in S1�S2� the pseudosecular term.

One usually uses the point dipole approximation in employing Eq. (2), i.e., the

electron spins are far enough apart that their distributions (in, e.g., nitroxide p–p
orbitals) are unimportant, i.e., r > 5 Å for nitroxides. An asymmetry parameter

Fig. 1 (a) A pair of electron spins S1 and S2 coupled via the electron spin dipole–dipole

interaction. Vector r12 connecting the spins is directed along the z-axis in the molecular frame

of reference. In this molecular frame the direction of the external magnetic field B0 is determined

by Euler angles h ¼ (0, y, ’). (b) Dipolar coupling a ¼ od(1 � 3 cos2 y) splits the spectrum of

two electron spins resonating ato1 ando2 into doublets. (c) Angular dependence, a(y), is shown as
a roadmap. (d) In isotropic medium the lineshape, resulting from electron dipolar coupling and in

the limit of weak coupling case (Do � |o1 � o2| � od) is the Pake doublet with the prominent

splitting of od. As Do decreases the lineshape becomes more complicated as the two spectra

merge into a single spectrum at Do ffi od, and finally in the limit of like spins for sufficiently

strong coupling, Do � od, the spectrum is again a Pake doublet with the splitting 3od/2

Pulse Dipolar Electron Spin Resonance: Distance Measurements 5



may be necessary in the case of delocalized spin density, e.g., for closely situated

spatially confined tyrosyl radicals, giving rise to a slightly rhombic spectral shape

[78]. If in the absence of the dipolar coupling of Eq. (2), the two electron spins have

resonance frequencies o1 and o2, then, the case of unlike spins may be stated as

od � Do, where Do � |o1 � o2|. In this case, the resonant frequency of each

spin is split into a doublet separated by |a|, as shown in Fig. 1b arising just from the

secular term. The precise value of a thus depends on the angle y, yielding a range of
values of a from �2od to + od. The dipolar spectrum from the PDS experiment

provides this splitting, which in Fig. 1c is plotted for each doublet as a function of

the angle y.
The case of unlike spins requires considering only the secular term in Eq. (2)

and dropping the pseudosecular term. In the opposite case of like spins, that is,

od � Do then the pseudosecular term becomes important and the rhs of Eq. (4)

becomes 3g2e�h=2r
3. Otherwise the results are equivalent. The intermediate case of

od ffi Do is more complex. As Do decreases, the two spectra at Do ffi od start to

fuse into a single spectrum (cf. Fig. 1d), whose shape is obtained by careful

simulation using Eq. (2) including both secular and pseudosecular terms. In the

case of nitroxide spin labels, the two nitroxide spins in a given molecule usually

have their o1 and o2 substantially different. This arises from their different

orientations with respect to the B0 field, so their effective hyperfine (hf) and g
values (arising from their hf and g tensors) are typically different. In the centimeter

range of ESR frequencies (9–17 GHz) and above this means that for nitroxide spins

the unlike spin limit is reached for ca. 20 Å.

In a typical case of an isotropic frozen sample, one observes an average over y,
which contains the whole range of splitting, giving rise to a distinct dipolar

spectrum, known as a Pake doublet [79], as depicted in Fig. 1d (top). For weak

coupling it shows a prominent splitting of od, corresponding to y ¼ 90	, and
another splitting of 2od, corresponding to y ¼ 0	 (Fig. 1d, bottom). As we can

see, even when the two electron spins (e.g., of nitroxides) in a given bilabeled

molecule resonate at two different frequencies, because of different orientations

and/or nuclear magnetic quantum numbers, they still yield a single lineshape (Pake

doublet), resulting from their common dipolar interaction. Assuming one knows the

correct limit (i.e., of weak or strong coupling), the distance r is then immediately

and accurately obtained from a measurement of od. We do not illustrate in the

figure the effects of electron exchange J for the following reason. In the case of

weak dipolar coupling, J is typically too small and can produce only a small inward

or outward shift of the Pake doublet branches, with an overall shape change that is

difficult to assign to a finite J. When J becomes large enough to be measured, od is

in the range of strong coupling and the whole coupling spectrum becomes complex,

especially because od and J are usually distributed.

In cases when od is sufficiently large, it can be determined directly from the

static broadening of the nitroxide cw ESR (or FT ESR) spectrum [9], but this is also

likely to fall into the regime where pseudo-secular terms are significant requiring

careful spectral simulation. As a rule, in cw ESR the dipolar couplings have a small
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effect on the spectrum and are masked by much larger broadenings caused by

magnetic tensor anisotropy. Smaller couplings od necessitate using pulse ESR

methods, as we discuss below. The use of spin echoes in the pulse experiment

cancels the effects of hyperfine and g-tensor interactions, but not of the dipolar

tensor interaction, which produces a distinct temporal evolution of the spin echo,

fromwhich this contribution to the lineshape can be reconstructed. Thus, in all cases,

accurate values of distances are produced from the measured dipolar couplings.

2.2 cw ESR Method and Its Range

Cw ESR has been most often applied to nitroxides, whose powder spectra are

dominated by the (inhomogeneous) broadenings from nitrogen hf and g-tensors,
and unresolved proton superhyperfine couplings. One has to extract what usually is

a small broadening effect from od to the nitroxide powder spectra, which is usually

accomplished by spectral deconvolution [80] or a multiple-parameter fit [9, 81].

When the od is large and the molecule has a rigid structure, fitting cw ESR spectra

can provide such useful details of molecular geometry as nitroxide orientations in

addition to distances [9, 81].

As the distance increases and dipolar broadening is no longer large, measuring

od from cw ESR spectrum broadening may require referencing with the spectra

from singly labeled species to approximate background intermolecular dipolar

broadening. This presents a complication and is not always an option. Incomplete

spin labeling makes the task more complex [82]. Only for distances less than 15 Å,

does the dipolar coupling compete with other inhomogeneous spectral broadenings

and thus can be reliably inferred from cw ESR spectra. If spectral deconvolution is

used, then it should be decided which limit (i.e., of weak or strong coupling) to use.

The worst case error, however, is only (3/2)1/3, i.e., ~2 Å for r < 15 Å,

if the incorrect limit is assumed. When one is not sure, taking as the mean

od ffi ð5=4Þg2e�h2=r3 will result in a maximum error in r of ~1 Å.

The case of strong dipolar coupling has been extensively utilized in cw ESR both in

establishing proximity and in providing quantitative distances [4, 8, 9, 80, 81, 83–85].

Cw ESR is practical for short distances of about 8 Å up to a maximum of approxi-

mately 15–20 Å, with the values for distances under 15 Å being more reliable [86].

Distances in the range of 15–20 Å can be measured, but this usually requires good

referencing as well as the spin concentration closer to the millimolar range.

Since pulse techniques have progressed to the state where they give reliable

distances over a much wider distance range, with the measurements conducted rou-

tinely on just tens of micromolar of protein (or even less at ACERT, see below), the

focus has shifted almost entirely to pulse techniques [72–76]. In the case of a broad

spectrum, such as is encountered for two Cu2+ ions, measuring distances by cw ESR is

not feasible unless the ions are very close, but there is no such serious problem for

PDS [87]. Ku bandDEER and especiallyDQCESR, for example, were successful with

Cu2+–Cu2+ pairs even for distances in the range of 30–50 Å (ACERT, unpublished).
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2.3 Pulse Methods

Pulse ESR conducted on solids is based on detecting a spin-echo, wherein the

inhomogeneous spectral broadening is canceled out [88]. Spin echo temporal

evolution is governed by the weaker effects of spin relaxation, electron–electron

spin dipolar and exchange couplings, and (pseudo-secular) electron-nuclear hyper-

fine and nuclear quadrupole couplings [89–92]. The electron dipolar and exchange

couplings can be isolated from the others by means of a suitable pulse sequence.

Several pulse sequences were designed to obtain the dipolar coupling: PELDOR or

3-pulse DEER, 4-pulse DEER, single-frequency techniques such as “2+1” [38] and

several others [36], methods based on relaxation [37], and DQC [35]. Of these, only

4-pulse DEER and DQC are used often, and the reasons for this will be explained in

this chapter. These pulse sequences, to a varying extent, also help to alleviate the

problem caused by the presence of single-labeled molecules. Their direct signal is

filtered out in DQC, but they do contribute to the background intermolecular dipolar

signal, which is best suppressed by working at low concentrations in DQC, but

cannot be avoided in single-frequency techniques and DEER. These methods of

PDS are routinely used for distances longer than 15 Å [5, 12, 14, 42, 58, 73], and in

DQC it works well down to ~10 Å [11] (cf. Sect. 4.2), thereby overlapping

significantly with the cw ESR range. However, it is much less affected by ineffi-

cient labeling, operates in the low micromolar range, and can readily yield distance

distributions!

2.3.1 Theoretical Background

Most known pulse ESR methods conducted on solids are based on detecting the spin

echo signal. The significant outcome of a PDS experiment is the modulation, by the

electron-spin dipolar coupling, of the spin-echo amplitude as the pulse sequence is

stepped out. In this respect, it belongs to the general class of ESEEM experiments

[89–92], wherein the pulse sequence is stepped out and a series of spin echoes is

acquired in order to obtain the echo modulation, from which weak electron spin

interactions with surrounding nuclei or electrons can be inferred. A suitable pulse

sequence is applied to the spin system initially in thermal equilibrium, and its

associated density matrix evolves under the action of propagators describing the

effects of the microwave pulses, interspersed with free evolution periods. Finally,

the relevant part of the density matrix associated with the transverse magnetization is

selected by using phase cycling to remove the undesired or irrelevant contributions

to the spin-echo signal. The density matrix in thermal equilibrium contains only

diagonal elements, representing just the populations of the energy levels. The

microwave pulses yield off-diagonal density-matrix elements (coherences) with

characteristic phases. One can theoretically manipulate these coherences using a

series of pulse and free evolution propagators to generate the echo of interest.

Stepping out the pulses in their proper sequence produces the time-domain signal
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record, whose shape is determined in part or entirely by the electron-spin dipolar

coupling. The relevant part of the signal, depending on just the encoded

dipolar coupling, is then separated from the rest of the signal and processed into

the dipolar spectrum (e.g., Pake doublet). Then the distance information may be

inferred, or else it may be used as input into distance reconstruction software.

Understanding how this modulation is generated and controlled is thus essential

for optimizing and further developing PDS. We give a relatively simple introduc-

tion. We will employ the density matrix and spin operator formalisms, which can be

applied in different ways depending on the objectives.

The initial density operator in thermal equilibrium, r0 for two electron spins S1,2,

is described by the static spin-Hamiltonian Ĥ0 as:

r0 ¼ expð�Ĥ0=kTÞ
Tr½expð�Ĥ0=kTÞ


/ Ŝ1z þ Ŝ2z; (5)

where the z-axis is defined to coincide with the direction of the external magnetic

field, and the subscripts refer to the two interacting spins. First-order expansion of

Eq. (5) is appropriate for nitroxide spin labels down to liquid helium temperatures

for working frequency up to Ka-band. The time evolution of the spin density

operator r is governed by the Liouville–von Neumann equation.

dr
dt

¼ � i

�h
H�rðtÞ � GðrðtÞ � rð0ÞÞ (6)

Here, H�r � [Ĥ,r] with r being the density matrix, �h is Plank’s constant

divided by 2p, G is the relaxation superoperator, i2 ¼ �1. In frozen solutions,

when dynamic processes are characterized by correlation times tc long enough that
odtc � 1 it is appropriate to introduce relaxation phenomenologically. However, it

should be noted that dynamic processes such as caused by a local acyl group and

collective dynamics or molecular libration do persist down to liquid helium

temperatures and do require careful treatment using Eq. (6). For the purpose of

this section we factor out relaxation by dropping the relaxation superoperator (but

see Sect. 2.4 where it is discussed). Leaving out the relaxation, the density matrix

evolves, under the action of Ĥ as:

dr
dt

¼ � i

�h
½ĤðtÞ; rðtÞ
 (7)

Thus after a period of time Dt for a time-independent Ĥ, the density matrix r(t)
becomes:

rðtþ DtÞ ¼ e�ðiĤDt=�hÞrðtÞ eiĤDt=�h (8a)
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Or by introducing superoperator notation

UrðtÞ���!ĤðDtÞ rðtþ DtÞ (8b)

The superoperator UðDtÞ ¼ expð�iH�Dt=�hÞ is unitary, implying time-reversal.

It can correspond to free-evolution or to pulse excitation. The level of rigor

with which Eq. (8a) is treated depends on the particular objective. In general, for

an accurate description, Eq. (8b) requires numerical treatment. An example of a

numerical implementation to compute the DQC ESR signal carried out in Hilbert

space using a series of transformations of Eq. (8a) was described in [93] but is not

discussed in this Chapter, thus limiting this subject to a more basic discussion based

on the concept of coherences and spin operator techniques.

2.3.2 Coherences

A pulse ESR experiment is essentially based on creation and manipulation of

electron-spin (and nuclear-spin) coherences. It is the time evolution of electron-

spin coherences under the action of the electron–electron spin dipolar interaction

that makes it possible to determine this coupling and then to infer the distance.

We already stated that for a quantum system in thermal equilibrium, only the

diagonal density matrix elements are nonzero and they represent the populations of

the corresponding energy levels. The absence of off-diagonal elements corresponds

to the fundamental assumption of having random phases between any two states of

the quantum system at thermal equilibrium. The diagonal elements are automatically

independent of the spin phases. In modern parlance, these elements have a coherence

order of 0. However, away from equilibrium a correlation between pairs of

eigenstates may exist. For example, so-called dipolar order wherein the density

matrix is (partially) represented by the operator 2S1zS2z connecting the two spins

does not require any change in net population of these levels. Off-diagonal density

matrix elements such as S�, S1�S2z have distinct phases, corresponding to a coherent
superposition of eigenstates and therefore must vanish as the system approaches its

equilibrium.

Finite off-diagonal elements of the density matrix with their distinct phases are

often referred to as coherences. They can be produced by a coherent perturbation,

such as a resonant mw pulse. The action of the pulse on an electron spin yields

a coherent superposition between the states involved in the transition, represented by

S� in the operator expansion of the density matrix, which will persist until the system

returns to thermal equilibrium. In magnetic resonance these are single spin �1

coherences which are the only coherences that are experimentally detectable. Any

density operator r can be decomposed into a sum of operator components rp. Each
such operator component is associated with a coherence order, p; i.e., under rotation

about the z-axis it transforms as expði’F̂zÞrp expð�i’F̂zÞ ¼ rp expðip’Þ, where
F̂z ¼

P
k Skz is the z-component of the total spin angular momentum.
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As noted above, single-quantum coherences S1� correspond to an observable

signal. All other coherences of order one and higher cannot be observed, since

average transverse magnetization in such cases is always zero. For example,

products such as 2S1+S2z, S1+S2+S3� have coherence order +1 but they do not

correspond to detectable signals. In particular, anti-phase coherence, 2S1+S2z,
involving two spins, with coherence order 1, does not correspond to a detectable

signal. Higher order coherence has all spins in a fixed phase relationship with other

spins leading to zero net magnetization. For example, a 2S1xS2y term describes

second order coherence of the two spins, with spins at an angle of 90	 in the rotating
x,y-plane, pointing either along x and y or –x and –y to the same extent.

Even though anti-phase or multi-quantum coherences cannot be directly

observed, they do form and can be detected indirectly. Both in-phase and anti-

phase single-quantum coherences (SQC) and double-quantum coherences are very

useful in describing the PDS experiment. Multiple-quantum transitions and

coherences in general have been treated in detail in numerous studies in the field

of NMR (see for example the following [94–97]). Here, we outline the basic

concepts and definitions in a way that is appropriate for the PDS experiment.

2.3.3 Single-Quantum Coherences

Let us consider a system of two coupled spins of 1/2. In Fig. 2 we have four allowed

single-quantum transitions. These transitions are associated with the corresponding

off-diagonal elements of the density matrix for the two spins defined in the product

space |m1, m2i.
As noted above, one can conveniently express the density matrix as the expan-

sion in a complete set of the spin operators, e.g., the density matrix for a single spin

S ¼ 1/2 is given as a linear combination of the Pauli spin matrices and the unit

operator; for many-spin systems one may take the direct product.

Then the coherences can be conveniently expressed by the spin operators

corresponding to the elements of the density matrix for two spins. Single quantum

coherences are represented by the presence of spin operators S1+S2a, S1+S2b, S1�S2a,
S1�S2b constructed as an outer product in the operator expansion of the density

matrix, as well as those obtained by permuting the spins 1 and 2 for a total of eight.

Here, Ska � Ek/2 + Skz, Skb � Ek/2 � Skz and Ek is the 2 � 2 unit operator for the

kth spin. We can rewrite these eight operators, which clearly imply single quantum

transitions, which we call the single-quantum coherences (SQC), of which four are

“in-phase” coherences, which have the form:

S1�ðS2a þ S2bÞ ¼ S1�E2; ðS1a þ S1bÞS2� ¼ E1S2� (9)

Their existence in the density matrix expansion corresponds to the observable

transverse magnetization with all spins having the same phase. The states of the two

spins are distinct and not mixed. The other four SQC are the “anti-phase”
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coherences which cannot be directly detected. These correspond to coherent super-

position among the four states of the two spins and they have the form:

S1�ðS2a � S2bÞ ¼ 2S1�S2z (10)

and the other two obtained by permuting the spins 1 and 2.

The anti-phase SQC can evolve into an observable in-phase SQC and back. The

interconversion of these coherences can occur only due to spin coupling, e.g., it is

caused by the dipolar part of the spin-Hamiltonian, and the interconversion rate

depends on the strength of coupling. This property is used to produce modulation of

the detected spin-echo signal. As anti-phase and in-phase coherences evolve, they

can be manipulated by applying coherent pulses acting on one or both of the spins,

e.g., refocusing them or changing the sense of interconversion. Note that indepen-

dent of whether a coherence is detectable or not, if its coherence order is �1, it can

be refocused. This constitutes the basic idea of Pulse Dipolar ESR represented by

the different flavors of PDS. This approach permits a relatively simple qualitative

description of DEER pulse sequences (cf. Appendix).

We now show with a simple example of two electron spins in the weak coupling

regime (cf. Fig. 1) how the evolution of SQC generates dipolar signals. That is in

the next subsection we first show how we can derive the expressions for the dipolar

signal in DQC and then we discuss DEER.

2.3.4 Double-Quantum Coherence

The double- and zero-quantum coherences (DQC and ZQC, respectively) are

associated with the remaining two transitions in Fig. 2. DQC and ZQC correspond

to transitions with simultaneous flips or flip-flops of both spins, respectively, and

Fig. 2 Energy level diagram

for the two-spin system

showing single (SQT), double

(DQT), and zero (ZQT)

quantum transitions. The last

two correspond respectively

to simultaneous flip or flip-

flop of the two spins. If the

pulse acts only on one of the

spins, DQT and ZQT are

forbidden
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are located on the anti-diagonal of the density matrix. DQC can be represented by

terms in the operator expansion of the density matrix as follows1 [94, 96]:

2DQx ¼ S1�S2� þ S1þS2þ ¼ 2S1xS2x � 2S1yS2y

2DQy ¼ iðS1�S2� � S1þS2þÞ ¼ 2S1xS2y þ 2S1yS2x: (11)

ZQC looks similar but instead it contains the flip-flop terms S1�S2�. These
coherences do not correspond to experimentally detectable observables and can

only be detected indirectly in a pulse experiment.

The DQC experiment can be partitioned into four periods: preparation, evolu-
tion, mixing, and detection [94]. During the “preparation period” the in-phase SQC

produced by the first pulse of the sequence evolves into an anti-phase SQC due to

the coupling between the spins. Then this coherence is converted by another pulse

into DQC, ZQC (and even higher orders of coherence depending on the total

number of spins of the system, but we assume only two spins). At this point our

focus is on DQC, which then evolves during the “evolution period” (with more

pulses being applied during this period, as needed to complete the sequence or

enhance performance). Finally, during the “mixing” period these coherences can be

converted, e.g., by an appropriate pulse into anti-phase SQC, which then evolves

into the observable in-phase SQC that at last is detected as an FID or a spin-echo.

The incorporation of the evolution period for DQC into the pulse sequence enables

double-quantum filtering. That is, only those coherence pathways that pass through

DQC pathways are selected.

We illustrate these principles with examples and tools that are relevant to the

pulse schemes currently employed in DQC pulsed ESR experiments, but also will

help to explain DEER methods excluding subtle effects, such as phase shifts [98]

etc. We assume, for clarity of presentation, that we have an isolated pair of weakly

coupled spins of 1/2 and perfect, i.e., intense non-selective mw pulses. For a single

pair of spins of 1/2 the highest order of coherence that can be produced is two. In

this example we use the spin-Hamiltonian in the frame rotating with the mw field in

which it becomes time-independent:

H0 ¼ o1S1z þ o2S2z þ aS1zS2z þ bðS1þS2� þ S1�S2þÞ=2 (12)

Here, b ¼ �a/2, with a ¼ od(1 � 3 cos2 y) as in Eq. (3). [Electron exchange

contribution is not included in Eq. (12).] We divide H0 from Eq. (12) into two parts:

H0
0 and Hdd. The first part contains resonant offset terms

H0
0 ¼ o1S1z þ o2S2z (13)

1Note the density matrix also contains on the main diagonal ZQ S1zS2z terms (dipolar order), which

can be generated by spin manipulation or in equilibrium at low temperatures. They will play no

role in the ensuing analysis, unless explicitly mentioned.
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Here o1 and o2 represent, for the spins 1 and 2, their respective resonant

frequency offsets from the applied frequency, omw, i.e., ok ¼ ok0 � omw, where

ok0 is the Larmor frequency. The second part is the coupling, which is taken in the

weak-coupling limit to be:

Hdd ¼ aS1zS2z (14)

Here the pseudo-secular term [proportional to b in Eq. (12)] is neglected. At this
introductory stage, this weak coupling assumption (cf. Fig. 1) is made to simplify

the discussion.

Preparation

We describe the preparation of DQC by the use of two or three pulses. These pulse

sequences are the standard preparation sequences in NMR [94] and were employed

in the DQ ESR experiments by Borbat and Freed [15].

For the 2-pulse preparation sequence (cf. Fig. 3a) the first pulse acts on both

spins at equilibrium creating transverse coherence that is proportional to in-phase

SQC (S1y + S2y). Since S1y and S2y will yield equivalent results (but with subscripts
permuted) we need to only follow S1y below. We shall employ, at this introductory

stage, the standard Product Operator method [95, 99]. It can be implemented in

different flavors, and some are more efficient. Here, we will purposely start with the

Cartesian representation, which yields a more lengthy description but is straight-

forward and transparent. Here the pulses are taken as ideal p/2 or p pulses and

the resonant offset terms in H0
0 commute with the dipolar coupling Hdd, allowing

considering them independently. For example, we find using the Product Operator

method that the effect of Hdd acting over a time t on S1x and S1y is:

S1x���!Hddt S1x cosðat=2Þ þ ð2S1yS2zÞ sinðat=2Þ
S1y���!Hddt S1y cosðat=2Þ � ð2S1xS2zÞ sinðat=2Þ:

(15)

One can see from Eq. (15) that the action of a finite spin–spin coupling term

a during the time interval t will cause the in-phase SQCs S1x, S1y to evolve as

cos(at/2), whereas anti-phase SQCs S1xS2z, S1yS2z evolve as sin(at/2). That is,

there are “coherent oscillations” between these two coherences. When we include

the resonance offset terms as well, we find:

S1y���!H
0
0
t ðS1y cosðo1tÞ þ S1x sinðo1tÞÞ cosðat=2Þ

þ 2 ðS1xS2z cosðo1tÞ � S1yS2z sinðo1tÞÞ sinðat=2Þ: (16)

That is, the respective coherences rotate with their angular frequencies in the

rotating frame. At the end of the time interval t ¼ tp the second p/2-pulse converts
the anti-phase coherence into the sum of DQC and ZQC.
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2S1xS2z cosðo1tpÞ sinðatp=2Þ���!ðp=2Þx cosðo1tpÞ sinðatp=2Þ
�½ð2S1xS2y þ 2S1yS2xÞ|fflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

2DQy

=2� ð2S1yS2x � 2S1xS2yÞ|fflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
2ZQy

=2
 (17)

In this case the DQC and ZQC will be produced in equal amounts. In the case of

o1 ¼ o2 the ZQy term vanishes2 when we consider the equivalent expression

derived for S2y. In Eq. (17) we do not consider any of the other terms on the rhs,

since they will lead to unwanted coherence pathways that must be canceled out by

“phase cycling” (cf. below).

With the preparation by the 3-pulse “sandwich,” considered next, we can obtain

better conditions for generation of DQC. In this sequence, the first (p/2)x pulse

again produces SQ coherence S1y + S2y. This coherence under the combined action

of the spin–spin interaction, and the refocusing p-pulse, evolves into the sums of SQ

in-phase S1y + S2y and anti-phase (S1xS2z + S1zS2x) coherences:

ðS1y þ S2yÞ���!H0 tp ���!ðpÞx ���!H0 tp ðS1y þ S2yÞ cosðatpÞ
þ2ðS1xS2z þ S2xS1zÞ sinðatpÞ : (18)

Here, the refocusing p-pulse removes any dependence upon the frequency

offsets o1 and o2. In Eq. (18) we see that the in-phase SQC appears as (S1y + S2y)
cos(atp). This will yield a primary echo at 2tp, whose intensity is modulated by the

dipolar frequency, a. Then the last (p/2)x pulse turns anti-phase SQC into DQC:

2ðS1xS2z þ S2xS1zÞ sinðatpÞ���!ðp=2Þx 2ðS1xS2y þ S1yS2xÞ sinðatpÞ: (19)

Thus all the anti-phase SQC is transformed into DQC when sin(atp) ¼ 1. For

this case, there is no ZQC. Note that if the last pulse in the sequence was applied

Fig. 3 Preparation of multiple-quantum coherence with two pulses (left) or a 3-pulse “sandwich”
(right). These pulse propagators generate even coherence orders, i.e., 0 and 2 for two spins. If the

last pulse is applied along the y-axis, odd coherence order will be produced

2 This case, however, corresponds to strong coupling when the pseudosecular term cannot be

neglected, necessitating replacing of a in Eq. (15) with 3a/2.
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along the y-axis, no DQC would be produced. Thus we see that in the case of

nonselective pulses, and the preparation sequence of Fig. 3b, only DQy is generated.

Evolution of DQC Due to the Frequency Offsets

During the evolution period the DQC and ZQC evolve due to resonant frequency

offsets and are invariant with respect to the dipolar part of the Hamiltonian:

DQxðyÞ���!H0t
DQxðyÞ cosðoþtÞ � DQyðxÞ sinðoþtÞ

ZQxðyÞ ���!H0t ZQxðyÞ cosðo�tÞ � ZQyðxÞ sinðo�tÞ ;
(20)

with o� � o1 � o2. For the case of a typical ESR spectrum where there are wide

spectral extents, signals are detected in the form of echoes, and the free-induction

decay (FID) is too fast to be detected. To produce the maximum in-phase SQ echo

at the final stage, the coherences in Eq. (20) should be refocused. The refocusing

can be accomplished by a p-pulse placed at the middle of the DQC (or ZQC)

pathway forming the sequence tDQ � p � tDQ. From Eq. (11) it follows that

DQy���!px � DQy; DQx���!px DQx (21)

Let us suppose that the second tDQ interval is changed by an amount dt, then
from Eqs. (20) and (21) one finds:

DQyð2t1 þ dtÞ ¼ DQyð0Þ cosðoþdtÞ � DQxð0Þ sinðoþdtÞ (22)

Let us assume for simplicity that both spins have identical ESR spectra of the

form g(o) ¼ (2pDO2)�1 exp(�o2/2DO2) where DO represents the spectral width.

Then we can integrate Eq. (22) over the distribution for both spins to obtain the

average signal for DQy(2t1 + dt). We find:

DQyð2t1 þ dtÞ ¼ DQyð0Þ expð�DO2dt2Þ (23)

Note the same result holds for ZQC. The reader can see that Eq. (23) describes a

virtual echo with maximum at dt ¼ 0 and half width of (log2)1/2DO�1.

Mixing and Detection

At the end of the evolution period a p/2 pulse converts the refocused DQC (cf.

previous Section) into SQ anti-phase coherence, which will then evolve into observ-

able in-phase coherence. For the 6-pulse sequence described in Sect. 2.3.5 and Fig. 4,

in addition another p pulse and evolution periods are used to evolve (mix) the

coherences into detectable in-phase coherence. After the p/2 pulse we have:
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DQy ¼
1

2i
ðS1þS2þ�S1�S2�ÞsinðatpÞ���!ðp=2Þx

�ðS1þS2zþS2þS1zþS1�S2zþS2�S1zÞ sinðatpÞ¼2ðS1xS2zþS2xS1zÞ sinðatpÞ
(24)

This is essentially the reverse of Eq. (19). The anti-phase coherences evolve

during the mixing time back into observable SQ coherences. That is:

�1

2
ð2S1þS2zþ2S2þS1zþ2S1�S2zþ2S2�S1zÞsinðatpÞ���!H0t ���!p ���!H0t2

� 1

2i
½S1þ e�io1dt2 þS2þ e�io2dt2 �S1� eio1dt2 �S2� eio2dt2 
 sinðatpÞ sinðatþdt2=2Þ

(25)

where dt2 � t2 � t (t � tm � tp, cf. Fig. 4). The p-pulse refocuses the SQC at

t2 ¼ t. One of the two counter rotating components in the square brackets of

Eq. (25) is sufficient for calculation of the signal. This follows because the observed

signal is proportional to the processing magnetization defined as follows:

Fig. 4 In this diagram (a) shows the 6-pulse DQC sequence. The four desired coherence pathways

starting with each spin in (b) correspond with the pulses shown in (a) in that a transition from one

p state to another p state is generated by a pulse; the horizontal lines show coherence orders during

the evolutions in the absence of a pulse. As for the timing between the various pulses the following

is noted. The time interval t1 ¼ t2 ¼ tp is increased in equal steps, Dtp, over a period of tm ¼ tp + t5.
The time between the t3 ¼ t4 ¼ tDQ is kept fixed, t5 ¼ t6 is stepped by�Dtp to maintain a constant

evolution time, tm, which is half the time from the first pulse to the echo, since usually tDQ � tm.
The echo amplitude is recorded as a function of the time variable tx � tm � 2tp over the range of
�tm in steps of 2Dtp. The evolution time tx starts from the initial time tm and tx ¼ 0 when pulse

separations are t1 ¼ t2 ¼ t5 ¼ t6. Phase cycling isolates the dipolar signal, given by the four

coherence pathways shown in (b) from the other coherence pathways, yielding the DQC signal

that is an even function of tx, therefore only one half is usually recorded
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Mðt2Þ ¼ � 2 Im½Trðr̂ðt2ÞSþÞ

TrðS�SþÞ M0; (26)

whereM0 is the static magnetization of the sample and S � S1 + S2. The signal that
is refocused during DQ evolution period is singled out by appropriate phase

cycling. The real part of the echo signal becomes:

Mðt2Þ ¼ M0ðcosðo 1dt2Þ þ cosðo2dt2ÞÞ sinðatpÞ sinðaðtþ dt2=2ÞÞ=2 : (27)

The terms in the first set of brackets, after averaging over all resonance offsets,

o1 and o2, produce an echo shape, with the maximum near dt2 ¼ 0. The echo

envelope is modulated by sin(adt2/2). We see that the signal amplitude (at dt2 ¼ 0)

as a function of preparation and/or mixing times is modulated by sin(atp)sin(at).
Fourier transformation of cos(a(tp � t)), that emerges from the above product of

two sin-functions, produces the dipolar spectrum, which in the case of weak dipolar

coupling has the shape of and width of 2/3 of the classical Pake doublet [79].

The point of following a particular coherence pathway and “filtering out” the

other “unwanted” coherence pathways is to select the one that best provides the

desired information, in this case the coupling between the electron spins. As we will

show, with a proper pulse phase cycling just the refocused DQC signal is selected.

We call this DQ filtering (DQF).

2.3.5 Six-Pulse DQC Sequence

This pulse sequence for distance measurements was introduced in 1996 at Cornell

University by Saxena and Freed [100] and was developed into a powerful tool for

distance measurements by Borbat and Freed [11, 15]. Although more challenging to

implement than DEER, it is superior to DEER in some respects, thereby expanding

our capacity to perform distance measurements. It does require, however, more

intense microwave pulses and sophisticated phase-cycling.

Its advantages include greater sensitivity, especially for low concentration

samples, since (nearly) all the spins are excited; the near absence of orientational

effects in its standard 1D versions (with the option of developing them in the 2D

version); filtering out single quantum signals and other noise by the double quantum

filter; and the ability to obtain good results for distances as short as 10 Å [11, 101].

It is also immune to phase and amplitude drifts that may be troublesome for DEER.

We show in Fig. 4 the six pulse sequence used in DQC-ESR. It transforms the initial

density matrix under the successive action of six pulses and six subsequent free

evolutions.

The 6-pulse sequence of Fig. 4 contains the 3-pulse preparation sequence

(p/2)x � tp � p � tp � (p/2)x which generates DQ coherence that during the

evolution is refocused by the tDQ � p � tDQ sequence, as described in the

previous section. The fifth pulse produces anti-phase coherences (cf. Eq. (24)),
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which evolve into observable SQ coherences, and the sixth pulse refocuses them

(cf. Eq. (25)) to form an echo. This sequence is used with fixed tm, and tp is

varied. The signal envelope is recorded as a function of tx � tm � 2tp.
This 6 pulse sequence allows for “zero dead-time” signals, which result from

refocusing of first-order coherences in the middle of the data acquisition interval.

That is, for Fig. 4 when one steps out tp in the range 0 
 tp 
 tm keeping tm fixed,

this yields a signal vs. tx which ranges from �tm 
 tx 
 tm. Keeping tm fixed also

has the effect of canceling out the role of phase (or T2) relaxation on the echo at

t2 ¼ tm � tp, since the total duration of the pulse sequence is independent of tp.
3

Note that Fig. 4 shows the four coherence pathways in which both spins participate.

It starts and ends with spin 1 and 2. Since if we start with either spin 1 or 2 and

independently end with either, then the total number of pathways is 4 � 4 ¼ 16.4

Note that in the DQ coherence state, the spins 1 and 2 are symmetric [cf. Eq. (11)],

such that the coherence pathway starting and ending with 1(2) and the coherence

transfer pathway starting from 1(2) and ending with 2(1) are possible [35].

Assuming that the matrix elements are known for time-independent pulse

propagators Rk ¼ exp(�i(H0 + H1k)Dtk), for all pulses, k ¼ 1, . . ., 6, where H0 is

given by Eq. (12) and H1k represents the interaction term of the spin with the kth
pulse; a closed form expression for the DQ signal can be written. Such a full

expression for the signal in the 6-pulse sequence can be found in [102]. It was

obtained by tracking down the density matrix elements along the relevant coher-

ence pathways using the complete dipolar spin-Hamiltonian Eq. (2) instead of the

approximate form of Eq. (14), and employing finite pulses. As a result the expres-

sion is quite complex. It is suitable for setting up computations, but it does not

provide insight into the sequence essentials.

Neglecting dipolar coupling during the pulse allows for writing the explicit form

of Rk and consequently for more readily conducting a detailed analysis. Note that in

this regard different levels of approximation can be used: (1) weak coupling, ideal

pulses; (2) weak coupling, arbitrary pulses; and (3) stronger coupling, arbitrary

pulses.

The simplest, Case 1 can be analyzed using a suitable form of the product

operator technique [95] and after minor algebraic effort leads to the ideal-case

signal where the terms from all 16 pathways add to give:

VDQða; tpÞ ¼ �RDQ sinðatpÞ sinðaðtm � tpÞÞ ¼ RDQðcosðatmÞ � cosðatxÞÞ=2 (28)

RDQ was added to account for relaxation and it can be simply expressed as

RDQ ¼ expð�2ðtm=T2;SQ þ t1=T2;DQÞÞ : (29)

3 Relaxation will however modify the signal if the coupled spins have different relaxation times or

relaxation is described by stretched exponentials (cf. Sect. 2.4).
4 That is two such diagrams should be combined into a graph to give all of 16 contributions.
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Here T2,SQ and T2,DQ refer to the T2 decay constants characteristic of SQC and,

DQC, respectively (T1 processes are neglected in these expressions). However, in

general, the two nitroxide electron spins are located in different local environments,

hence their respective T2s may be different, etc. This approach to the treatment of

relaxation is a simplified one, but is satisfactory for most distance measurements

[35, 101].

The more involved Case 2 requires some modifications to be made to the product

operator method to accommodate arbitrary (e.g., selective) pulses, thus algebrai-

cally it becomes more involved if accurate amplitude factors are of interest [35].

One may derive a simple expression for DQC-ESR by the product operator method

modified for arbitrary pulses [35]. It also works well for DEER. In the weak-

coupling limit by using this method for arbitrary pulses one finds that the 6-pulse

DQC signal may be written in the following form (or in general as a sum of terms of

this form):

VDQðo1;o2; a; tpÞ ¼ Gðo1ÞHðo2ÞFða; tpÞRDQ

Fða; tpÞ ¼ � sinðatpÞ sinðaðtm � tpÞÞ ¼ ðcosðatmÞ � cosðatxÞÞ=2
(30)

This expression has the same factors F(a,t) and RDQ as in the ideal case, but adds

amplitude factors G and H, determining the fraction of spins participating in the

signal.5 In general, there is a sum of terms with different amplitude factors based on

the fact that there are four distinct coherence pathways with each of them giving

rise to eight terms, accounting for coherence-transfer pathways, as noted above. For

like spins, such as a pair of nitroxide spin labels, G and H are nearly equal, being

dominated by a product of the resonant offset dependent factors, S2(y), which give

the probability, p(y,o) (or S2(y) for short), for a spin at the resonance offset o to be

flipped by a pulse with o1mw ¼ geB1 and nominal rotation angle y . They are

expressed as:

pðy;oÞ ¼ o2
1mw

o2 þ o2
1mw

sin2
ye
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ o2=o2

1mw

q� �
(31)

The dependence of G and H on o1mw for the case of nitroxides is further

discussed in Sect. 3.1. Refocusing of anti-phase and DQ coherences by p-pulses
then requires simultaneous flipping of both spins in order to produce the required

signal, therefore each of the G(ok) and H(ok) contains the cube of p(y,ok), if all

three refocusing pulses are equal. They usually are set equal, so we can denote

p(y,o) as S2(p), for p-pulses. G also includes the efficiency to create Sk� starting

5Note that for both DQC and DEER, the expression for the signal contains as a minimum two

terms, except for nonoverlapping spectra in DEER, i.e., it contains terms for the signal from spins

1 and 2, and in the general case they are not equal. But we show just one for brevity.
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from equilibrium. The effect of the third and fifth p/2 pulses is much less frequency

dependent and usually can be ignored.

In Case 3, when the condition |o1 � o2| � |a| no longer holds, the weak-

coupling approach should be revised by including the pseudo-secular term, i.e.,

using Eq. (12), notwithstanding whether the pulses are ideal or not. For nitroxides,

this includes distances under ~15 Å for nonselective pulses, corresponding to a

large coupling (or to exotic cases of mutual arrangement of the nitroxide moieties

such that the magnetic axes substantially coincide, thereby leading to small fre-

quency differences for a significant fraction of pairs).

We outlined [35] a suitable approach for obtaining compact expressions for the

signals in this case. The only (weak) assumptions made were that the dipolar

interaction during the pulse has only an insignificant effect on the signals and

also the DQ filter is “ideal,” which implies, as noted above, that the combined

effect of preparation and mixing p/2 pulses is frequency-independent. This is

indeed the case for intense pulses (B1 � 30 G) and longer distances, �12 Å [93].

The agreement between computations based on this approach and rigorous

computations [93] was found to be very good, justifying their applicability for

most practical purposes. The equation based on the form given by Borbat and Freed

[35] used for computing 1D DQC signals [93] is given here. The echo amplitude, V,
is a function of tx � 2tp � tm, and is given by

VðtxÞ ¼ Gðo1ÞHðo2ÞFða; txÞ; (32)

with G(o1) and H(o2) taken as p(p,ok)
3. The time variables are defined in accor-

dance with Fig. 4. The dipolar evolution is contained in F(a,tx) expressed as a

product of f(tp) f(tm � tp) with f(t) given by:

f ðtÞ ¼ ðp2 þ q2 cosðWtÞÞ sinðatÞ � q sinðWtÞ cosðatÞ: (33)

In Eq. (33), a ¼ od(1 � 3 cos2 y) and W ¼ (Do2 + b2)1/2, where Do ¼ o1 �
o2 and b ¼ �a/2 represent the secular, a and pseudosecular, b parts of the dipolar

coupling. Also, q ¼ b/W and p2 ¼ 1 � q2. In the two limiting cases, i.e., when

|Do| � |a| or |Do| � |a| Eq. (33) reduces to the form of Eq. (30) with 3a/2 replacing
a in the second limit, as expected when pseudo-secular terms are important.

It is evident from Eqs. (32) and (33) that even in the limit of ideal nonselective

pulses, the effects of the pseudosecular term do not go away, since the spectral

extent is limited, and they could encode orientations, although their overall effect

on the 1D signal is small for most practical cases. A rigorous computational

analysis [93] has shown that one rarely needs to go to such lengths, and the form

given in Eqs. (32) and (33) produces accurate results and in most practical cases

Eq. (30) should be adequate (cf. Sect. 2.7). It is in general true about all PDS

methods that there is always a trade-off between one’s desire to describe a dipolar

signal as accurately as possible, and to be able to analyze a broad range of systems,

since the experiments inevitably encompass a number of secondary undesired
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effects, such as those due to strong dipolar coupling, nonideal or overlapping

excitations, complexity in the case of high-spins, relaxation, and ESEEM. It is

important to be aware of all these details since this could help one to learn how to

reduce them, thereby minimizing the distortions in the dipolar signals.

In computing the DQC signal for a pair of nitroxides, the values of o1 and

o2 depend on the orientation of r12 in the lab frame and the orientations of the

nitroxide magnetic tensors in the molecular frame, whose z-axis is taken to coincide
with r12. (More on this is in Sect. 5.3.) We shall choose Euler angles li � (ai, bi, gi),
with a1 set to zero, to represent the transformation from the dipolar frame to

the magnetic frame of the ith nitroxide fragment (i ¼ 1 or 2), and Euler angles

h � (0, y,’) to represent the transformation from the lab frame to the dipolar frame.

Thenok ¼ ok (lk,h ) for each orientation inh, determined for each set of nitroxide

nuclei magnetic quantum numbers (M1, M2). For example ok(lk, h) can be calcu-

lated based on a commonly used approximation given by Libertini and Griffith,

adequate up toQ-band [103]. Then theG(o1) of Eq. (30) will depend upon l1 andh,
whileH(o2) depends upon l2 and h, and F(a(r12),tx) just depends upon h as well as

the magnitude |r12| � r. It is then necessary to average the signal over an appropriate
distribution in these variables, which we represent by angular brackets as:

VðtxÞ ¼ Gðo1ðl1;hÞÞHðo2ðl2;hÞÞFðr;h; txÞir; l1; l1; h

D
(34)

The relaxation function RDQ(o1, o2, l1, l2, h), which has been dropped for

convenience in Eq. (34) can be placed outside the angular brackets, since for

nitroxides, which are the major application of our DQ methods, at the reduced

temperatures used, T2s are not substantially dependent upon l1, l2 nor upon h. It is
easy to see that when there is no correlation between li and h, then Eq. (34) yields

the expected simpler form:

VðtxÞ ¼ Gðo1ðl1;hÞÞh il1
Hðo2ðl2;hÞÞh il2

Fðr;h; txÞh ir;h
� GAVHAV Fðr;h; txÞh ir;h : (35)

Thus one can simply integrate over the distribution of orientations and

magnitudes of r in the sample. An FT with respect to tx will then yield the familiar

Pake doublets.

Another simple limiting case occurs for weak coupling when the pulses can be

regarded as nonselective, so that

Gðo1Þ ! G1 and Hðo2Þ ! H1 (36)

independent of o1, o2, which follows immediately from the B1 ! 1 limiting

forms of Eq. (30). Then Eq. (35) becomes:

VðtxÞ ¼ G1H1 Fðr; �; txÞh ir; � (37)
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This ideal case corresponds to all the spins in the sample contributing to the

signal, so both G1 and H1 have the asymptotic value of unity. Actual values of

GAV and HAV monotonically approach unity as B1 increases. In this ideal case of an

isotropic sample and weak coupling, Eq. (37), after neglecting a small constant term

in Eq. (30), takes the form

VðtxÞ ¼
ð1
0

PðrÞ dr
ð1
0

cosðodtxð1� 3u2ÞÞ du (38)

where the probability to have separation r, P(r) is given by 4pn(r)r2 with n(r) being
the spin density. V(tx) in case of n(r) ¼ d(r � r0) can be expressed via Fresnel

integrals.

Relaxation factor RDQ is different for all four contributing pathways in the case

of unlike spins; faster relaxation pathways could become attenuated. In the limit of

one of the two spins relaxing much faster (spin 1) only 4 of 16 terms will survive,

that is those involving just spin 2 in the preparation, evolution, and detection

periods.

2.3.6 Pulsed ELDOR

The 3-pulse electron–electron double resonance sequence was developed at

Novosibirsk in 1981 and later renamed PELDOR (pulsed ELDOR) by its inventors

Milov et al. [29]. It is based on modifying the echo produced with a 2-pulse Hahn

echo sequence p/2 � t � p at the “observer” frequency,oa, by a p-pulse applied at
a different frequency, ob, as shown in Fig. 5a in the next page.

The position of the p-pulse at the observer frequency is fixed, while the p-pulse
at ob is applied after a variable delay, t, subsequent to the first observer frequency

pulse (p/2) at the time t ¼ 0, as shown in the lower part of Fig. 5a. The spins that

give rise to the echo are referred to as “A-spins,” and the rest are “B-spins” [34].

Only a fraction of the B-spins are excited by the pump pulse and the A-spins should

not be affected by this pulse.

The dipolar signal is obtained by recording the echo amplitude at the observer

frequency as a function of variable t. Thus, the 3-pulse sequence is described as:

p=2ð Þa���!H0ðtÞ pb����!H0ðt�tÞ pa���!H0ðtÞ echo; (39)

where subscripts a and b indicate which spin is acted upon by the pulse. Pulses

acting on A spins have well-defined phases. They can be used to perform phase-

cycling to isolate the spin-echo from the signal offsets of instrumental origin. The

magnetic field component of the mw pulse at ob is in the frame rotating at oa,

making rigorous analysis of PELDOR a challenge [104].

Pulse Dipolar Electron Spin Resonance: Distance Measurements 23



A closed-form expression can be written for the primary echo in the presence of

dipolar coupling if one ignores this dipolar coupling during the pulse, which would

otherwise give rise to “forbidden” coherence pathways [102]. Assuming some

simplifying conditions, it suffices to track the evolution of in-phase and anti-phase

SQCs for arriving at the simple expression for PELDOR/DEER [105] that is

satisfactory for most practical purposes. We have included such a derivation in the

Appendix. When the dipolar coupling is large, or pulse excitations at the two

frequencies overlap in spectral coverage, the spin dynamics becomes complicated

and a closed-form expression cannot be written for the PELDOR pulse sequence,

without making additional approximations, because the second pulse propagator is

not time-independent in the frame rotating at oa introducing, for example a Bloch-

Siegert shift [98]. Nevertheless, for this pulse sequence, coupled spin dynamics were

analyzed in significant detail by Maryasov after making minor assumptions [104].

In the case of arbitrary pulses, a pulse acting on the anti-phase SQC, Sa+Sbz, may

affect either of the two spins. Pulse action on spin A can change coherence order.

Selecting the desired coherence pathway is handled by phase-cycling. However,

flipping just spin B (i.e., Sbz ! �Sbz) has no effect on the coherence order of

A-spins, but reverses the sense of time-evolution of spin A caused by its dipolar

coupling to spin B. Therefore a branching into two signals, different in dipolar

evolution (“dipolar pathways”) may occur, i.e., spins A associated with spin B that

are flipped and those that are not. This resembles the presence of two terms for a

given pathway in DQC. These “dipolar pathways” affect most of the PDS pulse

Fig. 5 (a) The original 3-pulse form of DEER (PELDOR) [29]. The primary echo is formed by the

p/2 and p pulse sequence at the frequency of A-spins. The pumping pulse at ob is applied at a

variable time t ranging from 0 to t to probe the dipolar coupling between A andB spins. The spectral

excitations at both frequencies should not overlap, thus the pulses are made selective. (b) 3-Pulse

DEER for a 16.3 Å rigid biradical [35] in LC phase V, rapidly frozen from the isotropic phase; at

�80	C. DEER was set up at 17.4 GHz with a 2 kW mw amplifier working in the linear regime at

10 dB below saturated output level. A low-Q dielectric resonator was used to accommodate the

pulses at both DEER frequencies separated by ~100 MHz. The widths of p/2 and p pulses were

10 and 20 ns. The pumping pulse was positioned at the low-field portion of the nitroxide spectrum.

The informative part of the signal trace is enclosed into the dotted box. The Bloch–Siegert phase
shift of the signal [98] is clearly visible on the lhs and rhs of the box and can be eliminated by taking

the magnitude of the signal obtained in quadrature. The dash-dot line corresponds to zero ampli-

tude. The “dead-time” is about the width of the pump p-pulse. (b adapted from [101].)
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sequences based on selective pulses. Since branching into two pathways can occur

after each selective pulse, for an N-pulse sequence there could be as many as 2N�1

distinct terms, different in dipolar evolution. One of them corresponds to unper-

turbed Sbz, while the rest may evolve with respect to their specific timing variables

that depend on how the evolution periods are prescribed to vary in the pulse

sequence. Although these signal pathways may be very different in their dipolar

evolution, they cannot be separated by phase-cycling, since they still correspond to

the same coherence pathway of A spins. In the DEER technique this would be the

case when there is an overlap of the excitations at the two frequencies or more than

one pump pulse is applied. [Single-frequency techniques (SQC sequences) also

have such features, because anti-phase SQC may or may not change sign after the

pulse. It can be shown that such unwanted dipolar pathways do not contribute to the

amplitude of the 6-pulse DQC signal, because in-phase SQC will not evolve into

anti-phase SQC during the preparation period or else anti-phase SQC produced

after the DQC filter will not evolve into observable in-phase SQC during the mixing

period, if only one of the spins is flipped by the p-pulse.] For the 3-pulse sequence
there are, thus, four terms representing possible dipolar signals. If dipolar coupling

is small compared to the B1s, the sequence can be analyzed with a properly tailored

product operator technique. Excitation overlap generates all four pathways. This

gives us four terms in PELDOR (cf. Appendix).

Vðt; tÞ ¼ V0 q2q3 þ q2p3 cosðatÞ þ p2q3 cosðatÞ þ p2p3 cos aðt� tÞh ioaob
(40)

Here we included some amplitude factors giving echo amplitude for a single spin

into V0; pk is the probability of flipping either Saz or Sbz by the kth pulse (labeled

as given in Fig. 5a), with qk ¼ 1 � pk is the probability for them remaining

unaffected. When pulse excitations at the two frequencies have only a small

overlap, i.e., hp2p3i � hq2p2i, only the first three terms are significant and one

arrives at the following form

Vðt; tÞ=V0 ffi ð1� p3Þ½1� p2ð1� cosðatÞÞ
 þ p3 cosðatÞ (41)

Typically there is only a small effect of pulse 3 on the B-spins, so the fourth term in

Eq. (40) is relatively small compared to the others, but it does exist and is a dominant

term in “2+1” [38], where excitation overlap is large. Another form of Eq. (41) is

Vðt; tÞ=V0 ffi 1� p2ð1� cosðatÞÞ � p3ð1� cosðatÞÞ (42)

At first glance Eq. (42) appears to contain two similar terms, but they are actually

quite different, since the last depends on pseudosecular terms inHdd. However, p3 is
not small compared to p2 as its main effect is to act on the anti-phase coherence of A

spins via Saz of the second spin at oa. Furthermore, the spin dynamics of A spins is

not necessarily in the weak-coupling limit, which could make Eqs. (40) and (41) far

more complicated functions of t than cos(at) [106], so that Eq. (40) in that case

would become unwieldy. To a good approximation one should ignore this entire

Pulse Dipolar Electron Spin Resonance: Distance Measurements 25



nuisance by dropping the second term in Eq. (41) as it dies out for at � 1, and by

including (1 � p3) into an “initial amplitude,” V0. Note that the latter action is not

legitimate for more than two spins when one is interested in spin-counting or

“instantaneous diffusion.” We do not detail the well-known amplitude factors in

V0 in Eq. (40) (cf. Appendix) that determine spectral excitation of A-spins and the

echo amplitude and shape. Since all amplitude factors contained in V0 of Eq. (41)

depend on generally orientationally dependentoa andob and are coupled through a
(r,h), the signal in DEER, similar to the DQC case, is expressed as

VðtÞ ¼ V12ðtÞ þ V21ðtÞ (43)

with each term, after neglecting p3 cos(at), having the form:

VkmðtÞ ¼
�
Gkðokðlk;hÞÞ½1� Hmðomðlm;hÞÞð1� cosðoðr;hÞtÞÞ
�

r; lk ; lm; h

(44)

where Gk, Hm, ok(m)(lk(m),h), with k, m (a or b) numbering the spins, have the same

meaning as in DQC (cf Sect. 2.3.5). They are expressed differently (cf. Appendix)

due to fewer pulses and the nature of the signal, but as in DQC depend mainly on the

factors given by Eq. (31). In an ideal case, when there is no correlation between l1

and l2 as well as with h, Vkm(t) becomes

VkmðtÞ ¼ V0k½1� pmð1� cosðaðr;hÞtÞÞ
h ir; h (45)

Finally, for like spins, there is only one term of the form given by Eq. (45) which

is the well-known form

VðtÞ ¼ V0½1� pð1� cosðaðr;hÞtÞÞ
h ir (46)

where a � od(1 � 3 cos2 y) [30]. In the isotropic case Eq. (46) becomes

VðtÞ ¼
ð1
0

PðrÞ dr
ð1
0

½1� pð1� cosðodtð1� 3u2ÞÞÞ
 du (47)

where u � cos y. Equation (47) is quite similar to Eq. (38) for the case of DQC,

differing only because p < 1, and in Eq. (47) the V(t) is reduced by factors

reflecting the fraction of spins irradiated by the selective pulses, o1a (i.e., the

A-spins). As one can notice in Fig. 5b, the signal has a short “dead-time,” since

the initial part of the signal is distorted in the beginning and this may interfere with

measuring a distance shorter than ~25 Å, but it should be less of a problem for

longer distances. The implementation is helped by using an independent source for

the pump pulse, but a single TWTA with enough power operating in the linear

regime (~12 dB backoff from saturation) also does very well (cf. Fig. 5b), if one

uses the receiver with full quadrature to account for “dynamic” phase shifts [98].
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2.3.7 Four-Pulse DEER

Four-pulse DEER was introduced in 2000 by the group in the Max-Planck Institute,

Mainz [107] to help alleviate issues with the dead-time encountered with setting up

3-pulse PELDOR using a single amplifier that was a limiting factor in accessing a

wider range of distances.

This was accomplished by using the pulse sequence based on a refocused primary

echo (RPE) (p/2)a � t � pa � t � pb � (2t � t) � pa � t � echo with variable
position, t of pump pulse (pb) in between the second and fourth pulses. The addition
of the refocusing pulse modifies the dipolar evolution to shift its initial point to be in

the middle of the interval between the two refocusing pulses. Later this sequence

was modified as shown in Fig. 6. In this implementation the zero time for the dipolar

signal also coincides with the first (primary) echo but one chooses t1 � t2.
This ensures “zero dead-time” since the pump pulse does not need to be close to

the detection pulses, thereby permitting easy implementation based on a single

high-power mw amplifier, as in a commercial spectrometer. This fact enabled a

rapid expansion of this method, known as 4-pulse DEER. Today it is the main-

stream technique with several dozen spectrometers in operation worldwide. As a

result, the number of studies that use DEER is rapidly increasing.

It should be noted that in the 3-pulse method its “dead-time” is the delay required

for the detection pulse 1 (Fig. 5) to create transverse magnetization before the pump

pulse flips coupled B-spins (i.e., it is of the order of half the time interval required

for the pulses to “pass through each other”). The starting point of the dipolar

evolution in the 4-pulse DEER sequence is when the pump pulse is centered on

the refocused echo. Therefore, the two sequences are comparable in their capacity

Fig. 6 The 4-pulse form of DEER [107] is a modification of its 3-pulse predecessor. It is based on

detecting the refocused primary echo formed by p/2 � t1 � p � (t1 + t2) � p � t2 � echo pulse
sequence at the frequency oa of A-spins. The time variable t is referenced to the point where the

primary echo from the first two pulses is formed (but is not detected). At t ¼ 0 the dipolar phase is

zero for all A spins (the precise position of t ¼ 0 is limited by the width of the pulses). Shifting the

starting point for dipolar evolution away from the second pulse by t1 makes this pulse sequence

dead-time-free with respect to dipolar evolution and eases its technical implementation

Pulse Dipolar Electron Spin Resonance: Distance Measurements 27



to follow fast dipolar oscillations, due to the main limitation imposed by the width

of pulses. However in the single power amplifier Ku-band PELDOR implementa-

tion (cf. Sect. 2.3.6) the need to use the linear regime limits the capacity to use a

stronger pump pulse and may be not suitable for larger resonators in X-band.

Another issue is that pulse interaction often exists in TWT amplifiers depending

on the type of TWT and the design of the high-voltage power supply with the

effects lasting for several hundred nanoseconds. A dual-amplifier configuration, as

we found, is free from such artifacts, but is expensive. In summary, indeed 4-pulse

DEER is easier to setup and use than the original PELDOR.

It was shown that the approximate form of 4-pulse DEER signal for two spins

has essentially the same form [73] as in 3-pulse PELDOR:

Vðt1; t2; tÞ ¼ V0ðt1; t2Þ½1� pð1� cosðatÞÞ
 (48)

with the amplitude factors V0 depend mainly on spectral excitations of observing

pulses applied at oa, and p is the fraction of spins B flipped by the pump pulse.

Equations (42)–(47) from the previous section also apply. These expressions are

satisfactory for most practical purposes. As with 3-pulse PELDOR, Eq. (48) is

adequate when the pulses at the two frequencies do not overlap. Otherwise, there

are eight different dipolar signals, which introduce a moderate level of artifacts (cf.

Appendix). It is common to use a ~12 ns pump pulse to maximize the dipolar signal

while minimizing unwanted signals. However, a moderate increase in signal ampli-

tude could sometimes be offset in the case of typical T2s (~1.2–2.5 ms) by the need

to discard the latter points of the signal trace and because of nuclear ESEEM

effects. The condition of small overlap is substantially satisfied in a typical setup

that uses ~32 ns observer and pump p-pulses and a frequency separation

of�70 MHz. It also results in much smaller nuclear ESEEM. This setup is standard

at ACERT.

A useful feature of DEER is its flexibility. It can be applied to radicals with

nonoverlapping spectra and to very broad spectra. Relaxation effects and ESEEM

are mostly factored out. The artifacts due to pulse overlap can be kept small for a

broad range of pump pulses. Nevertheless, as we noted, there are a number of

effects that should be taken into account, when needed.

To this date DEER has been implemented over a broad frequency range from

S-band [108] up to E-band (180 GHz) [48]. It was implemented by us at Ku-band as

a very high sensitivity DEER spectrometer that was able to rival our DQC in some

cases, as we will show later in this chapter. It has operated for 9 years at ACERT

and was used for several studies. PDS, represented by 3- or 4-pulse versions of

DEER and 6-pulse DQC, allows one to measure distances from ~10 Å to nearly

90 Å, with DQC having a wider range due to intense B1s and stronger signals. The

main limitation to sensitivity and consequently the long distance range is imposed

by phase relaxation, which we discuss next.
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2.4 Relaxation

The amplitude of the primary echo V0 decays during the period 2t (cf. Fig. 5 for 3-

pulse DEER), and during period 2(t1 + t2) for 4-pulse DEER (cf. Fig. 6), and 2tm for

6-pulse DQC (cf. Fig. 4) due to phase relaxation. Therefore the maximum dipolar

evolution time interval, tmax (¼t), available for recording V(t) is ultimately limited

by the phase memory time, Tm. In the simplest case, V(t) ¼ V0 exp(�2t/Tm). In
more general cases several mechanisms contribute to relaxation, some are described

by stretched exponentials [109, 110] and some such as instantaneous diffusion [111]

are spin concentration dependent. Furthermore, the signal could be the sum of

several terms, with each modified by relaxation in its own way. Signal decay due

to relaxation is the main factor that limits the maximum distance, rmax, that one can

measure, over a reasonable period of signal averaging.

Depending on the signal-to-noise ratio (SNR), tmax is ca. (1 to 3)Tm and cannot be

extended much further. In DQC (cf. Fig. 4) tm is essentially taken as tmax and

(t1 + t2) as tmax in DEER (cf. Fig. 6). The largest measurable distance rmax is

proportional to ðtmaxÞ1=3 in order to recover a full dipolar oscillation [32, 35].

Thus only a minor increase in rmax can be made by increasing tmax which would

further reduce V(ttmax), and this would necessarily require a large increase in signal

averaging to improve SNR. Clearly, significantly improved sensitivity could also be

of considerable value here. In the case of relaxation given by a simple exponential,

the maximum time tmax that can provide “acceptable” SNR for distance analysis

depends on the spectrometer sensitivity, S, as log(S), where S gives the SNR for a

standard sample. An improvement of S by a factor of 5–20 (as we find for DEER and

DQC with the ACERT Ku-band spectrometer) extends tmax by a factor of 1.8–3

increasing rmax typically by 20–50% or else dramatically shortening the data

averaging time.

For nitroxide-labeled proteins, Tm is largely determined by the dynamics of the

nearby protons [110, 112–114] especially those from rotating methyl groups,

leading to simple exponential decay as expressed above with Tm in the range of

1–2 ms for buried or partially buried labels. Such relaxation times are characteristic

of hydrophobic environments that are encountered in lipid membranes (including

fluctuating methylene protons) [115] and the protein interior [112]. At ACERT’s

Ku band level of sensitivity, this typically limits tmax to about 3–6 ms (in the absence
of other relaxation mechanisms that could become dominant at larger tmax); thus

permitting rmax of ~55–65 Å.

Such short relaxation times could be significantly improved by protein and

(when possible) lipid deuteration, with distances as long as 87 Å having been

reported [116]. However, even in this case a typical limit is about 60–70 Å, since

in such systems the average spin concentrations are often very low (2–20 mM). For

water-exposed spin labels in soluble proteins, relaxation times could be consider-

ably longer, ca. 3–4 ms [112] and could be as large as 6–8 ms in a deuterated buffer.
Nitroxide probes have Tms of nearly 100 ms in D2O/glycerol-d8 [114]. However, if
there are surrounding protons, for example from the protein itself, the relaxation
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time becomes much shorter. At longer t (�3 ms) relaxation is dominated by the

nuclear spin diffusion mechanism, leading to relaxation as exp(�mtk) with

k ~ 1.5–2.5 [110, 117]. We can define the respective phase memory time Tm for

such cases by expressing this relaxation term as exp[�(2t/Tm)
k]. In water, spin-

diffusion typically limits Tm to ~4 ms, permitting an rmax of ~50 Å (or ~65 Å with

lower accuracy).6 Using deuterated solvent [35, 58, 59, 109] could extend Tm of

spin-labeled proteins to ~6.5 ms and tmax to ca. 8 ms in favorable cases [114], i.e.,

less than is possible in completely deuterated systems [116, 118, 119], as there still

is a bath of protons of the protein that will enable efficient nuclear spin-diffusion.

Another way to deal with such types of nonlinear (k > 1) relaxation is to do

multiple refocusing of the spin-echo [120]. This can partially suppress this relaxa-

tion, since each subsequent refocusing pulse is applied to the spin-echo produced by

just the preceding refocusing pulse, so the total decay is a product of the decays

between refocused echoes. For example, 6-pulse DQC has two points of refocusing

first-order coherence (i.e., p-pulses 2 and 6 in Fig. 4) that help to extend tmax when

Tm is dominated by nuclear spin diffusion, so the decay becomes: exp[�(2tp/Tm)
k �

(2t5/Tm)
k] rather than exp[�(2tm/Tm)

k] (assuming a very short tDQ) [35, 58]. Of

course, for k ¼ 1 the two expressions are equivalent. This permits a more accurate

estimate of rmax to ca. 70 Å.

The longitudinal relaxation time, T1, determines how frequently the pulse

sequence can be repeated (usually no more than at the rate of ~1.5/T1) and

consequently the rate at which the data can be averaged. Both T1 and T2 are

temperature dependent, as is the signal amplitude, which depends on the Boltzmann

factor for spins in the static magnetic field. The combined effect of all these factors

is such that for proteins in water solution or in membranes the optimal temperature

as a rule is in the range of 50–70 K for nitroxide labels. The presence of paramag-

netic impurities with short relaxation times shortens both T1 and T2. This requires
conducting experiments at even lower temperatures. However, it is difficult to use

nearby ions to improve sensitivity, as T2 can quickly become quite short. The

distance between two ions [22, 87] or nitroxide to ion [121] can also be measured

and the optimal temperature is usually less than 20 K.

2.5 Distance Ranges

2.5.1 Long Distances

In the previous section we discussed relaxation as the major limitation in the context

of long distance measurements. The other limitations arise due to spectrometer

sensitivity and sample properties, such as its morphology and heterogeneity [122].

The ability to measure very long distances is thus limited by the phase memory time,

6One could use just a tmax of ~1.2Tm in this case.
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Tm and for proteins, 65–75 Å is about the upper limit with current technology. Also,

distances measured in this range are typically not very accurate because of a lower

SNR and reduced fractional period of the dipolar oscillation detected. Modified

pulse sequences have been shown to bring some level of improvement [58, 59].

Sometimes just buffer or lipid deuteration suffices to measure distances up to

80 Å (Fig. 7b), but in general further improvement would require much greater

effort, such as a dramatic increase of the spectrometer sensitivity and/or

improvements in sample preparation, e.g., partial or complete protein deuteration

(Fig. 7a) [116, 119], which in itself we estimate may extend rmax to 100–130 Å and

make distances ranging up to 80 Å much more accurate. Since such enrichment also

benefits high resolution NMR [123–125], one could hope that this technology may

become, in the future, an accepted way to improve the accuracy of distances in the

50–80 Å range, which are currently accessible, and to increase the sensitivity

dramatically, bringing it to the micromolar level. This is of particular value for

the difficult case of membrane proteins. Alternatively, with a good spin labeling

strategy, such long distances can often be avoided, but much more double mutants

have to be engineered to recover very long distances by triangulation [1, 5, 63, 71].

2.5.2 Short Distances

While measuring short distances is not limited by sample relaxation, this task has its

own challenges. The sensitivity to shorter distances decreases significantly because

the dipolar (and J) coupling increases and both components of the Pake doublet can

no longer be adequately excited [104] in DEER. Also, account must be taken of the

strong dipolar coupling that still exists during these long pulses [102, 104].

Fig. 7 Time-domain normalized DEER signals after baseline removal and reconstructed distance

distributions: (a) 70% deuterated a-synuclein Parkinson’s A30P mutant spin-labeled at sites 24

and 72 and reconstituted in SDS-d25, (40 mΜ protein; 3 h of signal averaging); (b) 26 b.p.

undeuterated TAR-RNA/TAR-cDNA duplex, DNA spin labeled at 30, 50. The signal was averaged
over an 8 h period. The DNA concentration was 50 mM and D2O buffer was used. The signal in (b)

represents a distance of 80 Å with a width of ~30 Å. [The same sample was recorded using a 20 ms
“oscillation” time in 3 h with S/N about 50% of that shown. This permits one full period of dipolar

frequency corresponding to 101 Å distance. (a is adapted from [116]; the sample used in b is

courtesy of C. P. Scholes.)]
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Below about 18 Å the sensitivity of DEER to short distances reduces signifi-

cantly and distances shorter than ~15 Å are difficult to measure. The p-pulse excites
a spectral extent (in Gauss) of about B1. It is necessary in DEER to excite both

components of the Pake doublet at both pump and detection frequency. DEER

normally uses pump p-pulses longer than 20 ns (B1 of 
9 G) and longer than 32 ns

for detection. This imposes a lower limit to DEER of ca. 15–20 Å (cf. Fig. 8).

However, p-pulses of 30 ns are typical, since they provide a cleaner implementation

of the method, which requires that the pump pulse and observing pulses do not

overlap in spectral extent. This tends to limit short distances measurable by DEER

to 20 Å. A modification of the 4-pulse DEER sequence for short distance measure-

ment was suggested [60], and may be useful in future applications to biological

systems.

DQC uses intense pulses with B1 of 30 G or greater, hence it can access distances

as short as ca. 10 Å [11, 93] (cf. Fig. 8). In this case the pseudosecular part of the

dipolar term in the spin-Hamiltonian [i.e., the last term on the right in Eq. (12)]

cannot be neglected, but this can be accounted for [35].

Thus, pulse methods could be applied to most practical cases arising in protein

distance mapping, i.e., 10–90 Å. The short distance range is more appropriate

however for organic biradicals, buried spin labels, or radical cofactors, TOAC,

and similar cases, when radicals are substantially immobilized and their geometry

is known or can be deduced. This lower range is less relevant for typical nitroxide

labels with long tethers, with uncertain geometry.

Fig. 8 The challenge of short distances with the example of short biradicals used for DNP. Ku-

band (17.3 GHz) DQC (1) and DEER (3) are compared for a rigid ~12.5 Å nitroxide biradical,

BTOXA. Detection p/2 and p-pulses in 4-pulse DEER were 16 and 32 ns, respectively; the

pumping pulse was 18 ns (B1 ~ 10 G). This is found to be insufficient to properly excite the

dipolar spectrum. For DQC p/2 and p pulses of 2 and 4 ns widths were used (B1 ~ 45 G),

developing the oscillations very cleanly. The longer pulses of DEER lead to a spread in the

refocusing point of different spin packets and the weaker B1 does not excite the full dipolar

spectrum. Both function as a low-pass filter smearing out the high-frequency dipolar oscillations.

(2) Ku-band (17.3 GHz) DQC signal for an even shorter biradical, BTUrea. In these experiments,

p/2 and p pulses were also 2 and 4 ns. The dipolar spectrum has a characteristic frequency

~50 MHz and spreads up to ~75 MHz. However, it is believed this is in part due to an electron

exchange J of 7.8 MHz. (The biradicals is courtesy of R.G. Griffin.)
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2.5.3 Optimal (PDS) Range of Distances

In our experience, an optimal range of distances for the purposes of PDS is within

20–50 Å (45 Å for membrane proteins, whose Tms are 0.8–1.5 ms), even though

larger distances can be and have been measured with a longer period of signal

averaging, but usually with reduced accuracy. This is based on our extensive

experience at ACERT at Ku band, so the upper range would be smaller at X-band

(commercial). Distances shorter than 20 Å introduce a relatively larger uncertainty

in estimating the Ca–Ca distances. Measurement of distances in the optimal range

are fast and accurate in most cases. The labeling sites and distance network should

thus be chosen when possible such that they provide optimal conditions for PDS, by

increasing the relative number of optimal distances, as needed.

A good example of this effect is the recent study on structural models of the

complex between the cytoplasmic domain of erythrocyte band 3 protein and

Ankyrin-R repeats 13–24, where PDS data were supplemented by cw ESR for

distances shorter than 15 Å [71].

Optimal conditions are not readily available for oligomeric proteins due to

multiple labels and their typically large size [5, 65, 122]. For an unknown structure,

a preliminary scanning by several trial measurements may be very helpful.

2.6 Distance Distributions and Extracting Distance Information

Several approaches to determine distance distributions of paramagnetic centers in

solids were utilized in the early applications of DEER and related methods [29].

Such methods have been improved [66, 67, 69, 70, 126, 127] and Tikhonov

regularization is now a major tool for extracting distance distributions from the

raw or preprocessed data.

In PDS the “raw” experimental time-domain signal encoding distance information

is not an ideal dipolar signal which is the Fourier-transform of the dipolar frequency

spectrum. Depending on the method it can contain a constant or decaying background

and be modified by some decaying function. Before any attempt to reconstruct the

distances is made, the pure dipolar signal should be separated from these. Without

going into the details of the forms and origin of these contributions, which we discuss

in Sect. 2.8, we express the time-domain PDS signal (both DQC and DEER) in the

following general form consistent with the above signal description.

VðtÞ ¼ Vintraðt;mÞVð1Þ
interðt;mÞ þ V

ð2Þ
inter

D E
m
; (49)

where Vintra is the “dipolar” signal of interest, produced by a pair of spins in

the molecule bearing a pair of spins, while the other terms and factors depend on

the PDS method to detect the signal and the sample property, for example the

contributions to the intramolecular spin-pair signal from the surrounding spins
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(vide infra), denoted by the subscript “inter.” The averaging in Eq. (49) is

conducted over parameters m ¼ (m1, . . ., mn), some of which may be common for

contributing terms. For example, they could depend on the distribution of B1 over

the sample, or there could be a local structure, leading to a MOMD7 case [128]. For

DEER a widely accepted approximation is to takeV
ð2Þ
inter as a constant offset modified

by V
ð1Þ
inter [105].

These terms can have a different origin in DQC andV
ð2Þ
inter could originate from the

spins on other molecules and does not factor out in a simple way [1]. DQC filtering

helps to make V
ð2Þ
inter small and it becomes insignificant at very low concentrations

when molecules become essentially isolated. V
ð1Þ
inter in DEER could also originate

from local aggregation effects that will only modify the signal of the aggregated

molecules [129]. In all cases, the task is to extract the “dipolar signal” Vintra from

V(t). It can be helped by any a priori knowledge about the morphology of the sample.

We emphasize that this step is one of the major sources of errors in distance

reconstruction.

In most cases, the signal in PDS, used to extract the distance is based on the Vintra

assumed to be given by the “ideal” signal form given by Eqs. (38) and (47). This

level of approximation is often adequate, except for the cases when orientational

effects (cf. Sect. 5.3) are significant or aggregation effects cannot be neglected.

After extraction of Vintra, it is subjected to inverse reconstruction by Tikhonov

regularization or related methods. The problem can be represented by a Fredholm

integral equation of the first kind

VintraðtÞ ¼ V0

ð1
0

PðrÞKðr; tÞ dr (50)

with the kernel K(r, t) for an “ideal” isotropic sample is given by

Kðr; tÞ ¼
ð1
0

cosðodtð1� 3u2ÞÞ du: (51)

The inversion of the signal Vintra given by Eq. (50) to obtain P(r), the distance

distribution, is in principle achievable by standard numerical methods, such as by

singular value decomposition (SVD), but it is an ill-posed problem which requires

regularization methods in order to arrive at a stable solution for P(r). In the practical
implementation, the data are discrete and available over a limited time interval, and

the actual form of the kernel K(r,t) may differ from the ideal form given by Eq. (51),

or could be modified to address a specific issue, such as providing corrections to the

reduced sensitivity of DEER to short distances.

7Microscopic order with macroscopic disorder.
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Tikhonov regularization [67, 70] recovers the full distribution in distance, P(r).
It is based on seeking an optimum, P(r), which tries to minimize the residual norm

of the fit to the data while also trying to maximize the stability of P(r) (i.e., to reduce
its oscillations). The relative importance of both is determined by the regularization

parameter, l. The L-curve method for optimizing l is computationally very effi-

cient and the most reliable to date [70]. In the Tikhonov method the regularization

removes the contributions of the small singular values, si in the SVD that are

corrupted by the noise by introducing the filter function

fi � s2i
s2i þ l2

; (52)

which filters out those contributions for which s2i � l2. Further refinement of the

P(r) can be performed by means of the maximum entropy method (MEM) [69],

although it is computationally more time consuming.

The latest versions of MEM and Tikhonov regularization permit one to simulta-

neously fit and remove the effects of V
ðkÞ
inter while optimizing the P(r) from raw

experimental data8 [69]. This is important, since any attempt to remove a “pre-

scribed” baseline (assumed to be a linear or a stretched exponential function) in the

case of broad distributions usually results in a level of distortion that can render the

distribution totally unreasonable. The reconstructed distribution may exhibit, for

example, long-distance tails that correspond to distances exceeding the size of the

protein.

Experimental artifacts, a multitude of minor effects leading to signal distortions,

and residual baseline make the signal recovery somewhat less accurate than what

can be achieved with model data generated using the ideal kernel of Eq. (51). The

test examples in the literature [69, 70] demonstrate the accuracy of recovery of

average distances and distribution widths when the signal is free of artifacts.

The best condition for having the least distorted data is to use a sample with very

low concentrations to reduce the baseline practically to a constant in DEER and to a

very small (negligible) constant by using DQC. This however requires that one

employs a PDS spectrometer with adequate sensitivity. The analysis based on ideal

kernel data suggested that the SNR should be not less than 30–50 depending on the

reconstruction method [69, 70]. But a low level of distortions is also very important.

However, since it is difficult to obtain such high SNR, we commonly find from the

literature that distance reconstruction was conducted on data with SNR of ~10 or

less or highly distorted in the latter points of the record. This practice is very likely

to result in very poor or even unphysical reconstructions.

8 Available for download through the ACERT web page www.acert.cornell.edu.
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As an example of the viability of distance reconstruction, using short-range

distance DQC data, we show in Fig. 9 the reconstruction of distance distributions

for peptoids which are synthetic peptide analogs with side-chains attached to

nitrogens.

2.7 Orientational Effects in PDS

The signal in DQC or DEER, given by Eqs. (34), (43), and (44), depends on the

orientations of the magnetic and dipolar tensors, leading to a dependence of the

dipolar spectrum on the exact position of spectral excitation in DQC and of both

frequencies in DEER. On one hand, this can confuse the distance measurements,

and on the other hand, it provides the opportunity to determine (to some extent) the

orientations of spin labels, thus providing additional structural constraints. In cases

of strong magnetic anisotropy and broad spectra, such as for Cu2+–Cu2+ spin pairs,

this orientation selectivity is already available at X-band [87], whereas for

nitroxides W-band may be more suitable.

For spin labels with flexible tethers such as MTSSL, orientational effects are

usually small and it is difficult to detect them at Ku band, but the effects are more

pronounced for cases of more rigid labels such as TOAC and those developed

for labeling oligonucleotides [130, 131], or even for MTSSL in some cases [132].

Fig. 9 Distance distributions (bottom) obtained from DQC data for double-labeled peptoids

C1–C5 (left top) as determined by inverse reconstruction by Tikhonov regularization. Distances

as a function of inter-residue spacing for C1–C5 (right top). Maxima shift from ~12 Å
´
to longer

distances (~18 Å
´
) as the residue spacing between labeled side chains increases. Note that D6

(structure not shown) lacks branched structure-inducing side-chains, so it exhibits a wide distance

distribution. (Adapted from [11].)
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New spin-labels with reduced flexibility [133, 134] may help to achieve stronger

orientational effects than what can be achieved with MTSSL.

When a sample containing bilabeled proteins is subjected to a sufficiently strong

microwave pulse, as is used in DQC, the nitroxide EPR spectrum is almost

uniformly excited by each pulse, and any orientational selection is (largely)

suppressed given the excellent Pake doublet predicted for DQC [93] as shown in

Fig. 10; that is, it does not modify the echo amplitude (except for the effect of

pseudosecular dipolar terms for short distances). Also, in high B1-fields, the effect

of dipolar coupling during the pulses becomes relatively weak so that the spectral

rotation of both components of the Pake doublet is essentially the same as in the

absence of coupling. In other words, a strong B1 decouples the spins. Therefore, for

not very short distances and in sufficiently strong excitation fields (B1s), the

information on orientations of the magnetic tensors of the spin-label moieties is

virtually excluded from the time-domain dipolar evolution of the echo amplitude in

DQC. However, as shown by Borbat and Freed [35] and later in [93], orientational

information is still retained in the spin-echo evolution, and can be retrieved by

Fig. 10 Time-domain 1D DQC signals and their Fourier transforms for 14N nitroxides with their

magnetic tensor axis orientations distributed isotropically in the molecular frame (i.e., referred to

as uncorrelated case). (a, b) A computation based on analytical approximation [cf. Eq. (32)] and

(c, d) that computed rigorously. B0 ¼ 6,200 G, B1 ¼ 30 G, and dipolar coupling (nd) is 15 MHz

(15.1 Å). This figure shows the time-domain data in dipolar and echo times and its FT. A small

peak at 3nd/2 (indicated by downward arrow) and a weak shoulder (marked by asterisk) extending
up to 3nd are manifestations of the pseudosecular terms in Hdd. The difference between the two

cases is quite small, being mostly caused by using simplified amplitude factors in Eq. (32).

(Adapted from [93].)
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recording the 2D time–domain data as a function of both the spin-echo time (techo)
and the dipolar evolution time (tdip); this is discussed later in this chapter

(cf. Sect. 5.3). We remind the reader that the spectral extent that contributes to

the DQC signal is less than that given by an individual p-pulse, since there are three
such p pulses in the DQC sequence. Therefore not all orientations are equally

represented in a real DQC signal.

2.8 Multi-spin Effects

So far, we have been discussing pulse methods for a system of two spins. These

methods have also been applied to systems that contain more than two spins, such as

oligomeric proteins [5, 65, 122] and small spin clusters [135]. In principle, all

electron spins in a sample interact with the spin-pair in spin labeled molecules,

giving rise to an intermolecular contribution that modifies the dipolar signal from

that of an isolated spin pair or a small cluster [cf. Eq. (49)]. Such contributions are

reasonably well understood in the case of DEER, but they are less tractable for

single-frequency techniques, such as DQC. In all cases these effects should be

accounted for in order to extract the intramolecular signals that encode the informa-

tion on the relevant distances. Experimentally, intermolecular contributions should

be reduced by using samples as dilute as possible consistent with the distance range

and the available SNR. Intermolecular contributions on the other hand can be used to

estimate spin concentration and homogeneity of the spin distribution in the sample.

2.8.1 Multi-spin and Intermolecular Effects, Clusters, Oligomers, and

Spin-Counting

In many cases one has to deal with a protein that may have more than two spin

labels, such as an oligomeric protein or a protein binding several spin-labeled

substrates. For N spin labels, there could be up to N(N � 1)/2 distances. For

instance, in our work on CheA/CheW complex [5] there were four spins per

complex, with six distances possible, limited to four by symmetry, and up to five

distances in our study of binding of the receptor by this complex [65]. Therefore, one

might expect that except for a few advantageous cases like this, a broad distribution

may be the only result, limiting the opportunity to infer detailed information on

distances. The study on the CheA/CheW/Receptor complex used modeling to match

several broad distance distributions in order to verify rigid-body docking, based on

loosely defined constraints [64, 65].

One important application of PDS is spin-counting that could yield aggregation

numbers. This currently is based on a well-tested DEER method. Small spin

systems based on rigid polyradicals have been studied to correlate the modulation
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depth with the number of spins [136] and to estimate nonlinear effects [137] in

cases when the pump pulse is not weak enough, as recommended in early work on

spin-counting by DEER [105]. Recently a magnetic dilution method was introduced

for cases where the aggregate structure is not well defined [129].

In general, the small spin cluster problem is not as simple as it may appear. All

A-spins are coupled and in the subsystem of A-spins one has to deal with the multi-

spin dipolar Hamiltonian that contains non-commuting pseudosecular terms [138];

therefore the contributions of spins in the cluster to the echo from a particular spin

do not factor out, as they do for B-spins or remote spins on other molecules. Thus, a

good approach may be in using weak detection pulses minimizing the A-spins in

order to limit the task to the first-order in spin number. The contribution from

remote A-spins has no such problem and is treated in the same way as for B-spins,

since the pseudosecular dipolar term can be neglected. Even in the case of mono-

disperse clusters, due to less than ideal spin labeling efficiency, there is a distribu-

tion in number of spins per cluster, therefore the term in cos(at) in Eq. (41) should

be explicitly included in computing the signal from the cluster [105]. The case of

several spins can become more complicated if the relaxation times of the spins are

significantly different due to different local environments [65].

For an N spin system, e.g., for a spin-labeled oligomer of order N, bearing
nitroxide spins k ¼ 1, . . ., N, the dipolar signal in DEER can be written as a product

according to [105] as:

VintraðtÞ ¼ V0N
�1

XN
i¼1

Y
k 6¼i

½1� pikuikðrik; tÞ

* +

rik

(53)

Here, uikðrik; tÞ � 1� cosðaðrikÞtÞ is the dipolar signal detected on spin i when
pumping on spin j, pij is the probability of flipping spin j by the pump pulse; rij is the

vector connecting spins i and j.
Micro-heterogeneous systems or systems with local order, such as lipid

membranes and micelles which have characteristic microscopic order, are usually

not amenable to simple analytic solutions, and their signals should be derived based

on the appropriate averaging of Eq. (53) for the particular case [135].

The case of a small group of spins (clusters) has been considered in the literature

[33, 105, 135]. This case requires numerical treatment based on Eq. (53), typically

by the Monte Carlo method, although simplified approaches exist and were used to

make crude estimates of the number of spins in a cluster [105]. Actually, an

accurate treatment is rarely justified in such cases, since there are too many

unknown parameters to fit and the limited data which permit determining one or

two parameters at most. In addition one must have a priori knowledge about the

system in order to model it properly.
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2.8.2 Intermolecular Effects

The spin echo amplitude from an isolated pair of spins in DEER [30, 122, 139]

according to Eq. (46) can be written as:

VintraðtÞ ¼ V0ð1� pþ p cosðatÞh irÞ (54)

where p is the fraction of B spins flipped by the pump pulse. The angular brackets

denote averaging over r, which is simplified by assuming no orientation selection

[32, 131], which usually holds well for flexible tether MTS spin labels. Note also

that Vintra(t) in DEER contains a large contribution from spin pairs not flipped by the

pump pulse, V0(1 � p), cf. Eq. (54).
The amplitude of the DEER time-domain signal, V(t), as noted in Sect. 2.6 can

usually be factored into an “intramolecular” contribution, Vintra [Eq. (54)], which

gives the dipolar interaction in a pair of sufficiently isolated spatially correlated

spins (i.e., on the same molecule), and a nonspecific “intermolecular” contribution,

Vinter, from those spins randomly located within a few hundred angstroms from the

pair [139].

VðtÞ ¼ VintraðtÞVinterðtÞ (55)

Vinter is a decaying signal that modifies V(t), resulting in a large decaying

background (baseline) signal, and term V
ð2Þ
inter could also be present (cf. Eq. (49)),

e.g. it can be contributed to from other sources, such as free spin-labels. For a spin i
the dipolar signal in DEER due to all surrounding spins can be written as a product

according to [105] as:

Vi;interðtÞ ¼
YN�1

j6¼i

½1� pijð1� cosðaðrijÞtÞÞ

* +

(56)

where angular brackets denote configurational averaging over all spins in the

sample. Relaxation may complicate Eq. (56), but is not included, as is appropriate

for most practical cases. Equation (56) can be simplified by Markoff configu-

rational averaging [140] over the spin distribution throughout the sample. Protein

solutions can generate an isotropic, but not necessarily uniform spin distribution

because of spatial correlations through excluded volume or interaction effects

[141]. One finds [129] by using the Markoff method:

VinterðtÞ ¼ expð�k0pC0t� 9
ffiffiffi
3

p
k0pC0

ð1
0

f ðrÞr2 dr
ð1
0
dx sin2ðodtð1� 3x2Þ=2ÞÞ (57)
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where k0 ¼ 8p2g2e�h=9
ffiffiffi
3

p � 10�3 mM�1 ms�1 and p is the fraction of spins flipped by
the pump pulse; C0 is the average spin concentration over the sample; and

f(r) � 1 � C(r)/C0 represents the effect of variable (local) spin concentration, C
(r), in heterogeneous samples, and r is the distance from the spin. It is clear from

Eq. (57) that the exponent is nonlinear in t, whose character depends on whether the
molecules attract or avoid each other [141].

For a uniform spin distribution when C(r) ¼ C0 and f(r) ¼ 0, then Eq. (57)

reduces to the well-known formVinter ¼ expð�pk0C0tÞ. If one approximates C(r) by
a constant local concentration, Cloc, then

Vinter ffi expð�pk0CloctÞ (58)

Cloc thus can be estimated from the slope k of the baseline (cf. Fig. 11) in the

semi-logarithmic plot of V(t), i.e., from

k�1 ¼ 1:0027
103

pCloc

(59)

where Cloc is the molar concentration and p is 0.2–0.35 for typical pump pulses

[142]. The dipolar signal from the spin pair of interest [cf. Eq. (54)] is then modified

by multiplication by this decaying factor (cf. Figs. 11, 12, 13, 14, and 15 for

examples). A similar mechanism works amongst A-spins and is referred to as the

Fig. 11 The effect of the glassing agent and sample freezing method on local concentration. Raw

dipolar signals are plotted on semilogarithmic scale for (a) 56 mM 65/135 mutant of T4-lysozyme

and (b) 100 mM TEMPOL (1-oxyl-2,2,6,6-tetramethyl-4-hydroxypiperidine). The samples were

prepared using a different percentage of glycerol in D2O buffer by freeze-punch (slow-freeze) and

freeze-quench (rapid-freeze). One can see different slopes, indicating variations in Cloc, depending

on percentage of glycerol and the freezing method. The slopes for the 10% glycerol rapid-freeze

sample, and 30% and 10% glycerol slow-freeze samples correspond to Cloc of 122, 248 and

578 mM, respectively. For TEMPOL the slopes correspond to 100 and 200 mM, in 50% and 30%

glycerol samples, respectively. Only with 50% glycerol the spin probe distribution in the sample is

truly uniform. In the case of T4L, a rapid freeze ensures a nearly uniform distribution even in the

presence of just 10% of glycerol. (Adapted from [142].)
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“instantaneous diffusion” mechanism mentioned earlier [34, 111, 117, 138, 143],

although it is not a dissipative relaxation mechanism, so it can be partially

refocused [95].

Fig. 12 Time-domain DEER signal for CheW complex with CheA-D289 Q545C spin-labeled

cysteine mutant. Inset shows broad distance distribution between pairs of nitroxides in this

homodimeric protein [5]. CheAD289 concentration was 25 mM, signal averaging time was 8 h

20 min due to short Tm. The latter part of the signal deviates from a straight line in the semi-log plot

due to the presence of unwanted dipolar signals caused by the overlap of pulse excitation at the two

frequencies separated by 65 MHz. DEER was recorded using 20 ns pump pulse in dual amplifier

spectrometer configuration, which eliminates the contribution from pulse cross-talk in the TWTA.

The signal after subtracting the background has to be truncated or apodized prior to L-curve

Tikhonov regularization. This shortens the trace by ~0.5 ms. (Adapted from [122].)

Fig. 13 The DEER data in the case of clusters for spin-labeled alamethicin magnetically diluted

(b), and without dilution (a). (a1, b1) are straight line semi-log fits to the asymptotic parts of (a, b).
(a) is typical for a spin cluster; in this case single labeled alamethicin molecules are organized into

small clusters with an expected constant number of monomers. The data in (b) represent the same

spin concentration but magnetically diluted by a factor of 5 with unlabeled peptide, indicating that

this signal indeed originates from a spin cluster. The asymptotic DEER amplitudes (Va, Vb) can be

immediately analyzed to yield an estimate of how many peptide molecules, N are in the cluster

[105], given that the fraction of peptides in clusters is known. Based on [105] log Va ¼ (N � 1)

log(1 � p), where p was 0.2. This yields four peptide molecules per cluster. (Adapted from [122].)
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Strictly speaking, Eq. (58) only holds for the primary echo decay in magnetically

dilute spin systems. The intermolecular contribution depends on how the multi-

pulse sequence manipulates the spins in the surrounding spin bath and all possible

dipolar evolution pathways should be considered [38]. In 3-pulse PELDOR the

primary echo is the sum of four components that have different time dependencies

with respect to the position of the pump pulse (cf. Sect. 2.3.6) [106].

The refocused echo used in 4-pulse DEER is an eight-component signal

originating from all dipolar pathways (cf. Appendix). In both cases there is a

common intermolecular factor, given by Eq. (58), but the coefficient k may be

different from what is given by Eq. (59), if any overlap exists between the

excitations at the two frequencies. Even when the overlap is small, it affects

the longer time points of the signal and may become comparable to or exceed the

dipolar oscillations at these points as illustrated in Fig. 12. This complicates fitting

to the baseline. To minimize the distortions of this part of the signal, it is better for

the pump pulse to be less than ~32 ns in width for nitroxides and virtually all

distance measurements at ACERT were made in this mode.

Fig. 14 Data processing of a Ku band time-domain DEER data for monoamine oxidase MAO-B

labeled with spin-labeled pargyline substrate and reconstituted in octylglucopyranoside micelles

[27]. (a) The intermolecular background is removed by first fitting (inappropriately) the data on the

1–4 ms interval to a second degree polynomial (rather than to a straight line as relevant for this

case) in the semi-log plot, followed by subtracting it out. (b) Dipolar signal after removal of

background. Dashed line shows the correction for the background that was generated in the

process of MEM reconstruction [69]. (c) Corrected dipolar signal generated by fitting (a) to a

linear background signal; it is indistinguishable from (b), after subtracting from (b) the correction,

indicating the capability of MEM to adjust the inter-molecular contributions to the dipolar signal,

reducing introduced spurious content, without introducing large errors or instability. (d) P(r)
produced from data from (b) (upper curve) and (c). (Adapted from [122].)
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A similar approach can be applied to an isotropic uniform distribution in space

with fractal dimensionality, where a closed-form solution can be written [109].

Practical examples of lower dimension are the 2D case of unilamellar lipid

membranes or the 1D case of self-avoiding polymer chains.

We note that a generalization of DQC methods to provide multiple-quantum

coherence pulses that select the order of coherence is, in principle, possible [35].

Such a methodology would be very useful for spin counting, but it has not yet been

developed for practical use in ESR.

For the sophisticated pulse sequence of DQC, there is no rigorous theory yet for

the intermolecular dipolar effects in DQC. To first order, it is a linear contribution,

which is modified by instantaneous and nuclear spin diffusion effects such as to

provide a monotonically decaying nonlinear background, which should be fit to a

polynomial or obtained by conducting reference measurements on singly labeled

molecules. After correcting for damping as described in [1], MEM with baseline fit

[69] can be applied and usually works well.

As either evolution time or concentration increases, higher order coherences will

play a further role in reducing the signal. This has been analyzed for a simplified

Fig. 15 Distance distribution reconstruction as a function of the evolution time of the dipolar

signal. Subplot (a) shows the logarithms of raw time-domain DEER data from Parkinson’s mutant

A30P of a-Synuclein with spin labels introduced at positions 24 and 72 [116], total protein

concentration (labeled and unlabeled) was 40 mM in 20 mM SDS-d25 solutions. The baseline

produced by fitting to log-linear background is plotted as dashed line. Subplot (b) is otherwise the
same as (a), but uses the data in (a) truncated down to 2.5 ms. The insets in (a) and (b) show the

data after baseline subtraction. The panels (c, d) show respective P(r)s. A better reconstruction is

obtained on original 7 ms data. (This lab, unpublished.)
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Many-Spin Hamiltonian by Nevzorov and Freed [138]. Therefore at low con-

centrations, DQC has the advantages of better sensitivity due to all or nearly all

the spins participating and to the weaker effects of the surrounding spins. But in

cases of high local concentration (lipid vesicles, protein oligomers, or peptide

clusters), DEER is able to produce the same (or sometimes even better) sensitivity

than DQC, because of reduced instantaneous diffusion resulting from the weaker

DEER pulses.

From the standpoint of PDS the intermolecular term is usually an unwanted

complication, requiring that the intramolecular signal of interest be separated from

the intermolecular contribution to the signal. Clearly, the best approach is to

minimize the latter by sample dilution, whenever it is an option and sensitivity

permits, as we continue to point out.

For clusters, controlled magnetic dilution proved useful to detect aggregation

[129, 144] and evaluate the size of the clusters and the number of spins [145]. We

illustrate in Fig. 13, the practical implementation of the method, with some addi-

tional details given in [105].

2.8.3 Data Processing in DQC and DEER

Before the data from a PDS experiment is processed into a distance distribution, it

should be separated from the offset and intermolecular contribution, as discussed in

Sect. 2.6. As can be seen in the literature, in many (or maybe most) cases the task of

extracting the pure intramolecular dipolar signal from the data record is a difficult

one, as there is no truly accurate and reliable theory that can describe all the

intermolecular contributions. It has been accepted that a benefit of DEER is the

multiplicative nature of the background, as it permits one to fit the background to,

e.g., a simple (or stretched) exponent and then simply factor it out. However, this is

not necessarily true.

In fact, the multiplicative nature of the DEER signal is often not the case and

intermolecular and intramolecular signals can be convoluted. Some obvious reasons

are: local heterogeneity, excluded volume, and spatial correlation lead to

distributions in local concentrations, relaxation times are different, B1 is not uniform

over the sample, fractal distributions are often encountered in anisotropic environ-

ment, etc. Nevertheless, our (unpublished) analysis showed that in most of the above

cases the assumption of a signal of the form VintraVinter does not result in large errors.

But generally speaking, in most cases baseline removal still is a highly empirical

procedure, as it can be highly nonlinear. The best solution would be to have it

constant or nonexistent, e.g., to use highly dilute samples and when possible, DQC.

However, membrane proteins are usually locally too concentrated even for DEER,

even though the average (or bulk) spin concentrations are usually much less than

100 mM. So, this recipe would require a level of sensitivity that is beyond the

current state of the art. For DQC, one may work with very dilute solutions

Pulse Dipolar Electron Spin Resonance: Distance Measurements 45



(ca. 10 mM) so the small intermolecular background signal is readily removed by

means of least squares polynomial fitting in the time-domain of the latter part of the

signal with sufficiently decayed oscillations; then this is extrapolated back to the

earlier points of the signal and subtracted out. A correction to (quadratic) relaxation

decay may be needed for not very small backgrounds [1].

In the case of DEER the removal of (multiplicative) background signal often is

performed by fitting the latter part of the signal to a straight line in a log plot under

the assumption of an exponent that is linear in time as in Eq. (58). This model often

is not the case for the following reasons: fast-relaxing ions, charges on the protein

[141], and excluded volume. All these produce a concave baseline on a logarithmic

scale, whereas aggregation [cf. Eq. (57)] and fractal dimension [109] lead to the

opposite or convex baseline. In these (typical) cases a low-degree polynomial can

be used if a reasonable model for Vinter cannot accurately reproduce the intermolec-

ular contributions. Referencing using singly labeled protein has proved to be useful

for DEER.

When Vintra is oscillatory and does not significantly decay, more of the earlier

points should be used to determine Vinter, sometimes all the way back to Td/2 (Td is
the period of dipolar oscillations). This approach to baseline subtraction could be

highly inaccurate; therefore it may be necessary to supplement it by MEM regular-

ization to reduce the error in subtraction (cf. Fig. 14).

In the opposite case of broadly distributed distances the signal makes a gradual

transition into the baseline and their separation becomes problematic, especially if

the baseline is not expected to be described by a simple exponent, as is typical for

membrane proteins reconstituted into liposomes. In the case of broad distributions a

very shallow negative oscillation may last for more than one period of dipolar

oscillations and cannot be recovered by straightforward log-linear fitting. But it is

more successful to use MEM with an integrated baseline fit.

An example of such broad distributions is shown in Fig. 15. The approach is to

use as long an evolution time as possible and as low a concentration as possible.

This requires very high sensitivity. In Fig. 15 Panels (c) and (d) show the outcome

of distance reconstruction, from (a) and (b), respectively, based on L-curve

Tikhonov regularization followed by MEM refinement. The long-distance compo-

nent in (c) (in dashed box) was lost and the peak with a long-distance “tail” (the dot-

dashed box) at ~5 nm appears instead from the truncated (b) data set.

As we mentioned above, one way of accounting for the intermolecular back-

ground is to use methods of signal reconstruction with simultaneous baseline fitting

[69], which separates out the part of the signal governed by the intramolecular

kernel. When possible a more dilute sample is recommended, as it reduces back-

ground and also helps to make it more linear, ultimately just a constant offset.

A related approach for membrane-associated proteins is to modify the sample

preparation by using detergents, bicelles, and nanodisks [27, 116, 118, 146], but

this may not always be possible or acceptable.
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3 Technical Aspects

3.1 Spectrometers

Due to the complexity associated with construction and maintenance of a high-

quality (pulse) ESR spectrometer, “home-built” designs have become increasingly

uncommon. This could have become a bottleneck for PDS development, confining

this method to a few research laboratories, which, over a period of two decades,

have developed the adequate technology needed and even state-of-the-art perfor-

mance in unique designs. PDS gained wide acceptance, however, as a result of the

availability of DEER-capable commercial X-band spectrometers (and recently its

Q-band extension).

However, several key aspects of PDS continue to be developed using home-built

spectrometers, such as ACERT’s Ku-band PDS spectrometer and several others

[46–50]. The most important feature of our pulse spectrometer is that intense

microwave pulses of 1–8 kW are produced, depending on the working frequency,

in order to optimize such methods as DQC (and also to satisfy the requirements of

2D-FT ESR). The Ku-band spectrometer used in the PDS work carried out at

ACERT is based on a highly successful implementation of X/Ku band 2D-FT

ESR [147].

This (upgraded) spectrometer provides accurate pulse widths, with pulses that

can be as short as 0.5–0.8 ns, efficient signal capture in up to 1 GHz bandwidth,

averaging at the rate of hundreds of kilohertz, generation of accurate phases in

quadrature, and complex phase cycling schemes to greatly suppress unwanted

signals including DQ filtering. Stability is essential, so the phase drift from all

destabilizing factors is less than �4	 over a period of several days. The Ku band

operation is supported by 2 and 4 kW amplifiers, wherein the latter is capable of

providing a B1 ~ 45 G in a 15 mL sample volume, which is highly beneficial for

DQC. Importantly, DQC is more immune to pulse distortions typically produced by

TWTAs than DEER. However, the 4 kW TWT life span has proved to be shorter

than that for 2 kW amplifiers. This is an important consideration, given that the

actively used spectrometer operates for nearly 8,000 h per year. Solid-state power

amplifiers (SSPA) are commonly used at Q-band and above, with the output power

level gradually increasing. But they are not a match to TWTAs and EIKs at least in

the foreseeable future. There is also a problem with blanking the output noise of

SSPA, the problem is virtually nonexistent for a TWTA.

PELDOR with an independent pumping source (magnetron) has been in use by

the Novosibirsk group, who carried out several key studies on PDS methodology

and applied it extensively to study aggregation of lipopeptaibols and some

biological systems. Magnetrons cannot generate stable pulses shorter than ~30 ns,

but this is not a disadvantage for DEER.
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3.1.1 Intense Pulses

Spectral excitation by a sequence of finite pulses9 depends on the available o1 ¼
geB1 and the type of signal, i.e., number of pulses and flip angles. The major factor

limiting spectral excitation in DQC arises from the products of “narrow-band” terms

in Eq. (30) such as S2(p) [cf. discussion of Eq. (31)]. In Fig. 16 we plot the amplitude

factors GAV and HAV of Eq. (35), and their product MAV calculated for an uncorre-

lated pair of 14N nitroxides at X-band. At Ku-band there is almost no difference. The

product of three S2(p) functions arising from the three p pulses in the 6-pulse

sequence yields very reasonable values of about 0.5 for the amplitude factors

given by GAV or HAV for a B1 of 30 G, for which the overall amplitude factor,

MAV, is about 0.25. It is useful to note that the width of the spectral excitation

predicted for a product of N S2(p) terms depends on N as ~N�1/2. For B1 under 20 G

the growth of MAV is faster than linear, and achieving B1 � 30 G is essential for

producing strong DQC signals.

In the case of short distances (under 15 Å) the distortions of the Pake pattern

caused by the pseudo-secular term are less significant at large B1. For nitroxides

whose orientations are correlated, we have shown [93] that by increasing B1 to ca.

60 G and consequently H to 0.75 would greatly decrease the correlation effects (cf.

Sect. 5.3). Further increases in B1 are not very helpful as the asymptotic value of

unity for H is only slowly approached with increasing B1. The spectral excitation

that has been achieved so far at ACERT, based on p-pulses of 4 ns, corresponds to

Fig. 16 (Left) Amplitude factors in the 6-pulse DQC sequence as a function of B1 calculated for

an uncorrelated pair of 14N nitroxides excited at the center of the ESR spectrum for rectangular

pulses. (i) GAV, (ii) HAV, and (iii) their productMAV � HAVGAV, which determines the amplitude

of the DQC signal for the 6-pulse sequence given by Eq. (35). Note that as B1 ! 1 one obtains

H6(1) ¼ G6(1) ¼ 1. These results were calculated for 9.3 GHz. At 17.3 GHz differences from

9.3 GHz are small, so the results are approximately valid at this frequency as well. (Adapted from

[35].) (Right) A comparison of the primary echo and a “standard” (6-pulse) DQC-filtered echo

(”DQ Echo”) from 40 mM T4L 8C/44C mutant labeled with MTSSL. p/2 and p pulses were 2 and

4 ns, respectively, corresponding to B1 of 45 G. Data were taken at 60 K. The primary echo and

DQC echo are plotted to scale. The distance from the first pulse to echo was 0.6 ms in both cases.

The DQ echo is ~52% of its theoretical maximum that is 26% of the primary echo

9 That is the fraction of spins contributing to the signal of interest.
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B1 ffi 45 G, and this is sufficient for producing strong DQC signals even in samples

with a small number of spins. With B1 ffi 30 G the amplitude of the DQC signal at

tx ¼ 0 is about ~0.15 of the primary echo. We show in Fig. 16 that it approaches

~0.26 of the primary echo for B1 ffi 45 G (the theoretical maximum is 0.5). This is

somewhat better coverage than expected from Fig. 16 (left), which we attribute to

instrumental phase modulation of such short pulses (cf. Sect. 3.1.3).

3.1.2 Phase Cycling

Phase cycling is a powerful method for suppressing unwanted coherence pathways

by alternating the phases of the microwave pulses and then combining the detected

signals appropriately. It was introduced in NMR and has become widely employed

for the selection of desired coherence pathways in numerous types of 1D and 2D

experiments [94]. This method was brought into the ESR field [148, 149] in order to

select desired signals in 1D and 2D pulsed electron spin-echo experiments.

The general rule for the selection of a particular coherence pathway is based on

the fact that if a unitary pulse propagatorU acting on the density matrix according to

rðtÞ ¼ eiUtrð0Þ e�iUt (60)

produces a change in the given coherence order p by Dp, then the same pulse

propagator, but with the phase shifted by ’, i.e., U(’), will multiply r(t) by e�iDp’.

Consequently, a sequence of pulse propagators (U1(’1), U2(’2), . . ., UN(’n)) will

multiply the density matrix and hence the signal produced by a particular coherence

pathway p ¼ (p1, p2, . . ., pn) by:

expð�i
X
k

DpkfkÞ (61)

Stepping the phase ’k for the kth pulse in increments 2pL/N (L ¼ 0,1, . . ., N � 1)

and combining the detected signals havingweighting factorseiDpk’l, where the subscript

l refers to the L in the incremented phase, selects signals with a change in the coherence

order equal to Dpk � Nm (m ¼ 0, 1, . . .) [94]. For phase increments of p/2 one has

N ¼ 4. Hence a phase cycle that selects Dpk ¼ �2 also selects pathways Dpk ¼ (�6,

�10, . . .) and suppresses the others.
For phase increments of p, N is 2. Thus Dpk ¼ (0, �2, �4, . . .) are selected. We

see that Dpk ¼ 2 and Dpk ¼ 0 are both selected. Therefore a phase cycle based on

just the p increment cannot separate DQC from ZQC. The more pathways there are,

containing a given Dpk that can interfere with the desired signal, the more pulse

propagators should be included in the phase cycling scheme. It is well known that a

series of pulse propagators (which represents unitary transformations) can be

replaced by a single propagator representing the cumulative effect of the series.

This also applies to a series of pulse propagators interspersed by free evolution

Pulse Dipolar Electron Spin Resonance: Distance Measurements 49



propagators representing the effect of the spin Hamiltonian, Eq. (12). Such a

cumulative propagator is referred to as a composite propagator or rotation in

NMR [99].

For example, the 2- and 3-pulse sequences for the preparation of DQC (cf. Sect.

2.3.4) can be replaced by a single composite propagator which produces changes in

the order of coherence of Dp ¼ 0, �1, �2. It is the last value that corresponds to

DQC. Thus a phase cycle that selects Dp ¼ �2 is required. The virtue of using the

composite propagator is that it is sufficient to consider just its phase shifts in

constructing the phase cycling. Then for a given phase shift ’ for the composite

propagator each pulse in its sequence must be given the identical phase shift, ’.
Consider as an example the 6-pulse DQC sequence. The first three pulses may be

considered as a composite propagator that produces DQC. The change in the

coherence order Dp is �2. We should select all four pathways depicted in Fig. 4

with this change. Using N ¼ 4, with the understanding that the phases of the three

pulses should be incremented simultaneously, we arrive at a 4-step phase sequence

with the phases of these 3 pulses changing as follows (0, 0, 0), (p/2, p/2, p/2), (p, p,
p), (3p/2, 3p/2, 3p/2) and each of the four pathways are weighed by factors (1, �1,

1, �1), when they are added in order to combine the signals from the selected

pathway(s) constructively. This phase cycle is, in principle, sufficient (for nonse-

lective pulses) because it suppresses all of the pathways that yield SQ or ZQ

coherence.

This phase cycle for the 6-pulse sequence is satisfactory if the phases are very

accurate, which is hard to achieve in practice. Therefore, it is usually necessary to

cycle the phases of the other pulses in order to attain an improved suppression of

unwanted signals. Additionally, the phase cycle should be combined with the

CYCLOPS (CYClically Ordered Phase Sequence) [150] for suppression of signals

at the image frequency. This increases the number of phase steps by a factor of four.

The typical phase cycling that we employ for the 6-pulse sequence consists of 64

steps, which combined with CYCLOPS yields 256 steps, although we do find that a

nearly comparable level of performance is achieved with only a 64-step phase cycle

[35, 63, 151]. With these phase cycles we can suppress unwanted echoes by a factor

of 300–3,000 depending on the sharpness of the echoes. The smaller value is more

typical for nitroxides.

3.1.3 Composite Pulses

We discussed above some technical aspects of PDS instrumentation hardware that

are required for generation of intense mw pulses that benefit DQC (cf. Sects. 3.1 and

3.1.1). It was noted that high-power mw amplifiers, which enable generation of hard

pulses, have a shorter life and they are also more expensive. Therefore in order to

achieve even better spectral coverage, it would be desirable to utilize a different

approach.

Years ago, when we faced the problem of insufficient spectral coverage due to a

power-limited source, we showed that the method of Composite Pulses, which is
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common in NMR and MRI for a variety of applications, can be applied successfully

to the ESR case [152], which requires much shorter pulse widths than NMR (i.e.,

much shorter than the ESR T2s, typically in the (sub) microsecond domain).

However, the technology available to us at that time was still insufficient to usefully

carry out short enough composite pulses, so instead we developed our technology of

improving the microwave B1 field strength at the sample, with much success.

However, hardware suitable to effectively accomplish efficient composite pulse

generation has become available. Furthermore, widespread use of relatively low-

power solid-state power amplifiers (SSPAs) at mm-waves, as well as the desire to

utilize smaller more robust TWTAs, provide additional motivation to revisit the

theme of composite pulses that has been extensively developed in NMR for more

than two decades [153–155]. Broadband (nonselective) spectral excitation,

achieved for example by a “hard” RF pulse, formally corresponds to uniform

spectral rotation of the spins, by the required rotation angle, y. This goal can also

be achieved by means of a finite shaped pulse. For a well-designed nonselective

pulse, the uniformly rotated spectral range, �o0, usually corresponds to o0 � o1,

with o1 ¼ geB1 [154–158]. In our case, we are primarily concerned with rotations

by p/2 and p, where the latter provides the main challenge to broadband excitation.

It is tempting to utilize one of many types of composite rotations, which were

developed in NMR [154, 156, 158–163]. Our current need is primarily to provide

pulses with broadband excitation for DQC since our best p pulses of 4 ns width are

insufficient for uniform excitation (cf. Fig. 25). There are different kinds of uniform

rotation that the pulse can provide, namely excitation (Sz ! S�), refocusing

(S+ $ S�), and population inversion (Sz $ �Sz) [159]. The rotation of spins by

the oscillating mw field can be represented by a density matrix transformation [77,

94, 95, 99]. We have applied such a relevant formalism [35] in our analysis of DQC

and SQC sequences. This formalism can also be applied to the general case of

shaped pulses generating rotations by Suzuki-Trotter theory [164–166]. It can be

shown that phase effects do not contribute a major problem for refocusing, and if Q
is adequately lowered to provide sufficient bandwidth to accommodate broadband

excitation at the expense of B1 magnitude, a very uniform population inversion can

be achieved.

Another issue concerns pulse sequences based on selective pulses, such as

DEER. The demands of PDS applications for structural biology require their further

development in order to realize the full potential of ESR. For example, in the study

of RNA, which can be large in size, and of large water-soluble proteins and their

complexes, long distances �60 Å need to be measured. Long relaxation times are

necessary to determine such distances, and relaxation processes caused by protons

in the system, in particular those of the protein, such as nuclear spin diffusion

become important, especially due to their exponent obeying a quadratic to cubic

law in time [113, 114]. Suppression of this type of diffusion requires multiple spin

refocusing. To increase the upper range of distances, in addition to the DQ-filtered

refocused primary echo (DQF-RPE) method [58], we designed a novel 5-pulse

sequence for DEER (cf. Sect. 5.1, Fig. 18) intended to provide suppression of

nuclear spin diffusion (as in DQF-RPE), but with the advantage of canceling the
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effects of relaxation decay in the signal record as in the 3- or 4-pulse DEER

sequence. But since this pulse sequence generates a sum of two types of dipolar

signals (cf. Sect. 5.1, Figs. 18 and 19), it requires the means to suppress the

unwanted signal. A good solution to this would be to employ selective pulse with

more uniform spectral excitation. Composite selective pulses have also been suc-

cessfully developed in ESR for imaging [167], suggesting that this technology

could also benefit 5-pulse DEER.

4 Sensitivity Considerations

4.1 Sensitivity in PDS Experiment

The sensitivity of pulse ESR spectroscopy is more difficult to characterize than for

cw ESR, wherein strict criteria were established. In pulse ESR, similar criteria are

harder to set, because relaxation times, which are the major determinants of the

outcome of a pulse experiment, vary over a wide range amongst the systems

studied. For this reason, often the single-shot SNR for a standard sample (e.g.,

gamma-irradiated vitreous silica) can be used [147, 168] to calibrate sensitivity.

Due to variations in pulse ESR techniques and samples, the capacity for a mean-

ingful experiment based on considerations of its sensitivity should be decided on a

case-by-case basis [47, 147] with all relevant parameters considered.

The sensitivity of PDS techniques, specifically DQC and DEER, has been

discussed in [35, 101, 122], where the main criterion for sensitivity was based on

the ability to perform a successful experiment (i.e., of reliably measuring a dis-

tance) in a reasonable period of time. It was chosen to correspond to a minimum

acceptable SNR, nominally taken as a Sacc of 10 (Sacc is the minimum acceptable

SNR), which has to be attained in the time of experiment nominally taken as 8 h of

signal averaging. Such an SNR would make it possible to obtain the distance, given

a sufficient length of tmax (cf. Sect. 2.4), which, conservatively, should be at least

one period of the dipolar oscillation, Td � 2p/od. [A relaxed criterion, based on a

shorter tmax ¼ Td/2, would still enable a less accurate estimate of the distance,

depending on the specifics of the signal and given a higher SNR than 10 [122]. This

may include a priori knowledge of spin concentration and labeling efficiency or

whether the distance is distributed over a narrow or broad range. However, an Sacc
of 10 is just a bare minimum, and we usually require an SNR of at least 50, but

preferably 100–200 to enable reliable distance distribution analysis [69, 70]. [It

should be noted that a very high SNR can be undesirable for signal analysis due to

the presence of a number of signal distortions that exceed the noise but cannot be

adequately accounted for and corrected in the Tikhonov or MEM analysis, thereby

leading to instability in the analysis. This is of particular concern regarding the

errors introduced in baseline subtraction].
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Even though it is possible to estimate sensitivity from first principles [168], we

prefer to use an experimental calibration in the spirit of [35], so the following

approach has been chosen to give estimates of sensitivity in distance measurements.

First of all, a simple and standard experiment, such as a single-shot amplitude

measurement of the primary echo, is performed under conditions when relaxation

and other complications can be ignored. Then the sensitivity of the single-shot

experiment of a more complex pulse sequence is deduced from this, based on the

known theory of themethod.Within such an approach, it suffices tomeasure the spin-

echo amplitude at a selected point of the nitroxide ESR spectrum with a 2-pulse

primary echo sequence, applied at a low repetition rate and with a short inter-pulse

spacing. Such an experiment provides the SNR for a single-shot, S1,PE, whichwe give
as per unit of concentration (1 mM) or per the number of spins (1 pmol), whichever is

needed. Subsequently, the S1 for the more complex experiment is estimated by

comparison to the S1 of the primary echo, S1,PE. Due to the limited capacity of

simulating the outcome of a complex pulse sequence, such an estimate has limited

accuracy, but it should be a reasonable predictor of the actual SNR. Finally, all the

other major factors that influence the outcome of the actual experiment, such as

relaxation, temperature dependence of the signal, instantaneous diffusion, pulse

sequence repetition rate, and noise bandwidth, must be determined and their values

used to estimate their effect on the SNR for a given distance and its range of

uncertainty.

The calibration of DQC and DEER has been conducted for our pulse ESR

spectrometer [5] at the working frequency of 17.35 GHz on a nitroxide sample of

4-hydroxy TEMPO in a vitrified solution of 50% w/v glycerol in H2O with a 20 mM
spin concentration in a 10 mL sample volume at 70 K, at which most PDS

measurements are performed. The DEER calibration used a primary echo [169]

generated by p/2 � p pulses (p pulse of 32 ns) separated by 80 ns, with the pulses

applied at the low-field edge of the nitroxide spectrum, typical of a DEER pulse

setup at centimeter wavelength. The classic analysis of the SNR of a primary echo

has been given byMims [169], and the sensitivity in all PDS is directly related to that

of a primary echo. A similar DQC calibration was based on p/2 � p pulses with a

6 ns p pulse, and the same separation as in DEER, but pulses were applied in the

middle of the spectrum. For the two measurements, the ratio of the echo amplitudes

(DQC vs. DEER) was ca. 6.5 and the ratio of SNRs of the single-shot signals at the

condition of optimal signal acquisition (i.e., given by the integration of the spin echo

in the time window defined by the time points corresponding to 0.7 of the echo

amplitude) was ca. 3.0, i.e., S1 � 0.42 mM�1 (DEER) and S1 � 1.25 mM�1 (DQC).

Based on these numbers, the estimates of the dipolar signals for the two methods

(using the ACERT spectrometer) according to the analyses given in [35, 122] are

summarized as follows. For 4-pulse DEER with 16/32/32 ns pulses in the detection

sequence and a 32 ns pump pulse, S1 is 0.084 mM
�1, and for DQC based on a 3/6/3/

6/3/6 ns pulse sequence, S1 is 0.3 mM
�1, i.e., it is greater for DQC by a factor of 3.6.

It is possible to use a shorter pulse of 12–16 ns in DEER and to increase the signal
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by the factor of 1.5, but the resulting distortions and large increase of ESEEM

outweigh a small signal increase, generally discouraging this practice. Also the use

of 2 and 4 ns pulses in DQC enhances the DQC SNR by a factor of 1.6 (cf. Fig. 16

left). This ratio is supported by our experimental observations (cf. Figs. 10, 16

right). Using the sensitivity analysis of [35] we estimate the SNR of the raw data of

the full PDS experiment as

SNR ¼ 2S1x
2C�cKðf ; T1Þ

ftexp
N

� �1=2

exp � 2tmax

Tm
� 2kxCGdtmax

� �
(62)

Here, texp is the duration of the experimental data acquisition; f is the pulse

sequence repetition frequency; N is the number of data points in the record; C is the

doubly labeled protein concentration (in mM); �c is the ratio of the sample volume

(
15 mL) to that used in the calibration (i.e., 10 mL). The terms in the exponent are

consistent with those given in [35], namely the first accounts for the phase relaxa-

tion [but we use k ¼ 1 in Eq. (62)] and the second for instantaneous diffusion. Gd is

method-specific [35] and for the pulse sequences defined above it is ca. 0.14 in

DEER and ca. 0.52 in DQC. We also include the spin-labeling efficiency, x, which
modifies the fraction of both spins that need to be flipped in PDS, showing its strong

effect on the outcome of an experiment. Below we assume complete labeling for

convenience in the discussion (x ¼ 1). K(f,T1) ¼ 1 � exp(�1/fT1) gives the effect
of incomplete spin–lattice relaxation for a given relaxation time, T1 and repetition

rate, f (K is 0.72 for the optimal repetition rate, when fT1 ¼ 0.79 and is unity when

fT1 � 1). The maximum of the SNR as a function of f is broad, so selection of f is
not critical. Typically f is 0.5–2 kHz for Ku band. As an illustration of the capability
of PDS in various regimes, we give the following estimates based on our experience

at ACERT at 17.3 GHz.

4.2 Short Distances, Low Concentrations

In the case of short distances, sensitivity is rarely a concern, but it is the capacity of

the method to measure this distance, that matters. Assuming a short distance of 20 Å

(Td ¼ 154 ns), which is within the DEER capacity and setting tmax ¼ 0.48 ms � 3Td
in order to provide very good resolution of distance; Tm is taken as 1.0 ms, i.e., about
the shortest within its typical range; 8 ns steps in t yielding 60 data points are taken
as producing the signal record; a pulse repetition frequency f of 1 kHz should be

optimal for a spin-labeled protein at 70 K. One finds from Eq. (62) that just

texp ffi 4 min of signal averaging of the DQC signal provides an SNR of 10 for a

C of 1 mM. DEER will require nearly 1 h (50 min) for achieving this result. Note

that this concentration corresponds to just 10 picomoles of protein in a typical 10 mL
Ku-band sample. A high SNR of 100 for DQC could be attained in 6.5 h for the

same amount of protein.
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4.3 Long Distances

We assume tmax ¼ 4 ms, which is certainly a challenge using H2O buffer; a typical

Tm for partly buried label [113] of ca. 2 ms, and the steps in t are taken to be 16 ns.

Then an SNR of 10 will be reached in 8 h for a C of 3.7 mM for DQC (while for

DEER it would be 104 h). By using one period of Td we find Rmax ¼ 59 Å; for half

of the period, Rmax is 75 Å. Longer distances cannot be estimated reliably with this

SNR. An accurate analysis of the distance distribution requires a higher concentra-

tion of at least 18 mM in order to provide an SNR of at least 50 [69, 70], under

otherwise similar conditions. For tmax of 4 ms one should also account for nuclear

spin diffusion, which will make this case more difficult, requiring one to increase

concentration up to 10–50 mM in practice. Note that standard DQC provides some

degree of suppression of spin diffusion [1]. The improvements that can be achieved

by deuteration are discussed in the following references [116, 119].

4.4 Distances in the Optimal PDS Range

We consider 50 Å to be an upper limit for the “optimal” PDS distance range [122];

Td is then 2.4 ms, so a tmax of 2.4 ms suffices to provide the distance sufficiently

accurate for a structure constraint. However, let us assume the rather challenging

case of Tm ¼ 1.5 ms; steps in t are taken to be of 32 ns; f is 1 kHz, C is taken as

25 mM; but here we require a good SNR of 50. Such an SNR is achieved in 16 min

by DQC. DEER requires nearly 3.5 h for the same result, or else the concentration

must be increased (by a factor 2–4). Shorter distances of 20–45 Å are measured

faster, or else yield a better SNR or improves distance resolution. This is the case

for the ACERT 17 GHz spectrometer. Most published work based on a commercial

X-band DEER spectrometer use this range. As a rule tmax is around 2–2.5 ms
providing good enough resolution in this distance range. Typical data collection

time reported is on average 12–24 h per measurement. This may be adequate to

characterize a protein in about 2–3 months, unlike the situation at ACERT requiring

at least an order of magnitude less time.

4.5 Examples

We conducted Ku-band DEER sensitivity test experiments at ACERT on model

systems that include organic biradicals R-I and R-II [35] in perdeuterated

o-terphenyl glass and spin-labeled T4-Lysozyme, with the results shown in

Fig. 17 along with the data on the membrane protein a-Synuclein [116, 118].

These measurements are in good agreement with the estimates given above.
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Absolute spin sensitivity is closely related to the concentration sensitivity;

however, it does increase rapidly with an increase in the working frequency due

to the smaller volume of a resonator used at a higher frequency, for example, at Ku

band 25–250 picomoles of protein are routinely used in the optimal distance range.

The smaller amounts are better suited for DQC. These amounts can be reduced

by about an order of magnitude by using smaller resonators than we currently

employ, but by an even greater factor at a higher working frequency [46, 49].

We remind the reader that the previous estimates relate to our 17.3 GHz spec-

trometer. Lower estimates of sensitivity, in particular absolute sensitivity, would

apply to the typical pulse spectrometers that operate at 9 GHz

Fig. 17 Sensitivity test of ACERT Ku-band DEER performed on: (a, b) rigid biradicals (R-I and

R-II, [35]) in orthoterphenyl-d24 glass prepared in different concentrations and recorded using

several signal averaging periods. T2-relaxation decay can be neglected in this case. Pump pulse

was 16 ns, dwell time was 5 ns, pulse repetition rate was 500 Hz for (a) and 2 kHz for (b); (c) T4-

Lysozyme double-labeled mutant 8C/128C in D2O buffer (40 Å interspin distance). The refocused

echo decayed by a T2-mechanism to ~0.35 of its value taken at a short evolution time. (d)

Liposome and detergent data for wild-type a-Synuclein, labeled at different positions, are plotted

with their background fits using different horizontal scales (top scale: 42/61 mutant 36 Å distance;

bottom scale: 24/61 mutant 55 Å distance). The visible slope in the case of detergent (SDS-d25 in

D2O buffer) is due to a low content of glycerol, so water freezes out. Repetition rates were 1 kHz

for (c) and (d); pump pulse was 16 ns (in a–c) and 32 ns (in d), temperature was 60 K in all cases.

All signals are raw, normalized to unity at zero time and plotted shifted vertically for convenience.

Based on these sensitivity calibration data, concentration sensitivity can be estimated for other

systems, where relaxation times may be shorter and spin labeling efficiency is less. (Ref. [171] for

a and b; data from [116, 118] for d; c unpublished.)
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5 Newer Aspects

5.1 5-Pulse DEER

In order to increase the SNR, and to access longer distances, both DQC and DEER

pulse sequences were subsequently tested in the forms of double-quantum filtered

RPE (DQF-RPE) [58, 170] and variable time DEER [59], respectively. Both pulse

sequences increase SNR by using a variable time. DQF-RPE can be used to

measure longer distances due to partial suppression of nuclear spin diffusion by

means of multiple refocusing; variable-time DEER improves SNR just because of

the variable time. DQF-RPE has finite dead-time and is not immune to ESEEM,

which may interfere with the signal when caused by deuterium nuclei. The signals

from both pulse sequences are used in conjunction with a suitable recorded refer-

ence signal to account for signal decay caused by phase relaxation, however, the

referencing is not perfect, since in some cases relaxation does not necessarily factor

out and instantaneous diffusion is not the same in the reference signal. In both cases

referencing causes a residual background that should be removed in data processing

in the manner similar to how it is done in standard DQC or DEER (cf. Sect. 2.6).

It thus was very desirable to construct a constant-time pulse sequence (i.e., using

fixed positions of all detection pulses) in order to minimize the impact of relaxation

and nuclear ESEEM, to ensure zero dead-time, and to avoid other unwanted effects.

A 5-pulse DEER sequence that substantially satisfies these requirements was

described by Borbat, Georgieva, and Freed in context of a more general approach

[171]. This new pulse sequence is shown in Fig. 18.

The suppression of nuclear spin diffusion by this pulse sequence is essentially

based on the same principle that is used in DQF-RPE [58], i.e., by creating a

refocusing point in the middle of the detection pulse sequence between the first

p/2 pulse and the echo separated by the time interval 2tm, thus minimizing the time

interval available for “quadratic” relaxation to develop. The original version of

4-pulse DEER [107] satisfies this criterion; however, it is not optimal with respect

to evolving dipolar modulation, which is recorded over one quarter of the time

interval between the first pulse and detected echo, i.e., by using only half of the time

interval 2tm to evolve dipolar coupling; the rest was wasted. For this reason, this

pulse sequence was modified into its current asymmetrical form [59].

In 5-pulse DEER (DEER-5) this task is accomplished by applying an additional

pump pulse, which reverses the effect of one of the refocusing pulses, thereby

shifting the time-reversal (refocusing) point of the dipolar evolution from the

middle of the second interval to the position of the second (for 50) or the third

(for 5) of the detection pulses. However, there is a small problem. This pulse

sequence (cf. Appendix) does develop the desired new dipolar pathway, but the

original one survives as well, although it is substantially attenuated. Since the same

coherence pathway is involved, phase cycling cannot separate them, because it

holds for all dipolar signals in a multi-pulse sequence based on selective pulses

(cf. Sec. 2.3.6). One immediate solution is to reference this pulse sequence by using
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the 4-pulse sequence which generates the signal that should be removed. The

subtraction (Fig. 19) is performed as detailed in [171]. Of course, the amplitude

of the unwanted signal should be minimized in order to keep the residuals of the

unwanted signal pathway at a very low level (Fig. 19) permitting one to use only a

small percentage of experimental time to record the reference. This is achieved by

making the pulse 5 (or 50) less selective than the standard pump pulse 3. However,

complete suppression has not yet been achieved using this approach and future

efforts should be directed toward engineering selective pulses with a more uniform

spectral excitation profile.

It should be noted that the subtraction cannot be made perfect because of

orientational effects, nonlinear effects caused by intermolecular dipolar coupling,

and by nonuniform B1 over the sample. However, baseline removal in DEER or

DQC signals is also never perfect, and orientational correlation effects inevitably

result in reconstruction artifacts, which are greater at high concentrations. For not

too high concentrations, and in the absence of strong orientational effects, subtrac-

tion leaves behind a low level of distortion [171], which does not exceed the typical

level of unwanted signals, distortions, and artifacts present in other known pulse

sequences. It would be desirable to improve the suppression by another factor of 3.

Fig. 18 A 5-pulse DEER pulse sequence uses 3 pulses for signal detection applied at oa and the

signal is recorded as in the standard 4-pulse DEER by varying the timing of the pump pulse 3,

applied at ob. Time interval t2 is set to 2t1 to minimize the phase relaxation caused by the nuclear

spin diffusion from the surrounding proton bath by refocusing the primary echo exactly in the

middle of the interval made by the first p/2 pulse and the refocused primary echo. In order to utilize

all the time from the first pulse to the spin echo for dipolar evolution, an additional pump pulse is

applied, with its position fixed. Two essentially equivalent positions (5 or 50) of the additional

p-pulse are possible, that is position 5 following pulse 4 or 50 before the pulse 2, as shown in the

figure. As result, a minor dipolar pathway, which could be formed due to excitation overlap in the

4-pulse sequence (cf. Appendix), becomes the major pathway, while the standard 4-pulse DEER

dipolar signal becomes attenuated. On the right, these two dipolar signals are shown: the standard (in
blue) which is symmetrical about the center of the interval (0, t2) is recorded in the absence of the

additional pulse; a new signal (in red) appears, starting from time t ¼ t2, in the presence of the fifth
pulse at position 5. Using position 50 instead of 5 will reverse the time changing the signal to cos(odt)
(cf. Table 1 in Appendix). Shifting pulse 5 (or 50) as shown by a small amount, dT ~ 100 ns, results

in zero dead-time. The time interval dT is much smaller than t1 and does not affect the performance.

Both cases were tested, the results are shown for preferred position 5, after pulse 4, since for position

50 a small excursion due to an unwanted primary echo from pulses 50 and 2 may be visible on the

signal
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Such improvements could include the following. The size of the sample can be

adjusted to achieve more uniform B1 and better resonators can be employed [56].

Although composite pulses [152] have not yet found routine use in pulse ESR,

this could be reconsidered (cf. Sect. 3.1.3), based on current progress with high-

speed signal generation in bandwidths wider than 100 MHz, which seems adequate

for fine-tuning spectral excitation in 5-pulse DEER, cf. [171].

Intermolecular contributions to the signal do not factor out perfectly, e.g., by

dividing the two signals, as they are different in the 4- and 5-pulse DEER sequences

[171]. Therefore, high concentrations should be avoided in order to stay practically

in the linear regime so that the exponent of the intermolecular contribution should be

small, which holds well for spin concentrations less than 100 mM. This however is

true for any PDS technique. Strong intermolecular effects are highly undesirable.

The removal of such an unwanted signal is more accurate when the intermolecular

contribution is in the linear regime (i.e., exponent is�1). Finally, in Fig. 20 we show

the improvement in the distance range by comparing echo amplitudes, recorded as a

function of pulse separation in the standard 4-pulse and 5-pulse DEER sequences.

We found the evolution time was expanded by a factor of ~1.94 in this case, whereas

only a factor of 21/2 ¼ 1.41 was expected [58]. The maximum time, tmax, was taken

Fig. 19 The raw signal in 5-pulse DEER (A, top curve) contains the desired signal, (B, middle
curve) and the unwanted contribution of the type shown in Fig. 18b top, which is visible as a small

hump in the middle. The unwanted signal is partially suppressed by using a stronger fifth pumping

pulse in Fig. 18. The residual contribution is removed by subtracting out a 4-pulse DEER reference

signal of the type shown in Fig. 18b, recorded in the absence of this pulse [171]. This does not

noticeably increase the duration of the experiment, nor does it degrade the SNR. This is because

this signal is scaled down by a factor 3–6 in making the subtraction. C (bottom curve) is B after

removing homogeneous background. Inset shows the distance distribution produced from C by

Tikhonov regularization [69, 70]. The data were recorded at 17.3 GHz and 60 K on ~80 mM long

biradical [59]. The detection pulse sequence used 32 ns p-pulses and was applied at the high-

frequency edge (low field) of the 14N spectrum. Pump pulses (12 ns, pulse 50 and 29 ns, pulse 3)

were applied at 70 MHz lower frequency corresponding to the central peak of the spectrum.

(Unpublished data. The biradical is courtesy of Gunnar Jeschke.)
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at the signal level that corresponds to a SNR ~ 10 (in background-subtracted dipolar

signal) after ~3 h of data averaging both for the standard 4-pulse DEER and DEER-5.

5.2 More on Sensitivity: Method Comparison

So far, the two distance measurement techniques of DEER and DQC detailed above

have proven to be very successful. DEER in its 4-pulse form has received wide

acceptance due to the availability of commercial spectrometers operating at X-band

and permitting easier implementation with a single high-power mw amplifier.

However, a Q-band extension has also become commercially available, and it

provides significant sensitivity increase [146, 172] compared to the commercial

X-band spectrometer.

DQC, for its optimal performance, requires more powerful mw amplifiers than

those typically employed in X-band because at this frequency range optimal sample

size for maximizing concentration sensitivity could be impractically large, that is

~1–2 ml. At a higher working frequency in Ku- or Ka-band a 1–2 kW amplifier is

adequate and the optimal sample sizes can be small (10–80 mL). We employ at Ku-

band a 4 kW amplifier for DQC. Ultra-fast MESFET (metal semiconductor field

effect transistor) switches allow us to generate pulses as short as 0.8 ns and to

achieve B1s of at least 45 G in a dielectric resonator. This corresponds to 4 ns

p-pulses, producing strong signals.

Fig. 20 A comparison of 4- and 5-pulse DEER amplitudes as a function of separation between the

two p-pulses of the detection sequence. The 5-pulse DEER signal decays much slower, leading to

nearly a factor of 2 increase of the time period, tm, available for recording a dipolar signal. The data
were recorded on ~80 mM of biradical R50 (cf. Fig. 19) at 17.3 GHz and 60 K using the 5-pulse

sequence of Fig. 18 and the standard 4-pulse DEER sequence. Since the signal at the sensitivity

threshold is only ~0.003 of its value for tm < 1 ms, the presence of slowly relaxing free spin label

may offset the measurements, taken at large values of tm [27]. Therefore, the control DEER

experiment was conducted to test the DEER modulation depth, which was found to be the same as

for short tm values where such a contribution is negligible
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In Fig. 21 we show a comparison of all three methods using the ACERT Ku band

spectrometer, where we already have very high spin sensitivity illustrated for

4-pulse DEER in Fig. 17. At tm ¼ 3 ms, nuclear spin diffusion begins to be important

and it dominates the phase relaxation for larger tm. As one can see, S/N in 5-pulse

DEER is already almost on a par with DQC and well above 4-pulse DEER. We

cannot detect a useful signal beyond ~5 ms with standard DEER and, for slightly

longer tm, by DQC. (DQC-RPE was not conducted, as it is better suited for longer

distances, due to its dead-time) [58]. With the DQCmethod of PDS, we can achieve

a wider distance range and better sensitivity than with 4-pulse DEER for many

biological systems. Usually an order-of-magnitude improvement in data averaging

time was achieved. However, measurement of long-distances still has limits

imposed by the phase relaxation. When it is possible to select solvent-exposed

labeling sites, nuclear spin diffusion becomes the dominant mechanism. This can

be partly offset by using deuterated solvents, and in some cases (Fig. 7) distances as

long as 80 Å
´
can be measured. 5-pulse DEER, that we described above, helps to

extend this distance range and/or improve the quality of distance data by suppressing

effects of nuclear spin diffusion. It allows a significant extension of the distance

range without using deuteration. However, with solvent deuteration we often find

substantial improvement [171]. Consequently, a time-consuming and often unfeasi-

ble measurement of a 80 Å
´
distance becomes a routine 1-h experiment.

Fig. 21 (A) Raw data from 4-pulse DEER (middle), 6-pulse DQC (bottom), and 5-pulse DEER

(top), taken on the same sample with the same receiver settings. The measurements were

conducted on a 10 mL sample of 40 mM T4L MTSSL-labeled 8/44 cysteine mutant (31 Å avg.

distance). The sample was prepared in H2O buffer containing ~30% (w/v) glycerol. Data were

collected at 60 K using Ku-band (17.3 GHz). Both DEER sequences used a 29 ns main pump pulse,

and the additional pump pulse in the 5-pulse sequence was 12 ns. DQC used 2 ns p/2 and 4 ns p
pulses, corresponding to a B1 of ~45 G. Signal averaging times were 40 min (4-pulse DEER),

50 min (DQC), and 10 min (5-pulse DEER). The DQC signal is about a factor of 7 greater than the

dipolar signal (i.e., the modulated part) in 4-pulse DEER. The ratio of SNRs of DQC to 4-pulse

DEER is a factor of ~4.0 due to a wider signal bandwidth used to record the DQC signal.

Unprocessed DEER-5 contains an unwanted signal pathway (cf. previous section), (B) The same

data are shown after removing baselines and unwanted signal in DEER-5. All data were

normalized to unity at zero time and distributed vertically for clarity
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DQC provides the best value in the low concentration range, for not very long

distances (~50 Å) as a result of higher sensitivity, and the most accurate dipolar

signals. For very long distances (�60 Å) DEER-5 seems to surpass DQC (at

present) but DQC should again provide the higher sensitivity by deuteration of

the entire system including the biomolecules. In some cases, deuterated solvent will

suffice. For example, for oligonucleotides with highly solvent-exposed spin-labels

(cf. Fig. 7b), nuclear spin diffusion is not a dominant relaxation mechanism on the

15–20 ms time-scale used. This is not the case for spin labeled proteins tested in

D2O (T4L and a-Synuclein), where nuclear spin diffusion dominates after ~6 ms.
As is true for DQC, using 5-pulse DEER requires optimizing the spectrometer

and resonators in order to maximize the suppression of the unwanted signal, but it is

achieved with a smaller, and therefore less expensive and more reliable, high-power

mw amplifier, since it uses pulses typical for standard implementation of DEER.

Clearly, this pulse sequence adds capability to the two already proven techniques.

5.3 2D-DQC: Orientations

When a sample containing bilabeled proteins is subjected to sufficiently strong

microwave pulses, the nitroxide ESR spectrum is almost uniformly excited, so that

any dependence of the signal on spectral position (frequency) including orienta-

tional effects is largely suppressed. That is, the echo amplitude results from (nearly)

all the spins (except for the effect of pseudosecular dipolar terms, important for short

distances). Also, as we discussed in Sect. 2.3.5, in high B1-fields (geB1 � od), the

effect of the dipolar coupling during the action of the pulses becomes very weak.

Therefore, for not very short distances and in sufficiently strong B1s, the

information on orientations of the magnetic tensors of the spin-label moieties (cf.

Fig. 22) is virtually excluded from the time-domain dipolar evolution of the echo

amplitude, taken at its maximum. Nevertheless, as we showed [35, 93], it is still

retained in the spin-echo signal and can be retrieved by recording the 2D time-

domain data as a function of the spin-echo time (techo) in addition to the dipolar

evolution time (tdip � tx) and then converting this data into a 2D-FT spectrum.

Then by making a “shearing” transformation [128] one achieves two orthogonal

dimensions: the nitroxide spectral dimension and the dipolar dimension (i.e., the x
and y axes in the “2D” plot). Rigorous computations of 1D and 2D signals have

been carried out [93].

In the 2D-DQC experiment the pulse sequence of Fig. 4 is used and pulses are

stepped out in the same manner as in 1D-DQC. However, the following is noted.

The echo shape is recorded in a window tw ~ 80–160 ns, centered at a time 2tm +

2tDQ after the first pulse, i.e., at t6 (¼tm) after the sixth pulse. Note that the width of
the echo sampling window limits the minimal values of t6 and tp by about tw/2 and

their maximum values to (tm � tw)/2. As in the 1D format the dipolar evolution is

recorded as a symmetric signal with respect to tdip � tx but over the whole range

of�tm. In practice tp starts with a larger tp0, than in the 1D implementation, selected
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such that the last pulse (including the dead-time after the pulse) and the echo

window do not overlap.

Therefore, the signal in the 2D DQC experiment is recorded over � (tm � tp0)
with tp0 always slightly greater than tw/2. Figure 23 shows an example of a 2D DQC

time-domain signal. Note the tilt of spin-echo which is due to the fact that a shift by

Dt in the spin echo time techo corresponds to a shift by Dt/2 in the position of the

dipolar coupling refocusing point. This coupling between techo and tdip is removed at

the signal processing stage by the shearing transformation conducted for conve-

nience in the frequency domain as fecho ! fecho + fdip (Dtecho/2Dtdip). This is easier
to accomplish on the smoother 2D frequency spectrum with better S/N compared to

the oscillatory signal in the time-domain. Also, the 2D signal background is first

removed from the time-domain signal by fitting it to a surface, which is

extrapolated to small tdip, in a manner similar to 1D DQC before the Fourier

Transform.

Figure 24 illustrates the main concept of 2D-FT-DQC. Results for uncorrelated

(a) and correlated (b) 14N nitroxide pairs with 2 MHz dipolar coupling

(corresponding to ca. 30 Å) are shown in the upper row with a fixed rigid arrange-

ment with l1,2 ¼ (0	, 90	, 0	), (0	, 90	, 0	) (cf. Fig. 22 caption) shown in (b). The

B1 was made infinite by usingHp / Sx and the pseudosecular term inHdd was set to

zero. The 2D FT spectrum may be summed over the range of ESR frequencies to

produce a 1D dipolar spectrum (Pake doublet shown) on the right side of the 2D

plot. When summed over the range of dipolar frequencies one produces a 1D ESR

spectrum at the top of each 2D plot. Note that there is virtually no difference in the

1D dipolar spectra from uncorrelated and correlated cases, as one would expect for

the strong pulses, which uniformly excite all orientations. However, this informa-

tion, hidden in 1D, is developed in the 2D representation, wherein the uncorrelated

Fig. 22 The set of Euler

angles lk ¼ (ak, bk, gk),
(k ¼ 1, 2), which define the

orientations of the hf and

g-tensor tensor principal axes
for nitroxides 1 and 2 in the

dipolar (molecular) frame of

reference. In this frame the

z-axis is chosen to coincide

with the vector r, connecting

the magnetic dipoles of the

nitroxides. The orientation of

the dipolar frame in the

laboratory frame (with z-axis
parallel to the external

magnetic fieldB0) is defined by

the Euler anglesh ¼ (0, y, ’).
Adapted from [93]
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case shows no variation of the dipolar spectrum along the ESR dimension, whereas

in the correlated case there is clearly a distinct pattern of such variations.

Figure 24c–d shows the correlated and the uncorrelated case for l1,2 ¼ (0	, 0	,
0	), (0	, 90	, 0	) and nd ¼ 25 MHz. The simulation corresponds to a realistic case

of a large but finite B1 of 60 G, which could be produced with our spectrometers if

we use a somewhat smaller volume resonator. We observe only small features

caused by the pseudosecular terms dipolar coupling. They become more pro-

nounced in the case of stronger correlation effects, for example for b angles both

either 0	 or 90	. A small distribution in distances washes them out in 1D, leading to

Fig. 23 Time-domain 2D DQC signal is shown as a 3D stack plot (a) and contour plot (b). The

simulation was carried out rigorously for B0 ¼ 6,200 G, B1 ¼ 60 G, nd ¼ 25 MHz and uncorre-

lated 14N nitroxides. The tilt of the spin-echo-refocusing line is clearly visible. The reason is due to

the fact that the spin-echo envelope is recorded over the time period where only one point

corresponds to the dipolar interaction refocusing. A shift by Dt in the spin echo time corresponds

to a shift by Dt/2 in the position of the dipolar coupling refocusing point. (Adapted from [93].)
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a broadened dipolar spectrum, which gives no clue that there are in fact strong

correlations between nitroxide orientations. In the 2D map however this informa-

tion is clearly seen [93].

Finally, we show an experimental example of 2D DQC conducted on 15 mM
solution of rigid biradical [35] in o-terphenyl-d24 glass. Since B1 of 45 G is

insufficient to provide uniform spectral coverage of the whole nitroxide spectrum,

two data collections were made using mw pulse sequences applied at the low-field

and high-field part of the spectrum.

Fig. 24 2D DQC magnitude filled contour plots obtained by 2D FT with respect to tdip and techo.
The magnitude 2D signal is summed along both dimensions and is shown as the 1D ESR

absorption spectrum (at the top) or Pake doublet (on the rhs). Top row – uncorrelated (a) and

correlated (b) case. B0 ¼ 6,200 G, nd ¼ 2 MHz (r ¼ 29.6 Å). B1 was set to infinity (i.e., perfect

delta-function pulses), pseudosecular terms were neglected. In (b) angles beta were (90	, 90	)
corresponding to strong correlations. The other Euler angles were set to zero. Note the similarity of

the 1D dipolar spectra obtained by integration along the ESR frequency. They all are classic Pake

doublets. But in the 2D representation the differences are striking. For the uncorrelated cases the

dipolar spectrum is uniform for different slices along the ESR frequency axis, whereas for the

correlated case they show a distinct “fingerprint” of this type of correlation. Since pseudosecular

terms are neglected, the results are applicable to long distances, such as the present case. Bottom
row – Examples of 2D FT magnitude contour plots for another case of orientational correlation:

angles beta in (c) are (0	, 90	). The other four Euler angles were set to zero. Case (d) is the

uncorrelated case. Plots (c) and (d) are very similar in their 1D projection, but still distinct in 2D

plots. In both cases B0 ¼ 6,200 G, B1 ¼ 60 G, nd ¼ 25 MHz (12.7 Å). (Adapted by combining

two figures from [93].)
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For this linear biradical one expects nitroxide moieties to be oriented with their

beta angles, b1(2) about 90	, the remaining angles are less important. Molecular

modeling [35] yielded r12 ¼ 28.9 Å for the distance measured between the points

located at 0.75 of NO bond length to the nitrogens; and for the Euler angles the

following values were obtained l1 ¼ (0	, 75	, 0	), l2 ¼ (90	, 111	, 0	). In Fig. 25
we compare correlation maps for experimental and calculated data. The maps are

built as normalized contour plots. It is clear that the plots are similar, i.e., nitroxides’

orientations are of the expected type, but there are some differences that could be

addressed after developing a faster computational procedure than is currently

available.

In summary, we note that acquiring orientational information necessitates

recording several DEER traces [132] whereas 2D DQC can do it in a single pass,

if mw pulses can excite the whole spectrum. The advantage of DEER is that it can

Fig. 25 Experimental (a) and calculated (b) correlation maps from 17.25 GHz 2D DQC data. 2D

correlation map (a) is a composite plot made of two correlation plots obtained from 2D data

acquired for mw pulses applied at �10 and 20 G field offsets from the center of the 14N nitroxide

ESR spectrum. The respective low- and high-field side of these two spectra was used to make a

composite plot according to the following procedure. The time-domain signals were first 2D

Fourier transformed in the manner used in Fig. 24. Then each resulting contour plot was

normalized by dividing it by the 2D spectrum constructed as a product of two 1D spectra, taken

as sums along spectral and dipolar frequencies, respectively, as shown in Fig. 24. The low-field

and high-field parts of these contour plots were then combined into a single 2D plot (a), with the

cut-out line set at the field offset of 15 G. The plot in (b) was computed using for adequate spectral

coverage B1 of 80 G, r12 ¼ 28.9 Å, and the set of Euler angles l1 ¼ (0	, 75	, 0	), l2 ¼ (90	, 111	,
0	) from molecular modeling [35]. The following experimental conditions were used: Sample

temperature was 60 K; p/2 and p pulse widths were 2 and 4 ns, corresponding to B1 of 45 G. Pulse

repetition frequency was 2 kHz; 2D data sets corresponded to�4 ms in tdip and�100 ns in techo for
total of 500 � 200 data points. Data collection time was 9.5 h for the�10 G offset and 19 h for the

20 G offset for very high SNR, although satisfactory data were obtained already in 2 and 4 h,

respectively. A 64-step phase cycle [35, 63] was used to get a clean DQC signal. There was no

need to suppress ESEEM and a small baseline could simply be ignored for the 15 mM concentra-

tion used. (This lab, unpublished.)
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be applied to infer orientational information from very broad orientationally well-

resolved spectra.

5.4 Multifrequency

High absolute spin sensitivity and potentially improved concentration sensitivity at

a higher frequency strongly motivated the development of PDS ESR measurement

technology in the mm-wave frequency range. In an important development at St

Andrews University, a 1 kW mm-wave amplifier was employed at W-band,

providing 12 ns p-pulses in a circular waveguide-based nonresonant induction

probe that has a relatively high conversion factor (~0.6 G/W1/2) [46], (even shorter

p-pulse widths of ~10 ns were achieved at 95 GHz [47] at ACERT with the

Fabry–Perot resonator setup developed for aqueous samples). It admits samples

as large as at X-band, whereas the high conversion factor and frequency scaling of

spin sensitivity as o2 (for constant sample volume [147]) have resulted in very high

sensitivity comparable to that of our ACERT Ku-band spectrometer [46, 171].

Orientational selectivity is another common argument in favor of the mm-wave

range [21]. In the case of rigidly attached spin-labels, determining their orientation

provides valuable structural information. The sensitivity to orientations increases at

high fields, where the ESR spectrum of nitroxides is dominated by g-tensor
anisotropy. In order to infer orientations, the DEER signal is recorded using several

field positions of the pump and detection pulses [21, 173, 174]. A modification to

the signal acquisition scheme was shown [173] that allowed simultaneous recording

at several field points, thereby helping to shorten the duration of the experiment.

Given sufficiently broad spectral excitation, 2D-DQC may provide significant

improvement in this area, by recording the whole correlation map in a single pass

or maybe by using just 2 or 3 field points (cf. Sect. 5.3). High power amplifiers

available at W-band [46, 47] and resonators designed to maximize B1 could make

such a plan realistic. However, DQC is not yet an option for these spectrometers,

but it seems it is just a matter of time. In Fig. 26 we show a simulated 2D DQC

correlation spectrum at Ku- and W-band for 14N nitroxides. The correlation map is

richer in detail at W-band. The results for Ka band (35 GHz) look similar to Ku

band but are not shown. The uncorrelated case for W-band (not shown) has a similar

appearance to the Ku and Ka bands shown in Fig. 24a, d, indicating only the

presence of spectral features aligned parallel to the necho spectral axis. In all

cases, the high-field (low frequency) side of the 2D spectrum is more sensitive to

orientations, as expected. Therefore, even with limited B1 it could be possible to test

orientations in this spectral region. At W-band the gy part of the spectrum is also

sensitive and exhibits the effects of pseudosecular terms, which in general are

weaker at this frequency due to its wider spectral extent.

It thus seems to be useful to conduct PDS experiments in lower fields, where

orientational correlation effects are weaker and more accurate distance reconstruc-

tion can be made. This distance information could be combined with orientation-

dependent data from the high-field experiment to be used in structure modeling.
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While orientations can be difficult to infer for MTSSL, due to its very substantial

side-chain flexibility usually exhibiting multiple rotamers, sometimes spin-labels

can become occluded as is the case for MsbA when in the ADP-Vi trapped state the

spin-label is buried inside the closed transporter [175]. Recent development of

conformationally restricted nitroxide labels [133, 134] may be useful in this regard

even for conventional working frequencies. Thus, nitroxides may ultimately fit well

into such a multifrequency study. Of course, there are systems that are already

orientationally well resolved in the centimeter frequency range but become too

broad in W-band and higher, but they may benefit from the slightly higher

frequency of Ku or Ka band. For example, DEER was successfully applied at

X-band to determine orientational information in a Cu2+–Cu2+ biradical and also

to a protein–protein complex with NO• and a [2Fe–2S] cluster [87]. In contrast, the

Gd3+ –1/2 $ 1/2 transition becomes very narrow in Ka band and above and carries

no significant orientational dependence. These (and some other) properties allow

one to use pairs of Gd3+ spin labels for distance measurements, free from orienta-

tional effects and with spin sensitivity comparable to that generally achieved with

nitroxide labels, or else they can be used in combination with nitroxides to even

higher sensitivity [121]. Nitroxide labels, however, have the relative advantage of

being smaller and least perturbing. They are also easy to attach and use with a

Fig. 26 Frequency dependence of 2D-DQC orientation correlation map. (a) 2D spectrum calcu-

lated for Ku band and (b) for W-band are shown as stack plots. (c, d) Filled contour plots

representation of the above stack plots. The following simulation parameters were used:

B1 ¼ 60 G, nd ¼ 25 MHz; magnetic tensor frame orientations, l1 ¼ (a1, b1, g1), l2 ¼ (a2, b2,
g2) were taken as (0	, 0	, 0	) and (90	, 0	, 0	)
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variety of systems and sample types. Another issue with Gd3+ labels is that they

currently require more expensive operation at 5–10 K and the modulation depth is

typically small (ca. 0.01–0.05), thus considerably elevating technical requirements

of the pulse spectrometer, which for example become very relaxed for DQC applied

to nitroxides or Cu2+. A benefit of Gd3+ labels is that their positions are better

defined, potentially providing more useful constraints for structure modeling. It is

believed [178] that ultimately a higher sensitivity may be achieved than is currently

possible with nitroxides using typical X-band DEER spectrometers; naturally one

could expect that 5-pulse DEER could benefit distance measurements based on

Gadolinium labels, if the challenges with small modulation depth could be over-

come. Thus, ongoing development of spectrometers operating at different

frequencies, methods, spin-labels, and other aspects continues to make PDS an

increasingly more powerful technique for studying biomolecular structure and

function.

6 Summary and Perspectives

We have shown that there are currently two pulse ESR methods that are most

beneficial for biological pulse dipolar spectroscopy. They are DQC and DEER

(PELDOR). In dilute systems DQC is considerably more sensitive in most cases,

shortening the time of the experiment by at least an order of magnitude. DQC is

uniquely applicable to relatively narrow spectra such as nitroxides, which promise

the greatest sensitivity improvement, but we also find it (at Ku-band) more sensitive

for wide spectra such as for the Cu2+–Cu2+ system (unpublished, ACERT), since

the concentration sensitivity for this case scales as (B1)
a with a ranging from 1 to

1.5 (cf. Sect. 4.1) [101]. Its double quantum coherence filter suppresses background

signals. It has a broader distance range and is substantially free from orientational

selection effects in its 1D mode, but reveals them in its 2D mode. DEER on the

other hand is very useful for a wide range of systems and uniquely suitable for

nonoverlapping spectra. For pairs of spins, it provides very good separation from

relaxation effects and is less sensitive to ESEEM. It can be applied to more

concentrated spin systems than DQC, thereby extending the concentration range.

Also, since it is based on selective pulses and automatically references to the signal

at zero time, it helps to study the presence of small spin clusters and in some cases

provides an estimate for aggregation numbers.

These two methods actually are quite complex with respect to the underlying spin

dynamics; but fortuitously they happen to exhibit minimal artifacts throughout the

wide region of dipolar couplings for distances of about 15 Å and greater, so that the

ideal kernel (cf. Sect. 2.6) can be used in many cases to reconstruct the distance

distributions.

In DEER, unless the pulses are sufficiently selective and the dipolar coupling is

small, a more complicated spin dynamics is observed than with the DQC technique.

In the latter, pseudosecular terms in dipolar coupling do play a role, but are easy to

account for. As we have shown, DQC is typically in the regime of weak coupling,

Pulse Dipolar Electron Spin Resonance: Distance Measurements 69



where its spin dynamics is quite simple. On the other hand in the case of strong

correlation effects, a special 2D mode of DQC is a potent technique to yield a

correlation map in a single experiment. Furthermore, at low concentrations, where

DQC excels, the background is greatly suppressed, aiding its removal, and it can

often be ignored altogether in 2D DQC.

Suffice it to say that in all cases, cultivating both DQC and DEER and selecting

the most appropriate PDS pulse sequence for the system studied are good strategies.

We conclude that quite remarkable progress has been achieved in pulsed dipolar

ESR spectroscopy. This includes continuing progress with instrumentation, pulse

sequences, spin-labels, data processing with structure modeling, and system prepa-

ration protocols. We see that the number of potential biological applications is

growing, and it may be only “the tip of the iceberg.”

For more rapidly relaxing spin-labels, such as nitroxides in hydrophobic

environments of proteins and in lipid membranes, further spectrometer sensitivity

improvement would be highly desirable, especially for proteins from higher

organisms, which are difficult or impossible to deuterate. More water-exposed

labels would benefit most from solvent deuteration and using new methods such

as 5-pulse DEER.

At Ku-band (at ACERT) and higher working frequencies the sensitivity is

currently at the low micromolar level of concentration for proteins and nucleotides.

This was achieved without compromising the distance range and resolution.

Distances can be measured at least to 90 Å, which helps to characterize large

objects such as protein complexes and RNA. We anticipate that progress in method

development and sensitivity improvement will continue.
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Appendix

Signals in 3,4,5-Pulse DEER Sequences

Here, we derive the expression given by Eq. (40) for PELDOR/DEER (cf. Fig. 5a),

using the spin Hamiltonian given by Eqs. (13) and (14) (which neglects

pseudosecular terms), in the absence of pulses. We express H0 in the frame of

reference doubly rotating with frequencies o1 and o2 of mw pulses applied,

respectively, to spins A and B, having their Larmor frequencies at Oa and Ob (cf.

Slichter, p. 279, and assumptions therein [95]). Note that Eqs. (13) and (14) use

spins 1 and 2, but for DEER pulse sequences we number spins by the subscripts a
and b. In this frame of reference H0 becomes

H0 ¼ oaSaz þ obSbz þ aSazSbz (63)
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In Eq. (63) a is as in Eq. (14), oa and ob are the Larmor frequency offsets from

o1 and o2 respectively. We further assume the following set of inequalities a �
geB1a(b) � |o1 � o2|. The first inequality allows us to neglect the dipolar coupling

during the pulse, the second ensures that there may be only a small overlap of pulse

excitations at the two frequencies, but we will retain related terms that may be

produced in the course of calculations of the signal. (The first inequality, as related

to A-spins, makes it easier for one to consider pseudosecular terms in conducting a

more detailed analysis). Note that for a pair of spins, depending on angle y, one of
or both spins may contribute to the echo. We can assume that the first spin is always

an A spin, but the second spin can be either A or B spin. To simplify this matter, we

use when needed the subscripts numbering spins as 1 or 2.

The amplitude V(t) of the echo signal that we are interested in computing is

given by the trace, Tr(Sa+r(t))/Tr(Sa+Sa�), where r(t) is the density matrix

measured at time t after the first pulse in the sequence. Therefore in the end we

retain in r only the terms in Sa�. We will follow the evolution of single-quantum in-

phase coherences of spin 1, S1a� created by the first p/2 pulse. They evolve due to

the dipolar coupling aS1zS2z into anti-phase coherences S1a�S2z and vice versa; the

process thus interconverts these coherences leading to their modulation by the

dipolar frequency a/2 as described in Sect. 2.3.1. These coherences under the action
of pulses and free evolution periods will turn out as detectable Sa� carrying this

dipolar modulation.

The pulse sequences for 3-pulse PELDOR and 4-pulse DEER can be expressed

in arrow representation respectively as:

P1aðp=2Þ�����!H0ðt1�tÞ
P2bðpÞ���!H0ðtÞ P3aðpÞ�����!H0ðt1þteÞ echo

P1aðp=2Þ���!H0ðt1Þ P2aðpÞ���!H0ðtÞ P3bðpÞ�����!H0ðt2�tÞ
P4aðpÞ�������!H0ðt2�t1þteÞ echo;

(64)

where H0(t) denotes free evolution for the duration of t due to H0 and Pka(b) is the

pulse propagator for kth pulse applied nominally at the frequency oa or ob. The

primary echo produced by pulses 1 and 3 in 3-pulse PELDOR corresponds to a

coherence pathway, p ¼ (+1, �1). In 4-pulse DEER based on the refocused echo

created by pulses 1, 2, and 4 coherences pass through a p ¼ (�1, +1,�1) pathway.

We describe the action of p-pulses by introducing probability pka or pkb for the spin
at oa or ob, respectively, to be flipped by the kth pulse. (We may drop the subscript

a (or b), when unimportant.) The probability not to be flipped, qkc, is then 1 � pkc
(where c is a or b). We denote the amount of S1a� produced by the first p/2 pulse as
h1a. Note that q, p, and h correspond to standard amplitude factors for the action of

selective pulses, for example, as defined in the literature [35]. For a spin at a

resonant frequency offset o from the frequency of the RF pulse, the probabilities

p and q to be flipped or not flipped by the pulse with nominal flip angle b is given by

p ¼ sin2ðbu=2Þ=u2; q ¼ 1� p (65)

Here, u2 ¼ 1þ o2=o2
mw and omw ¼ geB1.
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To manage free evolution, we introduce operators Hz � oaS1z and O12 �
aS1zS2z. Then the free evolution propagator is exp[�i(Hz + O12)]. Note that Hz

and O12 commute and we can consider them separately and write for the free

evolution of shift operators S1a� due to Hz or O12 the following:

S1a����!Hzt
S1a� e�ioat

S1a����!O12t S1a�ðcosðat=2Þ � 2iS2zsinðat=2ÞÞ � S1a�D�t

(66)

We numbered the spins in Eq. (66). Note that Szmay correspond to spin 2 atoa or

ob, since pseudosecular terms are neglected and the evolution due to weak dipolar

coupling is then given by Eq. (15). Since first-order coherences of A-spins pass

through the prescribed pathway and all pulses applied during the evolution are

nominally p-pulses, we need to consider only the following actions of the pulses:

S1a����!Pkb qkbS1a�; S1a����!Pka pkaS1a�

S2z���!Pkc ðqkc � pkcÞS2z
(67)

Here, Pk represents the action of pulse k and subscript a or b is added to indicate
at what frequency the pulse is applied. Other spin manipulations lead to pathways

that do not contribute to the echo of interest. In the following, we drop the

subscripts numbering spins. Since pulse excitations at the two frequencies have

only small overlap, Eq. (67) is good approximation. We will disregard unessential

phase shifts [98] introduced into Sa� by the pulses applied atob. From Eqs. (66) and

(67) we find that Dt has the following properties:

Dt���!Hkc qkcDt þ pkcD
�
t ; D�

t ¼ D�t; Dt1þt2 ¼ Dt1Dt2 (68)

We first compute the final density operator rf for 3-pulse PELDOR by tracking

the coherence pathway that lead to Sa�. We thus start from Sa+ produced by the first
p/2 pulse. Equations 67 and 68 reduce our task to merely writing all ensuing

“dipolar trajectories”. By repeatedly applying Eqs. (67) and (68) to Sa+, the

following sequence of transformations defines the detectable density matrix ele-

ment in PELDOR:

r0 ¼ Saz ���!P1a h1aSaþ ���!H0ðtÞ h1aSaþDt e
�ioat

���!P2b h1aq2aSaþðq2Dt þ p2D�tÞ e�ioat�����!H0ðt�tÞ
h1aq2aSaþðq2Dt þ p2Dt�2tÞ e�ioat

���!P3a Sa�h1aq2ap3aðq2q3Dt þ q2p3D�t þ p2q3Dt�2t þ p2p3D2t�tÞ e�ioat

�������!H0ðtþdteÞ Sa�h1aq2ap3aðq2q3D0 þ q2p3D�2t þ p2q3D�2t þ p2p3D2t�2tÞ eioadte

(69)

72 P.P. Borbat and J.H. Freed



Coefficients pk and qk inside the brackets refer to spin 2, which may be at ob

or oa. The spin echo amplitude, V at time 2t + dte is then taken as the trace:

Tr(Sa+Sa�(2t + dte))/Tr(Sa+Sa�). For simplicity, we neglect dipolar evolution

during dte and after retaining detectable in-phase coherences by substituting D2t

with their real parts, cos(at), we arrive at the expression for the echo signal

Vðt; t; dteÞ ¼ h1aq2ap3a½q2q3 þ q2p3 cosðatÞ þ p2q3 cosðatÞh
þp2p3 cosðaðt� tÞÞ
 eioadte

�
a;b

(70)

The term in exp(ioadte) together with all other frequency-dependent factors (p, q, h)
after averaging over oa,b produces the spin echo shape, V(dte) so that Eq. (70)

becomes equivalent to Eq. (40). The dipolar modulation in Eq. (70) is represented

by the two terms: ~q3[1 � p2(1 � cos(at))] and ~ p3p2 cos(a(t � t)). The first term
is the well-known formula for the PELDOR/DEER signal [30, 73]. The second

“back-in-time” signal is relatively small if hp3p2ia,b � hp2ia,b. Usually, this is the
case for DEER (but in the single-frequency DEER analog, “2 + 1,” both signals are

comparable [38]). In Eq. (70), there are two more terms that are constant in t: one,
which is time independent, corresponds to unaffected spin B; whereas another term

in cos(at) corresponds to the dipolar signal betweenA spins in the limit of very small

a (when pseudosecular term can be neglected). To fully account for their effects

more detailed calculations have to be carried out, for example ones based on a

modified product operator method as described by Borbat and Freed [35]. Then

Eq. (70) becomes at first somewhat unwieldy (e.g., such as an approximate expres-

sion given by Raitsimring [106]), but it will simplify practically to Eq. (70) when the

“+1” pumping pulse has only a small overlap with the rest of the pulses.

Derivation of the expression analogues to Eq. (70), but for 4-pulse DEER adds

one more step to Eq. (69) doubling the number of terms in dipolar signals to a total

of eight,

VðtÞ / Ba

X8
k¼1

Bbk cosðatkÞ (71)

Table 1 t-Dependent dipolar pathways in four-pulse sequence

k Bk

Standard asymmetric 4-

pulse DEER (t1 � t2)
tk

“Symmetric“ form 4-pulse

DEER (t2 ¼ 2t1 � 2t)
tk

Different definition of time

variable, tk (t ! t1 + t)
tk

(1) q4p3q2 t � t1 t � t t

(2) q4p3p2 t t t + t1
(3) p4p3p2 t + t1 � t2 t � t 2 t1 + t � t2
(4) p4p3q2 t � t2 2t � t t + t1 � t2
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where Ba ¼ h1ap2aq3ap4a. Only four terms in Eq. (71) have a dependence on the

position t of the pump pulse. Table 1 compiles Bbk and respective time variables,

tk defined in different ways for these terms.

The dipolar pathways in the 5-pulse DEER sequence were studied in [171] by

employing a similar approach.We can describe themqualitatively using the data from

Table 1. Signal (1) is the standard 4-pulse DEER signal whereas signals 2–4 are

relatively weak. In the 5-pulse DEER sequence, (2) or (4) are no longer weak, since

the extra pulse 5 following pulse 4 makes p4 greater than p3, thereby suppressing (1)
and developing the 5-pulse dipolar signal (2). Alternatively, the extra pulse may have

position 50 right before pulse 2 and develops (4) due to increased p2 and suppresses (1).
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Interpretation of Dipolar EPR Data in Terms

of Protein Structure

Gunnar Jeschke

Abstract Distances in proteins in the nanometer range can be measured by the

combination of site-directed spin labeling and dipolar EPR. The primary data are

related to the time evolution of spin label magnetization under the dipole–dipole

interaction with other spin labels within the same or within the neighboring protein

molecules. The information sought are conclusions on protein structure or structural

changes. The link between primary data and these conclusions are distances

between backbone atoms in the protein. We discuss which experimental conditions

allow for the most precise data analysis in terms of distance distributions and

describe techniques for such data analysis. Furthermore, methods are reviewed

for prediction of conformational distribution of the spin label, which is required

to infer backbone–backbone distances from label–label distances.

Keywords DEER � Distance measurements � Rotamer libraries � Structure

determination � Tikhonov regularization
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MTSL Methanethiosulfonato spin label

PDB Protein data bank

1 Introduction

Dipolar electron paramagnetic resonance (EPR) measurements with DEER (synony-

mously PELDOR) [1–3], double-quantum [4, 5], or SIFTER [6] experiments are

sensitive to spin–spin distances in the range between 1.8 and 5 nm, in favorable

cases down to 1.5 and up to 8 nm [7–10]. This range matches the dimension of

proteins and moderately sized protein complexes. The measurements do not require

regular packing of the molecules as is the case for X-ray crystallography and high-

resolution electron microscopy, and they do not require fast tumbling as is the case for

high-resolution liquid-state NMR. Packing heterogeneities can be tolerated, which

would degrade resolution in solid-state NMR spectra [11]. Samples can be optically

opaque and may contain molecules that would quench fluorescence.
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These features of dipolar EPR provide much more variability of sample compo-

sition than is available with any other technique that provides structural information

on proteins. Hence, physiological environments can be mimicked more closely and

the response to substrates or other interaction partners can be probed more easily

[12, 13]. Furthermore, as a probe technique dipolar EPR avoids crowding of spectra

with increasing protein size, so that there is no intrinsic limit to the size of the

protein or protein complex under study.

The advantages of dipolar EPR for structural studies on proteins are partially

mitigated by the disadvantage that each spin–spin distance to be determined

requires a new protein mutant to be generated, expressed, purified, spin labeled,

and measured. In any structural study, EPR distance constraints are thus sparse

constraints. Accordingly, errors in the individual constraints average only to a

limited extent when deriving a model of the structure or of structural change.

Structural studies of proteins by dipolar EPR thus require that distance constraints

are determined from the primary data with the highest possible precision and that

their reliability and precision is known. This causes higher requirements for data

analysis than, for instance, with NMR techniques, where a large number of

constraints compensate for relatively poor precision – and in a few cases question-

able reliability – of individual constraints.

A second disadvantage of dipolar EPR arises in the common case where

distances are measured between spin labels rather than native paramagnetic

centers. The spin label side group is slightly larger than the side groups of native

amino acid residues and needs to be somewhat flexible to fit into the native protein

structure. Since the information sought is on structure and structural changes of

the protein backbone, it was recognized early that the deviation of spin position

from the backbone needs to be accounted for [14]. A later, more detailed study

showed that flexibility of the spin label side group must be modeled to interpret

label-to-label distances with confidence [15]. Imperfections of such modeling

introduce additional uncertainty, which is again problematic because of the

sparsity of constraints. Interpretation of dipolar EPR data of spin labels in terms

of protein structure thus requires a systematic approach for estimating this

uncertainty.

In this chapter, we discuss data processing and modeling techniques that are

required to derive conclusions of protein structure or structural changes from

primary dipolar EPR data. Since the success of this endeavor crucially depends

on data quality, we also consider those decisions in selecting sites for spin labeling

and measurement conditions that can have a big impact on suitability of the

data for further processing. Most of the discussion relates to the most popular

four-pulse DEER experiment [3, 16], but where necessary remarks are made on

double-quantum EPR [5]. Discussion of data analysis problems and spin label

conformations is kept as general as possible. Where reference to software packages

is required, we focus on DeerAnalysis 2011 [17, 18] (http://www.epr.ethz.ch/

software/index) and MMM 2010 (http://www.epr.ethz.ch/software/index). All

examples are based on simulated data, so that the theoretical result of data analysis

is always known.
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The chapter is organized as follows. Section 2 considers the information

contained in dipolar EPR data starting from general mathematical formulas.

Limitations of common assumptions in data analysis are pointed out. Requirements

on site selection and measurement conditions are discussed in Sect. 3. In many

cases, a label-to-label distance distribution is an important intermediate result. How

to obtain such a distance distribution and how to estimate its reliability is the subject

of Sect. 4. Finally, Sect. 5 discusses interpretation of the distance distribution or the

primary data in terms of backbone structure or structural changes. The chapter

concludes with an outlook that addresses open questions and current limitations.

2 Information Content of Dipolar EPR Data

2.1 Theory

Dipolar EPR is usually performed as a constant-time deadtime-free measurement.

The data can then be normalized at the time origin t ¼ 0 of dipolar evolution and all

oscillations and decay of the signal observed at later times are due to electron

spin–electron spin couplings. The only exceptions are nuclear modulations, which

can be partially averaged (Sect. 3.5), effects from overlapping pump and observer

excitation bands, which should be avoided (Sect. 3.7), and signal variation due to

imperfections in spectrometer electronics. These electronic imperfections are mostly

canceled by a [(+x)�(�x)] phase cycle on the first observer pulse, which also

eliminates receiver offset and thus ensures that the signal tends to zero for t ! 1.

The following expressions and all data processing software assume that such a phase

cycle is applied. The general form of the normalized dipolar evolution function for a

DEER experiment is then given by

DðtÞ ¼ 1

N

XN
o¼1

Y
p6¼o

1� lp 1� cosoopt
� �� � !

; (1)

where index o runs over all observer spins in the sample and index p runs over all

pumped spins (both intra and inter nano-object spins are counted). The subsets of

observed and pumped spins may differ if the sample contains paramagnetic species

with different EPR spectra. The modulation depth lp and spin–spin coupling

between the observed and pumped spins oop depend on orientation of the spin

system in the magnetic field. If the coupling between the two electron spins can be

described as a coupling between two point dipoles (vide infra), orientation depen-

dence of oop is fully characterized by the angle y between the spin–spin vector and
the static magnetic field, while the inversion efficiency lp of the pump pulse is

generally a complicated function of the spin Hamiltonians of the two electron spins,

three Euler angles that characterize the relative orientation of the molecular
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coordinate frames of these two spins and two polar angles that characterize the

direction of the magnetic field in the molecular frame of one of these spins.

Now we assume that the sample consists of M congeneric nano-objects that

contain n spins each (N ¼ nM). Unless stated otherwise, we consider these nano-

objects in the following as spin-labeled protein molecules or protein complexes and

n is the number of labels per molecule or complex. We further assume that the

sample is sufficiently dilute so that typical distances between spins in different

nano-objects are much longer than distances within the same nano-object. We can

then separate the right hand side of (1) into a background factor B(t) due to

interaction of observer spins with spins in other nano-objects and a form factor

F(t) due to interactions within the same object

DðtÞ ¼ BðtÞFðtÞ: (2)

The term form factor is chosen in analogy with the same separation of

contributions in scattering techniques. The background factor is analogous to the

structure factor in scattering. Here, the term from scattering is not used to avoid

confusion. The information on protein structure is contained in the form factor F(t),
which is given by

FðtÞ ¼ 1

n

Xn
o¼1

Y
p 6¼o

1� lp 1� cosoopt
� �� � !

: (3)

Although (3) formally looks the same as (1), the two indices now run over only

those spins associated with each nano-object, which is clearly far fewer spins. Note

that (3) corresponds to only a single orientation of the nano-object with respect to

the magnetic field.

In a next step, we assume that the orientation dependence of lp can be averaged

and that such averaging results in the same value l for all spin pairs within the nano-
object. This requires that all spins have very similar EPR spectra and that orienta-

tion selection can be neglected or experimentally averaged (Sect. 3.6). For nitroxide

spin labels in proteins at X-band frequencies, this is usually a good approximation.

Then it follows from (3) that the dipolar oscillations of the form factor have a

modulation depth (see Fig. 1a, b)

D ¼ 1� 1� lð Þn�1
(4)

with a fraction

fp ¼ l 1� lð Þn�2
(5)

corresponding to oscillations with the basic dipolar frequencies oop. The fraction

D�fp of the form factor oscillates with sum and difference combination frequencies

and leads to artifacts if it cannot be separated [19]. For a doubly labeled nano-object
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(n ¼ 2), we have D ¼ l and fp ¼ l and no such combination frequencies are

observed.

The form factor then corresponds to the isolated pair case, which is considered

in detail below. When the pair contribution for a multispin nano-object can be

separated [19], the normalized form factor for this object is the average of the

isolated pair form factors. At the expense of signal-to-noise ratio, such separation

can be approximated by intentionally decreasing inversion efficiency l (Sect. 3.3).

For a singly-labeled nano-object (n ¼ 1), (5) is invalid. We then have D ¼ 0,

Fig. 1 Analysis of primary DEER data in terms of a distance distribution. (a) Model compound.

(b) Normalized primary DEER data of the model compound (solid line) and background function

B(t) (dashed line). The modulation depth D is indicated. The arrowmarks an end artifact caused by

overlap of pump and observer excitation bands. Data were analyzed only for t � 10 ms. (c) Form
factor (black) obtained by dividing V(t) by B(t) and subsequent normalization at t ¼ 0. Modulation

depth D and period of the dipolar oscillation are indicated. The gray line is the simulated form

factor corresponding to the distance distribution obtained by Tikhonov regularization. (d) Dipolar

spectrum (black) obtained by subtracting (1 � D) from F(t) and subsequent Fourier transforma-

tion. The characteristic frequencies are indicated. The gray line is the simulated spectrum

corresponding to the distance distribution obtained by Tikhonov regularization. (e) Distance

distribution obtained by Tikhonov regularization. The inset shows the peak at higher resolution
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F(t) ffi 1 and thus D(t) ¼ B(t). This allows for experimental determination of the

background function corresponding to a single site.

We now consider the isolated pair case. Now the product in (3) contains only a

single factor and the two terms of the sum are equal (o12 ¼ o21 ¼ odd). The

average over all orientations of the nano-object with respect to the magnetic field

is given by

FðtÞh i ¼ 1� lþ l
ð1
0

cos 3x2 � 1
� �

oddt
� �

dx; (6)

where x ¼ cos y and

odd ¼ m0
4p�h

g1g2m2B
r3

(7)

is the angular dipolar frequency that depends on distance r between the two spins

considered as point dipoles. If only one well-defined pair distance within the DEER

distance range is present in the sample, odd can be directly assigned in a dipolar

spectrum (Fig. 1c) or determined from the period of the long-lived oscillation in the

form factor (Fig. 1b).

The point-dipole approximation is valid for nitroxide labels at distances above

1.5 nm, but may be questionable for organic radical cofactors in proteins if these

feature an extended p electron system. Furthermore, (7) neglects exchange coupling

[20], which is permitted for solid nonconducting matrices at distances longer than

1.5 nm unless a fully conjugated pathway of bonds exists between the two labels

[21]. For nitroxide spin labels, g1 � g2 � 2.006 is a good approximation,

corresponding to a dipolar frequency odd/(2p) ¼ 52.23/r3 MHz. Since x2 varies

least near x ¼ 0, angular frequency odd, corresponding to y ¼ 90�, is the

dominating dipolar oscillation frequency.

Equation (6) is valid also for form factors obtained by double-quantum [5] or

SIFTER [6] measurements on dilute nano-objects with two electron spins per object.

All equations before do not apply in this case since the form factor ofmultispin systems

does not factorize into pair contributions for these single-frequency techniques. For the

same reason, background correction is empirical in double-quantum EPR and cannot

be based on the theory explained in the following.

For homogeneously distributed nano-objects with a size much smaller than their

typical distance, the background function is given by

BhomðtÞ ¼ exp � 2pm0g
2m2B

9
ffiffiffi
3

p
�h

NAclt
� �

(8)

where g is a mean g-value of all remote electron spins, NA is Avogadro’s constant,

and c the spin concentration in mol L�1. If the distribution of nano-objects is

confined, for instance, to two dimensions for a membrane protein in a bilayer, the

background factor can often be approximated by a stretched exponential function
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B(t)� exp(�ktd/3), where k increases with concentration and d is the dimensionality

of the confined distribution [22]. Since short distances are necessarily underrepre-

sented in a distribution of objects with long fixed pair distances, apparent back-

ground dimensions d > 3 may also be observed. For instance, the background

function shown as a dashed line in Fig. 1a corresponds to d ¼ 3.31 and provides

a slightly better fit than the theoretically expected function with d ¼ 3. For peptides

or membrane proteins in unilamellar vesicles d is also slightly larger than 2 due to

this effect as well as curvature and disorder of the bilayer.

To obtain the information on the structure of the nano-object, the primary

dipolar evolution data D(t) is preprocessed in the following way:

• Fit of the assumed functional form of B(t) to D(t) for times in the interval

t ¼ tbckg to tmax (at most the last point of the time-domain trace), where the

form factor has largely or completely decayed

• Computation of the form factor as 〈F(t)〉 ¼ D(t)/B(t) and computation of the

modulation depth D ¼ 1 � B(0)
• Computation of a reduced form factor f(t) without the constant contribution as

f(t) ¼ (〈F(t)〉 � D)/(1 � D)

In the example shown in Fig. 1a, tbckg ¼ 2.208 ms gave the best background fit.

To avoid contributions from end artifacts (arrow) to the distance distribution, tmax

was limited to 10 ms. In the following, we discuss the information inherent in this

reduced form factor f(t).

2.2 Mean Distance

In general, distance r in (7) is distributed. The dominating frequency 〈odd〉 of the
dipolar evolution function corresponds to a mean distance. Strictly speaking, the

averaging is over r�3, however in the usual cases where the standard deviation sr is

much smaller than the mean distance 〈r〉, the mean frequency 〈odd〉 is a good

measure for the mean distance.

The width and shape of the distance distribution P(r) hardly influence the initial

part of the reduced form factor f(t), as demonstrated in Fig. 2 for three example

distance distributions with the same mean distance 〈r〉 ¼ 3 nm. Accordingly, a

good estimate of 〈r〉 can be obtained from the half-life time t1/2 when the reduced

form factor has decayed to 0.5 (Fig. 2b) (for similar considerations, see [23]). For

measurements between two nitroxide spin labels we find 〈r〉 � 5(t1/2/0.48 ms)
1/3 nm.

This formula holds quite well even for much broader distributions (data not shown),

but may become imprecise for bimodal distributions.

Such behavior suggests that the mean distance can be inferred from less than half

of a dipolar oscillation. In practice, the limit is set by the necessity of background

correction, which requires data at t > tbckg for a reliable fit of B(t). Analysis of

simulated test data has shown that a maximum dipolar evolution time of tmax ¼ 2 ms
is usually sufficient to determine mean distances up to 〈r〉max ¼ 5 nm. Note that

tmax scales with rh i3max. To determine a mean distance of 8 nm with some confidence

thus requires dipolar evolution data up to at least 8.2 ms.
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Longer distances (for instance, up to 6 nm for tmax ¼ 2 ms) still lead to a dipolar

evolution functionD(t) that cannot be fitted exclusively by a background functionB(t).
In this situation, it is possible to state that spin pairs with long distances must exist in

the nano-object, although the distance cannot be specified. Note, however, that in the

presence of shorter distances, such long distances may be completely suppressed by

background correction. This is because the wing of the distribution at shorter distances

and the background function together can simulate such a contribution.

2.3 Width of the Distance Distribution

As is also apparent from Fig. 2, a difference in the width (standard deviation sr) of

the distance distribution as large as 5% of the mean distance is hardly visible before

the second zero crossing of the reduced form factor. Indeed, reliable determination

of sr at tmax ¼ 2 ms is possible only up to mean distances of 4 nm. This limit

corresponds to about 1.5 oscillations. Determination of the width is also less robust

than determination of the mean distance with respect to noise and uncertainties in

background correction [17].

2.4 Shape of the Distance Distribution

Interpretation of the shape of a distance distribution, for instance, of asymmetries or

shoulders, requires low-noise data with long maximum dipolar evolution time tmax,

Fig. 2 Model distance distributions and corresponding reduced form factors. (a) Gaussian (dashed
line) and asymmetric (solid line) distance distributions with the same mean distance 〈r〉 ¼ 3 nm

and standard deviation sr ¼ 0.15 nm. (b) Reduced form factors corresponding to the Gaussian

(dashed line) and asymmetric (solid line) distance distributions. The dotted line corresponds to a

narrow Gaussian distribution with standard deviation sr ¼ 0.01 nm. Time t1/2 when the reduced

form factor has decayed to half its initial value provides an estimate of the mean distance that is

rather insensitive to width and shape of the distance distribution
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as is apparent from Fig. 2. Even after 1.5 oscillations, the effect of asymmetry is

barely visible if mean distance and width are the same. As a rule of thumb,

interpretation of the shape at tmax ¼ 2 ms is possible up to mean distances of

3 nm, corresponding to the situation shown in Fig. 2.

Bimodality of a distance distribution may be recognizable already at shorter

maximum dipolar evolution times. This is shown in Fig. 3 for an example distance

distribution with a mean distance of 5.24 nm and a standard deviation of 0.23 nm.

The simulated reduced form factor was limited to 6 ms, rescaled to inversion

efficiency l ¼ 0.4, and multiplied with a background function corresponding to a

spin label concentration of roughly 200 mM. Pseudo-random numbers were added

to simulate 0.5% noise with respect to maximum amplitude at t ¼ 0 at a time

increment Dt ¼ 8 ns. The data were then reanalyzed using standalone versions of

subroutines of DeerAnalysis 2011 [17, 18] (http://www.epr.ethz.ch/software/

index). The occurrence of two components of the distance distribution as well as

their approximate relative contributions is reproducibly detected from simulated

data with different pseudo-random noise.

2.5 Number of Spins

The number of spins n per nano-object is obtained by measuring the total modula-

tion depth D and inverting (4). This requires that the inversion efficiency l of the

pump pulse is known. The inversion efficiency in turn can be determined by

measuring the modulation depth for genuine biradicals, triradicals, and possibly

Fig. 3 Reproducibility of the shape of a model distance distribution (simulation). The original

distance distribution stems from a rotamer simulation (Sect. 5.3) of site pair 249/318 in a monomer

of carnitine transporter CaiT (PDB code 2WSX). (a) Simulated dipolar evolution function (noisy

trace) with signal-to-noise ratio of 200 at t ¼ 0 and time increment Dt ¼ 8 ns. The dotted line is an
exponential background fit with the optimum background fit range determined by the algorithm

used in DeerAnalysis 2011 [17, 18] (http://www.epr.ethz.ch/software/index). (b) Original distance

distribution (solid line) and distance distribution obtained by Tikhonov regularization of the

simulated time-limited noisy data (dashed line)

92 G. Jeschke

http://www.epr.ethz.ch/software/index
http://www.epr.ethz.ch/software/index
http://www.epr.ethz.ch/software/index


tetraradicals [24, 25]. Such calibration is valid only for a given spectrometer and

probehead and for a given length of the pump pulse. A calibration error may arise

from different spectral lineshapes of the model compounds and spin-labeled

proteins. Differences in relaxation behavior of the multiple labels can also limit

the precision of this technique [25]. Due to the functional dependence of (4), the

difference in modulation depth by adding another spin decreases with increasing

number of spins. Thus, it may only be possible to derive a lower limit for the

number of spins if this number is larger than four or five.

The number of spins can also be determined by analyzing the dependence of

total modulation depth on pump pulse flip angle [19]. This technique does not

require calibration, but may only be able to distinguish the cases of two and three

coupled spins.

2.6 Local Concentration

The concentration of nano-objects can be determined from the background function

B(t) via (8) if the background function is an exponential. As in the case of spin

counting (Sect. 2.5), calibration is required since pump inversion efficiency l
depends on spectrometer, probehead, and length of the pump pulse. The calibration

is best done with a homogeneous solution of the same spin label in a similar

environment to avoid errors due to different spectral lineshape in the range excited

by the pump pulse.

Note, however, that micelle-forming detergents should not be used in such

calibration measurements since the spin label would preferentially partition into

the micelles. In general, the concentration c in (8) is a local concentration that is

sensitive roughly to a range of 40 nm around the spin label. If a sample is

heterogeneous with domain sizes on the order of 20 nm or larger, local concentra-

tion may deviate significantly from bulk concentration of the label.

3 Measurement Conditions for Optimum Data Analysis

3.1 Maximum Dipolar Evolution Time and Signal-to-Noise Ratio

A maximum dipolar evolution time tmax ¼ 2 ms is sufficient for elucidating the

shape of a distance distribution up to rmax,shape ¼ 3 nm, for determining its width up

to rmax,width ¼ 4 nm, for measuring a mean distance up to rmax,mean ¼ 5 nm, and for

recognizing the presence of a longer distance in a nano-object in the absence of

shorter distances up to rmax,detect ¼ 6 nm. Depending on the biological question to

be answered, it may be sufficient to determine only the mean distance, or mean

distance and width. Furthermore, in many cases a hypothesis on the expected mean
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distance rexp can be derived from a model for the structure under investigation,

preferably by including the label (Sects. 3.7 and 5.3). The required maximum

dipolar evolution time can then be computed by

tmax ¼ 2 ms � rexp
rmax;i

� �3

; (9)

where rmax,i is one of the values rmax,shape, rmax,width, rmax,mean, and rmax,detect defined

above. Which of these values needs to be inserted depends on the problem at hand,

i.e., on the precision of the information that is required to solve the problem. If no

model of the structure is known beforehand, rexp can be obtained from a preliminary

measurement with the longest tmax that is attainable at reasonable signal-to-noise

ratio. In a second measurement with high signal-to-noise ratio, tmax can then be

adjusted appropriately.

The value predicted by (9) is not necessarily the optimum value. For a given

total measurement time, the signal-to-noise ratio decreases roughly exponentially

with tmax due to relaxational loss of observer echo amplitude. For a four-pulse

DEER experiment with interpulse delays t1 and t2, we need to choose t2 > tmax

(since the experimental time trace cannot extend to times longer than t2). If the
time increment Dt is kept fixed, the number of acquisitions for a given total

measurement time is inversely proportional to tmax since the number of data points

increases linearly with tmax. This leads to a square root loss in signal-to-noise ratio

S. Assuming that the observer echo decays exponentially with phase memory time

Tm, we find

S /
ffiffiffiffiffiffiffiffi
Dt
tmax

s
exp � 2 t1 þ t2ð Þ

Tm

� �
: (10)

We now turn to the trade-off between acquiring data with high signal-to-noise

ratio but short tmax and acquiring data with long tmax but poor signal-to-noise ratio.

The relation between tmax and signal-to-noise ratio arises from scaling of observer

echo intensity with approximately exp(�2tmax/Tm). Typically, the values of tmax

predicted by (9) are longer than Tm or at least of the same order. Therefore, any

possibility of prolonging Tm should be utilized. Deuteration of the matrix [16, 26],

for instance, of the cryoprotectant glycerol, of glycerol and water, or even of the

protein [27], is a successful strategy. Due to the contribution of instantaneous

diffusion to Tm too large a sample concentration is also detrimental, so that an

optimum concentration exists (Sect. 3.2).

Even after Tm optimization, the value of tmax predicted by (9) and the

corresponding minimal value of t2 may lead to an unacceptable signal-to-noise

ratio within the available measurement time. As a rule of thumb, for a dipolar

evolution trace with 250 data points a signal-to-noise ratio of 50 computed from

the signal amplitude at the time origin (t ¼ 0) and the noise level observed in the
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residual between the experimental and simulated form factor is required for

reliable data analysis. This number scales inversely with the square root of the

number of data points. If such a signal-to-noise ratio cannot be achieved, tmax

needs to be shortened and the limitations in available information have to be

accepted.

Less often the value of tmax predicted by (9) leads to much better signal-to-noise

ratio than required at a total measurement time that is comparable to the time

required for sample preparation and experiment setup. In this case, tmax should

be prolonged to provide a signal-to-noise ratio between 100 and 200 at t ¼ 0 within

a measurement time of one to two hours. Such prolongation of tmax improves the

reliability of the background correction and thus reduces long-distance artifacts in

the distance distribution.

These considerations and the existence of an optimum choice of tmax for a

given sensitivity and given distance distribution are illustrated in Fig. 4 by

simulations for a model distance distribution corresponding to labeling sites 249

and 472 in monomers of the carnitine transporter CaiT (PDB identifier 2WSX).

The model distance distribution was computed by the rotamer library approach,

assuming methanethiosulfonate (MTSL) spin labels (Sect. 5.3). We assumed

Tm ¼ 1.5 ms, a signal-to-noise ratio of 200 at t ¼ 0 for tmax ¼ 1 ms, and a fixed

time increment Dt ¼ 8 ns. For each value of tmax to be studied, 250 dipolar

evolution functions with different pseudo-random white noise were generated

and reanalyzed as described in Sect. 2.4. The average root mean square deviation

between the original distance distribution and the distance distribution obtained

by Tikhonov regularization with an optimal regularization parameter of 10 was

computed at tmax ¼ 1, 1.25, 1.5, 1.75, 2, 2.25, and 2.5 ms. The optimum was

observed at tmax ¼ 1.75 ms (inset of Fig. 4d). Likewise, the mean distance and

width and their standard deviations were computed for the 250 trials at each tmax.

They are displayed in Fig. 4a, b, respectively. Figure 4d shows the original

distance distribution (solid line) together with the distributions obtained at the

shortest (dashed), optimum (dash-dotted), and longest (dotted) value of tmax. The

corresponding dipolar evolution functions together with optimal background fit

are displayed in Fig. 4c.

For too short tmax (1.00 ms), deviations of the distance distribution from the

original distribution arise from errors in background correction (peak marked with

an ampersand in Fig. 4d). For too long tmax (2.00, 2.25, 2.50 ms), deviations arise
from noise-related artifacts (peaks marked with asterisks in Fig. 4d). Both types of

artifacts cause a larger apparent width of the distribution (Fig. 4b) and larger

uncertainties of the mean distance and width (Fig. 4a, b).

3.2 Sample Concentration

In the absence of instantaneous diffusion signal amplitude is proportional to spin

concentration c0. Instantaneous diffusion causes signal decay for time 2(t1 + t2)
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with a rate that is proportional to concentration. We have previously derived an

expression for the concentration that maximizes signal-to-noise ratio at t ¼ 0

assuming 2(t1 + t2) � 2 tmax [7]. The effective signal-to-noise ratio for the

whole trace is also affected by the dampening of the form factor by the background

function. Thus, the proper figure of merit is

m ¼ c0 expð�2lobskc0tmaxÞ
ðtmax

0

expð�lpumpkc
0tÞ dt; (11)

Fig. 4 Dependence of data quality on maximum dipolar evolution time tmax (simulation). The

original distance distribution stems from a rotamer simulation (Sect. 5.3) of site pair 249/472 in a

monomer of the carnitine transporter CaiT (PDB code 2WSX). (a) Mean distances 〈r〉 determined

at different tmax with 95% confidence intervals (two times standard deviation). The dashed
horizontal line denotes the correct mean distance. (b) Widths sr of the distance distributions

with 95% confidence intervals. The dashed horizontal line denotes the correct width. (c) Dipolar
evolution functions D(t) for three selected values of tmax. The dotted lines are optimum back-

ground fits. Note the underestimate of background decay rate for the shortest trace (top).
(d) Distance distributions: Solid line – original distribution, dotted line – tmax ¼ 1 ms, dash-dotted
line – optimum tmax ¼ 1.75 ms, dashed line – tmax ¼ 2.5 ms. Asterisks denote noise-related

artifacts, the ampersand a background correction artifact. The inset shows the dependence on

tmax of the root mean square deviation between the original distribution and the distribution

computed by Tikhonov regularization
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where the integral is proportional to the average signal-to-noise ratio over the whole

dipolar evolution function, lobs and lpump are inversion efficiencies of the observer

and pump p pulse, respectively, and

k ¼ � p

9
ffiffiffi
3

p � m0g
2m2B
�h

NA: (12)

Introducing the concentration c ¼ c0/(nf) of nano-objects with f being the mean

labeling efficiency and n the number of spins, this figure of merit is maximized at

copt ¼
ln 2lobs þ lpump

� � ð2lobsÞ=
� �

nfklpumptmax

: (13)

Assuming standard conditions at X-band with lobs ¼ 1/4 and lpump¼1/2 roughly

corresponding to a 32 ns observer p pulse and a 12 ns pump p pulse and further

assuming doubly labeled protein molecules or protein complexes, we find

copt; std ¼ ln 2

fktmax

¼ 1:38ms
ftmax

�mmol � L�1: (14)

For reliable determination of mean distance and width of the distribution at a

distance of about 5 nm, we have tmax ¼ 3.9 ms according to (9). Hence, a concen-

tration of doubly labeled protein of about 350 mmol L�1 would provide optimum

signal amplitude at a labeling efficiency of 100%. Note that this value is larger than

suggested by Fig. 7 in [7], as our estimates for the necessary tmax were significantly

reduced on the basis of new simulations. At a distance of 8 nm, tmax ¼ 16 ms needs
to be achieved at an optimum concentration of 86 mmol L�1 of doubly labeled

protein to determine mean distance and width.

Note that this concentration is a local concentration. For membrane proteins in

liposomes, such values can be reached at much smaller bulk concentrations. For

many proteins, such concentrations may also not be achievable, either for lack

of material or because the protein tends to aggregate or precipitate at high con-

centrations. Last but not least it may be beneficial to work at lower concentrations to

aid separation of form factor and background factor.

3.3 Length and Flip Angle of the DEER Pump Pulse

At given signal-to-noise ratio of the observer echo, the signal-to-noise ratio of the

form factor increases with inversion efficiency l of the pump pulse. Inversion

efficiency is maximum at flip angle p and increases with decreasing pump pulse

length due to an increase in excitation bandwidth and thus in the fraction of pumped

spins. The requirement to avoid overlap of pump and observer excitation bands
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(Sect. 3.7) puts a lower limit to the pulse lengths. Popular choices at X-band

frequencies are a 12 ns pump pulse length with either all observer pulses having a

length of 32 ns or observer p/2 and p pulses having lengths of 16 and 32 ns. The two

choices with equal and different observer pulse lengths lead to almost indistin-

guishable results.

The use of a shorter pump pulse improves data quality more strongly than the use

of shorter observer pulses in the presence of significant phase noise. This is because

phase noise is proportional to the total signal, so that increasing signal amplitude by

increasing observer pulse bandwidth does not suppress phase noise. In contrast,

increasing the modulation depth D does diminish phase noise in the form factor, as

form factor computation scales noise of the primary data by a factor 1/D. However,
when optimizing for the measurement of short distances [28] equal lengths of all

pulses of 24 ns are preferable. At higher frequencies, the lower limit of pump and

observer pulse lengths is often set by the maximum available power and the

required flip angles.

In multispin systems, large inversion efficiencies l introduce sum and difference

frequencies of the basic dipolar frequencies into the form factor [19], which then

cause artifacts in the distance distribution. Currently, a separation technique exists

only for three-spin systems [19]. For more spins, the multispin contributions can be

decreased by the intentional reduction of the pump pulse flip angle. According to (5),

the wanted pair contribution for an n-spin system is maximized at lf ¼ 1/(n � 1),

where f is the labeling efficiency. The ratio of the pair contribution to the three-spin
contribution (the latter one being the leading term of the artifact contributions) is

(1�lf)/(lf). For an octamer with labeling efficiency of 100%, the pair contribution is

maximized at l ¼ 1/7, corresponding to a flip angle of about 2p/7 for a 12 ns pump

pulse at X-band frequencies. This results in a ratio of n � 2 ¼ 6 between the wanted

and the leading artifact contribution, which may be acceptable, depending on the

question to be answered. If a high-quality distance distribution is required or the

effective number nf of spins per nano-object is smaller, it may be necessary to work

with smaller flip angles than are required to maximize the pair contribution.

If a preliminary model for the structure is available, MMM 2010 (http://www.

epr.ethz.ch/software/index) can simulate multispin effects on the form factor up to

n ¼ 5 based on rotamer simulations of spin label conformations (Sect. 5.3). The

simulated form factor can be saved and reanalyzed with DeerAnalysis 2011 [17, 18]

(http://www.epr.ethz.ch/software/index) to reveal where multispin artifacts are

likely to occur in the distance distribution.

3.4 Total Measurement Time

Sample preparation starting from a fully labeled protein and setup of a dipolar EPR

experiment can hardly be achieved in less than half an hour. Preparation of the

labeled protein, including mutations, expression, purification, and labeling requires

several days if not weeks. For these reasons, it does not make much sense to
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decrease measurement times to less than 1–2 h per sample. In the few cases where a

very good signal-to-noise ratio can be achieved in shorter times, it is advisable to

increase tmax, as this leads to more reliable background fits and a more reliable

shape of the distance distribution.

Standard measurement times currently rather correspond to two samples per

24 h, i.e., net measurement times of about 11 h. For very weak or very fast relaxing

samples, an increase to 48 or 60 h per sample may be advisable, depending on the

importance of the question and on possibilities to improve the situation by a

different choice of labeling sites (Sect. 3.8). Beyond such measurement times,

significant improvements of data quality can hardly be achieved. Data quality is

then limited by spectrometer stability and electronic artifacts that are not fully

eliminated by phase cycling.

3.5 Nuclear Modulation Averaging

All dipolar EPR experiments introduce a small artifact contribution from electron

spin echo envelope modulation into the form factor. In single-frequency

experiments, such as double-quantum EPR [4, 5] or SIFTER [6], this is unavoidable

since nuclear modulations cannot be eliminated by phase cycling. In DEER, the

nuclear modulations arise from the small residual overlap of pump and observer

excitation bands, which is more severe for the forbidden electron-nuclear

transitions, which induce the electron spin echo envelope modulation (ESEEM)

effects, than for the allowed transitions that create most of the observer echo.

The phase of nuclear modulations depends on interpulse delays that do not

influence the phase of the dipolar modulation. This creates the opportunity to

average nuclear modulations by variation of such interpulse delays [16]. In four-

pulse DEER interpulse delay t1 between the first two observer pulses is varied over
one full period of the nuclear modulation that is to be suppressed. For protons at

X-band, the period of the dominating matrix line varies between about 64 and 80 ns,

depending on the magnetic field. Hence, 8–10 steps of nuclear modulation averag-

ing with an increment of 8 ns are appropriate. The ratio between proton and

deuterium Zeeman frequencies is about 6.5; therefore, the same number of steps

with an increment of 52 ns can be used. A slight reduction of the signal-to-noise

ratio arises from additional relaxation by prolonging t1 more than necessary

without such averaging.

In double-quantum EPR nuclear modulation averaging by appropriate adjust-

ment of the echo integration window was also suggested [29]. This technique has

the disadvantage of more strongly diminishing signal-to-noise ratio by not using the

optimal width of the integration gate, which should match the width of the observer

echo.

Neither modulation averaging technique completely eliminates nuclear

modulations. At X-band frequencies, proton modulations correspond to a distance

of about 1.5 nm, outside the sensitive range of DEER. In contrast, deuterium
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modulations correspond to a distance of about 2.8 nm and may be easily mistaken

for dipolar modulations. At Q-band frequencies, deuterium modulations shift to

about 1.8 nm and are weaker by an order of magnitude, as modulation depths of

weakly coupled nuclei scale inversely with the square of the magnetic field.

3.6 Avoiding Orientation Selection

Orientation selection in DEER is a source of additional information on molecular

geometry [30–32]. However, in many cases this information cannot be obtained

with reasonable effort or cannot easily be interpreted since label orientation may

not be closely related to protein backbone orientation. Since orientation selection

leads to orientation dependence of pump inversion efficiency l, a general derivation
of (6) from (3) is no longer possible. Hence, the distance distribution cannot be

computed without fully analyzing orientation selection.

For nitroxide spin labels in proteins significant orientation selection at X-band

frequencies is a rare phenomenon and occurs only if both labeling sites are tight. In

many cases, such a choice of labeling sites can and should be avoided (Sect. 3.8). The

situation is different for nucleic acids, where rigid spin labels can be incorporated

without affecting backbone conformation [8], and where such rigid labels provide

higher precision due to reduced uncertainty of spin label conformation. In such cases

or after accidental choice of two tight sites in proteins orientation selection can

be reduced by averaging dipolar evolution functions over a range of magnetic fields

[33]. Such averaging should be applied only when necessary since it entails some loss

in signal-to-noise ratio and causes deviation of the background factor from (8).

Note also that orientation averaging by a field sweep is not complete [34].

At high fields and low microwave powers orientation selection may be strong

even in the presence of substantial conformational freedom of the labels [32]. The

use of high-field DEER measurements with excitation bandwidths much smaller

than the total width of the nitroxide spectrum is not advisable if the main informa-

tion sought is the distance distribution.

3.7 Avoiding Overlap of Pump and Observer Excitation Bands

Overlap of pump and observer excitation bands leads to a contribution to the dipolar

evolution function that is analogous to the dipolar modulation observed in the

“2+1” pulse train [35]. This is apparent as a deviation of D(t) from the expected

behavior at long times near tmax, where the signal starts to rise with respect to the

background fit, as follows from (8) of [35] by realizing that the “2+1” signal

contains a component of dipolar modulation as a function of t � t. Depending on

severity of the excitation band overlap and on the mean distance and width of the

distance distribution, this additional component can significantly distort the dipolar
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evolution function in a broad time interval. Even if the effect is weak, it may lead to

a deviation of the long-time decay of D(t) from B(t) and thus to erroneous back-

ground fitting.

Under standard conditions (65 MHz frequency difference between observer

pulses with 32 ns length and a pump pulse with 12 ns length at X-band frequencies),

overlap is insignificant. When deviating from such conditions, one should test for

distortions near tmax by measuring a model system with narrow distance distribu-

tion. It is strongly advisable to avoid the overlap effect by increasing the pump-

observer frequency difference or by prolonging pulses. The stop-gap solution of

reducing tmax (i.e., by discarding points from the end of the recorded time trace) at

given t2 corresponds to a loss in signal-to-noise ratio and still leads to an increased

uncertainty of the background fit.

3.8 Choice of Labeling Sites

Interpretation of dipolar evolution data in terms of structure or structural changes is

most reliable and precise when mean spin–spin distances are in the range between

2.2 and 4 nm and the conformational distribution of the spin label is moderately

broad. At shorter distances, part of the distance distribution may be suppressed

since short distances correspond to dipole–dipole couplings larger than the excita-

tion bandwidth that cannot be detected [28, 36, 37]. At longer distances, the

required length of the pulse sequence (set by tmax) may be incompatible with the

required signal-to-noise ratio. A very narrow conformational distribution increases

orientation selection artifacts (Sect. 3.6) and may lead to large uncertainties in

deriving backbone–backbone distances from spin–spin distances (Sect. 5.1). A very

broad conformational distribution also increases uncertainty of backbone–backbone

distances. If several distance constraints are combined in structural modeling, they

should be linearly independent, a problem that has been considered in [38].

These requirements suggest that spin–spin distances and conformational distri-

bution of the spin labels should be predicted for the whole protein or protein

complex to select preferable labeling sites. This is possible if a model for the

expected structure exists. Advantageous pairs of spin label sites can then be

selected from in silico spin-labeling site scans [39] as implemented in MMM

2010 (http://www.epr.ethz.ch/software/index).
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4 Data Analysis in Terms of a Distance Distribution

4.1 Tikhonov Regularization or Model-Based Fitting?

Proteins are designed as semiflexible peptides to ensure a balance between well-

defined structure and easy access to structural transitions that are required for their

function. How this balance is struck depends on the particular type of function, so

that both very rigid and largely disordered proteins occur. Dipolar EPR tends to be

most useful for moderately to strongly flexible proteins, where higher-resolution

techniques such as crystallography or NMR fail or can characterize only the well-

ordered part of the structure.

Consequently, not only the mean structure but also the extent of structural disorder

may need to be elucidated to understand protein function. This requires that not only

mean distances, but also distance distributions need to be measured. It was

recognized early on [40] and later demonstrated conclusively [41] that distance

distributions can be extracted from dipolar evolution data. The problem is ill-

posed, i.e., small deviations of the input data from the ideal expressions can cause

large errors in the output. The mathematically most formalized and best understood

algorithm for solving such ill-posed problems is Tikhonov regularization [17, 23, 42],

which stabilizes the solution by imposing a smoothness criterion on the output data.

The relative contributions to the error function by the mean square deviation between

simulated and experimental form factor and by the roughness of the distance distri-

bution is set by the regularization parameter (Sect. 4.4).

Tikhonov regularization minimizes this error function by direct matrix

computations. Since no fitting is involved, the algorithm provides the distance

distribution corresponding to the global minimum of the error function. The solution

can further be stabilized by imposing non-negativity on the distance distribution,

P(r) 	 0 [43], which is justified in our case since any probability distribution must

be non-negative. The non-negativity constraint also removes the most common type

of orientation selection artifacts (Sect. 3.6), which is caused by missing

contributions from spin pairs with a spin–spin vector parallel or nearly parallel to

the external magnetic field.

Alternatively, the solution of an ill-posed problem can be stabilized by fitting a

model for the distance distribution to the experimental data by varying a small

number of parameters. This approach is very attractive in materials science

applications [33, 34, 44–46] where variation of the model parameters on variation

of the studied material is the basis for understanding the problem. For biomacro-

molecules with flexible spin labels such an approach may not appear obvious since

conformational distribution of the label (Sect. 5.1) cannot be easily modeled with a

small number of parameters. If this distribution is predicted by the rotamer library

approach (Sect. 5.3), models for backbone structure can be directly fitted to the

dipolar evolution function [47, 48]. This avoids the uncertainty of solving an ill-

posed problem and partially removes the uncertainty of background correction

since background fitting can be integrated in global fitting of the model. To keep
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the number of parameters manageable, the backbone model must be strongly

simplified. In the case of a sodium/proton antiporter dimer, the monomers were

treated as rigid bodies and only their relative arrangement was fitted [47]. Later, it

turned out that one domain in the monomer structure was influenced by crystal

packing effects [49].

Finally, it is possible to obtain distance distributions from a model-based

approach by expressing them as a sum of Gaussian functions [44]. The most

sophisticated program for such multi-Gaussian fits, DEfit by Sen and Fajer (http://

ilkersen.net/), automatically adapts the number of required Gaussians by statistical

criteria. Still, at least in our hands, this approach is less efficient than Tikhonov

regularization in reproducing the shape of a distance distribution (Fig. 5). This is

probably due to a principal difficulty of reproducing asymmetric distributions with

a small number of Gaussians. Part of the problem may also arise from the use of

background subtraction rather than background deconvolution in DEFit.

4.2 Determining Time Zero of Dipolar Evolution Data

Due to the finite length and nonrectangular shape of the microwave pulses, the

interpulse delay corresponding to t ¼ 0 is not trivial to predict. In fact, t ¼ 0 may

not even correspond to the time of a data point in the digitized dipolar evolution

function with a time increment of Dt ¼ 8 ns. For short distances, this may cause

systematic errors in distance determination. To avoid this problem, DeerAnalysis

Fig. 5 Comparison of Tikhonov regularization and multi-Gaussian fitting for a model distance

distribution corresponding to site pair 374/433 in monomers of carnitine transporter CaiT (PDB

2WSX, simulation based on a rotamer library). Shown are the original distance distribution (solid
line), the result of Tikhonov regularization with a regularization parameter of 100 (dotted line),
and the result of multi-Gaussian fitting (dashed line). The corresponding simulated dipolar

evolution function is shown in Fig. 6a
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2011 [17, 18] (http://www.epr.ethz.ch/software/index) allows for adjusting zero

time on a 1 ns raster by data interpolation, which is sufficiently precise for the

shortest distances that can be measured by DEER. Automatic adjustment is based

on minimization of the first moment of the dipolar evolution function in the vicinity

of the global maximum. This is more robust with respect to noise than just taking

the global maximum of the dipolar time evolution function as t ¼ 0.

Nevertheless, the zero time determined from noisy dipolar evolution functions

may have some error. It is advantageous to determine zero time for a given

spectrometer and probe head and for given pulse sequence settings (pulse lengths

and fixed interpulse delay t1) on a high signal-to-noise trace of a model compound

with a short distance. This value should then be manually set and used in the

analysis of measurements on samples with lower signal-to-noise ratio.

4.3 Optimizing the Background Correction

Background correction involves three uncertainties [18]:

• The optimum starting time of the background fit range is unknown

• The correct dimensionality d of the background function exp(�ktd/3) is unknown
• As nano-objects cannot overlap, short spin–spin distances are underrepresented

compared to a homogeneous or confined distribution, so that theoretical back-

ground functions are not adhered to at short times

Measurements on singly-labeled samples of the same protein or protein complex

are by far the most reliable way of reducing these uncertainties if such samples are

accessible. DeerAnalysis 2011 [17, 18] (http://www.epr.ethz.ch/software/index)

allows for modeling an experimental background function by a polynomial and

using it for background correction of double mutants. For best precision, experi-

mental background functions are needed for all labeling sites. This may be too

much effort unless very precise distance distributions are required, but at least one

or two singly-labeled proteins should be measured for any protein studied by

dipolar EPR to obtain some understanding of possible deviations of the background

function from theoretical functions. Such measurements also test for protein aggre-

gation or oligomerization.

The data of singly-labeled proteins should then be used to establish dimension-

ality d and the short time limit tbckg,min after which a stretched exponential exp

(�ktd/3) is a good fit to the dipolar evolution function (i.e., a fit to the time trace over

the interval tbckg,min to tmax). If for a sample of a doubly labeled protein a back-

ground fit with tbckg 	 tbckg,min and dimensionality d as a fit parameter results in the

same dimensionality d as the fit for the singly-labeled protein, the background fit is

usually reliable.

If no such starting time tbckg for the background fit can be established, d should be

fixed to the value observed on the singly-labeled protein and the automatic determina-

tion of time tbckg inDeerAnalysis 2011 [17, 18] (http://www.epr.ethz.ch/software/index)
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should be used. The algorithmminimizes contributions of the distance distribution at

the upper end of the distance range, which is sensible unless the protein aggregates or

tmax is too short. Simultaneous fitting of d and tbckg is unstable and should be avoided.
Note also that values d 6¼ 3 for soluble proteins or membrane proteins in detergent

micelles indicate problems. In some cases, d > 3 compensates for the suppression of

short interobject distances by excluded volume [50].

For proteins that are stable only as oligomers, it is impossible to generate singly-

labeled samples. In this situation, it is advantageous to select at least one labeling

site for which all distances within the oligomer are so short that a proper separation

of form factor and background function B(t) can be achieved in the primary data.

Depending on the achievable tmax that may require distances shorter than 2.5–3 nm.

The background B(t) determined for this sample can then be used in data analysis

for the other samples.

4.4 Best Choice of the Regularization Parameter

Tikhonov regularization minimizes an error function

Ga ¼ KPðrÞ � f ðtÞk k2 þ a
d2

dr2
PðrÞ

				
				
2

¼ rþ a�; (15)

where the roughness � (square norm of the second derivative of the distance

distribution) is weighted by regularization parameter a with respect to the square

deviation r between the simulated reduced form factor KP(r) and the experimental

reduced form factor f(t). The kernel K relates the distance distribution P(r) to the

reduced form factor. At very small regularization parameters a, the distance

distribution P(r) is undersmoothed and consists of a series of narrow peaks that

partially simulate the noise in f(t). At very large a, P(r) is oversmoothed and thus

broader than the true distance distribution, so that the simulated reduced form factor

KP(t) is overdamped compared to f(t).
With reasonable signal-to-noise ratio, a sufficiently large value of tmax, and

appropriate background correction, the optimum value of the regularization param-

eter a can be guessed from the L curve [42, 51], which is a parametric plot of log �
vs. log r for a range of a values. This plot has an almost vertical branch in the

regime of undersmoothing, where roughness r decreases strongly with increasing a
and an almost horizontal branch in the regime of oversmoothing where the square

deviation of KP(r) from f(t) increases strongly with increasing a. The two branches
intersect in the corner of the L and the point closest to this corner corresponds to the

optimal regularization parameter.

Strictly speaking, the optimum regularization parameter can be derived from an

L curve only for a distance distribution with an approximately Gaussian shape.

If the distance distribution contains both narrow and broad features, the narrow
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features tend to be slightly oversmoothed in the corner of the L. In this case, the root

mean square deviation between the true distance distribution and the result of

Tikhonov regularization may be minimal at a smaller regularization parameter.

Use of the L curve, under- and oversmoothing, and the possible deviation of the

optimum regularization parameter from the corner of the L curve are illustrated in

Fig. 6 for a model distance distribution corresponding to site pair 374/433 in the

monomers of carnitine transporter CaiT (PDB 2WSX). The simulated dipolar

evolution function with a signal-to-noise ratio of 200 at t ¼ 0 is shown in Fig. 6a.

The original distance distribution (solid line) and the best-fitting result of Tikhonov

regularization (dotted line), corresponding to a ¼ 1 (full black circle in Fig. 6b), are

displayed in the inset. Comparison with Fig. 5 reveals that the regularization

Fig. 6 Tikhonov regularization for a model distance distribution corresponding to site pair

374/433 in the carnitine transporter CaiT. (a) Simulated dipolar evolution function (solid line)
and optimized background fit (dotted line). The inset shows the original distance distribution (solid
line) and the best result of Tikhonov regularization obtained with regularization parameter a ¼ 1.

(b) L curve. The corner is situated near a ¼ 100 (full gray circle). The true optimal regularization

parameter a ¼ 1 is marked by a full black circle. (c) Effects of under- and oversmoothing. The

distance distributions are results for a ¼ 0.001 (dotted line, undersmoothing), a ¼ 100 (solid line,
L curve corner), and a ¼ 100,000 (dashed line, oversmoothing). (d) Effects of oversmoothing in

form factor simulations KP(r). The pseudo-experimental form factor (solid line) is not well fitted
by the simulation KP(r) for a ¼ 100,000 (dotted line). The inset shows the residual KP(r)� f(t) for
a ¼ 100, which deviates from white noise by perceptible slow oscillations
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parameter a ¼ 100 (full gray circle in Fig. 6b), corresponding to the corner of the L

curve, leads to slight oversmoothing. Even at a ¼ 1 the shoulder in the original

distance distribution is lost. The shoulder is visible at a ¼ 0.1, but only at the

expense of an unnatural sharpening of the main peak (data not shown). The slight

oversmoothing at a ¼ 100 can also be seen in the residual KP(t) � f(t) of the form
factor plotted in the inset of Fig. 6d, which deviates from white noise and contains

perceptible, though weak oscillations.

4.5 Estimating Precision and Reliability of a Distance
Distribution

In an ill-posed problem, errors of the output data are not a linear function of noise in

the input data. Furthermore, errors in the distance distribution arise not only from

noise, but also from other sources, mainly from uncertainties in the background

decay rate and in the exact functional form of the background factor B(t). Since no
general mathematical theory is available for predicting output error from input error

in such a problem, precision and reliability of the result can only be estimated by

numerical simulations.

The validation tool of DeerAnalysis 2011 [17, 18] (http://www.epr.ethz.ch/

software/index) generates error estimates by a Monte Carlo algorithm for testing

the influence of noise and by systematic scans of background correction parameters.

The noise test is based on increasing the noise level by a user-supplied factor by

adding pseudo-random numbers to the data. A number of Monte Carlo trials with

noise-enhanced input data are performed and the variation of the distance distribu-

tion is examined.

With respect to background uncertainty, the starting time tbckg of the background
fit range or the background dimension d can be varied in user-defined ranges with a
user-defined number of trials (increments). Any combination of noise test, test for

variation of tbckg and test for variation of background dimension d is possible.

Computational times can be long in such combined tests, as the total number of

trials is the product of the numbers of trials of all individual tests.

In older versions of DeerAnalysis, background tests were performed by direct

variation of the decay rate k (density of spins) and modulation depth D. For
backward compatibility, this option still exists. We now discourage background

tests by such direct variation since in a two-dimensional grid (ki, Dj) many parame-

ter combinations correspond to very poor background fits, which leads to an

overestimation of errors.

For illustration we have performedmodel computation for the site pair 249/318 in

a monomer of carnitine transporter CaiT (PDB code 2WSX), for which data analysis

with sufficient tmax and good signal-to-noise ratio is shown in Fig. 3.We now assume

that data could only be acquired for tmax ¼ 3.5 ms with a signal-to-noise ratio of

about 67 at t ¼ 0 (Fig. 7a). Such data quality is rather typical for dipolar EPR
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measurements at X-band frequencies. According to the L curve (not shown), the

optimum regularization parameter is a ¼ 100. The distance distribution

corresponding to this regularization parameter and to optimized tbckg is shown in

Fig. 7b. Compared to the original distribution, the result of Tikhonov regularization

is artificially broadened, so that the splitting into a bimodal distribution is lost.

Furthermore, a peak at the upper limit of the distance distributions (&) indicates

problems in background correction. Note also the uncertainty of the long-distance

edge of the distribution. Finally, minor peaks appear at shorter distances than are

present in the original distribution, which are due to noise (asterisks).

The limits for determining the shape and width of the distribution or only the

mean distance are indicated in Fig. 7b. DeerAnalysis 2011 [17, 18] (http://www.

epr.ethz.ch/software/index) displays these limits by color coding of the plot

Fig. 7 Validation of a distance distribution derived from a simulated data set with insufficient tmax

and moderate signal-to-noise ratio (site pair 249/318 in CaiT). (a) Simulated dipolar evolution

function with tmax ¼ 3.5 ms and signal-to-noise ratio of 67 at t ¼ 0. The dotted line is the optimal

background fit. (b) Distance distribution obtained by Tikhonov regularization with the optimal

regularization parameter a ¼ 100 suggested by the L curve (solid line) and original distance

distribution used in simulating the data (dashed line). Indicated are also distance ranges where a

reliable shape of the distribution, reliable mean distance 〈r〉 and width sr, or only a reliable mean

distance 〈r〉 can be expected (dotted vertical lines and horizontal arrows). (c) Validation by testing
the influence of noise and starting time tbckg for the background fit (see text). Shown are the best

guess (solid line) and the confidence interval (gray area) of the distance distribution. (d) Valida-
tion by testing only the influence of noise
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background. These limits suggest that only the mean distance 〈r〉 is reliable and that
the peak at a distance longer than 6 nm has no meaning. Validation with 11 noise

trials at a noise level enhanced by a factor of 1.5 as well as 21 background start trials

in the range between tbckg ¼ 600–2,100 ns (Fig. 7c) confirms these suggestions and

reveals that the small peaks at distances shorter than 4.5 nm can be explained by

noise. The lower limit for the test of tbckg corresponds to the decay of f(t) to more

than half of the total modulation depth D and the upper limit to about 60% of the

cutoff time. Validation with respect to only noise is shown in Fig. 7d. Thus,

neglecting background uncertainty the peak at about 7 nm would falsely appear

to be a true feature of the data.

5 Relating Spin–Spin Distances to the Protein Backbone

5.1 Conformational Distribution of Spin Labels

Generally applicable spin labels for proteins require some side group flexibility so

that they can adapt to the available space at the labeling site. Completely rigid

labels may force unnatural repacking of neighboring side groups and backbone

deformation or may even prevent proper folding when attached in an unfolded state

or may not react with the folded protein. For these reasons and the necessity for a

few side group atoms to construct a selectively reactive group, the most common

spin labels MTSL (PDB residue identifier R1) and iodoacetamido-PROXYL spin

label (IASL) contain five and six rotatable side chain bonds, respectively. The

number of bonds corresponds to the number of variable dihedral angles wi. In
general, each of these angles can assume a multimodal distribution that typically

peaks around two or three canonical values (see Fig. 8a, b).

As a consequence, the spin label side chain can exist in about 100–200 canonical

conformations, called rotamers, with some additional librational flexibility around

these conformations. This leads to a spatial distribution of the electron spin, the spin

being located approximately at the midpoint of the N–O bond of the nitroxide

moiety. The situation is further complicated by two phenomena. First, the individual

rotamers have different internal energies ej,int and thus different populations in the

conformational ensemble. It is difficult to predict these relative energies with high

precision. Second, the individual rotamers interact differently with their surround-

ings in the protein, leading to different external interaction energies ej,ext, which are
also difficult to predict with high precision. The spatial distribution of the electron

spin with respect to a local frame at the labeling site is determined by the rotamer

populations

pj ¼ exp � ej;int þ ej;ext
kBT

� �
(16)
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where kB is the Boltzmann constant and T the temperature. Dipolar EPR is

performed at low temperatures (typically at 50 K). However, samples are

shock-frozen and the conformational ensemble cannot equilibrate in the solid

state. Hence, the conformational ensemble in the frozen sample corresponds to the

glass transition temperature Tg of the matrix [52], as was quantitatively confirmed

on model compounds [34]. For both membrane proteins and soluble proteins, T in

(16) can be approximated by 175 K, which corresponds to the glass transition of

water confined in lipid bilayers [53] as well as of the solvation shell of proteins in

aqueous solution [54].

For a rotamer library (Sect. 5.3) ofMTSL at T ¼ 175 K, the distance de,a between
the Ca atom of the labeled residue and the electron spin varies approximately

between 0.55 and 0.95 nm (Fig. 8d), with a mean distance of 〈de,a〉 ¼ 0.68 nm.

Depending on relative orientation of the two labeled residues and the number of

populated rotamers, the measured spin–spin distances can be larger or smaller than

the Ca–Ca distance by up to 2 � max(de,a) ¼ 1.9 nm, with the largest deviation if at

both sites only the rotamer with the largest electron spin–Ca distance is populated.

Fig. 8 Conformational distribution of MTSL. (a) Different values of the dihedral angles w1–w5
lead to a distribution of the distance between the Ca backbone atom and the unpaired electron e,

which is situated approximately in the midpoint of the N–O bond. (b) Polar histograms of the

distribution of dihedral angles w1 and w3 in a CHARMM molecular dynamics simulation at 175 K

with heating cycles to 600 K to overcome rotational barriers. (c) Visualization of three selected

rotamers of MTSL. The methyl groups of the nitroxide rings are omitted for clarity. (d) Distribu-

tion of the Ca – electron spin distance da,e of all rotamers in the absence of any interaction with the

protein

110 G. Jeschke



The maximum possible deviation of the mean spin–spin distance from the Ca–Ca

distance reduces to approximately 2〈de,a〉 ¼ 1.36 nm if a large number of rotamers

are populated.

To relate the spin–spin distance to the backbone structure, the relative orienta-

tion of the spin-labeled residues (three Euler angles) and the orientation of the

spin–spin vector with respect to one of the local frames (two polar angles) must be

known. Thus, quantitative analysis of spin–spin distance distributions requires that

a structural model is fitted to the data. Qualitative analysis also requires some kind

of a structural model, which is then found to be consistent or inconsistent with

dipolar EPR information. We thus need a general method for predicting the

conformational distribution of the spin label from a given structural model.

5.2 Molecular Dynamics Approaches

The standard approach for computing interaction energies and conformational

distributions for proteins is based on molecular force fields. Molecular dynamics

(MD) simulations can provide trajectories of the N–O bond midpoint coordinate of

the label at a given site. From trajectories for both sites of a label pair, distance

distributions can be computed.

This simple concept is fraught with some difficulties. First, molecular force

fields are not usually parameterized for spin labels. This problem can be solved by

deriving force-field parameters by analogy, for instance using a carbonyl (C ¼ O)

group as a substitute for the N–O group. For MTSL, a high-quality parameterization

is available for the CHARMM force field [55].

Second, rotational barriers for some dihedral angles, in particular w3 in MTSL,

are too high to observe a sufficient number of transitions in trajectories of afford-

able length computed at the temperature where the conformational distribution is

required. This problem was solved by performing the computations at elevated

temperature [56] or by combining Monte Carlo conformational searches with short

MD simulations in the vicinity of some low-energy conformers [15]. Although

neither of these approaches provides the true thermodynamic ensemble at the target

temperature, results of both approaches were found to be in reasonable to good

agreement with experimental results. The latter approach appears to be able to

predict mean distances with an uncertainty of 0.3 nm.

At much increased computational expense, the true thermodynamic ensemble

could be obtained by replica-exchange molecular dynamics [57]. Given the fact that

dihedral angle distributions for native amino acid residue side groups even in high-

level unsteered MD simulations are in only mediocre agreement with experimental

NMR data [58], it is doubtful whether such additional computational effort would

be worthwhile. The good agreement seen with the simpler approaches rather

suggests that rough prediction of the conformational ensemble is sufficient to

match the precision of the dipolar EPR measurements.
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Even the simpler MD approaches require several hours of computation time per

labeling site. Although this compares well to the time required to produce a spin-

labeled protein and measure the distance, it precludes systematic computational site

scans for selecting favorable labeling positions. Furthermore, these MD approaches

are too slow for fitting structures or structural transitions, tasks where the confor-

mational distribution of spin labels may have to be predicted for a large number of

intermediate structural models.

5.3 Rotamer Library Approach

Preferred rotamers of native side chains are predicted routinely and with good

success on the basis of rotamer libraries [59]. Such rotamer libraries contain the

relative coordinates of the side chain atoms with respect to a frame defined by the

backbone atoms for a set of rotamers. Furthermore, they contain information on

relative preferences for these rotamers corresponding to the eint,j. This information

is compiled from the set of known protein structures in the protein data bank (PDB).

To account for the side chain surroundings, a strongly simplified force field

consisting only of pairwise Lennard-Jones potentials for nonhydrogen atoms is

used. This simplification is based on the principle that molecular packing is

dominated by repulsion of atoms and modified by the attractive van-der-Waals

interaction.

For spin label side groups, quantitative information on eint,j cannot be derived

from known crystal structures with labels attached since the number of such

structures is still too small. Our first- [47] and second-generation [48] rotamer

libraries ignored this energy term. In our third-generation rotamer libraries [49],

information on eint,j is derived from 100 ns long CHARMM 27 MD trajectories at

the target temperature. Rotational energy barriers are overcome by intervening

heating cycles at 600 K and subsequent equilibration at the target temperature.

Computation of eext,j assumes a rigid protein environment. To simulate some

flexibility, atom–atom distances in computation of the CHARMM 27 Lennard-

Jones potential are scaled by a forgive factor. This means that label-protein clashes

are tolerated to a certain extent to account for the fact that in reality the protein is

not rigid and will slightly adapt to the presence of the label. Such scaling is also

used in rotamer library predictions of native side chain conformation. Such rotamer

libraries for MTSL and IASL were tested by comparison of distance distributions

predicted for label pairs in known structures with those obtained by DEER

measurements. Generally good agreement was found [49]. Note, however, that in

some cases rotamer library predictions may significantly deviate from true label

conformations. This is more likely for tight sites [39, 49], where slight deviations in

backbone conformation between the native and spin-labeled protein and repacking

of neighboring side groups can strongly influence available space. In particular, like

any other hydrophobic side group spin labels have a preference for fitting snugly

into a hydrophobic cavity and protein structure may locally adapt to create such a
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cavity. A case has been reported [60] where the crystal structure shows the label in

such a cavity, while rotamer library analysis on the wild-type structure predicts a

multitude of label conformations. In this case, DEER data indicate that in frozen

solution the same cavity is occupied as in the crystal structure. We encountered a

similar case when comparing data from a combined crystal structure, NMR, and

EPR study [61] with predictions of the rotamer library approach. Although in this

case the difference in predicted mean distances is only 0.16 nm, the general

scenario appears to be the same. This indicates that the current rotamer library

approach, which was parameterized and tested on membrane proteins, under-

estimates the hydrophobic interaction of the MTSL with soluble proteins.

Computation of the conformational ensemble with the rotamer library approach

takes about 1–2 min per site, so that computational site scans [39] can be performed

in a few hours even for large proteins and protein complexes. The approach is

available via MMM 2010 (http://www.epr.ethz.ch/software/index), which can also

replace nonstandard residues such as selenomethionine or selenocysteine in crystal

structures by their standard analogs methionine and cysteine. Such replacement is

required as proteins expressed for EPR experiments do not feature these amino

acids that are introduced solely for phasing X-ray data. Furthermore, MMM 2010

can reconstruct side groups missing in a structure if SCWRL4 [59] is installed.

Without such reconstruction, the predicted conformational ensembles of spin labels

are too broad. Likewise, predicted distributions may be too broad if parts of the

peptide chain are missing in the structure.

Probably the most serious approximation in the rotamer library approach is the

assumption of fixed conformations of native amino acid side groups in the vicinity of

the spin label. In reality, conformations of neighboring side groups might adapt to the

presence of the spin label, and there may even be a conformational distribution of

neighboring side groups in glassy frozen protein preparations. To test for the influence

of such side group repacking, we have performed model computations (Fig. 9).

For these tests, rotamer distributions of MTSL were computed for the X-ray

structure with PDB identifier 2WSX of the carnitine transporter CaiT (solid lines in

Fig. 9) and for two modified structures with side groups repacked by the SCWRL4

program [59]. In the first modified structure amino acid residues at the labeling sites

were replaced by glycine to mimic a situation where neighboring side groups have

most freedom to assume their own preferential conformations (scenario: minimum

space for the label). In the second modified structure amino acid residues at the

labeling sites were replaced by the most bulky native residue tryptophan to mimic a

situation where neighboring side groups are forced to free a lot of space at the

labeling site (scenario: maximum space for the label).

Part of the change in distance distributions between the unmodified structure and

themodified structures is the same for theminimum andmaximum space scenarios, as

is demonstrated for two typical label pairs, double mutants C249R1/V318R1 (Fig. 9a)

and I374R1/S433R1 (Fig. 9b). This part of the change comes from differences

between experimental side group conformations in the X-ray structure and side

group conformations predicted by SCWRL4. For double mutant C249R1/V318R1,

it can be traced back to a different conformation of the side group of a single residue,
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L251 (see inset in Fig. 9a), which in turn influences the conformational distribution of

the label at site C249R1. This leads to an increase in the mean distance by 0.04 nm.

For double mutant I374R1/S433R1, the short-distance wing of the distance

distribution is partially suppressed after SCWRL4 repacking due to a slightly

different conformation of the side group of residue Y113 (r.ms.d. of 1.9 Å between

the two conformations, see inset in Fig. 9b), which in turn influences the rotamer

distribution of the spin label at site I374R. This leads to an increase in the mean

distance by 0.1 nm.

For double mutant C249R1/V318R1 (Fig. 9a), differences between the mini-

mum and maximum space scenarios are minor. In other words, the replacement

of C249 and V318 by either glycine or tryptophan does not influence the packing

of other side groups in the vicinity of the spin label sites (as predicted by

SCWRL4) to a significant extent. In contrast, for double mutant I374R1/

S433R1 (Fig. 9b) replacement of the side chain at site S433 by tryptophan causes

a significant change in the distance distribution, while replacement by glycine at

both sites 374 and 433 as well as replacement by tryptophan at site I374 do not.

The change can be traced back to a repacking of the side group of residue Q330

(r.ms.d. of 2.4 Å between the two conformations). It leads to a decrease in the

mean distance by 0.04 nm compared to SCWRL4 repacking without previous

mutation S433W.

In general, uncertainties in orientations of neighboring side groups have a larger

influence for spin labels at tight sites than for those at loose sites, in line with the

Fig. 9 Influence of side group repacking on spin–spin distance distributions computed with the

rotamer library approach of MMM 2010 (http://www.epr.ethz.ch/software/index) (model

computations on CaiT). Solid lines – all neighboring side chains as in the crystal structure

2WSX; dotted lines – side groups at labeling sites removed (mutation to glycine) and other side

groups repacked with SCWRL4 before in silico spin labeling; dashed lines – side groups at

labeling sites mutated to tryptophan and other side groups repacked with SCWRL4 before in

silico spin labeling. Distance distributions are normalized to their integral. (a) Double mutant

C249R1/V318R1, where R1 is MTSL. The inset visualizes the conformational difference at

residue L251 that causes the change in distance distribution on SCWRL4 repacking. (b) Double

mutant I374R1/S433R1. The inset visualizes the conformational difference at residue Y113 that

causes the change in distance distribution on SCWRL4 repacking
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results shown in Fig. 9. The broader distance distribution in Fig. 9a is less affected by

repacking than the narrower distribution in Fig. 9b. Even more dramatic effects can

be seen if only a few rotamers are populated at both sites (data not shown). Hence,

contrary to what one might expect, tight labeling sites that lead to narrow distance

distributions can introduce more, not less uncertainty about backbone-to-backbone

distances. This is because the few populated rotamers are more difficult to predict

than a moderately broad conformational distribution [49]. Such sites are thus better

avoided in spin labeling, even if they lead to reasonable labeling efficiencies and

properly folded, active proteins.

These examples indicate that with the current rotamer library approach uncer-

tainty of the mean distance due to uncertainty in conformations of neighboring side

groups is typically less than 0.2 nm. They also show that the shape of the distance
distribution can change significantly due to rather minor changes in conformation

of a single neighboring side chain (see inset in Fig. 9b). Thus, changes of this

magnitude should not be interpreted as conclusive evidence for a change in

backbone conformation.

5.4 Testing Model Hypotheses by Experimental Dipolar
EPR Data

When a structural model is directly fitted to dipolar EPR constraints (Sect. 4.1)

uncertainty can be estimated by statistical tests. In such tests, artificial noise is

added to the dipolar evolution function and parts of the constraints are systemati-

cally neglected. The variation of the structural model due to noise and different

combinations of constraints is a measure for uncertainty of the model. To date

special modeling procedures have been developed for elucidating the structure of a

protein dimer from known structures of the monomers [47, 62] and for elucidating

the shape of a nonideal helix [48]. No general modeling procedure is available yet.

In many cases, development of a special modeling procedure is not required to

answer the underlying biological problem. In some of these cases, outright

modeling would require many more distance constraints than are necessary to

show whether an experiment is consistent with a given hypothesis on protein

function. Such problems can often be posed in terms of the direction and amplitude

of relative backbone motions in a pair of sites. The test of a hypothesis on such

relative motion boils down to the question whether observed label-to-label distance

distributions are consistent with expected backbone-to-backbone distances. The

same question needs to be answered to decide whether the structure of a protein in a

physiologically more relevant environment is the same as in a crystal.

A related question is the one whether a certain part of a protein structure is well

defined or partially disordered. This question can be rephrased as follows: is the

width of experimental label-to-label distance distributions consistent with the

hypothesis that the Ca–Ca distance of the labeled sites is fixed?
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Although in such cases only a qualitative or semiquantitative answer is required

to gain understanding, even such an answer has some uncertainty. This uncertainty

derives from three sources. First, the width and shape of the label-to-label distance

distribution may not be well defined, depending on the maximum dipolar evolution

time tmax and the signal-to-noise ratio, as was explained in detail in Sects. 3.1 and 4.

Second, the conformational distribution of the spin label side group is known with

only limited precision, as was shown in Sect. 5.3. Any conclusion regarding the

Ca–Ca distance and its distribution width is thus fraught with a certain error. Third,

a difference between the expected mean distance 〈r〉 and the width of the distance

distribution sr and the experimentally determined values may not exclusively be

caused by a change in the Ca–Ca distance, but also by reorientation of the (aniso-

tropic) conformational distribution of the spin label. In other words, a relative

rotation of two domains can lead to a significant increase or decrease of the label-

to-label distance, even if the Ca–Ca distance barely changes. While the third source

of uncertainty can only be tested by a general modeling approach, the first two

sources can be eliminated by proper experimentation and data analysis (first source)

and consideration of all possible pairs of rotamers (second source). Consideration

of all rotamers is a feature of MMM 2010 (http://www.epr.ethz.ch/software/index),

which is demonstrated by a model computation (Fig. 10).

Thismodel computation concerns the questionwhether dipolar EPRmeasurements

on 5-enolpyruvylshikimate 3-phosphate (EPSP) synthase would be able to detect and

quantify the domain movement that occurs on substrate binding [63]. The open apo

form (PDB 2GG4) and closed substrate-bound form (PDB 2GG6) are visualized in

Fig. 9a by light gray and dark gray ribbon plots, respectively. Labeling by MTSL

was simulated with a rotamer library approach (Sect. 5.3) for sites S146 and D373 in

Fig. 10 Test of a domain-movement hypothesis (simulation). The model system is 5-enolpyru-

vylshikimate 3-phosphate (EPSP) synthase. (a) Ribbon plots of apo (light gray, PDB 2GG4) and

substrate-bound (dark gray, PDB 2GG6) forms of EPSP synthase. The substrate is shown as a

space-filling model. Labeling sites S146 and D373 are visualized by stick plots of the leading

rotamer of MTSL. (b) Label-to-label distance distributions. Solid line – mock experimental

distance distribution for the substrate-bound form (see text). Dashed line – simulated distance

distribution for the apo form. Dotted line – Tweaked distance distribution for the apo form by

selecting those rotamer pairs that best fit the mock experimental distribution
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both structures. These sites are located in different domains and the Ca–Ca distances

of 4.72 nm (apo form) and 3.58 nm (substrate-bound form) are within the range that

is accessible by dipolar EPR measurements. We prepared mock experimental data

by computing the dipolar evolution function for the substrate-bound form from the

simulated distance distribution, assuming a signal-to-noise ratio of 100 at t ¼ 0 for

tmax ¼ 3 ms, a modulation depth of 0.4, and a protein concentration of about 100 mM.

These data were reanalyzed with DeerAnalysis 2011 [17, 18] (http://www.epr.ethz.

ch/software/index).

The mock experimental distance distribution, obtained by Tikhonov regulari-

zation with an optimum regularization parameter of a ¼ 100 (L curve criterion),

is shown in Fig. 10b as a solid line. This distribution has a mean distance

〈r〉 ¼ 3.99 nm and a width sr ¼ 0.41 nm. The values for the original simulated

distance distribution are 〈r〉 ¼ 4.00 nm and sr ¼ 0.40 nm. The simulated dis-

tance distribution for the apo form (dashed line in Fig. 10b) is clearly shifted to

longer distances. The characteristic parameters are 〈r〉 ¼ 5.00 nm and sr ¼ 0.35

nm. Disregarding the possible influence of relative reorientation of the domains

and uncertainties in the rotamer distributions, this suggests a movement of the Ca

atoms of residues S146 and D373 toward each other by 1.01 nm on substrate

binding, which compares to a movement of 1.14 nm towards each other in the

crystal structures.

We now consider whether this domain movement can be detected independently

of the precision of the rotamer library approach and, if so, which is the lower bound

for the domain movement that we can derive from the mock experimental data. For

this we consider all possible pairs of spin label rotamers at sites S146R1 and

D373R1 in the apo form, irrespective of the computed populations of the rotamers.

Populations are reassigned so as to best fit the mock experimental distance distri-

bution. Such reassignment of populations corresponds to asking the question

whether any tweaked conformational distribution of the spin labels in the apo

structure can fit the mock experimental distance distribution of the substrate-

bound structure. This type of test is available in MMM 2010 via the “Any

rotamers?” button in the DEER window.

As is apparent in Fig. 10, the tweaked distribution (dotted line) does not fit the

mock experimental distribution (solid line). In particular, the minor peak at about

3.4 nm cannot be explained by any combination of spin label rotamers when

assuming that the backbone structure is the one of the apo form. Furthermore,

there is a contribution in the tweaked distribution at distances longer than 4.8 nm

that cannot be suppressed and is not matched by the mock experimental distribu-

tion. Hence, the hypothesis that the mock experimental data are consistent with the

backbone structure of the apo form has to be rejected.

More quantitatively, the tweaked distribution is characterized by 〈r〉 ¼ 4.28 nm

and sr ¼ 0.39 nm. This suggests a movement of the Ca atoms of residues S146 and

D373 toward each other by at least 0.72 nm, disregarding reorientation effects.

In any case, substantial closing of the gap between the domains is required to

explain the mock experimental data.
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Note that this example was chosen to illustrate a critical case, where only one

constraint is available. Furthermore, the selected sites are not optimal. A better

strategy to characterize this movement would be based on a spin labeling site scan

of the apo structure and selection of several interdomain pairs in the distance range

〈r〉 ¼ 2.5 . . . 3.5 nm.

6 Conclusion and Outlook

Under typical conditions, with data quality as illustrated in Fig. 4, mean label-to-

label distances in proteins can be determined within approximately 
0.2 nm in the

range from 1.8 to 5 nm. Extension of this range toward longer distances or

improvement of precision requires maintaining a signal-to-noise ratio of approxi-

mately 100 at t ¼ 0 for data with tmax > 3 ms. This is mainly an issue of increasing

spectrometer sensitivity and improving sample preparation.

Uncertainties in predicting the label-to-label distance distribution from a known

structural model of the protein backbone also amount to approximately
0.2 nm for

the mean label-to-label distance. It follows that with current data analysis and

modeling techniques, conclusions on protein structure derived from a single doubly

labeled protein have a precision of about 
0.3 nm (sum of variances). When using

about ten site pairs, errors partially average and a precision of about
0.1 nm might

be expected. This number compares favorably with the resolution of X-ray

structures of many proteins, in particular membrane proteins, and with the struc-

tural distribution in NMR ensembles.

Improvements in predicting the label-to-label distance distribution will require a

next generation rotamer library approach with internal rotamer energies eint,j based
on experimental data and an algorithm for computation of external interaction

energies eext,j that allows for repacking of native amino acid side chains in the

vicinity of the spin label. Given the approximations that will still be required, it may

be unrealistic to expect a combined precision for measurement and prediction of

spin label conformational distribution better than
0.2 nm for a single site pair. The

lower limit for structural changes that can be discussed on the basis of five to ten site

pairs may then be around 0.3 nm.

With respect to detection of backbone disorder, label-to-label distance

distributions typically have widths between 0.2 and 0.5 nm for a rigid, well-defined

backbone structure. It follows that variability of backbone structure up to

about 
0.5 nm may be masked by conformational variability of the labels.

Computation of tweaked distance distributions with reassigned rotamer populations

(Fig. 10) may reveal whether the width of an experimental distance distribution can

be explained without assuming backbone disorder. Problems of this type would

benefit tremendously from reduced uncertainty in predicting the spin label confor-

mational distribution.

As far as quantitative information on structure and structural changes is

concerned, the single most limiting factor is currently the absence of a general
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modeling procedure that makes best use of sparse long-range distance constraints of

the type provided by dipolar EPR spectroscopy. Encouraging first steps along this

line have been taken by using the EPR constraints to improve ab initio Rosetta

modeling of protein structures [64–66]. An alternative approach amenable to larger

proteins could be based on the result that about ten distance constraints are

sufficient to model a structural transition by flexible fitting with an elastic network

model [38]. Implementation of the latter approach into MMM and experimental

tests are now underway in our laboratory.
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Site-Directed Nitroxide Spin Labeling

of Biopolymers

Sandip A. Shelke and Snorri Th. Sigurdsson

Abstract The application of electron paramagnetic resonance (EPR) spectroscopy

to the study of biopolymer structure and dynamics has seen rapid growth in the last

decade. In addition to advances in instrumentation – in particular, the development

of high-field spectrometers and pulsed-EPR methods – spin-labeling techniques

have evolved. Nitroxide spin labels can now routinely be incorporated at selected

sites to interrogate how structure and dynamics at specific locations relate to

biopolymer function. Furthermore, spin labels with improved properties have

emerged, in particular, rigid labels that yield more accurate distance measurements,

give information about orientation, and faithfully report site-specific dynamics.

This review recounts how the three main approaches for site-directed spin label-

ing of biopolymers, namely, postsynthetic labeling, labeling during biopolymer

synthesis, and noncovalent labeling, have been used to label proteins as well as

nucleic acids.

Keywords Aminoxyl radical � Electron paramagnetic resonance � Electron spin

resonance � Noncovalent spin labeling � Nucleic acids � Proteins
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TOAC 2,2,6,6-Tetramethylpiperidine-1-oxyl-4-amino-4-carboxylic acid

TPA 2,2,5,5-Tetramethyl-pyrrolin-1-yloxy-3-acetylene

tRNA Transfer ribonucleic acid

Tyr Tyrosine

UDP Uridine diphosphate

1 Introduction

The function of biopolymers is intertwined with their structure and conformational

dynamics. Electron paramagnetic resonance (EPR) spectroscopy is a valuable

magnetic resonance technique for extracting information about both structure and

dynamics of biopolymers, as described in detail in other chapters of this volume. In

short, mobility of paramagnetic groups at specific sites can be directly ascertained

from the shape of continuous-wave-(CW) EPR spectra, while dipolar interactions

between unpaired electrons using either CW- or pulsed-EPR techniques, such as

pulsed electron–electron double resonance (PELDOR) – also known as double

electron–electron resonance (DEER), yield structural information [1–6]. Structural

insights can also be obtained indirectly from changes in the collective dynamics of

several sites upon ligand binding [7, 8]. EPR is also valuable for determining site-

specific solvent accessibility and the polarity of its surrounding environment

[9–11]. EPR studies can be carried out under biologically relevant conditions and

are especially useful for large biopolymers that are difficult to study by NMR

spectroscopy or X-ray crystallography, such as membrane-bound proteins.

EPR studies of biopolymers require the presence of paramagnetic centers. A few

biopolymers contain intrinsic paramagnetic metal ions that are useful spin labels

[12]. There are also instances where the biopolymer may contain a metal-ion

binding site, which normally hosts a diamagnetic metal ion that can be replaced

with a paramagnetic ion. For example, Mg2+ is frequently replaced with Mn2+ (see

chapter by Goldfarb) [4, 13]. However, most biopolymers are diamagnetic and,

therefore, require incorporation of an unpaired electron, usually referred to as a spin

label [14–20]. Moreover, the EPR reporter groups need to be directed to chosen

sites, i.e., the spin labels need to be incorporated at specific sites.

The spin labels have to be stable enough to enable incorporation into the

biopolymer and allow EPR measurements under biologically relevant conditions.

The most commonly used spin labels are aminoxyl radicals, commonly referred

to as nitroxides, that are not in conjugation with p-bonds. The carbon atoms

adjacent to the nitroxide contain methyl groups that contribute to the persistence

of the otherwise rather unstable radical by steric and inductive effects [21–23].

The structure of a typical nitroxide (1) is shown in Fig. 1, along with its

X-band CW-EPR spectrum. The EPR spectrum shows three lines due to the hyper-

fine coupling of the electron with the nitrogen atom.

There are two important factors to consider when selecting a nitroxide spin label

for a biopolymer: the structure of the linker and the method for attachment of the
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label. The properties of the linker will affect the spectrum of the nitroxide spin

label. For example, if the nitroxide is linked to the polymer with a long and flexible

linker, the dynamics of the probe, as manifested in the EPR spectrum, will reflect

motion of the linker rather than the biopolymer. Distance measurements between

two such labels will also not be accurate since the ensemble of linker conformations

will yield a distribution of distances. In contrast, if the linker does not have any

intrinsic mobility, then the nitroxide will report the motion of the site to which it is

attached and yield accurate distances between two such labels in the biopolymer.

The chemistry of conjugation is another key aspect of biopolymer spin labeling.

There are three main strategies for incorporation of a spin label or other reporter

groups into specific sites, referred to as site-specific or site-directed spin labeling

(SDSL) (Scheme 1). The first approach is postsynthetic labeling, which refers to

labeling after synthesis of the biopolymer (Scheme 1a). Here, the biopolymer

contains a uniquely reactive group that can be selectively targeted with a spin-

labeling reagent. This is the most common approach for proteins, utilizing the

reactivity of sulfhydryl groups of cysteine. Disadvantages include possible side

reactions of the spin-labeling reagent with other reactive functional groups of the

biopolymer and incomplete labeling.

The second approach is incorporation of the label during synthesis of the

biopolymer, which is usually the method of choice for spin labeling of nucleic

acids (Scheme 1b). This approach is advantageous for incorporation of structurally

complex labels, such as rigid spin labels, and ensures site-specific labeling. How-

ever, this approach is often more laborious than the aforementioned postsynthetic

spin-labeling strategy due to the synthetic effort required for preparation of the

spin-labeled building blocks. Furthermore, if the biopolymer is synthesized chemi-

cally, the reaction conditions must be compatible with the label, i.e., the nitroxides

should not participate in reactions during the polymer synthesis.

The third method is noncovalent labeling, in which the biopolymer binds

a ligand, for example, at the active site of an enzyme or a cofactor binding site

through noncovalent interactions, such as hydrogen bonding, ionic-, hydrophobic-,

and p-stacking interactions (Scheme 1c). The spin label is conjugated to the ligand

such that the label will not interfere with binding to the receptor site on the

biopolymer. Since the label is not firmly attached to the biopolymer with a covalent

bond, the affinity needs to be high enough to get complete labeling. Spin-label

binding through such ligand–receptor interactions can be readily monitored by EPR

spectroscopy since the free and bound ligands have very different rotational

Fig. 1 Structure of 2,2,6,

6-tetramethylpiperidine-

1-oxyl (TEMPO) radical (1)

and its X-band CW-EPR

spectrum
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correlation times [24–26]. Potential disadvantages of noncovalent labeling include

the limited number of naturally occurring binding sites and competition between

binding sites. Another restriction is that ligand-binding sites cannot be readily

moved around in proteins while maintaining form and function.

After the biopolymer spin labeling, the incorporation of the label needs to be

verified. EPR spectroscopy can both confirm that the spin label has been incor-

porated and be used to quantify the extent of labeling. For nucleic acids, enzymatic

digestions of labeled material, followed by an HPLC analysis of the digest in com-

parison to authentic samples, have traditionally been used to verify incorporation of

labeled nucleosides [27, 28]. In recent years, mass spectrometry has increasingly

been used to verify the spin labeling.

The most important criterion for spin labels and other reporter groups is that they

do not perturb the structure and/or function of the biopolymer. This can be readily

verified after spin labeling when the biopolymer has a function that is easy to

monitor. For example, if the catalytic activity of an enzyme [29, 30] or a nucleic

acid [31–33] is similar before and after incorporation of the spin label(s), it is a good

indication that the spin labeling is not perturbing the structure of the enzyme.

In addition, the thermodynamics of folding can be used to gain insight into possible

structural perturbations by the probe. For example, thermal denaturation of nucleic

Scheme 1 A cartoon representation of the three main strategies for site-directed conjugation of

reporter groups to biopolymers. (a) Postsynthetic labeling. X and Y indicate functional groups that

react to form covalent bond(s) between the polymer and the spin label. (b) Labeling during

polymer synthesis. (c) Noncovalent and site-directed spin labeling. TEMPO is used as a represen-

tative nitroxide spin label
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acid helices can readily ascertain if the spin label affects the duplex helix. If there

are only minor changes in the melting temperature, it is unlikely that the label has

significantly affected the duplex structure.

The aim of this review is to give a fairly complete, albeit not a fully comprehen-

sive, overview of the spin-labeling methods that have been applied to proteins and

nucleic acids. After a short historical perspective, a detailed overview is given of

both the labeling sites and the structures of the labels. The protein labeling is

described in the context of the labeling strategy used, whereas the nucleic acid

spin labeling is categorized according to labeling sites.

2 Protein Spin Labeling

Although short peptides can be readily synthesized by automated chemical synthe-

sis, the chemical synthesis of longer chains, such as found in most proteins, remains

challenging. Therefore, postsynthetic labeling has been the method of choice to

spin-label proteins. However, because of the multitude of functional groups present

on the side chains, the challenge has been to selectively modify the desired amino

acid(s). Most of the labeling reagents react with more than one type of side chain,

but selectivity has often been achieved by changing the reaction conditions used for

labeling. For example, the amino group of lysine is nucleophilic and reactive

toward most of the known electrophilic spin labels, but when the reactions are

carried out at neutral pH, the amino group is protonated and, thus, nonnucleophilic

[34]. Some reagents are specific for a certain side chain, the best example being

cysteine spin labeling through formation of disulfides. In fact, most spin-labeling

reactions of proteins today rely on cysteine labeling.

2.1 The Early Days of Protein Spin Labeling

The concept of biopolymer spin labeling was introduced by McConnell in 1965

[35, 36]. He chose nitroxide radicals as the reporter groups, due to their stability and

relative ease of synthetic manipulation as well as the simplicity of their EPR

spectra. Initially, McConnell and his colleagues prepared the nitroxide-containing

isocyanate 2 (Fig. 2) for labeling poly-L-lysine and bovine serum albumin (BSA)

[36]. They subsequently used EPR spectroscopy to study pH-dependent structural

transitions of the labeled polymers, such as the random coil to helix transition of

poly-L-lysine. The isocyanate spin-labeling reagent 2 was found to be unstable in

aqueous solutions; hence, the more stable maleimide 3was subsequently introduced

by the same group [37]. The maleimide spin-labeling reagent was used to spin label

a number of proteins, including poly-L-lysine, BSA, and a-chymotrypsin [37].

The maleimide reacted preferentially with the sulfhydryl group of cysteine, but

there was evidence for reaction at other amino acids, presumably lysines [37].
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Another variant of the maleimide-labeling reagent is the isomaleimide 4, which was

found to be eight times more efficient for lysine-labeling than maleimide [38]. It

was also found that 3 and 4 report different mobility when attached to similar sites.

During the same period, Wagner and Jung Hsu reported spin labeling of poly-L-

lysine using reductive alkylation of the amino groups of lysine with spin-labeled

ketone 5 in the presence of sodium borohydride. An advantage of this method was

its specificity for labeling amino groups and the high water solubility of 5 [39].

Berliner and McConnell reported the nitroxide radical nitrophenyl ester 6

(Fig. 2), a substrate for a-chymotrypsin, which formed a spin-labeled acyl enzyme

intermediate with serine that was stable at low pH [40]. This was the first time that

an active site of an enzyme was spin-labeled and enabled investigation of the nature

of the binding site and the catalytic mechanism of the enzyme.

A major focus during the early days of protein spin labeling was to develop

reagents that could target different amino acids in a protein. For example, spin label

7 was reported for acylation of the hydroxyl group of tyrosine [41] and has been

used to study nucleosome core particles by EPR [42, 43]. A few spin-labeling

reagents have also been reported for arginine, such as the 1,2-dicarbonyl compound

8 [44]; however, the detailed structural characterization of the resulting arginine-

spin-label conjugates has not been reported.

McConnell’s group has also employed maleimide 3 and alkylating reagents,

such as iodoacetamide derivative 9, for the labeling of cysteines in proteins [34, 45].

Neither of these reagents was completely specific for cysteine since they also react

with histidines, methionines, and lysine. However, the extent and selectivity of

Fig. 2 Spin-labeling reagents for postsynthetic labeling of proteins. Three-letter abbreviations
indicate amino acids that can be preferentially targeted with the reagent
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labeling largely depends on the pH of the reaction solution. For example, histidines

react under slightly acidic conditions (pH 5–6), cysteines under slightly basic

conditions, and lysines under alkaline conditions (pH > 8), whereas methionine

reacts in this whole pH range [34]. Thus, methionine can be selectively spin-labeled

in the presence of amino groups under acidic conditions. Selectivity can also be

achieved by carefully monitoring the reaction time. For example, cysteines react

completely within a few hours, while others may take days. A nitroxide derivative

of p-chloromercuribenzoate 10 and its pyrrolidine analogue has also been reported

as a specific reagent for cysteine [46, 47], but has not been used extensively due to

size of the linker and its decomposition upon exposure to light.

The aforementioned spin-labeling reagents are selective rather than specific

toward a selected amino acid. Therefore, it was a major breakthrough when Berliner

and coworkers reported the reactive and thiol-specific spin label 1-oxyl-

(2,2,5,5-tetramethylpyrrolinyl-3-methyl)-methanethiosulfonate (MTS) (11), which

forms a mixed disulfide with cysteine [29]. In addition to the high specificity of this

reagent toward thiol, the reversibility of disulfide bond formation can be readily

used to verify the labeling stoichiometry upon release of the label by incubation

with a mild reducing agent. Furthermore, the side chain is relatively small and

found to be well tolerated in proteins. A similar spin label (12) was later reported by

Smirnov and coworkers, where the nitroxide-bearing ring contained a nitrogen

atom, which made the label sensitive to changes in pH and polarity [48]. Thus,

the thiosulfonate spin labels have contributed to cysteine becoming the most useful

amino acid for spin labeling. The only remaining obstacle at this point for obtaining

a general procedure for site-specific spin labeling of proteins was to obtain proteins

with cysteine amino acid(s) in chosen location(s).

2.2 Site-Directed Spin Labeling of Proteins

Hubbell and coworkers combined site-directed mutagenesis, a molecular biology

technique for introducing point mutations into proteins [49], with the cysteine-

specific spin label (11) to provide a general solution for protein spin labeling,

termed SDSL [9, 50, 51]. First, any cysteines native to the protein are changed to

nonreactive and structurally similar amino acids like serine or alanine. If these

mutations do not affect the activity of the protein, chosen amino acid(s) are replaced

with cysteine(s) that are subsequently spin-labeled and the activity of the spin-

labeled protein is verified. This method ensures that only selected amino acids are

spin-labeled.

The inherent conformational flexibility of the nitroxide-bearing side chain R1

(Scheme 2), formed by the reaction of the cysteine sulfhydryl with 11 (Fig. 2), has

the advantage of minimizing possible interference of the label with the protein

folding into the native structure. Moreover, changes in the mobility of the flexible
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linker of R1 can yield structural information by EPR, for example, to distinguish

between amino acids at the surface of the protein and those that are involved in

tertiary interactions or even buried in the interior of the protein [52]. Disadvantages

of such a flexible side chain include less sensitivity of the label to motions of the

protein backbone being probed by EPR and inaccurate distance measurements

between two such labels.

Structure–function studies of different side chains in T4 lysozyme unexpectedly

revealed that the shorter label R3 (Scheme 2) was more mobile than R1 [53]. This

was interpreted to be due to attractive interactions between the disulfide and the

protein backbone, rather than restricted rotation around the disulfide bond, which

explained the conformational heterogeneity found in some R1-containing proteins

[54, 55]. The side chains R4 and R5 (Scheme 2) showed relatively higher mobility

thanR1, in spite of having approximately same length and equal molecular volume,

which made them more suitable for probing tertiary interactions through dynamics

[53]. In contrast, substituents in the 4-position of the nitroxide-containing ring, such

as methyl (R2) and bromo (R7) resulted in reduced mobility of the side chain.

Therefore, R2 and R7 are better probes of the protein backbone flexibility than R1.

Scheme 2 Site-directed spin labeling of proteins, including structures of several spin-labeled

side chains
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2.3 Protein Labeling Through Protein/Peptide Synthesis

As mentioned above, a potential drawback of the SDSL approach is the necessity to

remove native cysteines that may be necessary for folding or function of the protein

being studied. Incorporation of the spin-labeled amino acid at specific sites during

the polymer synthesis circumvents that potential complication. The polymerization

can be carried out using ribosomal synthesis of proteins or by using the methods of

organic synthesis.

2.3.1 Spin Labeling by Ribosomal Synthesis of Proteins

Proteins can be prepared in cell-free expression systems using an extract containing

the components for translation, ribosomes, tRNAs, mRNA template, etc. Schultz

and coworkers have pioneered the use of this approach for the preparation of

proteins containing unnatural amino acids at specific sites [56, 57]. Incorporation

of the unnatural amino acids is enabled by the use of an amber suppressor tRNA

that has been chemically charged with the amino acid of choice, in conjunction with

an mRNA that contains the amber nonsense codon. This method has been used for

the incorporation of the spin-labeled amino acid 18 into T4 lysozyme (Scheme 3),

which also showed limitations of this approach: low expression efficiency, only two

Scheme 3 Incorporation of spin labels into proteins and peptides during polymer synthesis. (a)

Spin labeling based on cell-free ribosomal protein synthesis, along with the spin-labeled amino

acids 18 and 19, as well as side chain K1. (b) Structures of the spin labels 2,2,6,6-tetramethyl-

piperidine-1-oxyl-4-amino-4-carboxylic acid (TOAC) and 2,2,5,5-tetramethylpyrrolidine-N-oxyl-
3-amino-4-carboxylic acid (POAC)
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out of six chosen positions could be spin-labeled and only one out of three spin-

labeled amino acids was incorporated [58]. Voss and coworkers also used this

approach to incorporate spin-labeled amino acids 18 and 19 (Scheme 3) in oocytes,

using the luciferase reporter gene [59]. However, the incorporation efficiencies

were only 1% for the spin-labeled amino acids, compared to 9% for phenylalanine.

A ketone-containing amino acid has also been incorporated into proteins [60] by

in vitro translation and subsequently reacted with a hydroxylamine-functionalized

nitroxide (21) to yield an oxime-modified amino acid (Scheme 3) [61]. However,

the spin-labeled side chain (K1) is more mobile than R1 (Scheme 2) and gives

a wide distribution of distances when used in distance measurements by PELDOR

or DEER [61]. The latter approach, although described in this section, is another

variant of the SDSL, where an amino acid (cysteine or the keto-modified amino

acid) is postsynthetically converted into a spin-labeled amino acid.

Although preparation of spin-labeled proteins by incorporation of an unnatural

amino acid through translation is a valuable approach, the technology is not readily

available and there are limitations to what amino acids can be incorporated. The

same is true for postsynthetic labeling. For example, all the spin-labeled amino

acids that have been incorporated into proteins either through ribosomal protein

synthesis or postsynthetic spin labeling contain a nitroxide that is attached through

a flexible tether. For incorporation of conformationally restricted (rigid) amino acids

into peptides/proteins, peptide synthesis remains the method of choice, which

enables incorporation of unnatural amino acids irrespective of their structures.

2.3.2 Spin Labeling Through Solid-Phase Peptide Synthesis

In solid-phase peptide synthesis (SPPS) [62], also termed the Merrifield synthesis

[63], amino acids are stitched together in a stepwise fashion using organic chemis-

try. The main advantage of SPPS is that it is possible to incorporate nonnative

amino acids with the desired structures at any position in the sequence. Initially,

incorporation of spin-labeled amino acids into peptides was limited to the terminal

positions, due to the instability of nitroxide group in trifluoroacetic acid, used in the

deprotection step in the peptide synthesis cycle. [64–66]. To avoid the repeated acid

exposure, Nakaie incorporated the spin-labeled amino acid 2,2,6,6-tetramethylpi-

peridine-1-oxyl-4-amino-4-carboxylic acid (TOAC) [67] (Scheme 3b) at an inter-

nal site of an octapeptide using Fmoc Na-protection strategy [68]. Upon cleavage of

the peptide from the resin, the nitroxide was reduced to the corresponding hydroxyl

amine, but could be readily recovered upon exposure to air under basic conditions.

Although only relatively short spin-labeled peptides can be prepared by SPPS

[69], it is possible to link such peptides to larger peptides or protein, using classical

fragment condensation through disulfide formation or native chemical ligation

[70]. In the latter approach, a C-terminal thioester is coupled with a protein or

a peptide containing an N-terminal cysteine amino acid. After thiotransesteri-

fication, a peptide bond is formed through an intramolecular reaction between the

alpha-amino group of the cysteine with the thioester. Polypeptides as long as 304
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amino acids have been prepared by a combination of solid-phase synthesis and

chemical ligation [71].

The aforementioned spin-labeled amino acid TOAC (Scheme 3b) has the

advantage of being achiral, which avoids isolation of enantiomerically pure

amino acids. Another advantage of TOAC is that it has limited flexibility; the

only movement of the label independent of the protein backbone is conformational

motion in the nitroxide-bearing ring. As a result, more detailed information about

dynamics of the peptide backbone can be extracted from the EPR spectra. More-

over, distance measurements between two TOAC nitroxides are more accurate than

for spin labels linked to the protein with flexible tethers. Therefore, it is not

surprising that TOAC has been used in several structural studies, in particular, to

study conformations of short helical peptides [72–80]. However, there are indi-

cations based on EPR studies that helical conformations of TOAC-labeled peptides

differ from the common helical structures found in proteins [81]. Another drawback

of TOAC is that the coupling yields during peptide synthesis is not very good; the

alpha position in TOAC has two substituents, which makes the amino group less

accessible for coupling due to steric hindrance. To remedy that situation, the rigid

and spin-labeled b-amino acid 2,2,5,5-tetramethylpyrrolidine-N-oxyl-3-amino-

4-carboxylic acid (POAC) has been prepared [82]. POAC has better coupling

yields than TOAC, but has the drawback that its stereoisomers need to be separated

before peptide synthesis.

Several other spin-labeled amino acids have been reported. In particular, Hideg

and coworkers have prepared a number of spin-labeled amino acids that vary in

nitroxide structure as well as the polarity and conformational mobility of the side

chain [83–87]. However, most of these spin-labeled amino acids have not been

incorporated into peptides.

2.4 Noncovalent and Site-Directed Spin Labeling of Proteins

Stryer and Griffith reported the first example of noncovalent and site-directed spin

labeling (NC-SDSL) of proteins, using a spin-labeled hapten (22) to probe

interactions with an antibody that had been raised against a 2,4-dinitrophenyl

moiety [88]. Several spin-labeled ligands, or spin probes, have subsequently been

prepared to study proteins. In general, the probes are cofactors to which a nitroxide

spin label has been attached.

Trommer and coworkers prepared spin-labeled NAD+ derivatives, where the

nitroxide was attached to the 6- (23) [89, 90] or the 8-position (24) of the base [91]

(Fig. 3). Both derivatives have also been prepared with a perdeuterated nitroxide

[92] to avoid the inhomogeneous line broadening that originates from the protons

on the piperidine ring. Furthermore, photoaffinity derivatives of 23 and 24 have also

been prepared [93]. The noncovalent complexes of NAD+ derivatives 23 and 24

with several enzymes have been studied by EPR, including lactate dehydrogenase

[90, 94, 95], glyceraldehyde-3-phosphate dehydrogenase [96–98], alcohol dehy-

drogenase [99], and liver glutamate dehydrogenase [24] (Fig. 3).
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Many enzymes bind phosphates, and several such spin-labeled derivatives have

been prepared. One of the first examples, and the simplest derivative, was the spin-

labeled monophosphate 25, which was used to study binding of inorganic phos-

phate to ribonuclease [100]. Most of the other phosphate-derived labels for

noncovalent labeling of proteins are nucleotides. Nitroxides have been incorporated

into all three moieties of nucleotides: the base, the phosphate, and the sugar. The

N-6-labeled ATP (26), along with analogous derivatives of AMP and ADP, was

prepared for a study of glutamine adenylyltransferase [101]. The terminal phos-

phates can also be readily spin-labeled. The phosphate-labeled ADP (27) was

Fig. 3 Spin-labeled ligands for noncovalent spin labeling
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prepared as an analogue of NAD, for studies of alcohol dehydrogenase [99, 102,

103] and used later to study conformational changes in myosin [25], while spin-

labeled UDP (28) was used as a competitive inhibitor of galactosyltransferase

[104]. Reactions of a phosphorothioate with the spin-labeling reagent 41 (Fig. 5)

have also been used to prepare nucleotides containing a nitroxide on the terminal

phosphate, including AMP, ADP, and ATP (29), the last of which was used to study

phosphoribulokinase [105].

Incorporation of a single spin label into ATP through an ester linkage to either

the 20- or the 30-OH of the nucleotide sugar yields a mixture of the 20- and 30-esters
(30) due to a facile intramolecular transesterification [106–108]. For preparation of

the 20-labeled nucleotide, the 30-deoxynucleotide must be used and the 20-deoxy-
nucleotide if the 30-labeled nucleoside is to be prepared [107]. Adenosine

phosphatase [106, 108] and myosin [107] have been studied with 30, and its

azido-containing photoaffinity labels have also been prepared for the study of

adenosine triphosphatase [109] and a calcium pump protein [110]. The spin-labeled

trinucleotides of ATP and UTP, 31 [111] and 32 [112], respectively, contain a spin

label that bridges the 20- and 30-hydroxyl groups on the sugar; the latter has been

used to study myosin and actomyosin [112]. An advantage of the spiroketal

derivatives 31 and 32 over the other nucleotide derivatives is that the spin label

is conformationally restricted and, therefore, a more accurate reporter of both

dynamics and structure.

Spin-labeled acetyl CoA [113] has been prepared as a thioester (33) and used to

study citrate synthase [113], 3-hydroxy-3-methylglutaryl-CoA synthase [114],

and 3-hydroxy-3-methylglutaryl-CoA lyase [115]. Several spin-labeled derivatives

of vitamin B6, such as 34, have been used to study the active site of aspartate

aminotransferase [116].

Aromatic sulfonamides are known noncovalent inhibitors of carbonic

anhydrases [117]. Several spin-labeled analogues have been reported that contain

different linkers between the nitroxide and the sulfonamide functionalities (35–38)

(Fig. 4) and used for studying the topography of the active sites of bovine erythro-

cyte carbonic anhydrase B [118], human erythrocyte carbonic anhydrases B and C

[119, 120], and other mammalian erythrocyte carbonic anhydrases [121].

Fig. 4 Spin-labeled aromatic sulfonamides
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3 Nucleic Acid Spin Labeling

Although chemistry of oligonucleotide synthesis was being developed as early as in

the 1950s, it was not until the 1980s that automated synthesis on a solid support

using commercially available reagents became routine. This development made

a large impact on nucleic acid labeling since labeled nucleotides could be incor-

porated at specific sites in oligonucleotides using automated chemical synthesis.

This is in contrast to proteins, where limitations in synthesis of long polypeptides

have prevented routine labeling of proteins through peptide/protein synthesis. Thus,

postsynthetic labeling of proteins is the most popular approach, whereas labeled

oligonucleotides are usually prepared by direct synthesis.

Below is an overview of spin-labeled nucleic acids, which starts with a descrip-

tion of the early work. This is followed by site-directed labeling of nucleic acids,

which is divided into sections based on the site of modification, i.e., whether

the label is connected to the base, sugar, or phosphate. Toward the end, a new

noncovalent approach for SDSL of nucleic acids is described.

3.1 The Early Days of Nucleic Acid Spin Labeling

The first application of spin labeling, in combination with EPR spectroscopy, for

the study of nucleic acids was reported by Ohnishi and McConnell, who used

the relatively unstable chlorpromazine radical cation as a spin-labeled DNA

intercalator [35]. Subsequently, Yamane and Smith reported the use of alkylating

reagents 39 [122], 40 [123], and 41 [45] (Fig. 5a) to spin-label DNA and RNA

[124]. Nitroxide 41 was found to be the most reactive and preferentially targeted

purines, presumably through N7 alkylation. Similarly, Bobst used nitroxide-con-

taining iodoacetamide 43 [125] for spin-labeling homopolynucleotides (rA), (rU),

and (rG) and studied conformational transitions of poly(rA) by EPR spectroscopy

[126]. Iodoacetamide 9 (Fig. 2) has also been used for spin-labeling homopoly-

nucleotides [127]. However, all these reagents suffer from the lack of nucleotide-

and-sequence selectivity.

Known nucleic acid cross-linking agents have also been utilized for the delivery

of nitroxides to nucleic acids. Spin-labeled derivatives of DNA–DNA cross-linking

agents have increased efficiency of alkylation and, in some cases, target-specific

2–6-nucleotide-long sequences. Examples include the hydrazine mustard spin label

44 (Fig. 5b), which was used to target guanines in single- and double-stranded DNA

[128], and nitroxide derivatives of psoralen (45 and 46) that form a photoadduct

with double-stranded DNA through sequence- and site-specific cross-linking [129].

Similarly, Lippard and Dunham reported sequence-specific spin labeling of DNA

using the cis-platin derivative 47 [130]. The solution structure of a 47-labeled

duplex was solved by NMR spectroscopy, utilizing the paramagnetic spin label to

provide additional structural restrains at the site of cross-linking [131].
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Nitroxide-containing intercalators have been used for noncovalent spin labeling

of nucleic acids (Fig. 6). Hong and Piette used spin-labeled ethidium bromide (48)

and nitroxide derivatives of polyaromatic carcinogens, such as 49 to bind to duplex

DNA [132]. Temperature-dependent EPR studies of these complexes gave insights

into dissociation of the DNA–carcinogen complexes. Other examples include the

spin-labeled acridine analogue 50 [133] and the nitrobenzene derivative 51 [134].

Fig. 6 Spin-labeled nucleic acid intercalators

Fig. 5 Nitroxide spin-labeling reagents. (a) Alkylating agents. (b) Bifunctional alkylating agents
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Although these spin-labeled intercalators bind well to DNA duplexes, they lack site

selectivity. Lhomme and coworkers have linked a spin-labeled intercalator to

adenine (52), which can bind to an abasic site in duplex DNAs [135, 136]. The

adenine was found to direct the intercalator into the vicinity of the abasic site.

In contrast to DNA, some RNAs contain unique reactive groups that can be

utilized for SDSL. In fact, the first example of SDSL of nucleic acids was that of

transfer RNA (tRNA), where N-hydroxysuccinimide ester 42 (Fig. 5a) was used to

label the a-amino group of valine on a valine-charged tRNA from Escherichia coli
[137]. Similar labeling strategies have also been reported on E. coli Phe-tRNA
[138] and yeast Cys-tRNA, the latter by selective labeling of free sulfhydryl group

of cysteine with iodoacetamide 9 (Fig. 2) [139].

Thio-modified bases are found in several tRNAs and can be selectively

alkylated. Hara et al. reported the site-specific labeling of tRNAs from E. coli
by selectively reacting bromoacetamide spin label 41 (Fig. 5a) with 4-thiouridine

(4-SU, 53) (Scheme 4a), while retaining their biological activity [140]. This

reaction can be conveniently monitored by the disappearance of the absorbance

of 4-SU at 330 nm. Nitroxide 43 (Fig. 5a) has also been used to spin-label

2-thiocytidine after its enzymatic incorporation into tRNA using tRNA nucleotidyl

transferase, to yield spin-labeled nucleotide 55 [141]. The rare base 2-thio-5-(N-
methylaminomethyl)-uridine of the anticodon of E. coli Glu-tRNA has also been

spin-labeled by acylation with a mixed anhydride spin-labeling reagent to yield

Scheme 4 Site-directed spin labeling of RNA containing thio-modified bases. (a) Spin labeling of

4-SU. (b) Spin-labeled 2-thiocytidine (55) and 2-thio-5-(N-methylaminomethyl)-uridine (56)
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nucleotide 56, through a reaction of the amine rather than the sulfur atom

(Scheme 4b) [142, 143].

3.2 Site-Directed Spin Labeling of Nucleobases

Nucleobase spin labeling is the most frequent approach for incorporation of labels

into nucleic acids. Attachment of reporter groups on the base enables placement of

the label into one of the grooves, usually the major groove, which does not perturb

the nucleic acid helix. The C5-position of pyrimidines has been most frequently

modified, while spin labels have been incorporated at C2 and C7, the latter using

7-deaza nucleosides. The exocyclic amino groups of cytosine (N4), guanine (N2),

and adenine (N6) have also been used for labeling. Below is a description of

the base spin labeling, from pyrimidines to purines, with a separate section about

amino group labeling for both pyrimidines and purines.

3.2.1 Pyrimidines

The C5-Position of Pyrimidines

Incorporation of spin labels into the 5-position of pyrimidines (Fig. 7) is perhaps the

most popular method for nucleic acid modification. The main reason is that there

are relatively straightforward methods available for conjugation to C5, such as

halogenation and subsequent carbon–carbon bond formation between the base and

the label through a transition-metal-catalyzed coupling. Before chemical synthesis of

spin-labeled oligonucleotides became routine, Bobst and coworkers incorporated C5-

labeled nucleobases into nucleic acids by enzymatic methods using several different

C5-labeled pyrimidine triphosphate analogues (57–60) [144–149]. However, most of

these studies incorporatedmultiple spin labels into each strand since the incorporation

is difficult to control using the enzymes. For site-specific spin labeling using the

enzymatic approach, a single dA had to be incorporated into the template for the

polymerase [150]. Bobst and coworkers later used the phosphotriester method for

chemical incorporation of spin labels into oligonucleotides [151, 152]. Spin-labeled

nucleotides 57–60 differ with respect to tether length, nitroxide ring size, and attach-

ment to the C5-position of pyrimidine bases and have been used for studying nucleic

acid local conformations [153] and structural dynamics [154–157].

In 1988, Hopkins and coworkers reported the first chemical synthesis of

oligonucleotides containing nitroxide spin labels at specific sites, using phospho-

ramidite chemistry [158]. The spin-labeled 20-deoxyuridine 61 (Fig. 7a) was

prepared by coupling 2,2,5,5-tetramethyl-pyrrolin-1-yloxy-3-acetylene (TPA) to

the nucleoside via a palladium-catalyzed Sonogashira cross-coupling reaction.

Similarly, cytidine analogue 63 was synthesized and incorporated into DNA

[159]. These labels had vastly improved spectroscopic properties compared to the
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previously published labels, due to the restricted motion of the label relative to the

nucleic acid; only rotation around the single bonds flanking the acetylene was

possible. Furthermore, even rotation around these bonds was restricted by the

surrounding nucleotides when the nucleotide was placed in a B-DNA duplex;

extending the tether of 61 by one single and one triple bond increased the motion

of the probe considerably [160]. The limited motion of the nitroxide 61 enabled it to

report the motion of the DNA to which it was attached [161] and was used to dis-

tinguish between different structural contexts of the probe [162]. Later, Schiemann

et al. incorporated spin labels 61 and 62 into oligonucleotides by an on-column-

coupling method during the solid-phase synthesis of DNA [163] and RNA [164],

respectively. Spin labels 61 and 62 have been used for PELDOR-based distance

measurements on nucleic acids in several different studies [163–166].

Spin-labeled nucleoside 64, prepared by Gannett and coworkers, also contains

a nitroxide that has limited motions relative to the base to which it is attached [167].

Moreover, since the single bonds flanking the triple bond are on the same axis as the

N–O bond, any rotation will result inminimal displacement of the nitroxide relative to

the base and thereby allowing accurate distancemeasurements byEPR.Nucleoside 64

Fig. 7 Pyrimidine nucleosides spin-labeled at the C5-position. (a) Nucleosides that contain

flexible (57–60) and semiflexible (61–64) spin labels. (b) Triazole-linked spin labels prepared

by “click” chemistry. SL represents nitroxide spin label
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has been incorporated into oligonucleotides and used to probe structural changes

during DNA triplex formation by CW-EPR [168, 169] and to study G-quadruplex

conformations in human telomeric DNA using PELDOR [170].

In addition to incorporation of C5-labeled pyrimidines during oligonucleotide

synthesis, postsynthetic labeling has also been used for this purpose. Our group

recently reported spin labeling using the Cu(I)-catalyzed Huisgen–Meldal–

Sharpless (3 + 2) cycloaddition reaction (click reaction) [171]. An oligonucleotide

containing 5-ethynyl-20-deoxyuridine, which had been incorporated into the

oligomer by solid-phase synthesis employing a commercially available phos-

phoramidite, was reacted with a spin-labeled aromatic azide. This reaction was

carried out before deprotection of the oligomer and cleavage from the resin,

resulting in nearly quantitative conversion to the triazole product 65 (Fig. 7b),

which has been used to detect local structural lesions in duplex DNA, such as abasic

sites and mismatches [171]. Steinhoff and coworkers subsequently reported

a similar SDSL approach using a click reaction after deprotection of the oligomer.

The resulting spin-labeled nucleoside (66) was used for distance measurements

in DNA by CW- and pulsed-EPR spectroscopy [172].

4-Thiouracil

As described above, 4-SU present in tRNA has been spin-labeled by reaction with

nitroxide-containing alkylating agents (Fig. 8). The commercial availability of

the 4-SU phosphoramidite building block has enabled the chemical synthesis of

RNA oligomers containing 4-SU and subsequent spin labeling to yield nucleotide

54 (Scheme 4a) for both NMR studies of RNA-protein complexes [173, 174] and

long-range distance measurements by double-quantum coherence (DQC) EPR

spectroscopy [175].

Qin and coworkers have also spin-labeled 4-SU in RNA by reaction with the thiol-

specific spin-labeling reagent 11 (Fig. 2) to yield 67 [176]. Spin-labeled nucleosides

68 and 69 (Fig. 8) were also incorporated into RNA, and the nitroxides were shown to

have restricted internal motion, relative to the nitroxide of 67, which facilitated the

study of both dynamics and structural contexts of the bases to which they were

Fig. 8 Attachment of spin labels to 4-SU through alkylation or disulfide bond formation
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attached [176–178]. The tetracycline riboswitch containing spin-labeled nucleotide 67

has been prepared and used for EPR studies of dynamics and conformational changes

of the aptamer upon ligand binding [179]. It should be noted that spin labeling of 2-

and 4-SU changes the base-pairing properties of the base and may, therefore, be

structurally perturbing when the base is involved in hydrogen bonding.

3.2.2 Exocyclic Amino Groups of Pyrimidines and Purines

All the exocyclic amino groups of the naturally occurring bases have been modified

with a spin label, through chemical synthesis or postsynthetic modification (Fig. 9).

Fig. 9 Spin labeling of the exocyclic amino groups of pyrimidines and purines. (a) Spin labels

incorporated by the phosphoramidite method. (b) Spin labels incorporated postsynthetically via

the convertible nucleoside approach
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A single alkylation of an amino group still allows for hydrogen bonding to

a complementary base through the remaining proton. Bannwarth and Schmidt

reported the synthesis of N4-TEMPO-modified 20-deoxycytidine spin label (70)

[180]. This synthesis was later improved by Giordano and coworkers who also

prepared 71–73 and incorporated them into oligonucleotides [181]. The motions of

a spin label connected to an exocyclic amino group are sensitive to the microenvi-

ronment of the amino group, in particular, hydrogen bonding. This was

demonstrated by the use of spin label 70 for detection of mismatches in duplex

DNA by CW-EPR spectroscopy, where 70 was able to report on the identity of its

base-pairing partner in duplex DNA [182].

Verdine and coworkers developed the postsynthetic “convertible nucleoside

approach,” which enables preparation of N-substituted exocyclic amino groups of

the bases [183]. In this method, a nucleoside that contains a leaving group on the

base that can be displaced by amines is incorporated into the oligomer using

commercially available phosphoramidites. After the oligomer synthesis, the resin

is incubated with the amine, which displaces the leaving group of the convertible

nucleoside, deprotects the oligomer, and cleaves it from the resin. Budil et al.

incorporated the flexible spin-labeled nucleotide 74 into DNA by using this strategy

and studied its dynamics by high-field EPR spectroscopy [184]. The label could

also be placed in the propinquity to the active site of an endonuclease–DNA

complex [185]. Similarly, Saito and coworkers spin-labeled the exocyclic group

of guanine (75) by postsynthetic modification of 2-fluorohypoxanthine with

4-amino TEMPO and used it to probe both DNA duplex and quadruplex formation

[186]. Spin label 75 has also been used for studying the A to B conformational

equilibria of DNA duplexes [187] and the influence of lesions on nucleic acid

structure by pulsed-EPR spectroscopy [188].

Recently, Hobartner and coworkers used the convertible nucleoside approach to

spin label the naturally occurring RNA nucleotides by reaction of 4-chlorophenyl- or

fluoride-modified nucleotides with 4-amino TEMPO to yield RNAs containing 76–78

in good yields [189]. These spin-labeled nucleotides were shown to yield accurate

intermediate range distance measurements in RNA duplexes and quadruplexes by

PELDOR and were used to detect alternative RNA secondary structures.

3.2.3 Purines

Purines have not been as extensively labeled as pyrimidines. In addition to the

aforementioned conjugation of spin labels to the exocyclic amino group of purines

(72, 73, 75, 76, 78, Fig. 9), purines have also been spin-labeled through

carbon–carbon bond formation. The nonnatural nucleoside 7-vinyl-7-deaza-20-
deoxyguanosine was introduced into a short DNA oligonucleotide by solid-phase

synthesis, and a subsequent high-yielding Diels–Alder (4 + 2) cycloaddition reac-

tion with a nitroxide-functionalized maleimide afforded an oligomer that contained

spin-labeled nucleotide 79 (Fig. 10) [190]. However, the effects of the modified

nucleoside on the structure of nucleic acids have not been investigated.
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The spin-labeled adenosine 80 was incorporated into RNA through an on-column

Sonogashira cross-coupling reaction, during the chemical synthesis of the oligo-

nucleotides, between an alkyne-derived spin label and 2-iodo adenine [164].

Recently, DNA oligomers containing the spin-labeled 7-deazaadenosine analogue

81 were prepared by a postsynthetic “click reaction,” and the label evaluated as

a probe for distance measurements by PELDOR [172].

3.2.4 Rigid Spin Labels for Nucleic Acids

Most spin labels have motion independent of the biopolymer to which they are

attached. This motion originates in conformational flexibility of the tether that is

used to attach the nitroxide to the biopolymer, including the ring inwhich the nitroxide

is located. The result of such flexibility is that distance measurements by EPR are not

as accurate, and for the study of dynamics, it can be difficult to disentangle the motion

of the probe from that of the biopolymer itself. Therefore, spin labels that have

restricted motion, like TOAC (Scheme 3b) as well as nitroxide 61 (Fig. 7) have

been designed. However, neither of those probes are completely rigid due to rotation

around single bonds and are more appropriately termed semiflexible or semirigid.

The first truly rigid spin label, a C-nucleoside named Q (Fig. 11), was prepared

by Hopkins and coworkers [191, 192]. In Q, the nitroxide ring is fused to the ring

system of a nucleoside base, which circumvents motion of the nitroxide indepen-

dent of the base. This nonnatural nucleobase forms a base pair with 2-aminopurine

(2AP) in duplex DNA [192]. The rigid spin label Q has been used for studying

sequence-dependent dynamics of DNA [193–195].

Fig. 10 Spin-labeled purine nucleosides
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Due to the synthetic challenges in preparation of Q and its requirement to base

pair to 2AP, our group prepared the rigid spin label Ç (“C-spin”) (Fig. 11) [196]. In

this phenoxazine-derived nucleoside, a nitroxide-bearing isoindol ring is fused to

cytidine and forms a stable and structurally nonperturbing base pair with guanine,

as seen in a recent crystal structure of Ç-labeled DNA duplex [197]. In addition to

accurate distance measurements, the rigidity of Ç has enabled the determination of

angular orientation in nucleic acids by PELDOR [198, 199] and given insights into

internal motions of DNA duplexes [200]. The rigid spin label Ç has also been used

for studying dynamics and conformations of DNA hairpin loops [201]. An added

advantage of Ç is that the nitroxide can be reduced with a mild-reducing agent to

yield a fluorescent probe, which was used to detect and identify specific mismatches

in duplex DNA [202, 203] and to study the folding of the cocaine aptamer by

fluorescence and EPR spectroscopies [204].

3.3 Site-Directed Spin Labeling of the Sugar-Phosphate
Backbone

3.3.1 The Sugar

From a synthetic standpoint, there are not many straightforward methods to label

the sugars of nucleosides/nucleotides in internal positions of DNA or RNA. In fact,

all known sugar spin-labeling methods rely on modification of the 20-position.

Fig. 11 Nucleosides containing a rigid spin label. (a) Structures of the rigid spin labels Q and Ç.

(b) Base-pairing schemes of Q and Ç
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The most widely used method is the high-yielding postsynthetic modification

of 20-amino-modified oligonucleotides with a spin-labeled aliphatic isocyanate

[205, 206], both of which are commercially available and have been used for

labeling both DNA [207] and RNA [32, 33, 205, 206, 208]. This method utilizes

the fact that the 20-amino groups are more reactive than the amino groups of the

bases. The resulting 20-uredo spin label (82) (Fig. 12a) has been used for studying

dynamics of the TAR RNA by EPR upon binding of small molecules [7], metal ions

[8, 209], and peptides [8, 210]. Spin label 82 has also been used to study changes

in site-specific dynamics of the hammerhead ribozyme upon metal-ion-induced

folding [31, 32] and for distance measurements by PELDOR [33, 207, 208]. The

20-amino group has also been conjugated to a spin label through an amide linkage

(83), but unlike the 20-uredo label, the short amide linkage was found to have

destabilizing effects on duplex RNA [211].

“Click” chemistry has been used for postsynthetic modification of sugars in

DNA, through incorporation of 20-O-propargyl-modified uridine and a subsequent

spin-labeling reaction with a nitroxide-containing azide to yield spin-labeled

nucleotide 84 (Fig. 12a) [212]. However, a rather wide distribution of distances

was obtained when using PELDOR to measure distances between two such labels

in DNA, indicating considerable flexibility of the linker.

Fig. 12 Spin labeling of the sugar-phosphate backbone. (a) Spin-labeled 20-sugar modifications

(b) Spin-labeled phosphodiesters. R stands for OH or H, and B represents a nucleobase
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3.3.2 The Phosphodiester

Spin labels have been linked to the phosphorous atom of the nucleic acid sugar-

phosphate backbone through replacement of one of the nonbridging oxygens with the

label. In contrast to sugar or base labeling, the phosphodiester labeling can be performed

at any place in the sequencewithout having to prepare a specifically labeled nucleoside/

nucleotide. Another advantage is that since the phosphodiesters are placed at the edge of

nucleic acid helices, the labels are less likely to interfere with duplex formation than

those connected to a sugar or a base. However, the phosphodiester group, which

contains a negative charge at neutral or basic pH, becomes neutral upon spin labeling

and can affect electrostatic interactions bothwithin the nucleic acid aswell aswith other

molecules. Another potential complication is that the two nonbridging oxygen atoms

are diastereotopic, resulting in a mixture of the RP and SP diastereomers upon labeling.

Furthermore, a 20-OH group cannot be present at the site of spin labeling due to

intramolecular transesterification that can lead to strand cleavage or loss of labeling.

Therefore, the ribonucleotide at the site of modification is usually replaced with either a

20-deoxy- or a 20-O-methyl nucleotide when the phosphate is labeled in RNA [213].

DNA synthesis using the H-phosphonate chemistry can be used to prepare

phosphoramidates, where one of the nonbridging oxygens is replaced with an

amine [214]. In this method, a hydrogen-phosphonate internucleotide linkage is

introduced at the desired site during the oligomer synthesis and oxidized in the

presence of an amine to yield a phosphoramidate. Makino and coworkers applied

this method, using 4-amino TEMPO during the oxidation step, which afforded the

spin-labeled nucleotide 85 in good yield (Fig. 12b) [215, 216].

One of the nonbridging oxygens of specific nucleotides can be conveniently replaced

with sulfur by using a sulfurizing reagent instead of an oxidizing agent at that step during

the oligonucleotide synthesis [217]. The high reactivity of such phosphorothioates in

DNA has been utilized for spin labeling through specific alkylation with reagents such

as 9 or 41 (Figs. 2 and 5) to yield the spin-labeled nucleotide 86 [218, 219]. Qin and

coworkers used a similar strategy to spin-label RNA by reacting the thiol-reactive, spin-

labeling reagent 14 (Scheme 2) under mild conditions [220, 221]. The resulting spin

label (87) has been used for studying metal-ion-dependent tetraloop–receptor

interactions in RNA [220], nucleic acid dynamics [222], and for distancemeasurements

in nucleic acids using pulsed-EPR techniques [221, 223, 224]. 4-Bromo substituted (88)

analogue of 87 (Fig. 12b) has also been used to study nanosecond timescale motions of

the substrate-recognition RNA element in the group I intron ribozyme by CW-EPR

spectroscopy [225]. The spin-labeled diastereomers have also been separated by HPLC

[226] and used individually for studying stereospecific dynamics in DNA [227].

3.3.3 The 30- and the 50-End

Spin labels have been incorporated into both the 30- and the 50-end of oligo-

nucleotides. The main advantages of end labeling are the ease of labeling and
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minimal interference with the nucleic acid structure. Depending on the application,

a potential drawback is that the labels have relatively unrestricted motion and are,

therefore, rather flexible.

The 30-sugar of RNA has a unique functional group, a cis-geminal diol, which

can be oxidized to a dialdehyde using periodate. Caron and Dugas utilized this

chemical transformation for spin labeling the 30-end of tRNA; after periodate

oxidation, a reductive amination in the presence of 4-amino TEMPO and sodium

borohydride afforded morpholino spin-labeled tRNA (89, Fig. 13a) [228]. Reduc-

tive amination with sodium cyanoborohydride yielded spin label 90, which has

more motional freedom than 89 [229]. Such spin labels have been used for studying

conformations of 30-terminus in tRNA [229, 230]. Although this labeling strategy

has only been applied to RNA, it should also be applicable to chemically

synthesized DNA containing a 30-ribonucleotide.
Terminal phosphates are more nucleophilic than the phosphodiesters and can

be postsynthetically spin-labeled. For example, Dzuba and coworkers prepared

spin-labeled phosphoramidates of both the 30- (91) and the 50-end (92) of DNA

oligonucleotides to study conformational changes induced by damaged and non-

nucleotide residues at the center of single- and double-stranded oligonucleotides by

PELDOR [231]. Terminal phosphorothioates are even more reactive than terminal

phosphates, resulting in greater selectivity and milder reaction conditions. For

example, Shin and coworkers incorporated a 50-guanosine monophosphorothioate

(GMPS) into the 50-end of RNA during in vitro transcription from a DNA template

using T7 RNA polymerase, which yielded 93 after reaction with the thiol-specific

Fig. 13 Nucleic acid end labeling. (a) Spin labels at the 30-end. (b) Spin labels at the 50-end.
B represents a nucleobase
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spin-labeling reagent 11 (Fig. 2) [232]. More recently, Qin and coworkers reported

a general approach to transfer a phosphorothioate to the 50-end of either DNA or

RNA using T4 polynucleotide kinase [233]. Subsequent reaction of the phospho-

rothioates with spin label 14 (Scheme 2) yielded nucleotide 94, used to detect

nucleic acid hybridization and metal-ion-induced folding of tRNA.

Spin-labeled amines can be attached to the 50-end of DNA oligonucleotides by

modifying the 50-hydroxyl group immediately after the synthesis of the oligo-

nucleotide, while still attached to the column, by a sequential reaction with

N,N0-carbonyldiimidazole and an amine [234]. This protocol has been used to

spin label the 50-end of DNA to yield carbamate-linked TEMPO labels, such

as 95 (Fig. 13b) [235].

3.4 Noncovalent and Site-Directed Spin Labeling
of Nucleic Acids

In contrast to proteins, nucleic acids usually do not contain well-defined and tight-

binding pockets to which organic ligands can bind. A notable exception is the

recently discovered riboswitches that bind specific small organic molecules and

thereby regulate their cellular concentrations [236, 237]. Binding of small mole-

cules to nucleic acids generally takes place in helical regions, either by intercalation

or groove binding [238]. As mentioned above, intercalators have very limited

sequence selectivity and cannot be used for SDSL. Nearly all DNA groove binders

are polyaromatic compounds that bind in the minor groove and usually at AT-rich

sequences, where the minor groove is narrower. The reasons that minor-groove

binders have not been used for spin labeling might be that they can have different

orientations in the groove and because it is sometimes possible to bind more than

one ligand at the same site [239, 240]. Moreover, most minor-groove ligands have

limited sequence selectivity [241], although Dervan and coworkers have prepared

longer polyamides that have high sequence selectivity [241]. Therefore, there are

not many examples of NC-SDSL of nucleic acids.

We have recently described a general strategy for NC-SDSL of DNA by using an

abasic site in duplex regions as a receptor for a spin-labeled base that binds in the

abasic site through hydrogen bonding and p stacking (Scheme 5) [26]. We chose the

base of Ç (ç) (Fig. 11) for incorporation at the abasic site, where it should form three

hydrogen bonds with a guanine base on the opposing strand. Only minor binding

could be observed at 25�C (ca 5%), but as the temperature was lowered, binding

increased. At �30�C, the ligand was fully bound. Control experiments showed that

the label bound specifically at the abasic site.

Since stable abasic sites can be readily incorporated into nucleic acids by

chemical synthesis using commercially available phosphoramidites, samples for

EPR studies with ç can be readily prepared by mixing the abasic site-containing

nucleic acid with the spin-label ligand. In spite of the low temperature that is
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required for full binding, this approach should prove to be useful for distance

measurements in nucleic acids using PELDOR, because they are conducted in

frozen solutions.

4 Conclusions and Future Prospects

Since the pioneering work of McConnell and coworkers in the early 1960s,

substantial advances in biopolymer spin labeling have taken place. Spin labels

with limited selectivity have been replaced with ones that target specific atoms of

specific residues in biopolymers. Moreover, labels with improved spectroscopic

properties have emerged. For example, the rigid spin label Ç for nucleic acids has

Scheme 5 Noncovalent and site-directed spin labeling (NC-SDSL) of nucleic acids. (a) Sche-

matic depiction of the noncovalent spin-labeling strategy that utilizes abasic sites, showing a DNA

duplex (gray) containing an abasic site, the spin label ç (black), and the EPR spectra of the

unbound (left) and the bound (right) spin label. (b) Structure of an abasic site and the base-pairing
scheme between ç and guanine
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enabled determination of orientations in addition to distance measurements [198]

and provided an opportunity to access internal dynamics of DNA duplexes [200].

The three strategies of spin labeling are all likely to continue to contribute to

EPR spectroscopic studies of biopolymers. Each approach has advantages as well

as disadvantages, and they should be viewed as complementary to each other. Spin

labeling during chemical synthesis of the polymer requires synthetic expertise and

can be labor intensive, but enables incorporation of tailor-made labels. Postsyn-

thetic labeling usually utilizes readily available materials and relatively simple

protocols. However, the labels have some flexibility, which affects determination

of accurate distances and dynamics of the residue to which they are attached.

Noncovalent and site-directed labeling is the simplest labeling method as the

sample is prepared by mixing the spin label and the biopolymer. Drawbacks include

a limited availability of binding sites and ligands that bind selectively.

Further progress in biopolymer spin labeling is expected in the years to come,

which will give EPR spectroscopy more impact in the area of structural biology. In

addition to expanding the chemistry of labeling to specific sites and the develop-

ment of labels with improved spectroscopic properties, the field will be advanced

by enhanced availability of labeled biopolymers. Therefore, it is likely that

noncovalent labeling will become more prevalent, in particular, for distance

measurements by PELDOR, since the low temperature at which those experiments

are carried out at does not require high-affinity spin labels.
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Metal-Based Spin Labeling for Distance

Determination

Daniella Goldfarb

Abstract Long-range (nm scale) distance measurements between specific sites in

biological macromolecules offer important insights into their structure and inter-

actions. In the last decade, such distance measurements by pulse electron paramag-

netic resonance (EPR) techniques have proven highly efficient on nitroxide-labeled

proteins and nucleic acids. In this chapter, we introduce the idea of using spin labels

that are based on paramagnetic metal ions. We review distance measurements carried

out on pairs of S ¼ 1/2 metal ions in model complexes and in intrinsic binding sites in

biomacromolecules. We discuss their potential as general purpose spin labels for

distance measurements based on their spectroscopic properties. Then, we present

a new approach to spin labeling that is based on half-integer high-spin metal ions,

mainly Gd3+, coordinated to chelating tags that are covalently attached to the mole-

cules at specific sites. This approach is particularly suitable for high-field measure-

ments and is attractive because of the high absolute sensitivity it offers.

Keywords Distance measurements � EPR � ESRPELDOR �DEER �Gd3+ chelates �
High field � Paramagnetic metal ions � Spin labels
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Abbreviations

3MDPA 3-Mercapto-dipicolinic acid

4MMDPA 4-Mercaptomethyl-dipicolinic acid

CoA Coenzyme A

CW Continuous wave

DEER Double electron–electron resonance

DNA Deoxyribose nucleic acid

DOTA 1,4,7,10-Tetraazacyclododecane-1,4,7,10-tetraacetic acid

DQC Double-quantum coherence

EDTA Ethylenediaminetetraacetic acid

ENDOR Electron-nuclear double resonance

EPR Electron paramagnetic resonance

ESEEM Electron spin echo envelope modulation

FT Fourier transform

HE Hydroxyethylidene

HFHS Half-filled high-spin

Lf Lactoferrin

NMR Nuclear magnetic resonance

PELDOR Pulse electron–electron double resonance

PFOR Pyruvate ferredoxin oxidoreductase

PuR Palustrisredoxin reductase

Pux-B Palustrisredoxin

RIDME Relaxation-induced dipolar modulation enhancement

RNA Ribose nucleic acid

SDSL Site-directed spin labeling

Tf Transferrin

TPP Thiamine pyrophosphate

ZFS Zero-field splitting

1 Introduction

The most widely used spin labels and spin probes are based on the nitroxyl radical

(N–O) that is usually incorporated into a heterocyclic ring (e.g., pyrrolidine), and

the unpaired electron is predominantly localized in the N–O bond. Such a group can
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be attached covalently to a molecule of interest at a specific site (spin label) or

introduced as an individual molecule (spin probe) designed to explore a particular

region of interest in the system under investigation. These stable radicals, generally

referred to as nitroxides, were first introduced by McConnell in the 1960s [1]. All

nitroxides share common spectroscopic features which establish their prominence

for the study of molecular and material systems. The EPR spectrum of nitroxides is

very sensitive to molecular motions in the nano- to millisecond range, and the 14N

hyperfine coupling and the g-factor are sensitive to the polarity of the environment.

Moreover, the EPR spectrum can reveal dipolar interactions between nitroxides

with distances in the range of 0.7–2.0 nm [2]. This range can be extended to 8.0 nm

by applying pulse EPR methods [3–6].

One way to attach nitroxide spin labels to proteins is by conjugation through the

thiol group of cysteine residues. These can be native or introduced using site-

directed mutagenesis [7]. This approach to spin labeling of proteins is referred to

as site-directed spin labeling (SDSL). Although highly convenient, SDSL fails

when the protein contains a large number of cysteines or cysteines that are impor-

tant for function. Recently, the incorporation of a nitroxide bearing unnatural amino

acid has been reported [8]. This new method is particularly appropriate for

overcoming the above-mentioned problems. Methods have also been devised for

labeling nucleic acids [9]. Nitroxide spin labels and those based on other organic

molecules have been extensively reviewed in the chapter by Sigurdsson.

The spin-bearing moiety in spin labels can also be a paramagnetic metal ion.

There are many metalloproteins that have paramagnetic metal ions or clusters that

are essential to their activity. These can be used as intrinsic spin labels, and indeed,

EPR spectroscopic techniques are among the best suited for studies of paramagnetic

metalloenzymes. In the case of metalloenzymes with diamagnetic metal ions,

paramagnetic metal ions are used as substitutes for the diamagnetic ions, provided

they possess the right properties (e.g., size, charge), can be directed to the same

location and retain the activity of the enzyme. Paramagnetic metal ions such

as Cu2+, VO2+, and Mn2+ are very convenient EPR probes, they are stable, and

their EPR spectral characteristics are well known and understood. These have

been commonly used as spin probes for diamagnetic metal ion sites in EPR

investigations. For example, a popular substitution in biological systems is of

Mn2+ for Mg2+ in both proteins [10] and nucleic acids [11]. This approach is highly

valuable and well established; however, it is not a general purpose spin labeling

approach and is specific to biomolecules that have metal ion binding sites. A more

general approach is engineering metal-binding sites into proteins [12].

An isolated paramagnetic center can provide structural information within

a radius of less than ca. 1 nm by measurement of the hyperfine interactions with

nearby magnetic nuclei. Longer range structural information is derived from

electron–electron spin interactions, and this, naturally, requires at least two separate

paramagnetic centers. Accordingly, paramagnetic metal substitution cannot be

simply extended for long-distance measurements by introducing a second paramag-

netic metal ion because such a second specific binding site is usually not available.

It can be applied to specific cases when the interaction between two biomolecules,
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both with a metal active site, is of interest. Otherwise such a site should be

engineered or introduced as a spin label.

In this chapter, we describe a new approach to general purpose spin labeling that

is based on metal ions, mainly Gd3+, with emphasis on the application to long-range

distance measurements. We refer to these as metal spin labels as opposed to metal

ion substitutions. In the context of paramagnetic metal ions and spin labeling,

several schemes of spin pairs for distance determination can be envisioned:

(1) two metal spin labels, (2) a metal spin label and a nitroxide spin label, (3) an

intrinsic paramagnetic metal center and a nitroxide or a metal spin label (4), and a

substituting paramagnetic ion and a nitroxide or a metal spin label (5).

There are several methods for determining the dipolar interaction between two

electron spins [13]. Briefly, these are based on (1) analysis of line broadening of the

continuous wave (CW) EPR spectrum caused by the dipolar coupling, suitable for

distances below ca. 2 nm (a comparative study of such analyses has been recently

published [14]); (2) relaxation measurements examining the enhancement of the

relaxation rate of a slow relaxing spin by the presence of a fast relaxing spin

(this method extends to distances up to 2.7 nm [15]); and (3) pulse EPR methods

such as DEER (double electron–electron resonance), termed also PELDOR (pulse

electron–electron double resonance), DQC (double-quantum coherence), and

RIDME (relaxation-induced dipolar modulation enhancement), which can rou-

tinely access distances in the range of 1.8–5 nm and under favorable conditions

can be extended to 8 nm. [4].

This chapter concentrates primarily on applications and methods pertaining to

long-range distance measurements using pulse EPR techniques because these

represent the most recent developments in the field and have attracted considerable

attention in terms of applications to biological systems.

1.1 Why Do We Need Alternatives to Nitroxide Spin Labels?

Currently, the challenge is to extend the accessible distance range to longer

distances and to increase the sensitivity of the measurements. In addition, there is

a need to access distances below 2 nm, particularly within the “gray” range of

1.5–2.0 nm that is between the applicability of CW EPR and DEER for nitroxides.

Short-range distance measurements by pulse methods at X-band are limited by the

spectral width of the nitroxide spectrum. The amount of sample required for X-band

(~9.5 GHz, ~0.35 mT) DEER measurements is 30–80 ml of at least 0.1 mM

solutions of doubly labeled proteins, and the measurement time is about 12–24 h

at 50 K. This is a relatively large sample quantity that can be difficult to obtain for

some proteins or nucleic acids, limiting the applicability of the method. Extension

to longer distances beyond 5 nm is immediately associated with low concentration

needed for a reliable removal of interferences from interpair dipolar interactions.

Therefore, measurements of long distances require an increase in sensitivity.
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One way to reduce the amount of sample (paramagnetic centers) needed is to

carry out the measurements at higher frequencies [16, 17]. The sensitivity of early

W-band (95 GHz, 3.5 T) DEER measurements on a nitroxide biradical model

compound carried out on a commercial spectrometer was severely compromised

by the limited microwave (mw) power available [18]. Recent measurements on

homebuilt spectrometers, however, showed that the sensitivity could be aug-

mented dramatically by increasing the microwave (mw) power, allowing DEER

measurements of as little as 2–3 ml of 100 mM solutions [19] or ~200 ml of 1 mM
solutions [20]. This corresponds to an order of magnitude improvement in

sensitivity in terms of the amount of sample needed compared with X-band

measurements. Sensitivity improvement has been recently reported for Q-band

(~34 GHz, ~1.2 T) measurements [21] or by using perdeuterated proteins [22],

which exhibit a considerably longer-phase memory time as compared to natural

abundance proteins.

The difficulties of high-field distance measurements using nitroxide spin labels

lie in the data analysis required for the extraction of the distance distribution. At

high fields, the nitroxide g-anisotropy becomes resolved and the spectral width

increases. Because the microwave pulses excite only a fraction of the EPR spectrum

only a subset of molecules with selected orientations with respect to the magnetic

field contributes to the DEER trace. This is referred to as orientation selection

[23, 24], and it has to be taken into account explicitly in the extraction of distance

distributions from DEER data [25–30]. This requires a series of measurements at

several magnetic field positions along the EPR powder pattern and a rather complex

data analysis. A more detailed description of DEER analysis under orientation

selection conditions is given in the chapter by Timmel and Freed. While the

above motivations for searching for alternatives to nitroxide spin labels are spec-

troscopic in nature, there may also be chemically related reasons. There are

conditions under which nitroxide radicals are not stable such as in highly acidic

solutions or in a reducing environment.

The above-mentioned limitations call for alternative spin labels that provide

high sensitivity, particularly at high fields, and are free from orientation selection

effects. Such new spin labels could be based on a metal ion as the spin-bearing unit.

Next, we discuss the use of metal spin labels or metal substitution for distance

measurements according to the spin of the metal ion, which determines the

characteristics of its EPR spectrum. The EPR spectrum, in turn, is one of the

important physical factors that affect the performance of particular spin labels in

distance measurements, and therefore, we shall start with its description. We begin

with S ¼ 1/2 metal ions where the g- and hyperfine anisotropies are the dominant

interactions, similar to nitroxides, just with larger anisotropies, and then proceed

to half-integer high-spin systems (S ¼ 5/2, S ¼ 7/2) with half-filled valence

orbitals. In these ions, the g-factor is isotropic, and the anisotropic term in the

spin Hamiltonian is the zero-field splitting. We refer to these as HFHS (half-filled

high-spin) systems.
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2 Paramagnetic Metal Ion Probes with S ¼ 1/2

2.1 The EPR Spectrum

The EPR spectrum of S ¼ 1/2 paramagnetic metal ions, such as Cu2+ and VO2+, is

determined by the following spin Hamiltonian that is governed by the g- and the

center metal hyperfine (A) anisotropic interactions:

H ¼ be B
!� g � Ŝþ �h Ŝ � A � Î: (1)

In (1), B
!

is the external magnetic field, Ŝ; Î are the electron and nuclear spin

operators, respectively, and g and A are the g- and A-tensors. Both the g- and the

A-anisotropies are usually substantial and already well resolved at X-band

frequencies (~9.5 GHz). For the sake of simplicity, we shall focus on Cu2+

EPR characteristics because distance measurements carried out between two

S ¼ 1/2 metal centers have been conducted mainly on Cu2+ pairs. This is general

enough as other common S ¼ 1/2 metal ions, such as VO2+, behave similarly.

Furthermore, we shall only consider axially symmetric g- and A-tensors, as

is often found for Cu2+. To first order the resonance magnetic field, Bres is

given by

Bres ¼ �h

begeff
½o0 � AeffMI�; (2)

where

geff ¼ ½g2?sin2bþ g2kcos
2b�1=2; (3)

Aeff ¼ 1

geff
½ðA2

kg
2
k � A2

?g
2
?Þcos2bþ A2

?g
2
?�1=2; (4)

o0 is the spectrometer frequency,MI is the spin quantum number for the projection

of the Îz spin operator, geff and Aeff are the orientation-dependent g-factor and

hyperfine coupling, respectively, given in (3) and (4), and b is the angle between the

external magnetic field vector B0, with respect to the direction of g|| and A||. Here,

the principal axes systems of g and A are taken as coinciding.

Figure 1a shows a typical calculated CW EPR spectrum of Cu2+ in an

orientationally disordered system such as a polycrystalline sample or a frozen

solution (obtained using Easyspin [31]). It also displays the individual powder

patterns for each of the fourMI values arising from the I ¼ 3/2 of 63,65Cu. The EPR

powder pattern is obtained by summing the individual powder patterns.

In typical pulse EPR experiments, the minimum p pulse length is usually 12 ns.

The bandwidth of such a pulse is approximately 160 MHz (6 mT), and therefore,
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only a part of the Cu2+ spins will be affected by the pulse, depending on the field at

which the experiment is carried out and the g- and A-strain that represent the

distribution of A and g. Figure 1b presents the set of orientations b excited by the

mw pulse for several magnetic field positions within the EPR powder pattern. It

shows that as g⊥ is approached, the range of the selected b orientations becomes

larger due to the overlap of the different MI powder patterns.
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Fig. 1 (a) A calculated solid state X-band EPR spectrum of 63Cu2+ with g⊥ ¼ 2.03, g|| ¼ 2.24,

A⊥ ¼ 50 MHz, and A|| ¼ 350 MHz. The individual powder patterns for each MI value are shown

as well. (b) The selected b (in degrees) orientations for four different magnetic fields for an

excitation bandwidth of 100 MHz. These fields are indicated in (a) by dotted lines. The simulations

were done with Easyspin
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2.2 DEER Between Two S ¼ 1/2 Metal Centers

The spin Hamiltonian that describes the electron Zeeman interactions and dipolar

interaction between the two S ¼ 1/2 spins (radicals or metal ions/clusters), A and

B, is

H ¼ oAŜ
A
z þ oBŜ

B
z þHdip; (5)

Hdip ¼ odd ŜAz Ŝ
B
z þ 1

4

�
ŜAþŜ

B
� þ ŜA�Ŝ

B
þ

�� �
; (6)

odd ¼ m0b
2
egAgB

4p�hr3
ð3cos2y� 1Þ ¼ o0

dd ð3cos2y� 1Þ; (7)

where oA and oB represent the resonant frequencies of spins A and B, respectively.

These will be a function of g and A. Equation (6) describes the dipolar Hamiltonian

Hdip. odd corresponds to the dipolar coupling between spins A and B, which are

separated by distance r, and y is the angle between vector r and the external

magnetic field. In (5), the exchange interaction was neglected, which is valid for

nonconjugated systems and when r > 1 nm [32]. The second term in Hdip (6)

represents the pseudosecular terms that are ignored when odd ffi |oA – oB|. This

has been shown to be valid also for typical Cu2+ centers where the g-anisotropy is

not very large [27].

Currently, the dipolar interaction is usually measured by the constant time four-

pulse DEER sequence (Fig. 2a) [34], which is an improvement over the initially

used three-pulse DEER sequence [3]. In this experiment, the A spins are the

observer spins, whereas the B spins are the pumped spins. The time dependence

of the echo intensity, V(t), is [35]

VðtÞ ¼ VintraðtÞVinterðtÞ; (8)

where Vintra(t) describes the contribution of the dipolar interaction between two

labels on the same molecule or molecular assembly, whereas Vinter(t) corresponds to
contributions from dipolar interactions between spin labels on different molecules.

The latter just contributes to a background decay that is usually removed during

data analysis and is given by

VinterðtÞ ¼ V0 expð�bCltÞ; (9)

where b ¼ 9
p
3�h=ð2pm0gAgBb2eÞ, C is the spin concentration, and V0 is the echo

intensity at t ¼ 0.

The part of interest is Vintra(t), which in an orientationally disordered system,

such as a polycrystalline sample or a frozen solution is [24, 35]
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VintraðtÞ ¼ 1�
ð1
0

PðrÞ
ðp=2
0

PðyÞ½1� cosðoddtÞ�drdy
 !

; (10)

where P(r) is the intrapair distance distribution and PðyÞ is the distribution function
of the angle y given by

PðyÞ ¼ lðyÞ sin y: (11)

l(y) is the probability of flipping spin B and is often referred to as the modulation

depth parameter. In an orientationally disordered system when there is no correla-

tion between the orientations of the two spins, l is independent of y. In this case

VintraðtÞ ¼ 1� l
ð1
0

PðrÞ
ðp=2
0

½1� cosðoddtÞdr sin y dy; (12)

Fig. 2 (A) The four-pulse DEER sequence. (B) X-band echo-detected EPR spectra of (a) Cu2Tf
and (b) Cu2Lf recorded at 10 K. The arrows indicate the positions of pumping (1) and detection (2)
in the DEER experiments shown in Fig. 3. (a) and (b) were adapted with permission from [33].

Copyright 2007 American Chemical Society
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where l depends on the pump pulse duration and the EPR lineshape, g(Do),
according to [36]

l ¼
ð1
0

o2
1

O2
sin2

O
2
tp

� �
gðDoÞdðDoÞ; (13)

O2 ¼ o2
1 þ Do2; (14)

where o1 is the amplitude of the mw irradiation field, Do is the off-resonance

frequency relative to the pump-pulse frequency, and tp is the pump-pulse

duration.

The modulation depth l can be determined from (13) or from (9) using a series

of solutions with varying concentrations of the radicals or ions. Alternatively, in

frozen solutions at long enough t values, the modulations in the DEER trace are

damped, and Vintra(t) reaches an asymptotic value of (1 � l) from which l can be

readily obtained. l determined this way is referred to as lexp, and it can be

smaller than the l value obtained by the other two methods. This occurs when

there are spin pairs in the samples that exhibit distances that are too short to be

accessed by the DEER experiment. When the bandwidth of the observer and

pump pulses does not exceed odd, then l becomes also a function of odd

according to [26, 37]

lðoddÞ ¼ lðyÞ½expð�4o2
ddt

2
pÞ expð�4o2

ddt
2
oÞ�; (15)

where to is the observer pulse duration. For metal ions with large g- or

A-anisotropies, the EPR spectral width becomes considerably larger than that of

nitroxides, and therefore, l is usually much smaller. When there is correlation

between the orientations of the g-tensors of the two metal ions, l(y) will depend on
this relative orientation and on the orientation of the vector connecting the two

spins, r, with respect to one of the g-tensors [17, 24]. An extensive discussion on

DEER under orientation-selective conditions is given in the chapter by Timmel and

Freed.

So far, the electron spin was considered to be localized on a single atom.

However, in many metal ion complexes, the spin can be also delocalized on the

ligands. In this case

odd ¼ m0b
2
egAgB
4p�h

X
n;m

ð3cos2ynm � 1Þ
r3nm

rnrm; (16)

where n and m are spin-bearing atoms in A and B with spin densities of rn and rm,
respectively, and ynm and rnm are the corresponding orientations and distances with

respect to B0 [26, 27, 38]. Accordingly, the derivation of the distance from the

measured odd is not as straightforward as in the spin-localized case.
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2.3 DQC and RIDME

Another method for measuring long-range distances is the double-quantum coherence

(DQC) technique [39, 40]. This method is based on the generation of double-quantum

coherences and is discussed in detail in the chapter by Timmel and Freed. The six-

pulse sequence is the most effective one and yields a time evolution similar to that

observed with DEER, showing modulation at frequency odd. For two S ¼ 1/2 spins,

the echo intensity is given by [4]

VðtxÞ ¼ 0:5V0½cosðoddtmÞ � cosðoddtxÞ�; (17)

where tm is a fixed time and tx is the variable time. For disordered systems, the

first term becomes zero for large enough oddtm values. The virtue of this

technique is that it is a single frequency technique, namely, all spin are regarded

as A spins. It is important that the pulses are short and intense in order to create

DQCs over the whole spectral distribution of the spins. In addition, it requires

extensive phase cycling to select the desired DQC coherence pathway and remove

unwanted echoes generated by the six pulses in the sequence. It also suffers from

interferences from nuclear modulation frequencies when these are present.

In systems with a narrow spectral width, DQC should be advantageous over

DEER. However, for S ¼ 1/2 metal centers with large g-anisotropy, the advan-

tages are not obvious.

Under some favorable conditions, the distance between two spins can be

measured by the simple stimulated echo sequence (p/2 � t � p/2 � T � p/2 �
t � echo), where T is kept fixed and rather long and the echo intensity is measured

as a function of t. This method is referred to as RIDME (relaxation-induced dipolar

modulation enhancement) [41], and in contrast to DEER where the flips of spin B

are induced by the pump pulse, in RIDME, the B spin flips are induced by the

electron spin lattice relaxation that takes place during the time T at a rate of 1/T1.
When T1 � t and T1

2odd
2 � 1, the echo intensity is given by [41]

Vð2tþ TÞ ¼ 0:5 1þ e�T=T1
ffi �

þ 0:5 1� e�T=T1
ffi �

cosoddt: (18)

In (18), the decay due to phase memory time has not been taken into account.

Because the modulations are induced by a stochastic T1 process, it covers all spins,
and orientation selection effects are induced only by the observer pulses and

therefore are expected to be smaller than in DEER. A major drawback of this

experiment is interferences from nuclear modulations, which can be reduced if the

experiment is performed at high fields [42]. Recently, a dead-time-free variation of

the RIDME sequence has been proposed [43]. RIDME is most efficient when T is

on the order of T1 of the B spins. Therefore, one may have to search for the optimum

temperature at which to perform the measurements, and this is somewhat

inconvenient.
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2.4 Long-Range Distance Measurements Between
S ¼ 1/2 Metal Centers

So far, most of the applications of DEER or DQC to determine distances between

metal centers concerned intrinsic sites, mostly containing Cu2+ ions. We shall

review them here briefly because they are relevant for understanding the potential

of S ¼ 1/2 metal ions as general purpose spin labels, which is rather limited due to

low sensitivity because of their broad spectrum.

The effect of orientation selection on DEER of a Cu2+–Cu2+ pair was clearly

demonstrated on a rigid bis Cu-porphyrin model (3-phenyl diporphyrin dicopper)

complex [27]. It was noted that if the pump and observer pulses are set to the g⊥
region, then an approximate Pake doublet with distinct odd features for y ¼ 900

becomes clear, thereby providing a straightforward determination of the Cu–Cu

distance. In this particular case, an additional complication was that only 85% of the

spin is located on the Cu2+ and the rest is distributed among the porphyrin nitrogens.

This was taken into account in the simulations of the DEER traces (see (16)), which

were based on a set of conformations obtained from the accessible porphyrin/

phenyl and phenyl/phenyl dihedral angles. A very good agreement between the

calculated and experimental DEER traces was obtained.

One of the earliest reports of a DEER application to metal ion pairs in

biomolecules involved covalently linked dimers of the electron transfer protein

azurin [44], which has a type I copper site. Two azurin dimers were prepared, and

their crystal structures were determined. In one of the dimers, the Cu2+ – Cu2+

distance was 1.42 nm, and no modulations could be observed due to limitations in

pulse length – this distance is usually outside the range of DEER applicability. In

the other dimer, the distance was 2.59 nm and o0
dd ¼ 3:0MHz was expected. Only

one DEER trace with the pump and observer pulses set to the g⊥ region was

reported, and data were collected only up to t ¼ 500 ns, yet modulations at

2.7 MHz were clear. In this particular Cu center, there is a significant delocalization

of the spin on the thiolate ligand [45], but the effect of this on the measured distance

has not been discussed.

Cu2+–Cu2+ distances of ~4 nm were measured in 0.4 mM transferrin (Tf) and

lactoferrin (Lf) solutions [33]. Each one of these proteins contains two Fe3+-binding

sites. The Fe3+ ions were replaced with Cu2+ ions, which have more convenient

EPR spectroscopic properties for distance measurements. This is an example of a

metal substitution probe. Four-pulse DEER was applied, and the pump and observer

pulses were set at the g⊥ region, as indicated in Fig. 2b. The dipolar evolution time

was measured up to 3 ms, and clear modulations were observed for both samples as

shown in Fig. 3. Fourier transform (FT) of the data after background removal

yielded Pake doublets showing that orientation selection can be neglected when

the pulses are set to the g⊥ region. In both samples, the width of the derived distance

distribution was rather narrow, ~0.3 nm. The distances found were 0.1–0.2 nm

shorter than the Fe–Fe distances in the crystal structure.
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A polyproline-based peptide containing two Cu2+-binding motives has also been

subjected to DEER measurements [25]. Here, the pump and observer frequencies,

with a difference Dn ¼ 100MHz, were placed in four different positions in the EPR

powder spectrum. The DEER traces, collected up to t ¼ 1.27 ms, reveal a weak

dipolar modulation, and all traces were practically the same, showing that there was

no orientation selection due to the high flexibility of the peptide. FT gave a dipolar

frequency of 3.9 MHz, which corresponds to a distance of 2.2 nm. More recently,

similar measurements on a polyalanine-based peptide with two Cu2+ sites were

carried out; again, due to the flexibility of the peptide, the orientation selection was

very mild. DQC was also used to determine the distance between the two Cu2+ ions

bound to a peptide [46]. From the FT of the DQC data, o0
dd has been determined,

and the distance was derived from it. The problem in this DQC measurement is the

significant interference from 14N nuclear modulation signals.

Another early application of DEER to paramagnetic metal sites was the mea-

surement of the distance between two metal clusters in hydrogenase [38]. In the

oxidized state, hydrogenase consists of two paramagnetic centers: a [NiFe] center,

which has an effective S ¼ 1/2 with most of the spin density on the Ni, and a

[3Fe–4S]+ iron–sulfur center, also with an effective S ¼ 1/2. This system has two

complications: the first originates from the large g-anisotropy of the [NiFe] center

that results in a high degree of orientation selection, and the second is the spin

delocalization over the different Fe in the [3Fe–4S]+ cluster making the point dipole

approximation inappropriate. Accordingly, the interpretation of the DEER data

should include the explicit interaction with each of the Fe atoms. In this case, the

dipolar frequency is approximated by [38, 47]

Fig. 3 (a) Four-pulse DEER traces of Cu2Tf (red) and Cu2Lf (blue) at 10 K with the corres-

ponding fitted background decay, recorded close to g⊥ at 341 mT (see Fig. 2) with nobserve ¼
9.845 GHz and npump ¼ 9.775 GHz. (b) The time traces after background removal and fits (black)
with the distance distribution shown in (e, f). (c, d) FT of the data shown in (b) Cu2Tf (red)
and simulation (black) and (d) Cu2Lf (blue) and simulation (black). The distance distributions of
(e) Cu2Tf and (f) Cu2Lf also show the intermetal distances derived from X-ray structures. Adapted

with permission from [33]. Copyright 2007 American Chemical Society

Metal-Based Spin Labeling for Distance Determination 175



odd ¼ m0b
2
egNigFeS
4p�h

X3
i¼1

Ki
3cos2yi � 1

r3i;Ni
: (19)

In (19), the index i corresponds to a particular Fe in the cluster, ri,Ni is the

distance between the Ni ion in the [NiFe] cluster and that particular Fe, yi is
the angle between the external magnetic field direction and the ri,Ni vector, Ki

is the spin projection factor of the individual ion, and gFeS and gNi correspond to the
g-factors of the two centers.

The DEER measurements were carried out by setting the pump-pulse frequency

on the relatively narrow powder pattern of the [3Fe–4S]+ cluster, and the observer

pulse frequency was set to the signal of the [NiFe] cluster within the limited

frequency range allowed by the spectrometer hardware. Another difficulty of this

system was the rather short phase memory times of the [NiFe] and [3Fe–4S]+

clusters, 360 and 800 ns, respectively, which restricts the measurements to rather

short distances. Nevertheless, the authors obtained high-quality DEER data, with a

clear modulation frequency of 8.5 MHz. In this particular application, the crystal

structure was solved, and the known ri,Ni distances were used to determine the Ki

values, namely, the DEER experiment gave insight into the electronic structure of

the [3Fe–4S]+ cluster [47].

This rather small number of pulse EPR applications to long-range distance

measurements between metal ions or clusters reflects the fact that such applications

are still not routine. The difficulties arise from relatively short phase memory times

that limit the dipolar evolution time and consequently the distance that can be

accessed. Moreover, the large width of the EPR spectra and consequently also

the low value of l lower the sensitivity of DEER as concentrations of 0.4 mM

(or higher) are often needed. Therefore, the common S ¼ 1/2 metal ions are not

very attractive as general purpose spin labels for biomolecules as compared to

nitroxides. This situation is worsened at higher fields because of broadening

of the spectrum due to the g-anisotropy. They are of course attractive for metal-

ion-site-specific studies.

2.5 Metal Center (S ¼ 1/2)-Nitroxide Label Distance
Measurements

Although S ¼ 1/2 metal ions have not been used so far as directly observed, general

purpose spin labels, they were introduced into proteins through specifically

engineered metal-binding sites. The purpose of this site-specific metal ion labeling

was to measure the distance between the metal ion and a nitroxide spin label

introduced via SDSL for obtaining tertiary structure information like helix packing

[48]. The engineered binding site included mutations to histidines that are known

to be excellent ligands for Cu2+. The distance was determined at room temperature

by measuring the broadening of the nitroxide spectrum due to the fast relaxing
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Cu2+ [49], and distances in the range of 1.1–1.8 nm were reported. This labeling

approach can now be used for distance measurements using pulse EPR methods

accessing longer distances. Distance measurements between a nitroxide spin label

and a functional diamagnetic ion may also be obtained if the ion can be substituted

by a paramagnetic metal ion. Here, the aim is to locate a metal-binding site in the

protein or a protein/nucleic acid complex. Alternatively, one could probe the

interaction between biomolecules: one labeled with a metal spin label or an intrinsic

metal site, and the other labeled with a nitroxide.

Paramagnetic metal ion – nitroxide distance measurements by DEER have been

carried out so far mainly on model compounds, demonstrating the feasibility of

such measurements and setting the stage for real applications. A rigid model

compound containing one Cu2+ and two nitroxides was subjected to DEER

measurements at X-band, and both the Cu – nitroxide and the nitroxide – nitroxide

distances could be determined by a proper selection of the position of the pulses

[50]. Here, the largest modulation depth was obtained by setting the pump pulse to

the maximum of the nitroxide spectrum and observing the Cu2+ signal. Such a setup

is also more efficient in terms of S/N because the signal averaging rate is deter-

mined by the T1 of the observer spins, and the Cu2+ ion has a shorter T1. On the

other hand, it also has a shorter phase memory time, TM, which limits the maximum

dipolar evolution time. Also here, placing the observer pulse at the g⊥ feature of the

Cu2+ spectrum reduced the orientation selection significantly. In more recent

measurements of a Cu2+ ion and a single nitroxide in a rigid model system, the

orientation selectivity was taken into account explicitly and the exchange interac-

tion between the Cu2+ ion and the nitroxide was determined as well [26, 51].

A nice application of a DEER distance measurement between a paramagnetic

metal center in one protein and a nitroxide spin label in a second protein has been

recently reported [27]. Specifically, the complex between two proteins in the

electron transport chain for heme-dependent cytochrome P450 enzymes was

investigated in order to determine how palustrisredoxin reductase (PuR) and

palustrisredoxin (Pux-B) bind. Distance measurements were carried out between

a reduced (Fe3+/Fe2+) form of the [2Fe–2S] cluster in Pux-B, which has a S ¼ 1/2

ground state with a considerable g-anisotropy, and PuR labeled with a nitroxide.

Here, the orientation selection was extensive, and a set of 5 DEER traces were

analyzed to yield the distance and orientation with respect to the g-tensor of the

[2Fe–2S] center.

Distance measurements between an intrinsic radical intermediate and a metal

cluster have also been reported. We note such earlier applications, using the three-

pulse DEER sequence, to photosystem II. In one application, the distance between

the redox active tyrosine residue radical, YD, and the Mn cluster in the S2 (S ¼ 1/2)

and S3 states was determined (2.7 and 3.0 nm) [52]. In another study, the distance

between the quinone radical, Q�
A, and the low-spin heme in cytochrome bþ559 was

determined (~4 nm) [53]. A more recent example concerns pyruvate ferredoxin

oxidoreductase (PFOR). This is a thiamine pyrophosphate (TPP)-dependent enzyme

that catalyzes the anaerobic oxidation of pyruvate (with coenzyme A (CoA))

to acetyl-CoA, CO2, and two electrons that are transferred to ferredoxin [54].
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Here, an intermediate state that contains the hydroxyethylidene-TPP (HE-TPP)

radical and a [4Fe-4 S]1+ cluster with S ¼ 1/2 was trapped and studied by DEER

spectroscopy. Again, the metal cluster was observed, and the pump pulse was set to

the HE-TPP organic radical intermediate. A modulation frequency of 1.48 MHz was

observed, and to further translate it into a distance, the spin distribution in both

paramagnetic centers had to be considered, complicating the analysis. To ensure that

the DEER measurements were free of orientation selection, RIDME measurements

were carried out as well. In this experiment, the refocused stimulated ESE signal of

the HE-TPP radical was observed, while the longitudinal relaxation of the [4Fe–4S]1+

center served the purpose of modifying the local magnetic field for the organic radical

spin (instead of pumping at a different microwave frequency). Since the [4Fe–4S]1+

center at any orientation is subject to longitudinal relaxation, it does not introduce

orientation selectivity. RIDME was also used to determine the distance between

paramagnetic flavin mononucleotide and a heme, in human inducible NO synthase

[54].

3 Half-Integer High-Spin Metal Ions (S ¼ 5/2, 7/2)

3.1 Gd3+ and Mn+2

One of the major requirements of a good spin label is that it can be directed to

specific sites of interest without interfering with the systems’ properties. Unlike

nitroxide spin labels that are covalently linked to the molecules of interest, metal

ions attachment is through coordination to ligands. Accordingly, the binding

constant must be high, and competition with natural binding sites in the molecules

should be avoided. One approach that is applicable to proteins is to engineer a

binding site by the introduction of metal-binding amino acids as described earlier

[55]. This has been demonstrated for Mn2+ [12]. Another simpler, more effective,

and general approach would be to covalently attach to the biomolecule a chelator,

referred to as a tag, that will bind the metal with high efficiency. Such a lanthanide

tag has been reported for the purpose of distance measurements to a nitroxide via

relaxation effects [56]. The tag should exert a minimum perturbation on the

biomolecule and should be rigid to avoid large distance distributions that are a

consequence of the motion of the tag tether rather than that of the labeled molecule.

The attachment of paramagnetic lanthanide tags to biomolecules is rather well

developed and extensively used in NMR studies of biomolecules. Paramagnetic

lanthanides exert large effects in protein NMR spectra, including changes in

chemical shifts (“pseudocontact shifts”) and the disappearance of NMR signals

due to pronounced relaxation enhancements in the vicinity of the metal ion. The

effects act over large distances (>4 nm) and can be accurately described mathe-

matically, and therefore, they are most useful for 3-D structure analysis of

biomolecules in solution [57]. Accordingly, efforts to tag (label) proteins, DNA,

and RNA molecules site specifically with single lanthanide ions have recently
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emerged [58]. Pseudocontact shifts easily average to zero if the tag is tethered to the

biomolecule via a flexible linker; therefore, rigid tags with high lanthanide affinity

are desired. These requirements are concomitant with the requirements for EPR

distance measurements mentioned above. While most of the lanthanides have very

fast relaxation times and are therefore inappropriate as EPR spin labels, Gd3+ stands

out due to its considerably longer relaxation time [57]. Tags capable of binding

lanthanide ions for NMR can also be used as Gd3+ spin labels. Unlike Mn2+, Gd3+ is

not a naturally occurring metal ion in biology and therefore is unlikely to have

natural binding sites in molecules that can compete with the engineered tag.

Another advantage of Gd3+ is that the unpaired electrons are in the inner f orbitals

and their interaction with the ligands is mostly ionic in nature, and therefore, the

unpaired electrons do not reside on the ligands. Finally, Gd3+ complexes are quite

robust chemically.

To date, all protein tags for NMR rely on either N- or C-terminal fusions of

proteins with lanthanide-binding peptides or on synthetic tags that are attached via

disulfide bonds to single cysteine thiol groups, just like nitroxide attachments

[57–59]. Although extensively used, the conjugation of a lanthanide ion via a

cysteine thiol bond can encounter the same difficulties as mentioned earlier for

nitroxides in Sect. 1. An EDTA-derivatized nucleic acid has been developed for

binding paramagnetic ions to DNA [60]. Figure 4 shows some Gd3+ tags.
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3.2 The EPR Spectrum of Gd3+

A key to understanding the utility of a spin label for distance determination is its

EPR spectrum. Here lies the major difference between the nitroxide or any other

S ¼ 1/2 paramagnetic center, including metal ions, and half-integer high-spin

systems with half-filled valence orbitals, (HFHS) such as Gd3+ that has 7 unpaired

electrons in its f orbitals. Two isotopes of Gd, 155Gd and 157Gd, have a nuclear spin

of 3/2, but their natural abundance is only ~15% each, and their gyromagnetic

moment is very low. Therefore, the EPR spectrum does not show any hyperfine

couplings. The EPR spectrum of a single Gd3+ ion is determined by the following

spin Hamiltonian:

H ¼ gbe ~B0 Ŝz þ �h Ŝ � D � Ŝ (20)

In (20), the first term corresponds to the isotropic electron spin Zeeman interac-

tion (g ¼ 2). The second term is the zero-field splitting (ZFS) term with principal

components Dxx, Dyy, and Dzz (given in frequency units), where conventionally

|Dxx| < |Dyy| < |Dzz|. D is often traceless and characterized by two values, D ¼ 3/2

Dzz and E ¼ (Dxx � Dyy)/2. For simplicity, we shall assume axial symmetry,

E ¼ 0. In this case, the first-order transition frequencies are given by

oMs!Msþ1 ¼ 1

�h
gbeB0 þ 2Ms � 1

2
½Dð3cos2a� 1Þ�; (21)

whereMS is the projection of the Ŝz operator, and a is the angle between B0 and the

direction of Dzz. To first order, there is no dependence of the central transition,

j � 1=2> ! j1=2>, on the ZFS parameters. However, there is a contribution to

second order (valid when 1
�h gbB0 � D; ), given by [61]

oð2Þ
�1=2!1=2 ¼

�hD2

16gbeB0

ð4SðSþ 1Þ � 3Þ½�2ðsin22aÞ þ ðsin4aÞ�: (22)

Equation (22) shows that as long as �hD2=16gbeB0 ffi 1, the central transition in

Gd3+ remains narrow and practically unaffected by the ZFS. Accordingly, at

sufficiently large fields, the spectrum of an orientationally disordered sample is

composed of a narrow central transition, with an isotropic character, superimposed

on a broad background due to the other transitions. The width of the latter is

determined by (21).

The allowed EPR transition probabilities (to first order) are given by

TPMs!Msþ1 ¼ ½SðSþ 1Þ �MsðMs þ 1Þ�: (23)

This yields for the central transition a transition probability of 16 for S ¼ 7/2,

whereas for S ¼ 1/2, the transition probability is unity.
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A large distribution of D and E was found in many of the Gd3+ complexes in

frozen solutions, thus smearing the powder pattern singularities and reducing

effects of orientation selection in pulse EPR experiments [62]. In Fig. 5, we

compare 10-K-calculated X-, Q-, and W-band Gd3+ EPR spectra with D and E
values and distributions typical for a Gd3+ aquo complex in frozen solution. The

central transition narrows considerably as the frequency increases, whereas

the other individual transitions retain their width, but their relative intensities

change due to the different thermal polarizations. For comparison, nitroxide spec-

tra, separated into the individualMI components, are shown in Fig. 5 as well. Here,

unlike Gd3+, the spectrum broadens as the spectrometer frequency increases. The

behavior of Mn2+ is similar to that of Gd3+ except for the presence of an isotropic
55Mn hyperfine interaction that introduce splitting into six lines. In frozen solutions,

this hyperfine coupling is resolved only in the central transition. Considering the

narrower linewidth of the central transition and its high transition probability, it is

clear that high-field measurements offer a considerable sensitivity increase for Gd3+

and Mn2+ [63]. High-spin Fe3+ is also an HFHS ion, but unlike Gd3+ and Mn2+, it

usually has a very large ZFS, and therefore, it is not appropriate as a spin label. As

shown in Figs. 5 and 6, the solid state EPR spectrum of HFHS is not only field

dependent but also temperature dependent, particularly at high fields where thermal

polarization becomes substantial. As the temperature decreases, the lower energy

levels become more populated at the expense of the higher energy levels and this

changes the relative intensities of the various transitions in the EPR spectrum. In

Fig. 6, we compare the temperature dependence of the population difference of the
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Fig. 5 Top row shows calculated W-, Q-, and X-band EPR spectra of Gd3+ at 10 K. The individual

transitions are shown as well and blown up in the inserts. The parameters used to calculate the

spectra are D ¼ 850 MHz, E ¼ 270 MHz, and distribution of 700 and 130 MHz, respectively.

The bottom row depicts calculated nitroxide spectra for these three frequencies, also showing the

individual MI spectra. All spectra were calculated using Easyspin [31]
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central transition of Gd3+ at X-, Q-, and W-band. These plots show that a maximum

intensity of the central transition is reached at ~10 K at W-band; at ~3 K at Q-band

and at X-band, it is close to zero.

3.3 Gd3þ – Gd3þ Distance Measurements

Given the spectroscopic properties mentioned above, Gd3+ offers a number of

critical advantages as the spin-carrying moiety in spin labels for high-field EPR

applications. Its spin is closely localized on the Gd3+ atom, andD is relatively small

in most complexes (D < 40 mT) [62]. Consequently, the width of the subspectrum

of the central transition is narrow for spectrometer frequencies n0 > 30 GHz,

resulting in very high sensitivity. The large transition probability of the Gd3+ ion

(see (23)) leads to about a fourfold larger effective amplitude of the irradiating

microwave field o1 for the central transition of Gd3+ as compared to the nitroxide

spin. This allows short p pump pulses to be applied also in spectrometers with

limited mw power. The spin–lattice relaxation time of Gd3+ is short compared to

those of nitroxides, allowing rapid signal averaging at cryogenic temperatures

(~10 K). Most importantly, the central transition, as well as the other transitions,

can be considered as effectively isotropic with respect to the ligand orientation

because the large ZFS distribution (in amplitude and orientation) [62] abolishes the

Ms
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orientation selection. Finally, the broad spectrum of the “other” transitions, which

spans thousands of Gausses, opens up the possibility for extending the short-

distance limit of DEER as large Dn-values (the pump-observ) pulse frequency

separation can be accessed. In this case, the exchange interaction, J, will have to

be considered as well. It is also possible that the dipolar splitting will be resolved in

the narrow central transition. Before going into the specifics of DEER of HFHS

systems, we review the long-range distance measurements carried out so far on

Gd3+–Gd3+ pairs.

3.3.1 Model Systems

The feasibility of distance measurements between two Gd3+ ions was first

demonstrated using the simple rigid bis-Gd3+ complex shown in Fig. 7a [64]. The

DEER measurements were performed at Ka- (33.78 and 29.6 GHz) and W- (94.9

GHz) bands, and the corresponding echo-detected (ED) EPR spectra are shown in

Fig. 7b, c. The width of the W-band central transition is about 0.4 of the Ka-band

width, as expected (see (22)). The four-pulse, time-domain DEER traces, shown in

Fig. 8a, exhibit a steep initial decay followed by shallow but clear modulations.

Such a time-domain trace is characteristic of a short distance with some distribu-

tion. The distance was derived from (10), using DeerAnalysis2006 [37], neglecting

the exchange interaction and ZFS effects on odd. The distance distributions

obtained, shown in Fig. 8b, yield a maximum at 2.0–2.05 nm as compared to
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Fig. 7 (a) The structure of the bis-Gd3+ complex. (b and c) ED-EPR spectra of the bis-Gd3+

complex recorded at (b) W-band (0.2 mM, 10 and 27 K) and (c) Ka-band (~1.5 mM, 13K). The

positions of the pump and observer pulses for the DEER traces shown in Fig. 8 are indicated
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2.12 nm determined later from the crystal structure [65]. This good agreement

shows that (10) holds also for this high-spin system and that DEER data can be

analyzed accordingly. This will be further discussed in Sect. 3.4. The modulation

depth is low, a few%, as is expected considering the bandwidth of the pump pulse

with respect to the total width of the spectrum. The shallow modulation depth is

compensated by the very intense EPR signal. In addition to the peak at 2 nm

(Fig. 8b), the distance distributions show shoulders at higher distances, which

were attributed primarily to artifacts due to some uncertainty in the background

removal.

Following this first demonstration of distance measurements between two Gd3+

ions in a rigid molecule, a bis-Gd3+ complex with a flexible “bridge,” C2-Gd-595,

was investigated (see Fig. 9a) [67]. This flexible molecule was taken as a model

for a highly flexible protein, and a simple evaluation of the conformations of C2-

Gd-595 showed that distances in the range of 0.5–2.6 nm are expected. The Ka-

band DEER data are shown in Fig. 9b. Here, again, the modulation depth is very

low, and no modulations past the first period are observed. The damping of the

modulation is attributed, at least partially, to the broad distance distribution. The

lower than expected modulation depth is due to the presence of spin pairs with

short distances that are outside the bandwidth of the pulses. Measurements were

also carried out at W-band (data not shown), with a pump pulse longer than that

used at Ka-band, 12 vs 25 ns. Therefore, while the Ka-band data revealed

distances down to ~1.3 nm, at W-band, the cut off was at 1.9 nm (Fig. 9c).

Recent measurements (Raitsimring, unpublished results) carried out at Ka-band,
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Fig. 8 (a) The four-pulse DEER traces of the bis-Gd3+ complex shown in Fig. 7 recorded at (top)
Ka-band, 13 K, data shown are after removal of the background (to ¼ 15/25/25 ns, tp ¼ 12 ns,

Dn ¼ 160 MHz), (bottom) W-band, 10 K (to ¼ 20/40/40 ns, tp ¼ 16 ns, Dn ¼ 83 MHz). (b) The

corresponding distance distributions
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Fig. 9 (a) C2-Gd595. (b) Ka-band (29.9 GHz) DEER traces of C2-Gd595 (0.5 mM) obtained with

a pumping pulse applied to the maximum for the �½$½ transition: trace 1 data after subtraction

of a trace obtained with tp applied �70 G from the maximum �½$½ peak to remove

contributions from other transitions, trace 3 after removal of the background (trace 2). Pulse

durations: tp ¼ 12 ns, to ¼ 30 ns for p-pulse, Dn ¼ 200 MHz. Repetition rate ¼ 1 kHz, total

accumulation time ¼ 2 h, T ¼ 15K. The height between the two horizontal dotted lines denotes
the modulation depth lo. (c) Solid lines, distance distributions derived from Ka-band DEER data

(1, 2) shown in (b) andW-band DEER data(not shown) (1’ 2’). The dashed linewas obtained using
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with significantly shorter pulses (8 and 10 ns for the pump and observer pulses)

and a considerably larger Dn, were able to cover the full range of dipolar

interactions (Fig. 9d, e), confirming the loss of modulation depth due to the

presence of spin pairs with distances that are too short to be accessed by

the pulses. Note that here the modulation depth increased to 11–12%, which is

close to the expected value.

3.3.2 Proteins and Peptides

The Gd3+–Gd3+ distance measurements on models were followed by measurements

on biomolecules. Proteins and peptides were labeled according to the scheme

shown in Fig. 4b where the attachment is via cysteine residues through the forma-

tion of an S–S bond [66, 68], just as is routinely done for nitroxide labeling. Two

different dipicolinic acid derivatives were tested as tags, 4MMDPA (4-

mercaptomethyl-dipicolinic acid) and 3MDPA (3-mercapto-dipicolinic acid).

They differ by the length of the tethers (one CH2 group) and the position of the

SH group. To evaluate the performance of such Gd3+ tags for distance

measurements, DEER measurements were carried out on two proteins, p75ICD

and tC14, each labeled with two nitroxides or two Gd
3+ spin labels at the same sites

[68]. The two types of labels were compared at W-band, and the nitroxide-labeled

proteins were further investigated with X-band DEER measurements. Both proteins

have known NMR structures [69, 70]. In p75ICD, the orientations of the two

nitroxides were found to be uncorrelated, and the same distance, 2.5 nm (maximum

of the distance distribution), was obtained from the X- and W-band measurements.

The measured Gd3+–Gd3+ distance was 2.9 nm for both 4MMDPA and 3MDPA. In

contrast to p75CD, in tC14, the orientations of the nitroxides are correlated, and the
W-band measurements exhibited strong orientation selection as shown in Fig. 10.

These data show that with p mw pulses of 25 ns, the S/N that can be obtained in

W-band DEER of nitroxides is rather good, except at the gzz region. This strong
orientation selection prevented a straightforward extraction of the distance distri-

bution. The X-band measurements gave a nitroxide–nitroxide distance of 2.5 nm

(maximum of the distance distribution). W-band DEER data for tC14 labeled with

4MMDPA and 3MDPA are shown in Fig. 11. The Gd3+–Gd3+ distance distributions

showed maximum at 3.4 nm for both Gd3+ tags. Also here, the modulation depth

was found to be significantly lower than expected and attributed mainly to the

presence of free Gd3+.

Fig. 9 (continued) the step function approximation for deriving the distance distribution and the

dashed lines by DeerAnalysis, Gaussian fit option. (b) and (c) are reproduced from [66] with

permission, Copyright # 2010, Elsevier. (d) Ka-DEER data obtained with tp ¼ 8 ns, to ¼ 10 ns

for the detection p-pulses, and Dn ¼ 800 MHz. (e) The distance distribution derived from (d)
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To rationalize the distance distributions measured with the three types of spin

labels and the difference between the Gd3+–Gd3+ and nitroxide–nitroxide distances,

the distance distributions between the spin labels were calculated [68]. This was

achieved by computationally attaching to the cysteine residues in model 1 of the

NMR structures (PDB codes 1NGR for p75ICD and 2AYA for tC14), molecular

models of the spin labels with optimal bond lengths and bond angles, and randomly

sampling rotamer configurations of the spin label tethers. The results of the

simulations for the Gd3+ tags, shown in Fig. 12, are in good agreement with the

experimental distance distributions both in terms of the positions of the maxima

and their widths. The maximum of the distance distribution of Gd3+–Gd3+ ions in

the samples tagged with 3MDPA is predicted to be at a distance shorter by 0.2 nm

than for the samples tagged with 4MMDPA for both proteins. This small difference

has not been resolved experimentally. The maximum of the Gd3+–Gd3+ distance

distribution is predicted to be at 3.3 nm for tC14, which is close to the measured

value of 3.4 nm. For p75ICD, the maximum of the calculated Gd3+–Gd3+ distance

distribution is at 3.2 nm. This distance reduces to 2.9 nm when one of the Gd3+ ions

is assumed to be immobilized by coordination to Asp397, leading to better agree-

ment with the experimental values. The coordination of Asp397 to the Gd3+ ion was

supported by ENDOR (electron-nuclear double resonance) and NMR results.

The simulations show distance distributions with a width at half-height of about

0.8 nm, in close agreement with the experimental results [68]. In the case of the

nitroxide-labeled proteins, the maximum of the calculated distance distribution

(2.9 nm) was longer than the experimental value (2.5 nm) for both proteins.
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Fig. 10 W-band DEER results (40 K) of doubly nitroxide-labeled tC14 (~60 mM). (a) DEER raw

data measured at 40 K at different magnetic fields. The inset shows the ED-EPR spectrum of this

sample at 40 K, indicating the positions of the pump and observer pulses. Experimental conditions

for microwave observer and pump pulses: to ¼ 30/60/60 ns, tp ¼ 25 ns, Dn ¼ 65 MHz. The

measurement time was 0.5 h with the field set at the maximum EPR signal, and 13 h for the highest

field position. (b) Fourier transform of the time-domain DEER data obtained after subtraction

of the background. Adapted with permission from [68]. Copyright 2010 American Chemical

Society
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The above example showed that spin labeling with Gd3+ is a feasible and

attractive approach for distance measurements at high fields. The sample

requirements are 2–3 ml of a 50–100-mM-labeled protein in a D2O/glycerol-d8
solution. The latter is needed for obtaining a phase memory time that is as long

as possible. This protein quantity is smaller by an order of magnitude than that

needed for DEER measurements on nitroxide-labeled proteins at X-band.
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Fig. 11 W-band DEER results (25 K) for tC14 doubly labeled with Gd3+-4MMDPA and Gd3+-

3MDPA (~100 mM). (a) Raw DEER time-domain data of tC14 tagged with 4MMDPA-Gd3+,

DEER trace after subtraction of the background decay, and the corresponding superimposed

calculated trace obtained with the distance distribution shown in (c). The experimental conditions

were tp ¼ 12.5 ns, to ¼12.5/25/25 ns, Dn ¼ 78 MHz. (b) Echo-detected EPR spectrum of tC14
tagged with 4MMDPA-Gd3+ recorded with the two-pulse echo sequence. Arrows mark the

positions of the pump and observer pulses. (c) Gd3+–Gd3+ distance distribution. The dashed
curve was obtained by a Gaussian fit. The calculated DEER trace in (a) was obtained with the

Gaussian fit; the same quality fit was obtained with the Tikhonov regularization (solid line in c).

(d–f) Same as (a–c) except that tC14 was tagged with 3MDPA-Gd3+. Here, fit with only Tikhonov

regularization is shown. Adapted with permission from [68]. Copyright 2010 American Chemical

Society
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Fig. 12 Distributions of Gd3+–Gd3+ and nitrogen–nitrogen distances in p75ICD (PDB code

1NGR) and tC14 (PDB code 2AYA). Distances were calculated by randomly generating rotamers

of the bonds connecting the paramagnetic centers with the Ca atom of the tagged cysteine residues,

excluding conformations that clash with protein atoms in the NMR structures. (a) Distance distri-

butions calculated for p75ICD. The different curves were calculated for the tags described in the

figure. The dotted-dashed curve was calculated by assuming complete immobilization of one of

the Gd3+ ions by coordination to the tag (attached to C416) and D397. Lower panel: Distance
distributions calculated for tC14 for the tags described in the figure. (b) Cartoon of the NMR

structure of p75ICD tagged with two 4MMDPA-Gd3+ complexes. The conformer chosen shows

the Gd3+ ion coordinated to the tag as well as to D397. The Gd3+–Gd3+ distance is indicated

for a random conformer of the 4MMDPA tag attached to C379. (c) Cartoon of the NMR structure

of tC14 tagged with two 3MDPA-Gd3+ complexes. The Gd3+–Gd3+ distance is indicated for

a randomly chosen conformer of the tags attached to C528 and C553. Adapted with permission

from [68]. Copyright 2010 American Chemical Society
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In order to better understand the features of the dipicolinic acid tags in the

context of Gd3+ spin labeling for distance measurement, a model peptide, melittin,

was labeled with 4MMDPA and investigated extensively [66]. Specifically, the

effects of the solution molar ratio of Gd3+ and the labeled peptide, the temperature,

and the maximum DEER evolution time, on the DEER modulation depth were

studied. The optimum [Gd3+]/[4MMDPA tag] ratio was found to be around 0.6–0.8

to avoid free Gd3+ that masks the DEER effect on the one hand, and the formation

of peptide dimers on the other. The latter appears to be due to the formation of

Gd3+-tag2 complexes because a single 4MMDPA tag provides only three coordina-

tion sites, while Gd3+ can coordinate up to nine ligands. In addition, the modulation

depth was found to be not only determined by the spectral bandwidth of the pump

pulse as compared to the EPR spectral width, but it is also sensitive to random flips

of the pumped B spins due to spectral diffusion or fast electron spin relaxation that

decrease the modulation depth. The sensitivity to the presence of free Gd3+ arises

from the much narrower width of the central transition of the Gd3+ aquo complex as

compared to Gd3+-4MMDPA.

The Gd3+–Gd3+ distance in {Gd3+-4MMDPA mel-C15C27} of 3.4 nm was found

to be 1.2 nm longer than the NO–NO distances in nitroxide-labeled mel-C15C27.

This difference was attributed to the different orientations and conformations of the

nitroxide and Gd3+ labels due to their different properties. This difference is similar

to that observed for the proteins discussed above. This suggests that the two types of

labels can provide complementary structural information.

The first “real” application of Gd3+ spin labeling for distance determination has

been recently reported [71]. ERp29 is a carcinogenic chaperone ubiquitously

expressed in the endoplasmic reticulum where it facilitates processing and transport

of proteins [72, 73]. It forms a 51 kDa homodimer which is essential for the

function. The 3-D structures of the N- and C-terminal domains were first deter-

mined individually for the rat protein by NMR spectroscopy [74] and subsequently

for the human full-length protein by X-ray crystallography [75]. The amino acid

sequences of the N-terminal domains of the rat and human proteins are identical

except for residue 133 (serine in rat ERp29, threonine in human ERp29). However,

different dimer interfaces were identified by NMR and X-ray crystallography.

DEER measurements were carried out to determine the dimer interface of the rat

protein in solution and resolve the above discrepancy [71]. The tag used was C1

(see Fig. 4c). Although larger than the 4MMDPA and 3MDPA tags, it has several

advantages. It is based on a DOTA amide derivative with a 2-(pyridin-2-

yldisulfanyl)ethyl amino pendant for spontaneous reaction with a cysteine thiol

group under formation of a disulfide bond [76]. DOTA is a chelate with eight

coordinating atoms, and therefore, it has a very large binding constant. It can be

attached to the protein with the Gd3+ already coordinated, thus eliminating

problems arising from free Gd3+ in solution. It has a smaller ZFS, and consequently,

the central transition is narrow and the EPR signal is very intense. Finally,

substituents of C1 are designed to induce steric hindrance and thus prevent a

large mobility of the tag.
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Two double mutants, C157S/S114C and C157S/G147C, were prepared. In the

following, these are referred to as S114C and G147C, respectively. The S114C was

produced as a perdeuterated protein, while G147C was produced without

perdeuteration. The final monomer concentration was 100 mM with about 90%

and 50% labeling for S114C and G147C, respectively. Figure 13 shows the DEER

Fig. 13 Four-pulse DEER results obtained with about 3 mL of 100 mM frozen solutions of the

ERp29 mutants S114C (left panel) and G147C (right panel) in 80% D2O/20% glycerol-d8 at 10 K.

The spectra were recorded in about 12 h each. (a) Normalized DEER traces fitted with appropriate

background decay (in red). (b) Same DEER traces after background removal along with the fits

obtained by either Tikhonov regularization (red) or by fitting two weighted Gaussians (blue).
(c) Distance distribution obtained by the two different fits shown in (b). The data were analyzed

using the program DeerAnalysis [37]. Adapted with permission from [71]. Copyright 2011

American Chemical Society
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results of both mutants. The data were recorded with a dipolar evolution

time, t, reaching values as high as 7.0 and 8 ms. Both DEER traces clearly reveal

dipolar modulations. Distance distribution is shown in Fig. 13c, exhibiting a maxi-

mum at 6.05 and 5.68 nm for the S114C and G147C mutants, respectively. Using

the crystal structure of the human ERp29 dimer (PDB ID 2QC7) and the crystal

structure of the symmetrical parent compound of the C1 tag (DOTAMPh-Gd

complex, CSD accession code EQOZUF), a distance distribution was calculated

taking into account all possible conformers of the C1 tag. The protein coordinates

were kept fixed, and conformers with steric clashes between tag and protein were

eliminated. The maxima of the distance distributions are located remarkably

close to those obtained by the DEER experiments (6.05 and 5.8 nm), suggesting

that the DEER measurements delivered the distance between the Gd3+ ions with

high accuracy. Paramagnetic NMR measurements were carried out as well with

paramagnetic (Tb3+, Tm3+) and diamagnetic (Y3+) metal ions, and these experi-

mental results also showed excellent agreement with the calculated distance distri-

bution and the DEER data. This excellent agreement further supports the validity of

the DEER data analysis using the standard expressions of two S ¼ 1/2 spins [64]

and of the DeerAnalysis software [37]. The close agreement of the DEER and NMR

data with the crystal structure of human ERp29 unequivocally confirms that the

dimer interface of the crystal structure prevails in solution.

3.3.3 Nucleic Acids

An efficient method for attaching Gd3+ chelates to the ends of a DNA molecule has

been reported [77]. Two labels, Gd-595 and Gd-538 (Fig. 4d), were attached using

click chemistry to a modified base at the 50 end of the oligonucleotides. In order to

maintain the shortest possible linker between the Gd3+ chelate and the attachment

point to the oligonucleotide backbone, 50-I-dT was converted to an azido functional

group after oligonucleotide elongation [77]. Two singly labeled complementary

chains were prepared, and then, a double-strand DNA was formed. This approach is

similar to that used for nitroxide spin labeling of DNA which has been used as

a ruler for distance measurements [78, 79]. The motivation was to estimate the

high end of the range of distances that can be probed by Gd3+ spin labels. The

Gd- 595 tag is more symmetric than Gd-538, and therefore, it has a lower D-value

(~20 and ~40 mT, respectively) [80]. This leads to a better S/N for Gd-595, which

unfortunately has the longer tether.

The Ka-band DEER results obtained from the Gd-595 tag are shown in Fig. 14a, b.

The DEER trace displayed is after the removal of the background decay, which

was determined by comparison of the DEER traces of two samples with different

concentrations [80]. Data acquired up to 6 ms reveal a clear modulation period and

the distance distributions peaks at 5.7 nm which is in very good agreement

with molecular dynamics (MD) simulations. The distance obtained for Gd-538
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was 5.2 nm. Here, the depth is lower, and the accumulation time needed was

longer because of the broader central peak. Sample concentrations were very

low, 40–80 mM Gd3+, and the sample volume was about 20 ml [80]. W-band

measurements were carried out on these samples as well. Due to the narrower

central transition at W-band, DEER traces of both Gd-538 and Gd-595 could be

collected up to 11 ms, and a good S/N was obtained within an accumulation time

similar to that of the Ka-band measurements. The results for Gd-595 are shown in

Fig. 14c, d.
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Fig. 14 (a) Trace 1, distance distribution function P(r) obtained from Via(t) of the double-stranded
Gd595-DNA (presented in Fig. 4b) using “the two-Gaussian fit option” in the DeerAnalysis

software package. P(r) is the sum of two weighted Gaussians, with (xo, d) ¼ (57.3 Å, 6 Å)

and (73 Å, 50 Å), where xo and d are the center and width of the Gaussians. Trace 2, distance

distribution function obtained by MD simulations. (b) Experimental DEER traces after back-

ground removal (solid) of Gd595-DNA and the calculated fitted data obtained with the distribution

function shown by trace 1 in (a). Experimental conditions: Ka-band, 10 K, tp ¼ 15, to ¼ 20, 20,

20 ns, 20 mM dimer concentration, 20 ml sample volume, Dn ¼ 100–120 MHz, accumulation time

14 h [80]. (d) DEER data of the double-stranded Gd595-DNA measured at W-band at 10 K after

background removal and (c) the corresponding FT spectrum. The splitting of 0.52 MHz yields

a distance of 5.8 nm. Experimental parameters: tp ¼15 ns, to ¼ 25, 50, 50 ns, Dn ¼ 120 MHz,

accumulation time ~16 h, sample volume 2–3 ml
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3.4 DEER Analysis in High-Spin Systems

The spin Hamiltonian of two Gd3+ ions coupled by a dipolar interaction is

H ¼
X
i¼A;B

gbe ~BŜz;i þ �hŜi � Di � Ŝi
� 	þHdip (24)

Hdip is given in (6). The effect of the ZFS term is to tilt the quantization axis of the

electron spin away from B0. This should, in principle, modify the dipolar splitting

and the phase acquired in the DEER experiment. Similar to the S ¼ 1/2 case, only

the secular terms of the dipolar interaction are considered. A second-order pertur-

bation derivation concentrating on the effect of the ZFS on the dipolar splitting has

been reported, and general expressions were given [67].

In the context of ENDOR and ESEEM (electron spin echo envelope modula-

tion), where the nuclear frequencies are of interest, the ZFS effect has been taken

into account by the introduction of effective projection operators using perturbation

theory for a small ZFS, �hD=gbeB0 ffi 1 [81, 82]. It was shown that the corrections

to the effective projection operator<Ŝzi> are proportional to ð�hD gbeB0= Þ2 and are,
therefore, negligible for Gd3+ at both Ka- and W-bands. The corrections to <Ŝxi>
and <Ŝyi> are more significant because they are proportional to �hD gbeB0= . None-

theless, second-order perturbation theory shows that the shift of the respective

energy levels due to terms involving <Ŝx;y> does not result in a correction to odd

[64]. Exact calculation show that such a contribution amounts to only 1–2% of the

nominal value of odd.. For D � 1,200 MHz, which applies to most Gd3+ complexes

[62], the apparent DEER modulation frequency can deviate from odd by no more

than 3–5% if the measurements are performed at Ka-band or higher. This is

confirmed by the experimental results reported so far (see Sects. 3.3–3.4).

Naturally, the subspectrum of the central transition is the most attractive for

placing the pump and observes pulses. In this case, the two spins can be regarded as

effective S ¼ 1/2 systems, and the excellent and convenient DeerAnalysis software

[37] can be used for data analysis. This was done for the bis-Gd rigid model [64].

There, the maximum of the distance distribution gave a distance very close to that

obtained by crystal structure, whereas the width of the distance distribution was

considerably larger than expected. The source of the fast damping of the dipolar

modulations is unclear and could be a consequence of the high-spin system

properties that have not been taken into account. One possibility is the contributions

of the pseudosecular terms of the dipolar interaction that are usually neglected for

S ¼ 1/2 systems but may have effectively larger contributions for S ¼ 7/2 and

should not be ignored [67].

There are cases where the contributions of the broad background at both the

observer and pump frequencies are not negligible. This depends on the magnitude

of D, the temperature, and the spectrometer frequency. Moreover, often, the central

transition is too narrow to accommodate both pump and observer pulses, and the

frequency of the observer pulse has to be placed on the broad signal of the other
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EPR transitions. There have been several reports of such experimental conditions

[71, 80], yet the data were treated using the expressions pertinent to spin S ¼ 1/2

systems. The distances obtained matched well-distances predicted by MD

simulations [80] and NMR and crystal structure data [64, 71] justifying this

simplification. This approach is valid as long as the pump pulse causes spin flips

in B corresponding only to single-quantum transitions. Such a flip will change the

local field at the A spin by an amount that is the same as that of a flip of a spin with

MS ¼ �1/2. Nevertheless, the theoretical justification for this should be developed

and established. This can be done using the general expression for the dipolar

evolution frequency corresponding to any pair of MS, MS’ spins [67].

3.5 Modulation Depth and General Sensitivity Considerations

The total sensitivity of the DEER experiment depends on both l and the echo

intensity V0 at time t ¼ 0 according to [5, 80]

SðDEERÞ ¼ lðT; v0;DÞV0ðT; v0;DÞ: (25)

In (25), n0 corresponds to the spectrometer frequency, and T is the temperature.

V0 naturally depends on many instrumental parameters that are often beyond the

control of the user, the length and frequency of the observer pulses, the EPR

lineshape, the temperature and the relaxation times, T1 and TM. l depends on the

pump-pulse length and frequency and the EPR lineshape. Because the lineshape is

temperature and spectrometer frequency dependent, these parameters affect both l
and V0 of HFHS. A sensitivity analysis of DEER using nitroxide labels has been

reviewed in detailed [5], and some of the parameters discussed apply to Gd3+ as

well. Next, we shall focus only on the parameters that are unique for Gd3+. These

are the dependence of the spectrum lineshape on temperature due to the multitude

ofMS energy levels and the strong thermal polarization associated with them, on the

spectrometer frequency and the ZFS parameter D. While at a particular frequency

the low temperature spectra of different nitroxides are highly similar and variations

are subtle, for Gd3+, different tags have different D values, and it is important to

understand the range ofD values for which reasonable sensitivity can be obtained at

a particular spectrometer frequency.

Next, we limit ourselves to the case where the pump pulse is placed at the

maximum signal, namely, the maximum of the central transition. We recall that l
represents the probability that spin B is flipped by the action of the pump pulse, and

in (13), g(Do) represents the number of spins at a particular resonance frequency,

Do. While this is valid for an S ¼ 1/2 system, this is not the case for HFHS

systems, where the lineshape is a superposition of several transitions varying

in their transition probabilities and population differences. Therefore, the echo

intensity at a particular position within the EPR lineshape cannot be taken

as simply proportional to the number of spins that resonate at this particular
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field/frequency position. Here, different proportionality constants for each EPR

transition should be taken into account. Accordingly, the general expression for l is

lðT; v0;DÞ /
X2S
i¼1

ðo2
1;i

O2
i

sin2
Oi

2
tp

� �
ðPðMSÞ þ ðPðM0

SÞÞgiðDoÞdðDoÞ: (26)

In (26), o1,i is the nutation frequency of each transition, where o1;i ¼
TPMs!M0

s


 �1=2gB1. B1 is the amplitude of the mw field, and TPMs!M0
s
is the transition

probability (see (23)). gi(Do) is the normalized lineshape of the individual

transitions, and P(Ms) the population of level Ms. Equation (26) shows that the

calculation of the modulation depth from the full-EPR lineshape is complicated as it

requires the deconvolution of the spectrum to its individual transitions.

This can be simplified by considering only the central transition. If we neglect con-

tributions from other transitions at the pump position, taking into account only the line-

shape of the j � 1=2> ! j1=2> subspectrum, using (13), one can obtain lcentral and
then scale it down by the relative populations of theMS ¼ �1/2 levels such that [64]

lðT; v0;DÞ ¼ lcentralðT; v0;DÞ P � 1

2
; T

� �
þ P

1

2
; T

� �� �
: (27)

The width of the central transition is proportional to D2/n0, and therefore,

lcentral / ½D2=n0��1
. The temperature dependence enters through the populations

of the MS ¼ �1/2, Pð�1=2Þ þ Pð1=2Þ. The latter increases with temperature until

it reaches its maximal value of 0.25.

Table 1 summarizes the l values for various samples calculated using (27) and

the lexp values determined from the asymptotic value of Vintra(t) according to (12).

It shows that lexp is considerably smaller than that obtained for nitroxides at

X-band, which can reach values as high as 0.4. This is because the spectrum is

much broader; more than 75% of the spins contribute to the broad background.

Furthermore, for Gd3+ lexp is usually smaller than the theoretical l. It clearly shows
that it depends on the width of the central transition, and therefore, for the same

sample and pump-pulse length, l should be larger at W-band as compared to

Q-band as long as one works at a temperature where the central transition has a

significant intensity. At W-band, this is reached at 9 K, and at Q-band, at 3 K (see

Fig. 6). This statement is correct as long as spin dynamics effects such as spectral

diffusion are negligible.

Next, we consider the S/N of V0, namely, the echo intensity. Assuming that the

frequency of the observer pulses is within the central transition and taking into

account the effect of T1 and the phase memory time, TM, along with the Boltzmann

distribution [5, 80], we obtain

S=NðVo;centralÞ/ 1ffiffiffiffiffiffiffiffiffiffiffiffi
T1ðTÞ

p expð�2tmax=TMðTÞÞg�1=2!1=2ðoobsÞ½Pð�1
2
;TÞ�Pð1

2
;TÞ�Þ:

(28)
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In (28), the T1 dependence reflects the efficiency of signal averaging, tmax is the

maximum time evolution of the dipolar interaction in the four-pulse sequence, and

g�1=2!1=2ðoobsÞ stands for the lineshape of the central transition and its intensity at
the observer frequency, oobs. The latter corresponds to the off-resonance frequency

of the observer pulses. Here, the maximum intensity of g�1=2!1=2 is proportional to

n0/D
2. The last term in (28) corresponds to the population difference. While for

Gd3+, l is inferior to nitroxides at X-band, V0,central is significantly larger because

T1 is considerably shorter at both Q- and W-band (see Table 2), and a large

polarization can be obtained at reasonable temperatures (see Fig. 6). From our

limited experience, TM at W-band is longest around 6–10 K (Table 2), although

it may be even longer at lower temperatures due to spin bath polarization [84].

We have not checked temperatures lower than 6 K.

Equations (26)–(28) show that in terms of S/N, the lower is D the better.

However, when the central line becomes too narrow, as occurs for DOTA

derivatives at W-band (see Table 1), then the observer pulse has to be placed

outside the central transition, on the broad background of the other transitions.

This is configuration is needed also when short distances are of interest and a large

Dn is required. In this case, V0 is determined by the broad signal of all transitions

other than the central one according to

S=NðV0;otherÞ / 1ffiffiffiffiffiffiffiffiffiffiffiffi
T1ðTÞ

p expð�2tmax=TMðTÞgM!Ms0 ðoobsÞ½ðPðMs; TÞ � PM0
s; TÞ�:

(29)

In (29), the bar represents a weighted average of all transitions taking into

account their lineshape and relative intensity at the position of the observer pulses.

Detailed calculations comparing the DEER sensitivity as a function of the width of

the central transition and temperature have not been reported as yet but are

necessary for optimization of the DEER experiment. Furthermore, systematic

measurements of T1 and TM as a function of temperature and field are also required.

In Table 2, we present the relaxation times reported to date.

3.6 HFHS Metal Ion- Nitroxide Systems

Distance measurements between a nitroxide and a Gd3+ spin label may be also a

useful approach for a particular set of problems (see Sect. 2.5), for example, when the

Table 2 Summary of T1 and TM of Gd3+ chelates at low temperatures

Sample Frequency Temperature (K) T1 (ms) TM (ms) Gd3+ conc (mM) Ref

Mellitin-4MMDPA W 10 100 (22)a 3.6 200 [66]

25 91 (12) 2.6 200

Gd-terpyridine Q 5 130 2 600 [83]

10 20 3 600

Aquo complex W 10 100 200
aThe data were fitted to two exponentials

198 D. Goldfarb



interaction between different biomolecules is of interest. Labeling a single molecule

with two types of labels is synthetically demanding, and using the site-directed spin

labeling approach will lead to a distribution of labeled species with only half of the

molecules being hetero-labeled, and this reduces sensitivity. Therefore, it is not an

attractive general approach. This is not the case for biomolecule complexes involving

two types of molecules where each molecule is labeled with a different label. Thus

Gd3+ labels that are rather large could be used to label surface sites in one protein,

while inner sites in the other protein could be labeled with a nitroxide. In such a case,

some of the advantages of using Gd3+ labels would still be preserved.

DEER distance measurements at X- and Q-band on a Gd3+ – nitroxide rigid

model have been recently reported [83]. The S/N at X-band was very poor com-

pared to Q-band measurements, as expected considering the frequency dependence

of the central transition. Moreover, the ZFS approximated at 40–50 mT is rather

large and may affect the dipolar modulation at X-band. The DEER traces are shown

in Fig. 15. Clear modulations are observed, and data analysis yielded a peak at

2.45 nm and an artifact signal at 3 nm, the source of which is not clear.

The measurement temperature was 10 K, and the best results were obtained with

short p and p/2 pulses of 12 ns for both pump and observer pulses with Dn ¼ 80

MHz. Under these conditions, the modulation depth lexp was about 0.2. Here, the
observer frequency was set to the Gd3+ signal in order to take advantage of its short

N
O

O

OHex

Hex

N

N

N

Gd3+

a b

Fig. 15 Top: the Gd3+ – nitroxide model compound. (a) DEER data (after background removal)

of Gd3+ � nitroxide spin pairs (X-band, cyan; Q-band [short pulses], black; Q-band [long pulses],

green) performed at 10 K (repetition time ¼ 357 ms) of a sample with a Gd3+ concentration of

600 mM and best fits as calculated by DeerAnalysis 2009 (red dotted). (b) The corresponding

distance distributions P(r) with artifacts due to admixing 2H nuclear modulation marked with

(asterisk). Spectra and distributions are shifted vertically for better visualization. Adapted with

permission from [83]. Copyright 2011 American Chemical Society
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T1 that allows for fast signal averaging, and the pump pulse was set to the maximum

of the nitroxide signal to obtain maximum l. This indeed maximizes S(DEER)
according to (25). As this is a preliminary report, the issue of orientation selection

has not been explored, although it is clear that it will be reduced compared to two

nitroxides. Moreover, at Q-band, the problem is less severe than at W-band. This

work, just as the earlier DEER results on a pair of Gd3+, highlights the need to

understand the spin dynamics of Gd3+ before such measurements can become

routine.

4 Future Outlook

In this chapter, the use of paramagnetic metal centers for nanoscale distance

measurements has been reviewed. Several types of such centers were described,

intrinsic metal centers, paramagnetic metal ions substituting for diamagnetic ones,

and chelated metal ions that serve as general purpose spin labels, just like nitroxide

spin labels. The spectral properties of metal centers with S ¼ 1/2, which are

dominated by the g-anisotropy already at X-band frequencies, prevent their use

as general purpose spin labels. They are usually inferior to nitroxide spin labels

in terms of sensitivity and ease of data analysis due to the presence of complicating

orientation selection issues. They are of course very useful for probing specific

metal-binding sites. The situation is different for high-spin metal ions with a half-

filled valence shell like Gd3+. Its spectral properties at spectrometer frequencies

higher than ca. 30 GHz make it a highly attractive general purpose spin label that

can be attached to biomolecules via chelating tags. So far, DEER measurements

were carried out at both Ka- and W-band frequencies, showing that distances of up

to 6 nm can be accessed routinely, and the results indicate that this can be extended

to 8 nm. It has also been shown that the data analysis can be carried out with

the existing sophisticated DeerAnalysis software, and distance distributions can be

readily obtained. The sensitivity of Gd3+ labels is very high, particularly at W-band,

where the sample amount required is 2–3 ml of a ~50 mM solution of a doubly

labeled biomolecule.

On the basis of the results obtained so far, we can safely state that Gd3+ spin

labels for distance measurements have moved from infancy to childhood. More

work in two main directions is needed to achieve complete maturation. One is the

development of the ultimate tag that would provide the highest S/N (small ZFS)

has a long phase memory time, and has a limited size and a restricted mobility.

From the body of presently reported results, it seems that the DOTA-based tags

provide the best results. In the few examples that have been published recently,

the Gd3+ tags were attached to the external surface of the protein; it is, however, not

clear whether such tags can be used to label internal sites in the proteins. In the

direction of tag development, efforts should be joined with those made for tag

developments for paramagnetic NMR applications, seeking for multifunctional tags

for both NMR and EPR applications [71].
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The second direction that needs considerable work is to develop our understanding

of the spin physics of Gd3+. What determines the phase memory time and the spin

lattice relaxation? How do they depend on spectrometer frequency and temperature?

We have already seen that the modulation depth is highly susceptible to spectral

diffusion, and short T1’s can also be detrimental. It is not clear if there is yet another

factor, in addition to the distance distribution that causes damping of the dipolar

modulations in the DEER traces. It has been suggested that one has to consider

the pseudosecular terms of the dipolar interaction that are usually neglected. This has

to be verified. The potential of measurements at frequencies higher than W-band has

not been explored at all, and these may reveal further improvements. The potential

of hetero Gd3+ and nitroxides spin labeling has not been investigated, and there is

plenty of room for developments in this direction.

To summarize, the emerging field of Gd3+ spin labeling has considerable

potential in providing sparse structural information on biomolecules, and their

complexes and hopefully more groups will become involved in its development

and help bring the approach to maturation.
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Structural Information from Spin-Labelled

Membrane-Bound Proteins

Johann P. Klare and Heinz-Jürgen Steinhoff

Abstract Site-directed spin labelling (SDSL) in combination with electron para-

magnetic resonance (EPR) spectroscopy is a powerful tool for the investigation

of the structure and conformational dynamics of biomolecules including mem-

brane proteins under native-like conditions. EPR spectroscopy of the spin-labelled

molecules provides information about the spin label side chain mobility, its

solvent accessibility, the polarity of its immediate environment and intra- or

intermolecular distances to another paramagnetic centre or spin label. This chapter

provides an overview of the basics as well as recent progress in SDSL and related

EPR techniques. Continuous wave EPR spectra analyses and pulse EPR techniques

are reviewed with special emphasis on applications to the membrane-embedded

sensory rhodopsin–transducer complex mediating the photophobic response of

the halophilic archaeum Natronomonas pharaonis, the maltose ABC importer

MalFGK2 and the mechanosensitive channel MscS.

Keywords Accessibility � Distance measurements � EPR � Membrane proteins �
Mobility � Polarity � Saturation recovery � Site-directed spin labelling
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Abbreviations

CrOx Chromium oxalate

cw Continuous wave

DEER Double electron–electron resonance

DPPH Diphenylpikrylhydrazine

DQC Double quantum coherence

EPR Electron paramagnetic resonance

HtrII Halobacterial transducer II

MD Molecular dynamics

MOMD Microscopic ordering with macroscopic disordering model

NiEDDA Ni(II)-ethylenediaminediacetate

PDB Protein data bank

PELDOR Pulsed electron double resonance

SDSL Site-directed spin labelling

SR-EPR Saturation recovery EPR

SRII Sensory rhodopsin II

SRLS Slowly relaxing local structure

T4L T4 lysozyme

1 Introduction

Site-directed spin labelling (SDSL) [1, 2] in combination with electron paramag-

netic resonance (EPR) spectroscopy has emerged as a powerful tool to investigate

the structure and the conformational dynamics of biomolecules, especially mem-

brane proteins, under conditions close to the physiological, i.e. functional, state of

the system under exploration. The technique is applicable to soluble molecules and,

what will be in the focus of this review, membrane-bound proteins either

solubilized in detergent or embedded in a lipid bilayer in liposomes or nanodiscs.

The size and the complexity of the system under investigation is almost arbitrary

(for reviews, see, e.g., [3–7]).
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In SDSL a spin label side chain is site-specifically introduced into a protein or

nucleic acid. The most common technique for proteins is still the introduction of

a cysteine residue at the desired site and the reaction with a sulfhydryl-specific

paramagnetic nitroxide reagent. Nevertheless, in the past years a wider range

of coupling schemes have been established, including, for example, the highly

specific introduction of the spin label side chain via “click chemistry”. A detailed

review about currently available labelling techniques can be found in volume 1 of

this series [121].

The continuous wave (cw) EPR spectra of nitroxide-labelled molecules provide

information about the mobility of the nitroxide side chain, its solvent accessibility,

and the polarity and proticity of its immediate environment. Furthermore, if a

second nitroxide is introduced into the same molecule or a complex is formed

with a second spin-labelled moiety, the distance between the two labels can be

determined. Thus, EPR studies on a series of spin-labelled variants of the system

under investigation (“nitroxide scanning”) can provide information about the topo-

logy of the system, enabling the identification of secondary structure elements,

the tertiary and quarternary structure of a protein or complexes thereof, and, being

of specific interest in this chapter, the localization of a side chain, a secondary

structure element or a protein domain with respect to a lipid membrane–water

interface. Furthermore, beyond the possibility to investigate static structures, EPR

can provide valuable information about the dynamics of biomolecules. Protein

conformational equilibria and conformational changes, occurring, for example,

during the functional cycle of a signalling protein or an enzyme, can be studied

on a wide timescale ranging from picoseconds to seconds.

This chapter is organized as follows. First, the main experimental techniques

to obtain information about spin-labelled proteins are introduced including the

relevant theoretical background for the respective technique in Sects. 2–5. Each

method is exemplified with an example from the recent literature. Therein,

special emphasis is given to recently developed techniques and methods being

specifically relevant to investigations of membrane proteins. In the last section of

this chapter (Sect. 6) selected examples for the application of SDSL EPR on

membrane proteins and membrane protein complexes are given, namely, the sensory

rhodopsin–transducer complex NpSRII/NpHtrII mediating the photophobic response

of the halophilic archaeum Natronomonas pharaonis, the maltose ABC importer

MalFGK2, and the mechanosensitive channel of small conductance (MscS).

2 Spin Label Side Chain Mobility

The shape of a room temperature cw EPR spectrum reflects the reorientational

motion of the nitroxide side chain due to partial averaging of the anisotropic

components of the g- and hyperfine tensors. How this effect influences the spectral

shape has been reviewed in detail [8–10], and the relationship between the
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dynamics of the spin label side chain and protein structure has been extensively

studied for T4 lysozyme (T4L) [11–15].

2.1 Theoretical Background

The motion of a nitroxide spin label side chain is characterized by three

mechanisms (summarized from [3]):

1. The rotational diffusion of the entire protein

2. The rotational isomerization about the bonds linking the nitroxide to the backbone

3. The segmental motion of the protein backbone with respect to the average

protein structure

The rotational correlation time for the rotational diffusion of the entire protein

or, more generally, the system under investigation can be calculated using the

Stokes–Einstein equation:

τR ¼ ηV

kBT
¼ η

kBT
�
�VM

NA

; (1)

where η is the viscosity of the solution, V the volume of the molecule/complex,

kB the Boltzmann constant and T the absolute temperature. The volume of a protein,

protein complex or nucleic acid is often unknown but can be also expressed as

the product of the partial specific volume �V and the molecular mass M, divided by

Avogadro’s number, NA. For most proteins at room temperature (293 K) in pure

water, �V ffi 0:73 g�1 cm3 [16]. Especially for membrane-bound proteins or soluble

systems with a molecular weight above ~200 kDa, the rotational correlation

time for the overall tumbling of the system is beyond the sensitive time window

of the EPR timescale (> ffi60 ns). For smaller biomolecules, the viscosity of the

aqueous solution can be increased by addition of sucrose (usually 30% w/v), thus

minimizing the spectral effects due to the overall tumbling of the molecule [15, 17].

The effective correlation time due to the reorientation of the spin label side

chain (Fig. 1b) is a complex function of the spin label molecular structure and

the primary, secondary, tertiary and eventually quaternary structure of the protein/

system under investigation and can be assessed using motional models or molecular

dynamics simulations (see Sect. 2.2). The third motional mechanism mentioned

above may be quantified by effective correlation times due to the backbone motion

and is related to the backbone flexibility, thus to the secondary structure of the

protein or nucleic acid (see also Sect. 2.2.).

In a semi-empirical approach, the term “mobility” is used to characterize the

effects on the EPR spectral features due to the motional rate, amplitude and

anisotropy of the overall reorientational motion of the nitroxide spin label side

chain. Spin-labelled sites exposed to bulk water exhibit weak interactions with the
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rest of the protein as found for helix surface sites or loop regions and consequently

display a high degree of mobility characterized by a small apparent hyperfine

splitting and narrow line widths (Fig. 1a, c; position 154). In contrast, if the side

chain’s motion is restricted due to strong interaction with neighbouring side chains

or backbone atoms as found for tertiary contact or buried sites (Fig. 1, position 159),

the apparent hyperfine splitting and line width are increased (Fig. 1c). In general,

this motion is anisotropic due to the interaction of the nitroxide with neighbouring

protein atoms. This has been shown by molecular dynamics simulations [20, 21].

In addition, a distribution of motional states can be concluded from those spectra

which exhibit more than one component. This aspect will be treated in more

detail in Sect. 2.3.

Although the relation between nitroxide dynamics and the spectral line shape

appears to be quite complex, two parameters have been found to be correlated

with the structure of the binding site environment and can therefore be used as

simple semi-empirical mobility parameters [4, 15]: the inverse of the line width

of the central line (mI ¼ 0), (ΔH0)�1 and the inverse of the spectral breadth or

second moment, hH2i�1
, with

H2
� ffi ¼ Ð

B� Hh ið Þ2SðBÞdBR
SðBÞdB (2)

and the first moment hHi is given by

Hh i ¼
R
BSðBÞdBR
SðBÞdB ; (3)

Fig. 1 Mobility analysis of spin-labelled proteins. (a) Crystal structure of NpSRII [18] showing
the Cα atoms of spin-labelled sites as spheres. (b) Structure of the MTS spin label side chain.

(c) X band EPR spectra of spin-labelled NpSRII solubilized in detergent (dotted lines) or recon-
stituted in purple membrane lipids (solid lines). (d) Two-dimensional mobility plot of the inverse

of the second moment versus the inverse of the central linewidth (solubilized: grey circles,
reconstituted: black squares), determined from the spectra in b. Topological regions of the protein

according to Isas et al. [19] and Mchaourab et al. [15] are indicated by boxes
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where B is the magnetic field and S(B) is the absorption spectrum of the spin-labelled

protein. In general, the values of (ΔH0)�1 and hH2i�1
increase with increasing

mobility of the spin label side chain. Nevertheless, in the case of multi-component

spectra (see Sect. 2.3) it has to be kept in mind that (ΔH0)
�1 will be dominated by the

most mobile component, whereas hH2i�1
will be biased towards the least mobile

component.

For proteins, the plot of ΔH�1
0 or hH2i�1

versus the residue number reveals

secondary structure elements through the periodic variation of the mobility. The

assignment of α-helices, β-strands or random structures from the data is straight-

forward. Furthermore, a general classification of regions accommodating buried,

surface-exposed, or loop residues can be obtained from the correlation between the

two parameters as shown in Fig. 1d. With this simple approach, side chains

from different topographical regions of a protein can be classified using as a basis

the X-ray structure results from T4L and annexin 12 [4, 15, 19].

2.2 EPR Spectra Simulation

For a more quantitative interpretation of the experimental data in terms of

dynamics and local structure, simulations of the EPR spectra are invaluable.

Based on the dynamic models developed by Freed and co-workers [22–24], excel-

lent agreement of simulations with the corresponding experimental spectra can be

obtained. Furthermore, simulations of EPR spectra can be performed with mole-

cular dynamics (MD) simulations [20, 21, 25–30]. They provide a direct link

between the molecular structure and the EPR spectral line shape, thus allowing

verification, refinement or prediction of structural models.

The applicability of MD simulation-based EPR spectra calculation is

exemplified with the identification of a spin-labelled cysteine side chain in the

photosynthetic reaction centre from Rhodobacter sphaeroides R26 [31]. EPR

experiments revealed that only one of the five native cysteine residues present

in the complex is accessible for spin labelling, either C156 or C234, both located

on subunit H of the reaction centre (Fig. 2a). EPR spectra have been calculated

from MD simulation trajectories for both candidate positions. Comparison of the

simulated spectra with an experimental one revealed that only the spin label side

chain at position 156 shows a spectrum which is in agreement with the experiment

(see Fig. 2b).

2.3 Multi-frequency EPR

As mentioned at the beginning of the chapter, the motion of a nitroxide spin

label side chain is characterized by three correlation times that can differ in

their timescales. Therefore, if the dynamic behaviour of a nitroxide bound to a
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biomolecule has to be analysed in detail, an appropriate model should include all

different motional mechanisms that contribute to the nitroxide dynamics. In terms of

reorientational rates, the experiment(s) should be sensitive to motions in the range

from 106 to 1012 s�1. EPR spectra at different microwave frequencies are sensitive to

motions on different timescales. EPR at lower frequencies is sensitive to slow

motions whereas faster motions lead to a complete averaging of the anisotropic

components of the g- and A-tensors. On the other hand, high-frequency EPR can

resolve such fast motions, but slower motions are “frozen” at the high-frequency

timescale. More precisely, EPR at frequencies from 9 to 35 GHz is sensitive to

motions in the range of 106 to 1010 s�1 [32], whereas, for example, EPR at 250 GHz is

sensitive to reorientational rates in the 1012 s�1 range [33]. Consequently, combining

EPR at different microwave frequencies (multi-frequency EPR) allows separation of

various motional modes in a spin-labelled protein according to their different

Fig. 2 EPR spectra calculations based on MD simulations exemplified on two spin-labelled

positions in the photosynthetic reaction centre from R. sphaeroides. (a) Structure of the reaction
centre [protein data bank (PDB): 1AIJ] showing the two “candidate” cysteines for labelling. The

conformational space sampled by the spin label nitroxide group is depicted as a small grey

“cloud”. (b) Experimental (middle) and calculated EPR spectra for positions 156 (top) and 234

(bottom). Only the simulated EPR spectrum for a spin label at position 156 is in satisfactory

agreement with the experimental one [31]
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timescales. Furthermore, high-frequency EPR provides a significantly larger g-tensor
resolution due to the fact that the Zeeman splitting is proportional to the resonance

frequency, whereas the A tensor components can be more precisely measured at low

microwave frequencies (Fig. 3; see also Sect. 4.2).

Due to instrumental limitations (EPR spectrometers working at frequencies

>95 GHz are usually homebuilt machines; just recently a 263 GHz spectrometer

became available, the Bruker ELEXSYS E780, Bruker BioSpin, Rheinstetten,

Germany) only a limited number of multi-frequency studies addressing spin

label dynamics have been carried out so far. Most of the work has been done

using spin-labelled T4L as a model system. Two studies combined EPR at 9 GHz

and 250 GHz [35, 36]. Recently, this investigation was extended, using EPR spectra

recorded at 9, 95, 170, and 240 GHz [37]. Combined with an appropriate model as,

for example, the slowly relaxing local structure (SRLS) model developed by Freed

[38, 39] that accounts for the internal motions as well as for the overall tumbling

of the protein, such multi-frequency studies allow to separate effects of fast internal

motions from slow overall motions and thereby more comprehensively characterize

the complex dynamics of the system compared to single-frequency studies.

Further applications of high-field EPR will be reviewed in Sect. 4.

2.4 Multi-component Spectra

Proteins are inherently dynamic structures that often exhibit a number of confor-

mational substates which play an important role in their function [40–42]. A given

state of a protein consists of a limited number of such substates with lifetimes in the

Fig. 3 Comparison of room

temperature X-, Q- and

W-band EPR spectra of the

colicin A pore-forming

domain labelled at positions

115 (left) and 166 (right) [34]
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μs to ms time range that might, for example, correspond to open and closed states of

ligand-binding pockets or specific conformations in the catalytic cycle of an

enzyme. If different substates are characterized by different spin label side chain

mobilities, they can be recognized in room temperature cw EPR spectra, since the

lifetime of the substates is in the slow exchange limit for EPR (>100 ns). Such

spectra are called “multi-component” spectra (Fig. 4).

“Multi-component” spectra can also arise from a spin label side chain existing

in different rotameric states that also exhibit slow exchange on the EPR timescale,

as has been established by X-ray crystallography, mutagenesis and EPR studies

[43–45]. Consequently, techniques are required that allow to discriminate between

protein conformational equilibria relevant to function, and spin label rotameric

equilibria, as the origin of multi-component spectra.

In the past years, Hubbell and co-workers established three experimental

techniques to analyse conformational equilibria in proteins and to dissect them

from spin label rotameric exchange: they applied osmolyte perturbation [46],

saturation recovery [47] and high-pressure EPR [48]. These techniques will be

described in the following sections.

2.4.1 Osmolyte Perturbation

The first EPR-based approach to distinguish between rotameric exchange and

conformational exchange was published in 2009 [46]. In this approach, the response

of the spin-labelled protein to solvent perturbation by osmolytes is measured.

Osmolytes are small organic molecules that either stabilize (protecting osmolytes,

e.g. carbohydrates, free amino acids or methylamines [49]) or destabilize

(denaturing osmolytes, e.g. urea or guanidine hydrochloride) the native fold of

proteins. Protecting osmolytes are excluded from the surface of the protein (prefer-

ential hydration). This effect raises the chemical potential of the protein in relation

to the solvent-exposed area [50], which is usually larger for the unfolded state of

Fig. 4 Experimental multi-component cw EPR spectra. The shaded areas indicate regions, where
the spectral intensities corresponding to relatively mobile (m, light grey) and immobile (i, dark
grey) components in most cases appear nicely separated (in contrast to the centre resonance line,

where components with different mobilities superimpose and can often not be separated). The

spectrum in (b) has additional (minor) contributions of unbound spin label (*)
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the same protein. Consequently, the native (folded) state of the protein is stabilized,

and furthermore, conformational fluctuations in the protein are reduced [51, 52].

Contrarily, denaturing osmolytes accumulate at the protein surface and have the

opposite effect [53].

In most cases different conformational substates of a protein can be expected to

have different solvent-exposed areas. Even if these differences are much smaller

than for the folded–unfolded transition, osmolytes should be able to shift the

equilibrium between conformational substates and should therefore have measur-

able effects on multi-component EPR spectra arising from the presence of such

substates. On the other hand, different rotameric states of the spin label side chain

are expected to have negligible influence on the solvent accessible area of the

protein. Thus, no significant influence of the osmolyte on multi-component spectra

arising from rotameric exchange should be observable.

Hubbell and co-workers showed the expected osmolyte dependencies of multi-

component EPR spectra for spin-labelled T4L, rat intestinal fatty acid-binding

protein, myoglobin and the photoreceptor rhodopsin [46]. In this study, sucrose

was used as a protecting osmolyte [54]. To be able to distinguish between osmolyte

and viscosity effects on the EPR spectral shapes, solutions of Ficoll 70 with

viscosities equal to those of the sucrose solutions were used to obtain the “refer-

ence” spectra in the absence of osmolytes. Ficoll was chosen as a reference medium

as solutions thereof are highly viscous but exhibit low osmolarity. Furthermore,

Ficoll is known to be inert with respect to protein interactions. An example from

this study, a comparison of the effects of sucrose on multi-component EPR spectra of

spin-labelled apo-myoglobin (apo-Myb), is shown in Fig. 5.

It is obvious that the EPR spectra of apo-Myb spin-labelled in ordered regions

(Fig. 5b) are insensitive to osmolyte perturbation, indicating that rotameric

exchange is responsible for the presence of multi-component spectra for these

sites. In contrast, the EPR spectra recorded for spin-labelled positions on helix F

(Fig. 5c) exhibit a significant effect on the relative populations of the immobilized (i)
and mobile (m) states of the spin label side chains, and in all cases the osmolyte

shifts the populations towards the immobilized state. Thus, the equilibrium between

two conformational states for helix F is reflected in the osmolyte-dependency of the

EPR spectra, whereas the absence of the osmolyte-dependency for spin-labelled

sites in the ordered regions suggests, as expected, the multi-component nature of the

spectra to arise from rotameric exchange.

This method offers an easy-to-use tool to identify regions of proteins that are

putatively involved in conformational transitions, for example, binding pockets

which fluctuate between an open and closed conformation already in the absence

of ligands, domains moving to facilitate substrate translocation in transport

proteins, or secondary structure elements involved in signalling. Therein, osmolyte

perturbation appears to be suited for high-molecular-weight and membrane-bound/

associated proteins.
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2.4.2 Saturation Recovery

Protein conformational exchange, taking place on the μs timescale or slower,

does not influence EPR spectral line shapes. Nevertheless, if this exchange is on

the 1–100 μs timescale, it can influence the nitroxide spin–lattice relaxation rate

W ¼ (2T1)
�1, where T1 is the spin–lattice relaxation time. Consequently, determi-

nation of T1 can provide means to investigate protein conformational exchange

kinetics [47]. The spin–lattice relaxation time T1 at physiological temperatures

can be measured by saturation recovery EPR (SR, SR-EPR), developed by Hyde

and co-workers [55, 56]. SR-EPR can also be used to determine accessibilities of

nitroxide spin labels towards paramagnetic exchange reagents (see Sect. 3.3).

In SR-EPR the recovery of the z-magnetization after a saturating microwave

pulse is monitored as a function of time. Consequently, in a two-component system

arising from conformational exchange between states where the spin label side

chain experiences different environments leading to different T1 values, relaxation
to equilibrium (recovery of the z-magnetization) should be bi-exponential, and the

relaxation rate constants are functions of the distinct T1 values, the exchange rates

Fig. 5 Effect of osmolyte perturbation on EPR spectra of spin-labelled sites in apo-Myb.

(a) Ribbon diagram of holo-myoglobin (PDB 2MBW). Labelled sites are indicated by spheres.

Helix F, being in conformational exchange in the apo-form, is shown in green. (b) EPR spectra

of apo-Myb labelled at sites in ordered regions in 30% w/w sucrose (black spectra) and

25% w/w Ficoll 70 (red spectra). (c) EPR spectra of apo-Myb labelled at sites in helix F in

30% w/w sucrose and 25% w/w Ficoll 70 (black and red spectra, respectively). The letters

i and m indicate spectral components corresponding to relatively immobile and mobile states of

the spin label, respectively [46] (Copyright 2009 Wiley. Used with permission from Carlos

J. López, Mark R. Fleissner, Zhefeng Guo, Ana K. Kusnetzow and Wayne L. Hubbell, Osmolyte

perturbation reveals conformational equilibria in spin-labelled proteins, Protein Science and

WileyBlackwell)
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and the equilibrium constant. A detailed derivation of the expression for such

SR-EPR signals, i(t), is given in Bridges et al. [47]. Experimental SR-EPR data

are fit to the equation [47]:

iðtÞ ¼ Aαe
�Wαt þ Aβe

�Wβt þ i0; (4)

where Aα and Aβ are the exponential amplitudes for the two conformational states

α and β, respectively, Wα and Wβ are the corresponding relaxation rates and i0
is the baseline offset of the experimental data.

Further information about the timescale of the exchange process under inves-

tigation can be revealed from SR experiments in the presence of fast relaxing

paramagnetic reagents, such as molecular oxygen or Ni(II)-ethylenediaminediacetate

(NiEDDA). Such reagents increase the relaxation rate(s) of the nitroxide depending

on the collision rate between the nitroxide and the reagent (see also Sect. 3). For the

fast and slow exchange limits, expected for fast rotameric exchange and protein

conformational exchange, respectively, the relaxation rates are linear functions of the

reagent concentration. A nonlinear dependency of the relaxation rates on the con-

centration of the relaxing reagent can be observed, if the exchange process takes

place on an intermediate (μs) timescale [47].

In Fig. 6 examples are given for spin-labelled sites on T4L exhibiting fast

exchange between spin label side chain rotamers (44R1) and slow conformational

exchange (46R1) [47]. For T4L-44R1, the EPR spectrum (Fig. 6b) shows the

presence of two spectral components, one being relatively mobile (α) and the

other one immobilized (β). Figure 6c shows the saturation recovery curve from

T4L to 44R1. The experimental data can be satisfactorily fitted with a single

exponential as can be deduced from the tenfold magnified residual of the fit. The

inset in Fig. 6c shows the linear dependence of the spin–lattice relaxation rateW on

the concentration of molecular oxygen, indicating that the rotameric exchange

process for 44R1 is indeed in the fast exchange limit.

For T4L–46R1, a variant that is destabilized relative to the wild-type protein, the

EPR spectrum (Fig. 6e) also shows the presence of two components α and β, being
relatively mobile and immobile, respectively. The best fit of this spectrum to a two-

component model (dashed trace) reveals effective reorientational correlation times

of 8.4 ns and 1.1 ns for the two states. The saturation recovery data for this variant

(Fig. 6f) cannot be satisfactorily fitted with a single exponential as can be clearly

seen from the tenfold magnified residual of the fit. Contrarily to T4L–44R1, the best

fit is obtained with two exponential functions with individual relaxation times of 4.8

and 2.3 μs. The inset in Fig. 6f shows the linear dependence of the spin–lattice

relaxation rates for the two components, Wα and Wβ, on NiEDDA concentration,

indicating that 46R1 is in the slow-exchange limit. This is consistent with the

assumption that 46R1 monitors exchange between two local conformations of the

helix it is attached to.
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2.4.3 High-Pressure EPR

High-pressure effects on protein conformational equilibria were first demonstrated

and investigated by NMR spectroscopy, for example on prion proteins [57, 58],

but had previously already been recognized at the beginning of the last century [59].

In the 1980s, it was established that this pressure-dependency is based on

differences in the partial volumes and the compressibilities of the states of the

protein being in equilibrium [60]. For a pressure-dependent equilibrium of two

conformational states, the equilibrium constant at a given pressure P, K(P), relative
to K(0) at atmospheric pressure (1 bar) is given to second order in P by [48]:

ln
KðPÞ
Kð0Þ ¼ �Δ �V

0

RT
ðPÞ þ Δ � δ �V=δPð Þð Þ

2RT
ðPÞ2; (5)

whereΔ �V
0
andΔ � δ �V=δPð Þð Þare the differences in partial volume and partial molar

isothermal compressibility of the two states, respectively, at reference pressure

(1 bar) and temperature (294 K). Consequently, changing the pressure can shift

the equilibria between different conformational states in an elegant way. This is

especially of advantage if a conformational state of low occupancy under physio-

logical conditions can be populated by increasing the pressure, making this state

and the corresponding equilibrium accessible for EPR spectroscopy. In a very

recent initial study by McCoy and Hubbell, the effect of pressure was investigated

using spin-labelled T4L and mutants thereof [48]. Their results show (i) changes

in the internal dynamics of the spin label side chain due to changes in the volume

of the solvent cage around the “kinetic unit” in the transition state necessary for

a rotational diffusive step. Depending on the point of spin label attachment, the

“kinetic unit” can be the spin label side chain, a part of it, if isomerization around

specific bonds of the spin label linker is inhibited by the surrounding, or parts of

the protein backbone if the label is attached to a dynamic loop region. In all cases,

a plot of ln(τ/τ0) versus P, where τ is the reorientational correlation time at a

given pressure and τ0 is the correlation time at ambient pressure (1 bar), is linear;

(ii) a linear behaviour of ln K(P) for rotameric equilibria of the spin label side chain

and (iii) a nonlinear behaviour of ln K(P) for protein conformational equilibria.

For spin-labelled sites belonging to type (i), the activation volume ΔV{ can be

determined, according to activated state theories, by analysis of the pressure-

dependency of τ given by:

ln
τ

τ0
¼ ΔVz

RT
P; (6)

where τ and τ0 are the rotational correlation times at gauge pressures P and

P ¼ 0, respectively, and ΔV{ is the activation volume.

Examples for pressure-dependent equilibria of type (i) and (ii) are given in

Fig. 7 [48]. For a spin label attached to position 44 of T4L two rotamers about the

S–C bond χ4 coexist as reflected by the presence of two components with different

Structural Information from Spin-Labelled Membrane-Bound Proteins 217



0.55

44R1

Tteff = 3.4ms
b

b

b

b

a

a

a:{1.1ns,0}
b:{8.4ns,0}

a

a

0.45

0.35

W
 (

M
H

z)
W

α
 (M

H
z)

W
β

 (M
H

z)

0.25

0.15
0

0 8

– 46R1 SR Data
– Double Component Fit

16
Time (ms)

24 32

0.45

0.15

0.14

0.13

0.12

0.11

0.10

0.35

0.25

0.15

46R1

T1(a)=2.3ms

T1(b)=4.8ms

0

0 8 16
Time (ms)

24 32 40

0.5

10X Residual of Single
Component Fit

10X Residual of Double
Component Fit

[NiEDDA] (mM)

1.0 1.5

40

0.05

10X Residual to Single Component Fit

0.10 0.15

[O2] (mM)

0.20 0.25

44R1 SR Curve & Single Component Fit
a c

f

b

d

e

109

115

44

61

46

119

127

Fig. 6 Characterization of rotameric and conformational equilibria by SR-EPR, exemplified by

two spin label sites (44: (a)–(c) and 46: (d)–(f)) on T4L [47]. (a) Ribbon model showing the

location of position 44 (arrow). (b) EPR spectrum of 44R1. The shaded areas indicate regions,

218 J.P. Klare and H.-J. Steinhoff



mobilities in the cw EPR spectrum (Fig. 7b). Therefore, this position should exhibit

a pressure dependence according to type (ii). The rotamer responsible for the

immobile component (i) exhibits an interaction of the nitroxide ring with the

neighbouring residue Glu45, whereas the other rotamer is not subject to significant

secondary or tertiary interactions, giving rise to the mobile component (m) in the cw
EPR spectrum (Fig. 7b). Clearly, increasing the pressure shifts the relative

populations of the two states. The apparent equilibrium constants, K(P) ¼ [i]/[m]
were determined from fits of the spectra and a plot of ln[K(P)/ K(0)] versus pressure
reveals a linear dependence. A fit according to Eq. 5 yields the differences of the

partial volume, Δ �V
0 ¼ �9:4� 2:2ð Þmlmol�1 , and a partial molar isothermal

compressibility, Δ � δ �V=δPð Þð Þ ¼ 0. Obviously, high pressure favours the interac-

tion of the spin label side chain with Glu45 due to a smaller volume of this state.

Nevertheless, the compressibility of the protein does not differ significantly between

the two states.

The type (iii) behaviour is exemplified with position 118 on T4L, shown in

Fig. 7c–e. A spin label attached at this position is partially buried in a hydrophobic

pocket, but also has a destabilizing effect on a neighbouring short helix which

appears unfolded in the crystal structure (Fig. 7c). The partially buried location of

the label is clearly reflected in the EPR spectra (Fig. 7d, top). Increasing the pressure

produces only small spectral changes that have mainly been attributed to the increase

in viscosity under pressure. If the protein is unfolded in 8 M urea, the resulting EPR

spectrum (Fig. 7d, bottom) is characteristic of a disordered polypeptide. At high

pressure, the reorientational correlation time of the label side chain is increased. The

authors used the equilibrium between the folded and the unfolded state of this

mutant at 2 M urea (Fig. 7e) to generate a system of type (iii). The EPR spectrum

of T4L–118R1 in 2 M urea at atmospheric pressure reveals this equilibrium through

the presence of a mobile (m) and an immobile (i) component. The pressure depen-

dence of the EPR spectra reveals a strong nonlinear behaviour of ln[K(P)/ K(0)]
versus pressure.

Fitting the parameters of Eq. 5 gave Δ �V
0 ¼ ð�51:0� 1:7Þmlmol�1 and

Δ � δ �V=δPð Þð Þ ¼ ð�0:017� 0:001Þmlmol�1bar�1 . The linear increase of ln[K
(P)/K(0)] with pressure up to ~1 kbar reveals the shift of the equilibrium towards

�

Fig. 6 (continued) where spectral intensity corresponds to relatively mobile (α, light grey) and
immobile (β, darker grey) states. (c) SR curve for 44R1 and single-exponential fit, together with

the 10�magnified residual of the fit. The inset shows the dependence of the spin–lattice relaxation
rate W on oxygen concentration. (d) Ribbon model showing the location of position 46. (e) EPR

spectrum of 46R1 (black trace) and the corresponding two-component MOMD fit (dashed trace).
Rotational correlation times and order parameters determined from the fit are given. Shaded

regions are the same as described for (b). (f) SR curve for 46R1 with the double-exponential fit,

and the 10� magnified residuals to a single- and the double-exponential fit. The inset shows the

dependence of the relaxation rates for the two components,Wα andWβ, on NiEDDA concentration

[47] (Copyright 2009 Springer. Used with permission from Michael D. Bridges, Kálmán Hideg

and Wayne L. Hubbell, Resolving conformational and rotameric exchange in spin-labelled

proteins using saturation recovery EPR, Applied Magnetic Resonance and Springer)

Structural Information from Spin-Labelled Membrane-Bound Proteins 219



2.0

a b

c d

e

E45

ii
m

i m

m

K=[i]/[m]

K=[m]/[i ]

1.0

In
 K

/K
o

In
 K

/K
o

0.0

3.0

1.5

0.0

0 1 2 3 4

0 1 2
Pressure (kbar)

3

0 bar
1000 bar
2000 bar
3000 bar
4000 bar

0 bar

0M UREA

8M UREA

2M UREA

Pressure (kbar)

1000 bar
2000 bar
3000 bar
4000 bar

0 bar
500 bar
1000 bar
1500 bar
2000 bar
2500 bar
3000 bar
3500 bar
4000 bar

4

Fig. 7 Dissection of rotameric and conformational equilibria by high-pressure EPR, exemplified

on two sites on T4L. (a) Model of the spin label side chain 44R1 based on the crystal structure

(PDB: 2QE9). The two rotamers are indicated. (b) Pressure dependence of the EPR spectra.
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the more disordered (unfolded) state in accordance with the volume theorem [57].

At pressures exceeding 1 kbar, the strongly convex curvature of the plot reveals a

decrease in compressibility with increasing pressure. This is in accordance with

theoretical considerations for equilibria between folded and unfolded states of

proteins, although the magnitude and the sign of the observed changes in the

compressibility for partial and completely unfolded proteins are still a matter of

debate [61].

3 Solvent Accessibility of Protein-Bound Nitroxides

Supplementing the motional analysis, the accessibility of the spin label side chain

towards paramagnetic probes, which selectively partition in different environments

of the system under investigation, can be used to define the location of a nitroxide

group with respect to the protein–water–membrane boundaries. Two experimental

techniques can be used to determine the nitroxide’s accessibility towards the

paramagnetic probes: Cw power saturation, described in Sect. 3.2 (summarized

from [3]) and saturation recovery as described in Sect. 3.3.

3.1 Theoretical Background

The accessibility of a nitroxide spin label side chain is defined through its

Heisenberg exchange frequency, Wex, with a paramagnetic exchange reagent dif-

fusing in its environment. Water-soluble metal ion complexes, for example

NiEDDA or chromium oxalate (CrOx), quantify the accessibility from the bulk

water phase, whereas molecular oxygen or hydrophobic organic radicals, which

preferentially partition in the hydrophobic part of the lipid bilayer, define the

accessibility from the lipid phase. It has been shown that the concentration

gradients of NiEDDA and molecular oxygen along the membrane normal can be

�

Fig. 7 (continued) The inset shows the plot of the equilibrium constants determined from fits to

the spectra versus pressure. The solid line is a fit to Eq. 5. (c) Model of the spin label side chain

118R1 based on the crystal structure (PDB: 2NTH). (d) Pressure dependence of EPR spectra in

buffer (top) and in the presence of 8M urea (bottom). (e) Pressure dependence of EPR spectra in

the presence of 2 M urea. The equilibrium constants determined from fits to the spectra (right) is
plotted versus pressure (left). The solid line is a fit to Eq. 5 [48] (Copyright 2010 the National

Academy of Sciences. Used with permission from John McCoy and Wayne L. Hubbell, High-

pressure EPR reveals conformational equilibria and volumetric properties of spin-labelled

proteins, Proceedings of the National Academy of Sciences and the National Academy of

Sciences)
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used to characterize the immersion depth of the spin label side chain with respect to

the membrane/water interface [62, 63].

The Heisenberg exchange mechanism alters the relaxation properties of the spin

label that are characterized by the spin–lattice relaxation time T1e and the spin–spin
relaxation time T2e. If the longitudinal relaxation time of the reagent is smaller than

the encounter complex lifetime (T1R < τc), Heisenberg exchange leads to equal

changes in T1e and T2e:

Wex ¼ Δ
1

T1e

� �
¼ Δ

1

T2e

� �
¼ kexCR; (7)

where Wex is the Heisenberg exchange frequency, kex is the exchange constant and
CR is the concentration of the paramagnetic exchange reagent. If Heisenberg

exchange is diffusion controlled, i.e. being in the strong exchange limit, the

exchange constant kex [L mol�1 s�1] can be written as [64]:

kex ¼ Pmax f kD ¼ Pmax f 4 π NA DN þ DRð Þ rC � 103� �
; (8)

where Pmax is the maximum exchange efficiency (in the strong exchange limit

and for T1R < τc, Pmax ¼ 1), f is a dimensionless steric factor, kD is the diffusion-

controlled rate constant [L mol�1 s�1], NA is the Avogadro number, D is the

diffusion constant for the nitroxide (N) and the reagent (R) [m2 s�1], and rC is the

collision radius (the sum of the effective radii of the nitroxide and the reagent, [m]).

For protein-bound spin labels, DN becomes the diffusion constant of the protein.

Consequently, DN is significantly smaller than DR and can therefore be neglected

in the equation. The effective collision frequency of the nitroxide towards the

paramagnetic reagent can be reduced by the influence of the local protein environ-

ment and interactions of the spin label side chain with neighbouring residues.

These effects are considered in the equation

Wex ¼ ρ f 4 π NA DN rC 10
3CR; (9)

where ρ is a proportionality factor reflecting these effects [64] with the concen-

tration of the exchange reagent, CR, expressed in mol L�1.

3.2 Cw Power Saturation

Most commonly, Heisenberg exchange rates for nitroxide side chains in proteins

are measured using cw power saturation. Here, the EPR signal amplitude is

monitored as a function of the incident microwave power in the absence and

presence of the paramagnetic quencher. From the saturation behaviour of the

nitroxide, an accessibility parameter, Π, can be extracted that is proportional to
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Wex [1, 64, 65]. In the following it is described how Π is obtained from a power

saturation experiment.

The amplitude of the first derivative, Y0, of a Lorentzian absorption line is

given by [66]

Y0 / H1

1þ H2
1 γ

2 T1e T2e
� �3=2 ¼ Λ

ffiffiffi
P

p

1þ Λ2 P γ2 T1e T2e
� �3=2 : (10)

H1 is the microwave magnetic field, which is proportional to the square root of

the incident microwave power P, and Λ describes the properties of the microwave

resonator, i.e. an instrumental calibration for the conversion of incident microwave

power to microwave magnetic field H1 (H1 ¼ Λ · √P). γ is the gyromagnetic ratio

of the electron and T1e and T2e are the spin–lattice and spin–spin relaxation

times, respectively. Equation 10 reveals that Y0 is proportional to the square root

of P for low microwave power, whereas for higher microwave power Y0 becomes

proportional to 1/P. A parameter related to the relaxation quantity T1eT2e that can
easily be obtained from a power saturation experiment is P1/2, which is the

microwave power at which Y0 reaches half of the theoretical value reachable in

the absence of saturation:

Y0ðP1=2Þ ¼
Λ

ffiffiffiffiffiffiffiffiffi
P1=2

p
2

: (11)

If P1/2 for a homogeneously broadened line is expressed as:

P1=2 ¼
22=3 � 1
� �
Λ2 γ2 T1e T2e

; (12)

Eq. 10 can be rewritten accordingly as:

Y 0 / Λ
ffiffiffi
P

p

1þ 21=ε � 1ð ÞP=P1=2

� �ε ; (13)

with ε ¼ 3/2. For the inhomogeneously broadened line an analogous expression

can be obtained with ε ¼ 1/2. Experimentally, the EPR signal amplitude Y0 is
monitored as a function of the incident microwave power P, and a plot of Y0 vs.
√P (Fig. 8) can be fitted using the equation:

Y0 ¼ I
ffiffiffi
P

p

1þ 21=ε � 1ð ÞP=P1=2

� �ε ; (14)

with a scaling factor I including the instrumental calibration factor Λ, the measure ε
for the homogeneity of saturation of the resonance line, and the microwave power

P1/2, where the first derivative signal amplitude is reduced to half of its unsaturated

value, as adjustable parameters.
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Collision of paramagnetic exchange reagents with the nitroxide group leads to a

decrease in the relaxation times of the nitroxide, and hence to an increase of P1/2.

Thus, determination of the P1/2 values in the presence of paramagnetic reagents and

in a nitrogen-atmosphere as a reference provides means to estimate the Heisenberg

exchange frequency Wex based on the following equation:

ΔP1=2 ¼ PR
1=2 � P0

1=2 /
1

TR
1e T

R
2e

� 1

T0
1e T

0
2e

/ Wex

T0
2e

; (15)

where the indices R and 0 indicate the parameters in the presence and in the absence

of a relaxing agent, respectively. In the above equation the approximationTR
2e ffi T0

2e

has been made based on the assumption that T2e � τc and consequently the

spin–spin relaxation time is not affected by the presence of the paramagnetic

exchange reagent. As is obvious from Eq. 15, the P1/2 values reflect the relative

collision frequencies and therefore the accessibility of the nitroxide towards the

exchange reagent [1, 62, 67], but still also depend on T2e. To eliminate this

dependency, the P1/2 values are divided by the spectra line widthsΔH0 as a measure

for T�1
2e . Consequently, one obtains [65]:

ΔP0
1=2 ¼

ΔP1=2

ΔH0

/ Wex: (16)

The approximation made for Eq. 15 directly implies that the EPR line width

remains unchanged upon the addition of the exchange reagent. Nevertheless,

for nitroxides of high mobility and high reagent concentrations (CrOx > 25 mM

or NiEDDA > 10 mM) this approximation may not be valid TR
2e 6¼ T0

2e

� �
. This

problem can be overcome either by decreasing the reagent concentration or

by eliminating the T2e dependency of ΔP1/2 through separate division of PR
1=2 and

P0
1=2 by the respective line widths:

ΔP0
1=2 ¼

PR
1=2

ΔHR
0

�
P0
1=2

ΔH0
0

: (17)

Fig. 8 Saturation curves (plot of the peak-to-peak amplitude of the central EPR line, Y0, vs. √P)
for (a) a nitroxide located in the hydrophobic region of a lipid bilayer, (b) a water-accessible

nitroxide, and (c) for a nitroxide deeply buried in the interior of a protein, therefore not being

accessible for either of the exchange reagents used
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Furthermore, to account for instrumental variability (for example resonator

properties that influence saturation behaviour), normalization of ΔP0
1=2 with a

reference sample, for example 2,2-diphenyl-1-picrylhydrazyl (DPPH) powder

diluted in KCl, is performed to yield the dimensionless accessibility parameter Π:

Π ¼ ΔP0
1=2

ΔH0ðDPPHÞ
P1=2ðDPPHÞ

/ Wex: (18)

Alternatively, theΠ values can be divided by a resonator-specific proportionality

factor α [MHz�1] to obtain directly Wex rates (see [64]):

Π ¼ αWex: (19)

In practice, the use of air (21% O2) and 10 mM NiEDDA as exchange reagents

to monitor the accessibility of a nitroxide side chain towards lipid and bulk

water phases, respectively, fulfils the TR
2e ffi T0

2e criterion. The neutral NiEDDA

has advantages over the negatively charged CrOx as Coulomb interactions might

influence the accessibility depending on the charge distribution in the immediate

environment of the nitroxide. Furthermore, in the case of CrOx, Π might become

dependent on the ionic strength of the buffer solution [68].

Experimentally, the sample is loaded into gas-permeable TPX capillaries with

sample volumes of 10 μl or less, and placed into a loop-gap resonator, which

provides a homogeneous and sufficiently large H1 microwave field. For the

“reference” measurement in the absence of exchange reagents the sample is deoxy-

genated by fluxing nitrogen gas around the capillary (20–30 min) and the EPR

experiment is performed in the presence of N2. To determine the accessibility

towards oxygen, the nitrogen is replaced by air or 100% O2. Samples containing

soluble exchange reagents (CrOx or NiEDDA) are measured again in the presence

of N2. For all experiments, the peak-to-peak amplitude of the central EPR line

is monitored as a function of the incident microwave power that is usually varied

in the range from 0.1 to 50 mW and plotted vs. √P (Fig. 8). From such saturation

curves, P1/2 values can be extracted by fitting of Eq. 14.

In Fig. 9, the accessibility analysis performed on a 24 amino acid long segment

of the halobacterial transducer NpHtrII in complex with its cognate photoreceptor

NpSRII (see Sect. 6.1 for a more detailed description of this system) is shown as

an example [69]. Figure 9a shows the crystal structure of the transmembrane region

of the complex [70] embedded in a lipid bilayer. The segment investigated in this

study starts at position 78 in the transmembrane region and extents to position

101 in the cytoplasm. Power saturation experiments have been performed with air

(21% O2) and 50 mM CrOx, respectively. The Π values calculated from these

experiments are shown in panel b as a function of the residue number. The low Π
values for both oxygen and CrOx in the region 78–86 indicate its location in a

densely packed protein–protein interface.

Furthermore, the clear periodicity of 3.6 residues (see inset in panel b, gray)

corroborates the assumption that this region is α-helical. For positions 87–94 a

gradual increase in theΠCrOx values is observed, providing strong evidence that this
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region is protruding out of the protein–protein interface into the cytoplasm.

Accordingly, the ΠOxygen values also increase. For positions 92–101 ΠCrOx values

typical for water exposed residues are obtained, and also here a periodical pattern

is observed, indicating an α-helical secondary structure also for this region.

3.3 Saturation Recovery

SR-EPR allows measuring the spin–lattice relaxation time, T1e, (see Sect. 2.4.2),

and therefore the Heisenberg exchange frequency, Wex, can be determined directly

from the saturation recovery curves obtained in the absence and in the presence of

exchange reagents [1, 56, 67, 68, 71]. The major advantages of SR-EPR compared to

Fig. 9 Determination of solvent accessibilities by power saturation exemplified with the

NpSRII/NpHtrII complex reconstituted in a lipid bilayer. (Data taken from [69]). (a) Ribbon

representation of the complex in a lipid bilayer (light grey: hydrophobic region, medium grey:
headgroup region). The gradients of concentration for water-soluble reagents (CrOx and

NiEDDA) and lipid-soluble reagents (O2) are indicated by shaded triangles. The first (78) and

last residue (101) of the region investigated by power saturation are indicated by numbered

spheres. The corresponding data is shown in panel b. (b) Accessibility parameters ΠCrOx (black
circles) and ΠOxygen (grey squares) vs. residue number. ΠCrOx values have been obtained with

50 mM CrOx, ΠOxygen values with air (21% O2). The inset depicts the region from residues 78–86

to show the periodicity of 3.6 for ΠOxygen corresponding to the α-helical secondary structure
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cw power saturation (Sect. 3.2) are that no assumptions regarding the magnitude of

the spin–spin relaxation time T2e or the homogeneous nature of the resonance line are

necessary, and that spin label side chain accessibilities towards the exchange reagents

are expressed in an instrument-independent way without the need for calibration of

ΔP0
1=2 values with reference samples. Moreover, in cases where multiple spin

populations are present (see also Sect. 2.3), the corresponding T1e values and

accessibilities can be determined by SR-EPR. In contrast, cw power saturation can

only provide an average accessibility for all components present in the cw EPR

spectrum, and moreover, this average value will be biased towards the most mobile

component as it dominates the amplitude of the resonance lines.

The amplitude f of the SR-EPR signal observed on the central resonance line of a

nitroxide spectrum comprising a single component in the presence of an exchange

reagent can be expressed as [72]:

f ¼ A1e
� 2We�2Wexð Þ t þ A2e

� 2Weþ2Wexþ3Wnð Þ t

þ A3e
� 2Weþ2Wexþ2WRð Þ t þ A4e

� 2Weþ2Wexþ3Wnþ2WRð Þ t þ H:O:T:;
(20)

where We is the electron spin–lattice relaxation rate, Wn is the 14N nuclear

spin–lattice relaxation rate, WR is the rotational diffusion rate of the nitroxide

and H.O.T. are higher order terms [71, 73]. The relaxation rates in this equation

are derived from the corresponding relaxation times according to 2We ¼ T�1
1e ;

2Wn ¼ T�1
1n and2WR ¼ τ�1

R . τR is the rotational correlation time of the nitroxide. The

decay rate given by the first term of Eq. 20 represents the sum of the electron

relaxation rate and the exchange rate. The rate for the other components is further

increased by contributions from nuclear relaxation and rotational correlation rates,

but these contributions can be neglected in SR-EPR. The reorientational correlation

times for protein-bound nitroxides are of the order of several 100 ps to usually not

more than 10–20 ns. For correlation times in this range,Wn is of the order of 10
7 s�1

[74]. Therefore, contributions from both, nuclear relaxation and reorientation, to

saturation recovery effectively decay within the spectrometer dead time. The dead

time is usually in the range of 50–100 ns, andWe andWex, both being in the order of

105 s�1, are the only rates reflected in the recorded recovery curve. Consequently,

single exponentials reflecting the first term of Eq. 20 should appropriately describe

saturation recovery curves of spin label side chains exhibiting cw EPR spectra

consisting of only a single spectral component.

Figure 10 shows saturation recovery curves for T4L labelled at positions 131 and

133 [72]. It is obvious that the presence of exchange reagents influences the

spin–lattice relaxation time T1e. Qualitatively, residue 131 exhibits similar accessi-

bility for oxygen and NiEDDA, whereas residue 133 is accessible to oxygen to a

much lesser extent compared to residue 131, and not accessible for NiEDDA. With

T4L being a soluble protein, one can deduce from the SR data that residue 131 is

surface exposed, whereas residue 133 is partially buried in the interior of the

protein, rendering it slightly accessible for the relatively small O2 molecules but

not accessible for the larger Ni complex.
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Furthermore, the T1-relaxation enhancement induced by molecular oxygen dif-

fusing in the hydrophobic core of lipid bilayers can be used to determine trans-

membrane profiles that reveal the immersion depth of the position under

investigation in the lipid bilayer. Figure 11 shows an example from a recent study

on spin-labelled DOXYL-lipids and spin-labelled peptides [75].

Moreover, saturation recovery can be used to distinguish between rotamer

exchange for the spin label side chain (~0.1–1 μs range) and conformational

exchange of the protein, which is at least one order of magnitude slower [47]

(Sect. 2.4.2).

4 Polarity and Proticity of the Nitroxide Micro-environment

The polarity and the proticity (the propensity to form hydrogen bonds) in the

immediate environment of a spin label side chain can provide information about

the structural and topological details of a protein enhancing the understanding of

specific biological processes on the molecular level. For example, scanning the

polarity and proticity of the spin label micro-environment in ion channels can allow

monitoring of the water density and its variation upon conformational changes and

may enable identification of the hydrophobic barriers along such channels in

transmembrane proteins.

Fig. 10 Nitroxide accessibility determined by saturation recovery EPR. Saturation curves for

T4L labelled at positions 131 (a) and 133 (b). Experiments have been performed under argon

atmosphere (Ar), in the presence of oxygen in equilibrium with air (O2) , and in the presence

of 3 mM NiEDDA (Ni) [72] (Copyright 2005 Elsevier. Used with permission from Janusz Pyka,

Jan Ilnicki, Christian Altenbach, Wayne L. Hubbell and Wojciech Fronciaz, Accessibility and

dynamics of nitroxide side chains in T4 lysozyme measured by saturation recovery EPR,

Biophysical Journal and Elsevier)
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4.1 Theoretical Background

The polarity and proticity of the nitroxide spin label micro-environment can be

determined from EPR spectra by means of the hyperfine component Azz and the

g tensor component gxx.
In general, a polar environment shifts the tensor component Azz to higher

values, whereas the tensor component gxx is decreased. Theoretically, both tensor

components should exhibit a linear dependency on the spin density in the π-orbital
of the oxygen atom of the nitroxide group, ρOπ . The hyperfine tensor component

Azz is given by ([122]):

Azz ¼ QN
π ρ

N
π : (21)

Fig. 11 Transmembrane profiles of T1-relaxation enhancement induced by molecular oxygen

(with respect to samples measured in the absence of oxygen or other relaxing agents) for spin-

labelled lipids mixed with PC lipids (solid squares) and spin-labelled model peptides (open circles
with inserted error bars). Upper panel: Relaxation enhancements for spin-labelled lipids deter-

mined from the linewidth of the central resonance line, and peptide relaxation enhancements

determined by saturation recovery EPR. Bottom panel: Lipid relaxation enhancements from power

saturation measurements compared to peptide relaxation enhancements from saturation recovery

EPR [75] (Copyright 2009 Springer. Used with permission from Derek Marsh, Spin-label EPR for

determining polarity and proticity in biomolecular assemblies: Transmembrane proteins, Applied

Magnetic Resonance and Springer)
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The linear dependency of Azz from ρOπ arises from the sum condition

ρOπ þ ρNπ ffi 1; (22)

following from the fact that to a good approximation the spin density is fully

confined to the nitroxide group.

Also the g tensor component gxx is directly proportional to ρOπ but exhibits an

additional dependency on the specific properties of the lone-pair orbitals on the

oxygen atom of the nitroxide group, originating from an approximate expression for

gxx of organic π-radicals [76]:

gxx ffi ge þ
2 ζðOÞ ρOπ c2ny

ΔEnπ	
; (23)

where ge ¼ 2.0023 is the g value of the free electron, ζ(O) is the oxygen spin–orbit
coupling parameter, ρOπ is the π spin density in the 2pz atomic orbital of the oxygen,

cny is the LCAO coefficient of the 2py atomic orbital which contributes to the

oxygen lone-pair molecular orbital, and ΔEnπ* ¼ Eπ* � En is the excitation energy

for the n ! π* transition.

The dependency of ρOπ on the polarity of the immediate environment of the

nitroxide arises from the variation of ρNπ , which in turn is caused by the interaction

of the permanent electric dipole induced by the charge displacement in the NO

π bond with the intermolecular fields in the vicinity of this bond. These fields can be

described by an average local field Elocal, where Elocal,x is the field component along

the NO bond [122, 123]:

ΔρNπ ¼ C1 Elocal;x C1 > 0ð Þ: (24)

Furthermore, it is known that the lone-pair orbital energy En is sensitive to the

polarity of the environment, and particularly to hydrogen bonding of the lone-pairs

to water and/or polar amino acid side chains in its vicinity. In addition, hydrogen

bonding can affect the electron population of the lone-pair orbitals, c2ny.

Consequently, changes in δΔgxx ¼ δ(gxx � ge) caused by the local environment

of the nitroxide have to be described by three contributions:

δΔgxx
Δgxx

ffi � ρNπ
ρOπ

δAzz

Azz
� δΔEnπ	

ΔEnπ	
þ δc2ny

c2ny
: (25)

The first term of the above equation correctly predicts the negative slope

observed in gxx versus Azz plots [77–79, 122], while the last two terms account for

additional vertical displacement in the plots depending on the proticity of the

nitroxide micro-environment.
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4.2 Polarity and Proticity Investigated by High-Field EPR

The hyperfine tensor component Azz can be obtained by analysis of EPR spectra

recorded at X-band (9.5 GHz/0.34 T) frequencies and temperatures below 200 K.

At these temperatures the reorientational motion of a spin label side chain is slowed

down such that the corresponding correlation time exceeds 100 ns [80], and the

nitroxide may be considered as immobilized on the EPR timescale. Small ampli-

tude librational motions are still present, but can be usually neglected as the

measured Azz values deviate by less than 2% from their rigid limit values due to

partial motional averaging [80]. Higher precision of the determined tensor values

can be obtained by further decreasing the temperature.

Increasing the microwave frequencies from X-band to higher bands provides the

spectral resolution necessary to resolve the anisotropy of the g tensor and to

determine gxx. For nitroxide spin labels, the g anisotropy is already well resolved

at W-band (95 GHz/3.4 T). As an example, Fig. 12 shows the polarity analysis for a

set of spin-labelled NpHtrII mutants (positions 88–94) in the NpSRII/NpHtrII
complex reconstituted in purple membrane lipids [81]. The variation of gxx and

Azz along this sequence is nicely resolved and reflects the different water densities

on both sides of this helix. Furthermore this plot reveals the relation between the

average gxx and Azz values.

From the low-temperature W-band EPR spectrum of NpSRII-V17R1 shown in

Fig. 12c the presence of different spectral components characterized by different gxx
values is obvious. Such a composite nature of gxx in high-field EPR spectra was

already recognized earlier, for example for spin-labelled lipids [83] and for spin-

labelled azurin proteins [84]. In both cases, it was suggested that two nitroxide

populations characterized by the presence or absence of a hydrogen bond to the

nitroxide group account for these observations. Indeed, utilizing pulsed ENDOR at

130 GHz, the presence of a hydrogen bond to the nitroxide group of 5-doxyl stearic

acid causing a reduction in gxx was confirmed, and it was possible to determine the

geometry of this hydrogen bond [83].

The origin of this heterogeneity in the gxx region was analysed in further detail,

employing multi-frequency EPR at 95, 275, and 360 GHz [85]. These experiments

revealed the existence of three different spectral components. Figure 13 shows the

low-temperature high-field EPR spectra for NpSRII-V17R1 determined at 95 and

275 GHz (Fig. 13a), and for NpSRII/NpHtrII-L93R1 determined at 95 GHz and

360 GHz (Fig. 13b).

In both cases, the three components already visible at 95 GHz are nicely resolved

at 275 or 360 GHz. In Fig. 13c the three gxx values obtained from the spectral fits

(gixx; i ¼ 0; 1; 2) are plotted versus the average hyperfine tensor component �Azz. The

gixx values fall into three distinct regions of the plot, showing a clear correlation

with the �Azz values. The spectral components are separated by Δg ~ 4 � 10�4,
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corresponding to the theoretical value expected for the addition of one hydrogen

bond to the nitroxide group. Consequently, the authors of this study suggested

the three spectral components to correspond to nitroxide populations exhibiting 0,

1, or 2 hydrogen bonds (with the largest gixx corresponding to 2 hydrogen bonds).

Fig. 12 W-band polarity analysis for a set of spin-labelled NpHtrII mutants (positions 88–94)

in the NpSRII/NpHtrII complex reconstituted in purple membrane lipids. (Data taken from [81]).

(a) Determination of Azz and gxx from X- andW-band low-temperature (175 K) spectra. (b) W-band

EPR (175 K) spectra (black traces) and calculated line shapes (grey traces) (DIPFIT) [82]. The
vertical linemarks the gxx position of L90R1. (c) Comparison of the low-field region of the spectra

(black) for positions A88R1 and L90R1 in NpHtrII, and residue V17R1 in NpSRII located in the

centre of the lipid bilayer. Corresponding calculated spectra using an average gxx are shown in grey.
(d) Plot of gxx vs. Azz for the analysed spin label positions (NpHtrII: 88–94, NpSRII: 17 & 154). For

comparison, several points derived from the literature are shown representing the apolar/aprotic and

the polar/protic extremes of gxx vs.Azz: (a) MTSSL in toluene/polystyrene 9:1 mixture (Q-band); (b)
MTSSL in toluene/polystyrene 9:1 mixture (W-band); (c) MTSSL in ethyl acetate (W-band,

T ¼ 140 K); (d) MTSSL-β-mercaptoethanol in ethyl acetate (W-band); (e) MTSSL in water/

ethanol 1:1 mixture (W-band); (f) MTSSL in water/ethanol 1:1 mixture (Q-band); (g) MTSSL in

water with 10% glycerol (v/v) (W-band, T¼175 K); (h) MTSSL-β-mercaptoethanol in water with

10% glycerol (v/v) (W-band). For corresponding references see Brutlach et al. [81]. The inset shows
the localization of the respective spin-labelled NpHtrII and NpSRII variants in a structural model of

the complex

232 J.P. Klare and H.-J. Steinhoff



Fig. 13 Polarity/proticity analysis performed at 95, 275 and 360 GHz to resolve the gxx heteroge-
neity. (Data taken from [85]). (a) Spectra of NpSRII-V17R1 recorded at 95 GHz/170 K (upper
panel) and 275 GHz/70 K (bottom panel). (b) Spectra of NpSRII/NpHtrII-L93R1 recorded at

95 GHz/175 K (upper panel), and 360 GHz/160 K (bottom panel). Black lines are the experimental

data, and grey lines are the corresponding simulated spectra. Insets in the upper panels show the

enlarged gxx region of the 95 GHz spectra and the corresponding fits. (c) Plot of gxx versus �Azz

obtained by fitting of the EPR spectra recorded at 95 (small symbols), 275 and 360 GHz (large

symbols) of a series of different spin-labelled proteins (see legend). The three spectral components

characterized by their respective gxx values (indices 0, 1 and 2) are shown as black, red and green
symbols
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5 Inter-nitroxide Distance Measurements

If two spin label side chains are introduced into a biomolecule or two singly spin-

labelled molecules are in a stable macromolecular complex, the distance between

the two labels can be determined through quantification of their spin–spin interac-

tion, thus providing valuable structural information.

The spin–spin interaction is composed of contributions from the static dipolar

interaction, modulation of the dipolar interaction by the residual motion of the spin

label side chains, and exchange interaction. The theoretical background of dipolar

coupling between electrons can be found in [86]. The static dipolar interaction in

an unordered, immobilized sample leads to detectable broadening of rigid-limit

(low-temperature) cw EPR spectra if the interspin distance is <2 nm (see Fig. 14a).

Quantification of the interspin distance in this case can be carried out by a detailed

lineshape analysis using spectra convolution or deconvolution techniques for

spectra measured below 200 K [82, 87, 88] or in solutions of high viscosity [89].

Software packages are available for interspin distance determination from cw EPR

spectra, e.g. the program DIPFIT [82, 87], that considers a Gaussian distance

distribution and variable contributions of singly labelled species, or the software

“Short Distances” by C. Altenbach [90] that considers multiple Gaussian

distributions also and arbitrary distributions applying Tikhonov regularization

procedures. Figure 14c shows two examples, where interspin distances have been

determined from cw EPR spectra recorded at 160 K or by DEER spectra recorded at

50 K. Numerous examples from the literature underline the applicability of cw EPR

for short-range distance determinations [88, 89, 91–96].

Besides the use of spectra convolution and deconvolution techniques, interspin

distances can often be determined also from empirical or semi-empirical

parameters. As long as exchange interaction due to partial overlap of the nitroxide

π-orbitals can be neglected spectral amplitude ratios [126] or differences of the

spectral second moments of singly and doubly spin-labelled samples can be used

for distance quantification. In the latter case the interspin distance is given by

r ¼ 2:32 � ΔH2 � 108� ffi�1
6 nm; (26)

with ΔH2 being the difference of the second moments between and doubly spin-

labelled samples (see Eqs. 2 and 3) given in T�1. The upper distance limit for the use

of this method is 1.5–1.7 nm and the reliability of the distance calculated strongly

depends on the quality of the spectra, especially of the baseline. In the distance range

<0.8 nm partial overlapping of the nitroxide π-orbitals leads to exchange interactions
that can no longer be neglected in the cw EPR spectra, rendering interspin distance

quantification in this distance range difficult [97, 98]. In such cases accurate distance

measurements can be carried out by determination of the amplitude of the half-field

resonances [99] that are not affected by exchange interactions. In the presence of

dipolar interaction the probability of these “forbidden” transitions is strongly

increased and the amplitude of this resonance is proportional to r�6. The use of the
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Fig. 14 Interspin distance measurements. (a) Simulated powder spectra (normalized to constant

spin number) for different interspin distances (DIPFIT) [82]. Simulation parameters: gxx ¼ 2.0086,

gyy ¼ 2.0066, gzz ¼ 2.0026, Axx ¼ 0.52 mT, Ayy ¼ 0.45 mT, and Azz ¼ 3.5 mT. The spectra were

convoluted with a field-independent lineshape function composed of a superposition of 44%

Lorentzian and 56% Gaussian of 0.33 and 0.39 mT width, respectively, and a fraction of a singly

spin-labelled component of 30%. (b) X-ray structure of the 2:2 SRII-HtrII complex (PDB 1H2S).

Cβ atoms of the labelled positions are shown as spheres. (c) (top) Cw EPR (160 K) of HtrII157-

V78R1 solubilized in DDM (grey) or reconstituted in PML (black) in the absence of SRII. The

interspin distance obtained in the reconstituted sample is 1.3 (� 0.2) nm (singly labelled fraction¼
57%; data from [124]. (bottom) Cw EPR (160K) of SRII-L89R1/L159R1 in the receptor ground

state (black) and in the trapped signalling state (red). Comparison with the sum of the spectra of the

corresponding singly labelled samples (grey) reveals line broadening due to spin–spin interaction.
(Data from [3] (d) (upper panel) DEER time domain data after background correction for SRII-

S158R1. (bottom panel) Distance distribution obtained by Tikhonov regularization using

DeerAnalysis 2008 [125] revealing a mean distance of 2.6 nm
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half-field transitions allows accurate distance determination (error < 0.05 nm) for

distances below 1 nm [100].

Advances in pulse EPR expanded the accessible distance range up to 8 nm

[86, 101, 102], and, utilizing fully perdeuterated systems (including perdeuterated

solvents and biomolecules), in favourable cases even up to 10 nm or more [103].

Nowadays, two major protocols are successfully applied, 4-pulse double

electron–electron resonance (DEER) or pulsed electron double resonance

(PELDOR), and double quantum coherence (DQC) [86, 104]. Combining cw and

pulse EPR techniques, and taking into account borderline effects in the region of

1.6–1.9 nm [105], provides means to determine interspin distances in the range of

1–8 nm, thereby covering the most important distance regime necessary for struc-

tural investigations on proteins, nucleic acids or complexes thereof. Figure 14d

shows an example of interspin distance measurements by DEER spectroscopy,

where the distance between SRII-S158R1 in the 2:2 complex (see Fig. 14b) has

been determined. A detailed review about distance measurements by pulse EPR as

well as a chapter about the interpretation of dipolar EPR data in terms of protein

structure can be found in volume 1 of this series [86, 106].

6 Application to Membrane Proteins

In the following, examples are given where SDSL EPR has been applied for the

investigation of membrane proteins, addressing structural as well as the dynamic

properties of the systems under investigation.

6.1 The Photoreceptor/Transducer Complex SRII/HtrII

In haloarchaea like Natronomonas pharaonis phototaxis is mediated by transducer

proteins (Htrs) that share structural and functional similarities with a variety of

chemoreceptors reactive to attractant and repellent stimuli [107, 108]. Cognate

sensor proteins, sensory rhodopsins (SRs), which belong to the seven-

transmembrane helices protein family, are responsible for recognition of the exter-

nal stimulus. SDSL and EPR spectroscopy on the sensory rhodopsin II/transducer

(NpSRII/NpHtrII) complex from Natronomonas pharaonis have yielded insights

into the structure of the complex, the mechanisms of signal perception and signal

transduction across the membrane and of the subsequent information transfer

within the transducer protein towards the components of the intracellular signalling

pathway [109]. Some examples have already been given in Sects. 2–5 of this

chapter, i.e. a mobility analysis of the C-terminal end of helix F in NpSRII
(Sect. 2.1), an accessibility analysis of the membrane-adjacent region of NpHtrII,
revealing an α-helical structure in this region (Sect. 3.2), and a polarity/proticity

study of a part of the same region in NpHtrII (Sect. 4.2).

236 J.P. Klare and H.-J. Steinhoff



6.1.1 A Model of the Membrane-Embedded Part of the Complex Based

on Interspin Distance Constraints

Based on the mobility analyses of singly spin-labelled variants and interspin

distances determined for 26 different pairs of spin label side chains introduced

into the cytoplasmic portions of NpSRII and NpHtrII, the arrangement of the

transmembrane domains of this complex was modelled (Fig. 15a) [110].

Direct comparison of the EPR model with the crystal structure obtained later

([70], see Fig. 15b) emphasizes the consistency of the EPR model with that of the

X-ray structure, especially, if the general topology, the location, and the relative

orientation of the transmembrane helices are considered. Notably, most of the side

chain orientations within the complex coincide quite well in the two models,

although in the EPR model the bacteriorhodopsin structure had to be used as a

template for NpSRII, since the NpSRII structure was not known.

6.1.2 Dynamics of the HAMP Domain

A detailed SDSL EPR study on the first NpHtrII HAMP domain investigating

the structural and dynamic features revealed that this domain is engaged in a

Fig. 15 Membrane topology of the NpSRII/NpHtrII complex revealed by EPR spectroscopy. (a)

EPR-based model of the transmembrane region of the complex viewed from the cytoplasmic side

[110]. Side chains mutated to cysteines and subsequently spin labelled are shown in stick repre-

sentation. (b) Crystal structure of the complex (PDB: 1H2S)
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“two-state” equilibrium between a highly dynamic (dHAMP) and a compact

(cHAMP) conformation [111] (Fig. 16). The structural properties of the cHAMP

conformation as deduced from spin label side chain mobility, accessibility and

intra-transducer-dimer distance data have been found to be in line with a four-

helical bundle model of the HAMP domain from Archaeoglobus fulgidus obtained
by NMR.

To investigate the origin of the observed two spectral components in terms of the

two-state equilibrium, titration experiments with NiEDDA and ascorbate (Fig. 16a)

were performed. NiEDDA reversibly decreases the nitroxide relaxation times due to

Fig. 16 Dynamics of the first NpHtrII HAMP domain. (a) Effects of reversible and irreversible

quenching on the two spectral components of NpSRII/NpHtrII157-A97R1. Upper panel: Effects of
increasing NiEDDA concentrations. Bottom panel: Time evolution of ascorbate-induced spectral

changes. (b) Temperature-dependent spectral changes of the low-field line for NpSRII/NpHtrII157-
D106R1. Arrows indicate the direction of the spectral changes upon a decrease in temperature:

The equilibrium is shifted towards the compact conformation. (c) Models of the dynamic and

compact HAMP conformations. The compact conformation has been modelled according to the

NMR structure of the HAMP domain of Af1503 from Archaeoglobus fulgidus [112]. Light

activation of NpSRII shifts the equilibrium towards the compact state [111]
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exchange interaction with the spin label. In contrast, ascorbate reduces the nitroxide

irreversibly. In both cases the reaction only takes place for nitroxides accessible

from the water phase. The addition of 52 mM NiEDDA leads to complete suppres-

sion of the more mobile component corresponding to the dHAMP conformation. In

contrast, ascorbate leads to an overall decrease of the spectral intensity, leaving the

ratio between the two spectral components constant. These results have proven the

existence of an equilibrium between the c- and dHAMP conformations with inter-

conversion rates smaller than the magnetic relaxation rates. Furthermore, the tem-

perature dependence of the spectra was analysed (Fig. 16b). Decreasing the

temperature resulted in a shift of the equilibrium towards the cHAMP conformation.

From the fitting of simulated spectra to the experimental ones it was possible to

determine the fractions of the two components in each spectrum and the data could

be used to calculate the free Gibbs energy and the equilibrium constant for the

transition between the two conformations [111]. The agreement of the equilibrium

constants determined for numerous positions in different segments of the HAMP

domain further corroborated the hypothesis of a two-state equilibrium between the

two, cHAMP and dHAMP, conformations (Fig. 16c). Time-resolved detection of

changes in the spin label mobility showed that light activation of NpSRII shifts the
equilibrium towards the compact cHAMP state [109].

6.2 The Maltose ABC Importer MalFGK2

ABC transporters are a class of ubiquitous membrane proteins which use the energy

of ATP hydrolysis to transport solutes across membranes [113]. ABC transporters

are modular protein complexes comprising of two nucleotide-binding domains

(NBDs) and two transmembrane domains (Fig. 17a). In prokaryotic variants of

this complex an additional periplasmic substrate-binding protein is required for

function. The present structural models of ABC transporters suggest a functional

mechanism in which translocation of the substrate is achieved by alternating access

of the translocation pore to the extra- and intracellular space, driven by ATP

hydrolysis in the NBDs [115]. By far the best characterized representative of this

protein class is the enterobacterial maltose transporter MalFGK2. For this system

crystal structures are available not only for different conformations of the isolated

NBD dimer MalK2 [116] but also for the complete MalFGK2 unit with the bound

maltose-binding protein MalE [117]. Nevertheless, the mechanistic details of how

ATP hydrolysis is coupled to substrate translocation, and the function of MalE in

the catalytic cycle, was still obscure.

Grote et al. addressed these questions in two studies using cw and pulse EPR

spectroscopy [114, 118]. They performed an analysis of conformational changes of

the NBD subunits, MalK2, during the transport cycle. Their data support a slightly

modified “tweezers-like” model of closure and reopening of the NBDs during

the catalytic cycle. They furthermore show that this motion only occurs with MalE

bound to the complex. [118]. Distance measurements between pairs of spin labels
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introduced into the periplasmic segmentMalF-P2 at positions 205 and 252 (Fig. 17b, c)

revealed transmembrane communication between the NBDs and the periplasmic

domain of the protein. Three conformations of MalF-P2 could be discriminated,

corresponding to defined steps in the ATPase cycle of MalK2 [114]. Figure 17c

shows the 205R1-252R1 inter-nitroxide distance changes observed by cw and DEER

EPR spectroscopy in the presence of MalE/maltose and different nucleotides. The

distance of 2.7 nm (obtained by DEER spectroscopy) observed for the nucleotide-free

state decreases to 1.5 nm (measured by low temperature cw EPR) upon ATP binding

(ATP hydrolysis was inhibited by EDTA) and increases again to 2.2 nm upon ATP

hydrolysis. The identical distance distributions for the ATP and ADP forms in the

presence of MgCl2 prove that the latter conformational change is indeed a conse-

quence of ATP hydrolysis. Based on their findings, the authors suggest a dynamic

model for the coupling of substrate translocation and ATP hydrolysis. According to

this model, binding of MalE/maltose and ATP modulate the equilibrium between

different conformers of the transporter.

Fig. 17 Conformational changes in MalFGK2 during the ATPase cycle monitored by

measurements of interspin distances. (Data taken from [114]). (a) MalFGK2-E crystal structure

(PDB: 2R6G). Residues 205 and 252 that were exchanged by cysteines and spin labelled are

indicated. (b) Effects of ATP and MalE/maltose on the MalF-P2 conformation. Left panel:
background corrected DEER data. Right panel: corresponding distance distributions. The arrows
in both panels indicate changes induced by MalE/maltose. (c) Effects of different nucleotides on

the MalF-P2 conformation in the presence of MalE/maltose. In addition to the DEER experiments,

low-temperature cw EPR spectra were recorded to determine the distance in the presence of ATP,

see top spectra; dark grey, ADP bound state, no broadening; light grey, ATP bound state.

Simulations (dotted lines) revealed a Gaussian distance distribution centred at 1.5 nm in the

presence of ATP, which is superimposed to the DEER-derived distribution in the right panel
(dotted distance distribution)
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6.3 The Mechanosensitive Channel of Small Conductance

In the past years, the MscS was subjected to extensive investigations using SDSL

EPR spectroscopy [119] [120]. MscS plays a central role in the response of

prokaryotes to osmotic stress and forms pentamers in lipid bilayers. Although

crystal structures of MscS and its relative MscL (mechanosensitive channel of

large conductance) have been determined, lack of structural information for the

N-terminus and for the open channel conformation impeded establishing a mecha-

nism for gating of MscS in lipid bilayers. Perozo and co-workers performed several

studies on the three-dimensional architecture and the structural mechanism of MscS

gating [119] [120]. As an example, Fig. 18 depicts mobility and accessibility data

for the region from MscS’s N-terminus up to the third transmembrane segment

(TM3). It is obvious that channel opening leads to significant changes in the

Fig. 18 Structural alteration upon MscS channel opening. (a) Crystal structure of the MscS

pentamer, showing the sites subjected to SDSL as black spheres on one of the protomers.

(b) Selected room temperature X-band EPR for residues on TM3 in the closed (grey) and open

channel conformation (red). (c) Profiles for mobility (upper panel, inverse of centre linewidth) and
accessibilities towards molecular oxygen (middle panel) and NiEDDA (bottom panel) for the
closed state (black) and the open state (green, red and blue, respectively). Secondary structure

elements are indicated at the top [120] (Copyright 2008 The American Association for the

Advancement of Science. Used with permission from Valeria Vásquez, Marcos Sotomayor,

Julio Cordeo-Morales, Klaus Schulten and Eduardo Perozo, A structural mechanism for MscS

gating in lipid bilayers, Science and The American Association for the Advancement of Science)
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parameters monitored, i.e. a systematic increase in the spin label side chain

mobilities for transmembrane segments TM2 and TM3, as well as changes in the

accessibilities towards oxygen (¼ accessibility from the lipid phase) for the whole

sequence under investigation and towards NiEDDA (¼ accessibility from the

bulk water phase) especially for the N-terminal region and the TM1-TM2 hairpin.

For this study, the open conformation of MscS was trapped by modification of

the pressure profile across the lipid bilayer through asymmetric incorporation of

lysophospholipids.

Detailed computational analyses of the data allowed the authors to suggest a

structural mechanism for MscS gating. According to this model, transition from

the closed to the open channel state is characterized by a downward tilt of the

TM1-TM2 hairpin and an expansion, tilt and rotation of TM3.

7 Summary and Outlook

SDSL in combination with EPR spectroscopy has become a powerful tool for the

investigation of the structural and dynamical properties of biomolecules under

native-like conditions, in particular of membrane proteins where other structural

methods often fail. The methodology can provide information about the spin label

side chain mobility, solvent accessibility, the polarity of its immediate environment

and intra- or intermolecular distances between two labels. In the past years several

new techniques, e.g. osmolyte perturbation and high-pressure EPR have been

developed, thereby further extending the possible use of SDSL EPR for

investigations of membrane proteins. Future developments, for example the design

of spin labels for in vivo applications will further enhance the possible use of this

technique in membrane protein research.
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Structural Information from Oligonucleotides

Richard Ward and Olav Schiemann

Abstract The important role of DNA in biology has been known for a long time,

but during the last decade it has become apparent that also RNA has many more

functions than previously believed, ranging from gene regulation to catalysis of the

polypeptide bond formation in the ribosomes. Thus, biophysical methods are

needed that will allow the unravelling of their structures and conformational

changes as well as dynamics and complex formations. Advances in site-directed

spin labelling (SDSL) of oligonucleotides and electron paramagnetic resonance

(EPR) spectroscopic methods like pulsed electron–electron double resonance

(PELDOR or synonymously know as DEER) offer a means to achieve this and

have been applied to various oligonucleotide systems. This chapter will give an

overview of recent developments and applications in this field.
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Abbreviations

CD Circular dichroism

CW Continuous wave

DEER Double electron–electron resonance

DMT Dimethoxytrityl

EPR Electron paramagnetic resonance

FRET F€orster resonance energy transfer

NMR Nuclear magnetic resonance

PELDOR Pulsed electron–electron double resonance

TBDMS tert-Butyldimethylsilyl

1 Introduction

The role of DNA as keeper of the genetic information as well as its tertiary

structure, the double helix, has long been known. The double helix can adopt A-,

B- or Z-forms and the chromosomal DNAs have at their ends single-stranded

overhangs, the telomeres. It can form triple helices, quadruplexes and junctions.

Beyond the tertiary structure it forms complex higher order structures and winds

around proteins, e.g. the histones, forming the macroscopic chromosomes. Irradia-

tion or chemicals can damage DNA leading to local structural changes such as

bends, kinks or lesions. During damage repair or processing, DNA binds to

proteins, unwinds and forms bubbles and forks. In addition to DNA and only during

the last 10 years, RNA and its structural diversity have gained major attention, in

particular through the finding of RNAi as a natural antiviral mechanism of cells, the

discovery that it is RNA that facilitates the peptide bond formation in the ribosomes

and the discovery of riboswitches, a class of RNAs in bacteria, specialized in

translational regulation. Furthermore, the folding of RNA and its conformational

changes, induced by interactions with proteins, metal ions or small molecules, are

essential for its biological function.

Thus, understanding the hierarchy of oligonucleotide structure formation and

associated dynamics, their interactions with proteins and how structures can be

induced or inhibited opens up a way to rationally approach nucleic acids as a three-

dimensional target. Electron paramagnetic resonance (EPR) has already proved its

suitability in characterizing the structural environment of paramagnetic centres, as

well as the global arrangement of domains in proteins and protein complexes. Yet,

EPR-based studies on the local structure of, e.g. metal ion-binding sites or of
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tertiary structure elements in oligonucleotides and their complexes with proteins

have only recently started to appear, even though EPR offers several advantages

compared with, e.g. NMR or FRET:

– The large magnetic dipole moment of the electron enables long-range distance

measurements of up to 8 nm.

– Dipolar and exchange coupling mechanisms and orientation correlation effects

can be easily differentiated.

– EPR has no size restriction with respect to the biomolecule.

– It is rather sensitive, requiring usually only 5–10 nmol of material.

– It is tolerant of a great range of buffer conditions and allows measurements

within membranes.

2 Spin Labelling of Oligonucleotides

In order to study the structure, folding and dynamics of oligonucleotides with EPR,

they have to contain unpaired electrons. Since nucleic acids usually do not contain

such paramagnetic centres, they have to be artificially incorporated. One strategy

can be to replace diamagnetic metal ions with paramagnetic ones, e.g. the exchange

of Mg2+ by Mn2+ in the case of the hammerhead ribozymes (HHRz) [1–4] or the

incorporation of artificial metal ion-binding sites [5]. More commonly, organic

radicals are used that are covalently and site specifically attached [6]. This tech-

nique is called site-directed spin labelling (SDSL), and the organic radicals mainly

used are based on nitroxides (Fig. 1).

Nitroxides are thermodynamically stable and kinetically protected by four bulky

methyl groups meaning that they are stable for long times and that the N–O group

usually does not undergo reactions with the biomolecule. The electron spin density

resides to over 90% within the N–O group making them very good candidates for

EPR-based long-range distance measurements because of the validity of the point

dipole model. In addition, the three line continuous wave (CW) EPR spectrum is

sensitive to dynamics, local pH values and solvent viscosity, and a careful analysis

of such spectra thus reports on these properties.

Generally, SDSL of nucleic acids is based on incorporation of modified

nucleotides into the oligonucleotide where the modification can be at the base,

the sugar or the phosphate moiety. The modification may already be a spin label or a

functional group that reacts with a correspondingly functionalized nitroxide. In the

latter case, the nitroxide/nucleotide coupling reaction can be performed either

during or after the synthesis of the DNA or RNA strand. Having successfully

labelled the nucleic acid, it is important to check that the spin label does not induce

perturbations of the structure or function of the oligonucleotide. Usually, this is

done by means of UV–vis-based thermal denaturation, circular dichroism (CD) or

biochemical assays. Which label one chooses will strongly depend on the need to

Structural Information from Oligonucleotides 251



minimize structural and dynamical alterations and the questions to be answered. For

details see, for example [7].

3 Dipolar Coupling

Structural information on the nanometre scale can be obtained by measuring the

distance between multiple pairs of spin labels. With EPR spectroscopy, nanometre

distances are measured via the dipolar coupling between unpaired electrons [8].

Classically, the interaction energy of the magnetic dipole–dipole coupling

between two unpaired electron spins can be described as:

E ¼~mA �~mB
R3

� 3ð~mA � ~RÞðmB � ~RÞ
R5

(1)

where R and ~R are the distance and distance vector between the spins A and B,

while ~mA and ~mB are the dipole moments of spins A and B. Under suitable

approximations (high-field and point dipole approximation), (1) can be converted

into (2) [9]:
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Fig. 1 Examples of nitroxide spin labels used for spin labelling of nucleic acids. (1) Thiol-reactive
nitroxide, 3-iodomethyl-(1-oxy-2,2,5,5-tetramethylpyrroline), reacted with a phosphorothioate

modification, the boxed fragment is referred to as R5. (2) Isocyanate tetramethylpiperidyl-N-oxy
reacted to 20-amino-uridine. (3) 2,2,5,5-Tetramethylpyrroline-1-oxyl-3-acetylene reacted with

5-iodo-uridine. (4) 4-Amino tetramethylpiperidyl-N-oxy reacted to correspondingly modified

cytidine. (5) Azidoisoindoline-N-oxy reacted to alkyne-modified uridine. (6) Ç spin label.

(7) Analogue of the Ç spin label that binds non-covalently to nucleic acids
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ndip ¼ Ddip

R3
ð1� 3 cos2 yÞ (2)

where ndip is the dipolar coupling frequency in MHz, Ddip is the splitting constant

which amounts to 52.16 MHz nm3, R is the distance between the two spins in nm

and y is the angle between the distance vector and the external magnetic field, see

Fig. 2a. Rearranging (2) and assuming nitroxides (g ¼ 2) as the spin centres lead to:

R ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

52:16

ndipðy ¼ 90�Þ
3

s
(3)

Thus, (3) allows one to convert the measured dipolar coupling into the

corresponding distance in nanometres if ndip is in MHz. For examples, see Table 1.

For a single spin pair fixed relative to the magnetic field B0, the dipole–dipole

interaction leads to a splitting of the resonance line of each spin centre into a

doublet centred about the resonance frequencies of the respective spin centre. The

magnitude of the splitting depends on the distance R and the angle y. If the single
spin pair is oriented in such a way that y ¼ 0�, the doublets will be split by

2Ddip/R
3, at y ¼ 54.7�, the two lines will coalesce and the dipolar frequency

would be zero, and at y ¼ 90�, the doublet will be split by Ddip/R
3. For a frozen

solution or a powder sample, all orientations of y are present and the resulting

spectrum is the so-called Pake pattern (Fig. 2b). If the spin pair tumbles fast on the

Table 1 Distances converted

to dipolar coupling

frequencies for nitroxides

Distance (nm) Dipolar coupling in MHz (Gauss)

1 52 (18)

2 6.5 (2.3)

3.7 1 (0.35)

8 0.1 (0.036)

Fig. 2 (a) Schematic of the interacting spin pair A–B in a magnetic field B0. (b) Pake pattern of a

powder sample with ndip(y ¼ 0�) ¼ 2ndip(y ¼ 90�)
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EPR time scale (here the dipole coupling frequency) as in liquid solutions, the

dipolar coupling is averaged to zero. Hence, measurements of the dipolar coupling

are done under solid-state conditions. If the distance between the two spins is very

small (<1.5 nm), one might have to take into account the exchange coupling

constant, especially in the case of conjugated bond systems [10].

4 EPR Methods to Measure the Dipolar Coupling

EPR spectroscopy offers a variety of methods to measure the dipolar coupling

between two unpaired electrons. CW methods are usually restricted to rather short

distances, whereas pulsed EPR experiments have been shown to reliably measure

distances of up to 8 nm.

4.1 CW EPR Experiments

Precise interspin distances can be obtained from CW EPR spectra if the dipolar

splitting is larger than the inhomogeneous linewidth of the radical centres. For

nitroxides in frozen solution, this linewidth is roughly 6–8 Gauss. Thus, the CW

EPR lineshape will only be broadened significantly at distances shorter than 2.5 nm

[11]. The dipolar coupling can be extracted from such CW EPR spectra by simula-

tion or deconvolution techniques taking the lineshape of the singly spin labelled

biomolecule into account [7].

4.2 Pulsed EPR Experiments

Figure 3 gives an overview of a selection of pulsed EPR sequences used to measure

distances [9]. In a simple two-pulse electron spin echo envelope modulation

(ESEEM) experiment, the dipolar coupling frequency can be observed as an

oscillation of the Hahn-echo intensity. However, hyperfine couplings to nearby

nuclei usually obscure the dipolar frequency. More advanced but still single

frequency pulse sequences that suppress the hyperfine coupling contribution are

“2 + 1”, SIFTER, double-quantum coherence (DQC) EPR and relaxation-induced

dipolar modulation enhancement (RIDME). Of these “2 + 1” has still rather strong

hyperfine coupling contributions and RIDME relies on one of the spin centres

having a much faster T1 relaxation time than the other. SIFTER is based on the

solid echo sequence known from NMR but has not been used often. DQC-EPR is

based on a double-quantum filter and is an elegant way to select the dipolar

coupling; however, it requires very strong and short mw pulses and for radicals

with large spectral width such as nitroxides, it is technically rather demanding.
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Light-induced radical pairs provide additional means of measuring the dipolar

coupling, for example via the out-of-phase echo.

An alternative strategy for removing unwanted hyperfine interactions is used in

pulsed electron–electron double resonance (PELDOR or DEER). Here, two differ-

ent microwave frequencies generated from two non-phase correlated microwave

sources are used. Initially, a three-pulse experiment was established which was later

on extended to the dead-time free four pulse PELDOR experiment, which allows a

more accurate measurement of the dipolar coupling to be made.

All the experiments above extract the dipolar coupling from oscillations in the

corresponding time traces. Another possibility is to analyse changes in transverse or

longitudinal relaxation times, for example via two-pulse ESEEM or inversion

recovery experiments, respectively. If a single paramagnetic centre relaxes with

relaxation times T1 and T2, then the change in these relaxation times in the presence

of a second paramagnetic centre can be used to calculate the dipolar coupling and

thus the distance between the spin centres. These calculations require knowledge of

the relaxation times in the non-dipolar-coupled system under identical conditions.

An advantage of these relaxation-based measurements is that they can be performed

in the liquid state [12]. For the following examples, the focus is on PELDOR.

Fig. 3 Selected pulse

sequences that have been used

to determine the dipolar

coupling frequency
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5 Applications of EPR to Oligonucleotides

EPR spectroscopic studies on RNA or DNA date back to the 1970s. They were

aimed at the identification of global or sequence dependent dynamics of

oligonucleotides and used the dependence of CW EPR spectra on mobilities

[13–18]. Only recently, several groups started to use EPR-based distance

measurements between nitroxides to identify structure elements in RNA/DNA.

Examples of these are discussed in the following.

5.1 DNA

5.1.1 Model DNA Structures

A number of studies have been carried out on duplex DNAs in order to demonstrate

the potential of different SDSL chemistries and to establish the range, accuracy and

robustness of distance determination using PELDOR.

The first such study [19] incorporated an iodo-deoxyuridine at the desired site

and then used a metal cross-coupling reaction to attach a spin label, called TPA, to

the DNA during the chemical synthesis (Fig. 1, number 3). DNA duplexes of

between 12 and 18 base pairs (bp) in length were prepared, and distances from

19.2 to 52.5 Å were measured. The distances were obtained directly from the Pake

pattern, i.e. the Fourier transformed time trace data, by measuring the dipolar

coupling frequency at y ¼ 90�. It was found that an all-atom molecular dynamics

treatment with water explicitly included and assuming a B-form double helix DNA

structure yielded excellent agreement with the experimental data.

Another approach was to chemically synthesize DNA strands containing a

phosphorothiolate at the required labelling position [20]. These DNA molecules

were then derivatized with iodomethylnitroxide (Fig. 1, label 1). The main advan-

tage of this method is that it is sequence independent; however, a drawback of this

approach is that further purification is required to resolve the Rp and Sp

stereoisomers. The PELDOR data were then analysed within the DeerAnalysis2004

package [21] to obtain a set of distance distributions. The average distances

measured ranged from 21.2 to 38.8 Å on the set of doubly labelled dodecamer

DNA duplexes, and showed good agreement with structural models based on either

NMR data or a generic B-form DNA (Fig. 4). However, the experimental and

modelled distance distribution widths differed in most cases suggesting that refine-

ment of the modelling approach was required.

Ward et al. [22] prepared 27-mer DNA strands containing a 20-amino-uridine at

the appropriate labelling site, which could then be functionalized using an isocya-

nate nitroxide label (Fig. 1, number 2). DeerAnalysis2006 was used to extract the

distance distributions from the PELDOR data. The most probable distances

measured ranged from 28 to 68 Å. It was found that these distances were consistent
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with a predominantly B-form DNA but with a local distortion at the labelling site,

since modelling the EPR distances led to the spin position being extremely close to

the phosphodiester backbone. It was also shown that binary mixtures of DNAs

could be deconvolved using PELDOR (Fig. 5). However, although the main

distances from the binary mixture were consistent with the distances measured

for the single DNA duplexes, the appropriate ratios of the components was not

obtained, which was either to do with inaccuracies of pipetting viscous liquids or an

Fig. 4 DEER data for double R5 labelled duplexes, with the positions of R5 shown in the

parenthesis. (a) Original echo decay data. The red traces are the background echo decay computed

using a homogeneous 3D spin distribution. (b) Dipolar evolution functions. (c) Distance

distributions P(r) computed using Tikhonov regularization. The dotted line in the (5;17) dataset

marks the lower limit of distances that are detectable by DEER with the reported experimental

setup. Adapted with permission from [20]
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Fig. 5 DEER data obtained for different mixtures of two doubly spin labelled DNA duplexes

called 1d and 1e. (a) Background-corrected dipolar evolution data with derived distance-

distribution fits. (b) Tikhonov regularization distance distribution curves (red), these distance

distributions have been fitted with two Gaussians by using non-linear least-squares (black dashed),
and the deconstructed Gaussians shown (black solid). (c) Two Gaussian fits made directly to the

dipolar evolution data (blue). The peak values of the Tikhonov regularization distributions

obtained for the single constructs are plotted (grey dashed). DNA duplexes 1d and 1e have spin

labels separated by 9 or 12 bp, respectively. Adapted with permission from [22]
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inherent limitation of the PELDOR technique. Attempts to investigate more com-

plicated mixtures resulted in oscillation-free time trace data that resulted in broad

distance distributions that could not be unambiguously interpreted.

Several studies have used the Huisgen–Sharpless–Meldal alkyne–azide cyclo-

addition reaction, also known as the “click” reaction [23] for spin labelling

oligonucleotides. Flaender et al. [24] introduced either one or two 20-O-
propargyl-uridine nucleosides into a 20 mer DNA strand during chemical synthesis.

Post synthesis and purification, an azido-TEMPO spin label was efficiently coupled

to these alkyne bearing positions. The main distance of 32.7 Å was found to be

consistent for a B-form DNA duplex, i.e. assuming 3.3 Å for each base pair

separation. However, the distance distribution width was quite broad, 13.7 Å full

width at half height, suggesting that the label was quite mobile at this position.

Another group applied the same chemistry but attached the TEMPO spin label to

the nucleobases adenine and thymine instead of the sugar [25]. It was found that

attachment to the nucleobase site gave rise to a much narrower distance distribu-

tion, suggesting that the spin label is more restricted and thus could be used for

orientation-selective studies. This synthetic approach has also been used to prepare

a DNA duplex that contained three spin labels (Fig. 6), two on one strand and

one on the complementary strand, and an abasic site [26]. The spin labels were

attached to the nucleobase thymine. This study showed that the PELDOR data

were of sufficient quality that the three distances could be deconvolved using

DeerAnalysis2008. In addition, it was shown that the abasic site was still

recognized and cut by an endonuclease, despite the presence of the spin labels,

yielding a duplex that contained only two spins, from which only a single distance

was measured.

Recently, the view of the DNA duplex as an elastic rod has been challenged by

two different techniques – rotor bead tracking [27] and small angle X-ray scattering

interference [28]. In order to provide further experimental evidence for a particular

Fig. 6 (a) Tri-labelled DNA duplex 3 before and after its cleavage by the EndoIV abasic site

repair enzyme. Spin label at site Y and abasic lesion at site Y. (b) Distance distributions obtained

for the tri-labelled DNA duplex before (solid black line, triangular model) and after (black dots,
pair model) treatment with EndoIV. Adapted with permission from [26]

Structural Information from Oligonucleotides 259



model of DNA stretching, Marko et al. [29] incorporated the very rigid Ç spin label

[30] (Fig. 1, number 6) into 12 DNA duplexes and carried out PELDOR

experiments at both X-band and G-band (180 GHz). By simulating the time trace

data at both frequencies, they were able to obtain both the distance distributions and

angles between the two labels (Fig. 7). The data also suggested a correlated stretch-

twist breathing model in which the helix pitch of the DNA is not changed, but the

radius is. Intuitively it does not seem plausible to be able to measure the dynamics

of the DNA using an experimental technique that is carried out at 50 K. However,

the DNA sample freezes at about 243 K (�30�C), and so all of the conformational

states present at that temperature will be measured in the PELDOR experiment.

Also, dynamic information could only be obtained because they used a very rigid

label, i.e. the movements of the labels were highly correlated with those of the

DNA.

All these model studies have provided convincing evidence that the spin label-

ling chemistries do not adversely affect the DNA to which they are attached, i.e.

DNA duplex melting, CD, enzymatic recognition and the distance measurements

themselves. They have shown that the PELDOR experiments can accurately mea-

sure distances of up to 68 Å, but also deconvolute sufficiently disparate distances

from a multi-spin system and provide information on angles and dynamics.

5.1.2 Monitoring DNA Conformational Changes

A study by Sicoli et al. [31] (Fig. 8) used PELDOR to investigate the transition of B-

form duplex DNA to A-form [32]. This transition is biologically relevant because it

Fig. 7 (a) Experimental (black) and simulated (red) X-band PELDOR time traces for different

offsets Dn (in MHz) between probe and pump pulse frequency for one of the DNAs. (b) G-band

PELDOR time traces at the three magnetic field positions corresponding to the principal g-tensor

components. In these experiments, the difference between pump and probe frequency was kept

constant at Dn ¼ 70 MHz. Adapted with permission from [29]. Copyright (2011) American

Chemical Society
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occurs in double-stranded RNA or can be brought about by spore proteins or organic

solvents. DNA strands were synthesized containing a nucleoside bearing the base

2-fluorohypoxanthine, which can be converted to a guanine analogue that is spin

labelled at the 2 position by the addition of 4-amino TEMPO after chemical synthesis

of the DNA. Upon addition of at least 75% (v/v) trifluoroethanol, there was a shift of

8 Å to a shorter distance, which was consistent with the modelled transition fromB- to

A-form.

Singh et al. [33] were able to monitor the different conformations a human

telomeric quadruplex adopted under different salt conditions (Fig. 9). A single DNA

strand was spin labelled at two different sites by attaching the label to the 5 position of

a thymine base. This was achieved in a similar manner to how Schiemann et al. [19]

attached TPA, except that a six-membered ring analogue, called TEMPA, was used

instead. The PELDORdata showed that in the presence of sodium ions a single species

was present that was consistent with the antiparallel basket form. However, in the

presence of potassium ions a mixture of species was present that suggested a mixture

of antiparallel basket and propeller forms. In addition, the hybrid 3 + 1 form cannot be

ruled out from also being present since the distance distributions obtained are rather

broad and also cover the appropriate distance for this form. The authors do not

comment on the rather shallow modulation depth, which may suggest that they do

not have 100% spin labelling efficiency.

Four-way DNA junctions are critical intermediates in genetic recombination and

are specifically cut by resolvase enzymes to regenerate DNA duplexes and thus

maintain genomic integrity. Freeman et al. [34] prepared a spin labelled four-way

DNA junction and monitored its interaction with an inactivated resolvase (endonu-

clease I) using PELDOR (Fig. 10). They used the isocyanate labelling chemistry to

attach a spin label to a site specifically inserted 20-amino-uridine. It was found that

Fig. 8 (a) Double spin labelled DNA duplex sequences. Spin label at bold G position.

(b) Derivatized guanine as TEMPO-type spin probe (TEMPO-G). (c) Normalized PELDOR

time trace for the double SDSL (4;180) duplex in aqueous buffer (100%, 100 mm) and in

TFE/aqueous buffer (85:15, 10 mm). Adapted with permission from [31]
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the four-way junction alone gave an extremely broad distance distribution

suggesting the presence of multiple different conformers. However, upon titration

with endonuclease I a predominant and narrow distribution of distances resulted

indicating that the junction was bound to the protein in a single conformer.

Fig. 9 (a) Human telomeric quadruplexes sequence where red arrows indicate sites of

5-TEMPA-modified deoxyuridine. (b) NMR spectroscopy structure of the antiparallel basket

quadruplex in Na+ ion containing solution (PDB: 143D). (c) NMR spectroscopic structure of a

hybrid 3 + 1 quadruplex of a slightly modified sequence in K+ ions (PDB: 2GKU). (d) Crystal

structure of the parallel propeller form in the presence of K+ ions (PDB: 1KF1). Black arrows
indicate distances measured between C5 methyl carbon atoms of deoxythymidine residues.

Reproduced with permission from [33]

Fig. 10 EPR data for spin labelled four-way DNA junction as a function of endonuclease

I concentration. (a) Background-corrected PELDOR data. (b) Tikhonov-derived distance distri-

bution. Adapted with permission from [34]. Copyright (2011) American Chemical Society
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5.1.3 DNA Damage Examples

There are various agents that damage DNA, e.g. reactive oxygen species (products

of metabolism), UV light, gamma radiation, plant toxins, mutagenic chemicals, etc.

This damage can have various results, such as oxidation, alkylation or hydrolysis of

the nucleobases, e.g. the formation of 8-oxo guanine, 6-O-methylguanine or an

abasic site, respectively. These modifications will have effects on DNA replication

and protein translation and thus, if not corrected, will lead to various diseases

including cancer. It is therefore fundamentally important to understand these

structural changes so that solutions can be found to rectify them.

Bowman et al. [35] used PELDOR to estimate the spatial distribution of radicals

in tracks of heavy atom irradiated DNA.

One study involved investigating the effect on DNA duplex structure when one

strand contained certain types of lesions [36]. The undamaged strand contained two

spin labelled guanosine nucleotides, which was achieved by using the same chem-

istry that this group had used previously [31]. The damaged strand contained the

following types of lesions, 8-oxoguanosine, a nick, a gap, a bulge, an abasic site or

an anucleosidic site (see Fig. 11). For clarity, the nicked strand did not have a

phosphate group present at the nick site and thus was made from two separate 7 and

13 mer complementary strands. Similarly, the strand with a gap was made of a 7 and

12 mer strand. By measuring the distance distributions for each of these duplexes

and comparing with an undamaged duplex it was possible to deduce structural

changes. The types of changes were divided into two groups. The first group, which

included the nick, gap or bulge, showed a moderate broadening of the distance

distribution (up to 0.5 Å for the gap) and a small increase in the most probable

distance (up to 0.6 Å for the nick). The second group, which consisted of the abasic

or anucleosidic site modifications, gave rise to a more significant broadening (up to

2.44 Å for the propyl linker modification) and an asymmetry of the distance

distribution and a reasonable shortening of the distance (up to �3.5 Å for the

THF sugar analogue modification). This study showed that changes to the distance

distribution widths could be unambiguously detected and related to structural

changes. These results owe a lot to the choice of labelling chemistry, which yields

very narrow distance distributions.

5.1.4 In Vivo PELDOR Experiments with DNA

Recently, two very exciting papers have demonstrated that it is possible to perform

PELDOR experiments within Xenopus laevis oocytes cells [37,38]. This paves the
way for being able to monitor the structural changes of nucleic acids within the

actual cellular milieu. It appears that Krstić et al. were able to achieve better results

than Azarkh et al. because they used a five-membered ring nitroxide, which had a

longer lifetime in the reducing conditions of the cell, and a longer and more stable

DNA duplex, theirs was 12 bp instead of 7.
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Fig. 11 Double spin labelled DNA strands with lesions in the complementary strand; the bold G

position indicates the site of the spin label. The right hand column shows the spin label attachment

site and the various types of lesions: nick, gap, 8-oxoG, bulge A1, abasic site and anucleosidic

sites. Adapted from [36] with permission from Oxford University Press
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5.2 RNA

5.2.1 CW EPR Examples

In 1999, the first report of using CW EPR to measure a distance between a strand of

RNA and a peptide that were both singly nitroxide spin labelled was made [39]. The

proof of principle investigation was carried out on the HIV Rev response element

(RRE)–Rev system. The RRE, a nucleotide sequence found at the 50 end of HIV

RNA, binds to the HIV Rev protein to signal the export of the unspliced viral RNA

from the nucleus. This was a good test system since the NMR structure of an HIV

RRE–Rev peptide complex had recently been solved and could be used to validate

the CW EPR distances determined. Macosko et al. incorporated a guanosine

monophosphorothioate, which they synthetically prepared, at the 50 end of

the RRE RNA by using T7 RNA polymerase in vitro transcription, see Fig. 12.

The sulphur of the phosphorothioate was then functionalized with S-(1-oxy-
2,2,5,5-tetramethylpyrroline-3-methyl) methanethiosulphonate (typically used in

protein spin labelling and abbreviated to MTSSL). The Rev peptide was chemically

synthesized with a single cysteine and then postsynthetically reacted with MTSSL

to generate the singly spin labelled peptide. The nucleotide sequences of the three

RRE constructs were altered so as to shift the 50 end of the RNA with respect to the

binding site for the Rev peptide such that RRE1 and RRE2 would be within 25 Å

but RRE3 should be at least 40 Å away and therefore not measurable by CW EPR.

Consistent with this, the low temperature (133 K) CW EPR carried out showed

spectral line broadening for the Rev peptide bound to RRE1/RRE2 but not when

bound to RRE3, compared to the singly labelled spectra of the Rev peptide or the

RRE1 RNA construct.

A more recent report used a series of spin labelled RNA duplexes, with different

interspin distances, to act as a distance ruler to calibrate the line broadening effects

seen in their CW EPR spectra [40]. By incorporating a 20-amino-uridine into each

RNA strand, it was then possible to attach a commercially available proxyl spin

label at this position via an amide bond, resulting in a short and semi-rigid linker

between the sugar and the unpaired electron in the nitroxide group, see Fig. 13.

Unfortunately the yield of this reaction was quite low (50%) for these ten nucleotide

long pieces of RNA and dropped even lower (20%) for a 35 nucleotide long piece of

RNA. The effect of the spin label on the structure of the RNA duplex was

investigated by UV-melting studies and was found to give rise to a 10�C change,

with respect to the unmodified RNA, per spin label, which is quite a large change.

The interspin distances were extracted from the low temperature (183 K) CW EPR

line shapes by Fourier deconvolution. In order to apply this technique, it was also

necessary to prepare singly labelled RNA duplexes and record their CW EPR line

shapes as well, see Fig. 14. The distances obtained (9–22 Å) compared very

favourably to the average distances determined from a molecular dynamics experi-

ment on an A-form piece of RNA with the nitroxide spin labels attached, where

distances were measured between the two nitroxide nitrogen atoms. Having
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validated their approach, Kim et al. went on to investigate a biologically relevant

HIV-1 transactivating responsive region (TAR) RNA structure, which is required

for the activation of HIV gene expression. The TAR RNA was spin labelled at two

sites that were close to a three base bulge, which had been predicted to undergo

structural changes upon binding of either the HIV Tat protein or metal ions, e.g.

magnesium or calcium. The low temperature CW EPR spectra of the TAR RNA

alone were measured and yielded a distance of approximately 12 Å. Upon the

addition of both calcium and magnesium ions, this distance increased to 14 Å. This

change in distance was rationalized in terms of a conformational change, possibly

resulting from the two helices in the RNA structure becoming coaxially stacked.

It is worth mentioning that another group also used 20-amino-uridine to site

specifically label sugar groups within TAR RNA but they used a 4-isocyanate

TEMPO spin label instead, which can be synthesized in one step from a

Fig. 12 A schematic of the RNA spin labelling strategy. RNA is transcribed by T7 RNA

polymerase in the presence of guanosine 50 phosphorothioate, then spin labelled with S-(1-oxy-
2,2,5,5-tetramethylpyrroline-3-methyl) methanethiosulphonate spin label. Below this is the

sequence and secondary structure of the three RRE constructs, showing the spin label at the 50

end. Diagonal grey rods represent the bound Rev with attached spin label. Adapted with permis-

sion from [39]

Fig. 13 Spin labelling

reaction to form 20-amide

linked proxyl spin label.

Reprinted from [40] with

permission from Elsevier
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Fig. 14 CW EPR spectra and predicted interspin distances for spin labelled RNA duplexes. (a)

The structures of spin labelled A-form RNA 10-mers simulated. (b) EPR spectra of the doubly

labelled 10-mers (red) and the summed spectra of two singly labelled duplexes (black). (c)
Distributions of the interspin distances for all duplexes predicted from molecular dynamics
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commercially available starting material, and report significantly better yields of

greater than 90%. However, this study was concerned with investigating the local

dynamics of the RNA at different positions in the absence and presence of two Tat-

derived peptides [41].

5.2.2 Pulsed EPR Examples

Pulsed EPR experiments are particularly powerful as they pick out just the distance-

dependent dipolar coupling separating it from other interactions affecting the spin

system such as those defined by the g-values and the hyperfine couplings.

Model RNA Structures

Schiemann et al. [42] presented the first PELDOR data on a duplex piece of RNA in

frozen aqueous solution. They chemically synthesized two 12 nucleotide long

pieces of RNA with a 20-amino-uridine at the centre of each sequence. The

20-amino group was then modified by reaction with 4-isocyanate TEMPO, yielding

a urea linker between the sugar of the RNA and the carbon ring that contains the

nitroxide radical, see Fig. 15. They used the three-pulse ELDOR experiment and

Fig. 14 (continued) calculations (blue) and the averaged interspin distances obtained from Fourier

deconvolution analysis of EPR spectra (red arrow). Note that for the longest distance separation,
bottom panel, there is no red arrow because there is no difference between the spectra for single

and double spin labelled duplexes. Reprinted from [40] with permission from Elsevier

Fig. 15 (a) Sequence of RNA 1 and 2. A green U marks the position of the spin label. (b) The

structure of the spin labelled U. (c) Crystal structure of an A-form RNA. The red arrow is the O–O

distance rAB between the nitroxides. Reproduced with permission from [42]. Copyright (2003)

American Chemical Society
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were able to extract a distance of 35 Å by examining the Fourier transformation of

the background-corrected data. This distance was in excellent agreement with the

O–O distance measured from a computer model of this duplex RNA with the spin

labels attached. This group carried out their PELDOR experiments in a

cryoprotectant-free solution in order to provide a more biologically relevant envi-

ronment. However, this resulted in very short electron spin phase memory times,

which significantly shortened the time over which data could be collected for the

ELDOR experiment. Subsequently the authors improved the aqueous solution

conditions by adding the cryoprotectant ethylene glycol for further measurements

without observable change of the structure [19].

Using a refinement to the DQC pulse sequence in combination with a home-built

K-band spectrometer, allowing for short pulses, Borbat et al. [43] were able to

measure a very long distance of approximately 70 ffi 5 Å on a 26 bp duplex RNA.

The measured distance, extracted from the Fourier transformed data, compared

favourably to the 65 Å that was anticipated from a model generated from the high-

resolution crystal structure (PDB 1QC0) of an A-form piece of RNA. The RNA

used for the study was chemically synthesized with a 4-thiouracil incorporated at

the 50 end of each strand, see Fig. 16. A commercially available iodoacetamide

proxyl spin label was then reacted to generate the spin labelled RNA strands. This

work demonstrated that by using the double-quantum filtered refocused electron

spin echo pulse sequence, it is possible to suppress the effects of nuclear spin

diffusion and thus increase the electron spin phase memory time, thus permitting

one of the longest distance measurements ever made.

One of the limitations to structural studies on RNA by EPR was the limited

number of attachment sites that were available, i.e. the 20 position on the sugar,

the phosphate backbone and the 4 position on uridine. Piton et al. [44] were able

to expand this range of sites by synthetically preparing phosphoramidites, the

building blocks of nucleic acids in chemical synthesis, that had a site on either

uridine, cytidine or adenosine that made it possible to covalently attach an

alkyne functionalized proxyl spin label, called 2,2,5,5-tetramethylpyrrolin-1-

yloxyl-3-acetylene (TPA), via a palladium-catalyzed cross-coupling reaction,

see Fig. 17. The spin label was also synthesized, but only small amounts were

required for the coupling reaction. During their investigation, they found that

BzH and ACE protection chemistries, structures shown in Fig. 17, which had

recently been developed for RNA synthesis, were significantly better than the

existing dimethoxytrityl (DMT) and tert-butyldimethylsilyl (TBDMS) ether pro-

tection methodology. This was because far less reduced nitroxide was found in

the end product, the details of which are covered within the paper. The impact of

the spin label on the structure of the resultant duplex RNAs was accessed by CD

and UV-melting curves, both of which suggested that the spin labels only

minimally perturb the A-form RNA structure.

All the RNA duplexes showed clear oscillations in the PELDOR time traces,

indicative of well-defined distance distributions, as would be expected from an

RNA molecule that behaves like a semi-rigid rod to which a rigid spin label has

been attached. The distances were extracted by using Tikhonov regularization to
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Fig. 16 A-form RNA sequence (26 bp) with the nitroxide label that is attached to the

4-thiouridine residue at the 50 end. High-resolution X-ray crystal structure of an A-form duplex

(PDB ID 1QC0) is also shown with spin labels attached as red spheres. Reproduced with

permission from [43]. Copyright (2004) American Chemical Society
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find an appropriate fit to the background-corrected time trace PELDOR data [21].

These distances agreed well with molecular dynamics simulations on an A-form

RNA structure with the spin labels attached. The results also allowed discrimination

between A-form RNA and B-form DNA. This spin labelling chemistry has also

been used to investigate RNA–DNA hybrids, which are critical intermediates in

gene regulation [45]. The PELDOR data yields distances that suggest that the DNA

(dA)–RNA(rU) adopts an overall B-form structure, whereas the DNA(dT)–RNA

(rA) adopts a more A-form structure, when compared with distances generated for

an all DNA (B-form) or RNA structure (A-form). This was in excellent agreement

with the cleavage rates of the DNA/RNA hybrids with RNase H1, which recognizes

an A-form structure, where the DNA(dT)/RNA(rA) was cleaved faster than the

DNA(dA)/RNA(rU) hybrid.

Another group used the same approach that they had used with DNA [20] to

incorporate a phosphorothioate group, during solid-phase RNA synthesis, into RNA

strands, which could then be reacted with an iodomethyl proxyl spin label to form

what they describe as an R5 label [46], see Fig. 18. This is quite a cost-effective

method for the synthesis of spin labelled RNA since all the reagents are commer-

cially available and relatively cheap. One issue with this approach is that if the

20 hydroxyl group adjacent to the labelled phosphorothioate is not removed, then

strand scission can occur upon covalent attachment of the spin label. Since the

removal of a 20 hydroxyl group may affect the folding of a more complicated piece

of RNA, greater thought may be required to use this labelling strategy in compari-

son to some of the other methods. In total, six spin labelled RNA duplexes, where

each strand contained a single label, were prepared for PELDOR, but before this

Fig. 17 Sonogashira cross-coupling reaction during the solid-phase synthesis (e.g. 2-iodoadenosine)

of RNA. Reproduced from [44] with permission from Oxford University Press
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their secondary structure was checked by CD, which showed a typical A-form

spectrum, and UV-melting temperature studies, which showed at most a 10�C
change, with respect to the unlabelled RNA duplex. The majority of the PELDOR

time trace data showed oscillations, although not always as pronounced as seen in

[44]. The distance distributions obtained were multicomponent, which may in part

be because the label can attach to form two diastereoisomers. Additionally, how-

ever, the A-form RNA has a narrower and deeper major groove thus making it more

difficult to accommodate the spin label, which may lead to greater local structural

heterogeneity in the RNA. Despite these observations, the distances obtained from

the PELDOR data agreed well with those obtained from a label conformer search

algorithm applied to an in silico spin labelled RNA X-ray structure that was static

(PDB code 1SDR).

An alternative method for the incorporation of spin labels into RNA is based on

the use of commercially available convertible nucleosides, which are nucleobases

that contain a base labile functional group, during the solid-phase RNA synthesis

[47]. Once the RNA had been synthesized, 4-amino TEMPO was used to displace

the base labile functional group. In this way RNA strands with a TEMPO spin label

attached to either cytosine, adenosine or guanosine could be prepared. Being able to

spin label three out of the four bases clearly provides a great deal of flexibility in the

choice of RNA labelling site. Sicoli et al. then prepared a number of different spin

Fig. 18 RNA duplex sequence showing spin labelling at phosphate position 9, shown as a red
sphere. Inset shows the detailed chemical structure of the R5 spin label (orange) attached at

position 9. Notice the deoxyribose substitution at nucleotide 8, which replaces the 20-OH group

adjacent to the labelled phosphorothioate with a 20-H (blue). Reproduced from [46] with permis-

sion from Elsevier
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labelled RNA structures. They started with four RNAduplexes where one strandwas

double spin labelled and the other was unlabelled. CDwas used to verify the A-form

structure of these duplexes. The UV-melting experiments showed a destabilization

of 5–6�C per TEMPO label added, which may suggest a local perturbation of the

RNA structure. The PELDOR data showed clear oscillations for all of the duplexes.

This gave rise to narrow distance distributions that were in good qualitative agree-

ment with the values expected for a perfect A-form structure. Next an RNA G-

quadruplex was examined whose structure had recently been solved by NMR. UV-

melting experiments were used to verify that the spin labels had not prevented the

RNA from forming a quadruplex structure. Once again the PELDOR data showed a

clear oscillation, yielding a well-defined distance distribution for the G-quadruplex.

The distance of 37 Å agreed well with the 36.5 Å measured between attachment sites

on the NMR structure. Finally, a single RNA strand, which was double spin labelled,

was synthesized that would form a very stable hairpin structure. In the hairpin state,

the spin labels were only 6 bp apart, which corresponded to a distance of 18 Å. Upon

addition of a complementary RNA strand, which was not labelled, a duplex confor-

mation would be preferred where the spin labels were 11 bp apart, which

corresponded to a distance of 31 Å. By titrating in the complementary strand until

there was an excess of it, with respect to the double spin labelled strand, all of the

RNA could be converted to a duplex structure and this could be observed in the

distance distributions obtained by PELDOR, see Fig. 19.

Complex RNAs

Having established a range of RNA spin labelling strategies and demonstrated that

the PELDOR experiments yield accurate distance information, the next step was to

investigate the structures and conformational changes of functional RNAs. Thus far

a ribozyme has been investigated in vitro, while a riboswitch has been monitored

in vivo as well as in vitro, these examples are discussed below.

The HHRz is a small self-cleaving RNA motif that is induced to fold, and

therefore becomes catalytically active upon the addition of magnesium ions.

A loop–loop interaction between stem I and stem II, which is distant from the

active site of HHRz, has also been shown to dramatically increase the rate of

catalysis. In order to investigate the folding of HHRz and the importance of the

loop–loop interaction, two RNA strands were prepared, an enzyme strand and a

substrate strand, and labelled next to each loop, see Fig. 20 [48]. The spin labelling

chemistry used was the incorporation of either 20-amino-uridine or cytosine into the

synthesized RNA strand followed by reaction with 4-isocyanato TEMPO. The

effects of the TEMPO on the ribozyme structure appeared to be negligible since

the catalytic rates of the spin labelled ribozyme were shown to be the same as the

unlabelled form. For the PELDOR experiments, the spin labelled substrate strand

was also protected from cleavage by the incorporation of a 20-OMe, in an attempt to

lock the enzyme in its catalytically active form. In addition, two spin labelled
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enzyme strands were prepared, one with a “wild-type” structure and the other with a

modified “U-loop”, which does not form the loop–loop interaction.

PELDOR experiments were then carried out with different magnesium

concentrations present in solution, between 0 and 50 mM. The PELDOR distance

distribution data for the “wild-type” enzyme in complex with the substrate strand

showed no clear distance until 10 mM magnesium was added, and the intensity of

this peak increased upon addition of further magnesium. The extracted distance of

24 Å agreed well with the 25 Å determined from the model structure. As

anticipated, the PELDOR data for the “U-loop” enzyme showed no clear distance

peak at 10 mM magnesium concentration suggesting that the two loops do not

interact to form a well-defined structure. This result was consistent with the very

Fig. 19 PELDOR titration experiment using double spin labelled RNA construct 12 and non-spin

labelled RNA construct 7. Spin label position marked with a blue C. Individually both RNA

constructs fold into hairpin conformations but form an extended duplex when mixed. Stepwise

addition of hairpin 7 to hairpin 12 generates 25%, 50%, 75%, and 100% duplex in the mixture

(duplex content increases from bottom to top), which is approximately matched by the amount of

duplex seen in the distance distribution. Note that the percentage duplex, shown on the right hand
side, has been calculated from the relative areas under the distance distributions for the hairpin

structure (maximum indicated by red line) and the duplex structure (maximum indicated by green
line). Adapted with permission from [47]. Copyright 2010 Wiley-VCH Verlag GmbH & Co.

KGaA, Weinheim
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low catalytic rate observed for this mutant enzyme compared to the wild type. This

clearly demonstrates that PELDOR is capable of monitoring the folding event that

generates the catalytically active ribozyme.

Riboswitches are regulatory RNA structures that can switch gene expression on

or off by undergoing a conformational change upon binding to their specific target

molecule. Since most natural riboswitches are known to occur in bacteria, it is

thought that these may be potential drug targets in the future. Due to their utility as

genetic switches, artificially engineered riboswitches have also been generated that

are called aptamers. These RNA molecules have been identified by applying both

in vitro selection, which results in aptamers that bind to a predefined ligand with

high affinity, and in vivo screening, which results in RNAs with the required

functionality within cells. The tetracycline (Tc)-binding aptamer [49] and the

neomycin-responsive aptamer [50] have both been investigated by SDSL and

PELDOR spectroscopy.

Wunnicke et al. [49] prepared the Tc aptamer by solid-phase RNA synthesis.

At the positions chosen for labelling, either a 4-thiouridine or a 20-amino-uridine

Fig. 20 Hammerhead ribozyme (HHRz) structure. (a) Secondary structure of the extended HHRz

from Schistosoma mansoni. The enzyme sequence is written in black, substrate in blue, and spin

labelling sites in red. The ribozyme cleavage site is marked with a red arrow, and the base-pairing
in loop I is indicated with a dashed line. The U-loop substitutions are indicated. (b) Model of spin

labelled extended HHRz created from the crystal structure (PDB ID 2GOZ). The substrate is

shown in dark blue, and the enzyme is in magenta. The spin labels are shown in green with dashed
circles. Adapted with permission from [48]. Copyright (2010) American Chemical Society
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was incorporated, see Fig. 21. After RNA synthesis the 4-thiouridine was

chemically modified with MTSSL, and the 20-amino-uridine was labelled with 4-

isocyanato-TEMPO. The effects of the spin label modification on the Tc aptamer

were checked by determining the binding constant between the RNA and Tc. Both

types of spin labelled Tc aptamers still bound Tc, but neither as well as the

unlabelled control sample. Interestingly, the 20-amino-uridine-modified RNA

seemed to have the least impact on Tc binding. PELDOR data were collected on

four double spin labelled aptamer samples in the absence and presence of Tc. The

inferred changes in the distance distributions, determined using DeerAnalysis2006

[21], suggested that the aptamer exists in a thermodynamic equilibrium between

two conformations in the absence of Tc, and that one conformer is then preferred

upon Tc binding. Modelling of these distance data using the X-ray structure of the

Tc aptamer (PDB code 3EGZ) suggested that a subtle repositioning of the loop in

region J1–2 occurs.

Fig. 21 Secondary structure predicted for the tetracycline (Tc) aptamer. Thiouridines (U) spin

labelled with MTSSL are marked by full grey circles. Adapted with permission from [49]
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Krstić et al. [50] used the rigid spin label TPA, and its associated chemistry, to

study the neomycin-responsive aptamer. Interestingly, their PELDOR data showed

no significant differences between the aptamer alone and when in complex with

neomycin, see Fig. 22, despite having evidence from UV-melting and room tem-

perature CW EPR experiments that neomycin was bound to the aptamer. These data

led the authors to speculate that the RNA aptamer exists in an ensemble of

conformations, and that neomycin binds by RNA conformational selection rather

than by an induced fit.

Fig. 22 Left column: background-corrected PELDOR time traces of double-labelled neomycin-

responsive aptamer samples with neomycin in a ratio 1:1 (red) and without neomycin (black).
Right column: Tikhonov regularization-derived distance distributions. Adapted with permission

from [50]. Copyright (2010) American Chemical Society
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Most recently, the same group successfully demonstrated that spin labelled

RNAs can be introduce

d into X. laevis oocytes and still be measured using PELDOR spectroscopy [38]. In

addition to this amazing technical feat, the results suggest that the structure of the

neomycin-responsive aptamer within the cells is the same as observed in an in vitro

sample, see Fig. 23.

6 Summary

Oligonucleotides are important biological molecules and more detailed studies

are required to understand the way in which their structure is recognized and altered

by other nucleic acids, proteins, small molecules, and metal ions. It is now possible

to site specifically label all components of the nucleic acid, i.e. phosphate, sugar and

bases, and EPR methods for reliable measurements of nanometre distances are

available. The future challenge to EPR investigation of RNA structure will be to

develop new approaches [51] for investigating much larger pieces of RNA, which

presently cannot be chemically synthesized. This will take a synergistic effort from

molecular biologists, chemists and EPR spectroscopists.

Fig. 23 Left column: secondary structures of RNA constructs (with spin labelled nucleotides in

red);Middle column: baseline-corrected PELDOR time traces; Right column: distance distribution
functions. Data for the double-labelled 14-mer cUUCGg tetraloop hairpin RNA (upper panel) and
the 27-mer neomycin-sensing riboswitch (lower panel). The in-cell data after different incubation
times are compared with in vitro data. Adapted with permission from [38]
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Orientation-Selective DEER Using Rigid

Spin Labels, Cofactors, Metals, and Clusters

Alice M. Bowen, Claudia E. Tait, Christiane R. Timmel,

and Jeffrey R. Harmer

Abstract The dipolar interaction between two paramagnetic centres depends upon

their spin–spin distance and relative orientation. Generally most experiments are

carried out under conditions where the DEER signal only reports on the spin–spin

distances and, for this type of data, sophisticated analysis methods for obtaining

distance distributions have been developed. Recently there have been an increasing

number of studies on systems where the DEER signals depend upon both distance

and spin pair orientation. These investigations have relied on the use of rigid spin

labels (those with a well-defined spatial position) and/or spectrometers operating at

Q-band frequencies and above capable of performing DEER experiments with high

resolution and sensitivity. In this article we discuss in detail orientation-selective

DEER experiments for which the modulation depth and the dipolar frequencies

depend on the relative orientation of the two paramagnetic centres and the distance.

Analysis of the data in the presence of distance and orientation distributions is

discussed, and representative examples from the literature are given for systems

containing spin labels, organic cofactors, metals, and metal clusters.
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Abbreviations

DEER Double electron—electron resonance

DQC Double–quantum coherence

ENDOR Pulsed electron—nuclear double resonance

EPR Electron paramagnetic resonance

f.w.h.m Full width half maximum

Fe-S Iron-Sulphur

HYSCORE Hyperfine sublevel correlation

MTSL 1-Oxyl-2,2,5,5-tetramethylpyrrolinyl-3-methyl)-

methanethiosulphonate

mw Microwave

os-DEER Observer-selective DEER

PELDOR Pulsed electron—electron double resonance

RIDME Relaxation-induced dipole modulation enhancement

TWTA Travelling wave tube amplifier

ZFS Zero-field splitting

1 Introduction

Distance and orientation information between two paramagnetic centres can be

obtained from their dipolar spectra measured using double electron—electron reso-

nance (DEER) spectroscopy or synonymously pulsed electron—electron double

resonance (PELDOR). This technique is applicable to spins (paramagnetic centres)
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separated by ca. 15–80 Å, and recently it was shown that distance measurements of

ca. 120 Å using fully deuterated samples should be possible [1, 2].

The electronic spin–spin interaction can be separated from the other magnetic

interactions (e.g. the hyperfine interactions) by DEER spectroscopy [3] to provide

information on the distance between the spin centres and the orientation of the

spin—spin vector relative to the g-matrix reference frames (or more generally the

spin Hamiltonian). The first DEER pulse sequence consisting of three microwave

(mw) pulses was established by Milov et al. [4, 5], and later a four–pulse DEER

sequence with the advantage of zero dead time was introduced [6, 7]. Other EPR

techniques for measuring electron–electron couplings include the “2+1” sequence

[8], double-quantum coherence (DQC) EPR which notably also enables shorter

distances to be measured [9] and relaxation-induced dipolar modulation enhance-

ment (RIDME) [10–13]. Under suitable conditions and for distances less than

ca. 20 Å for S ¼ 1/2 spin systems (but longer for e.g. Gd3+, S ¼ 7/2), the dipolar

interaction can be estimated by continuous wave (CW) EPR [2]. Usually DEER

measurements are made between two spin centres (e.g. organic radicals such as

nitroxides) in such a way that all orientations of the spin—spin vectors relative to

the spectrometer field vector B0 contribute and a complete powder-averaged dipolar

spectrum results (referred to as a Pake pattern). If the spin centres are separated by

one clearly defined distance, then the latter can be determined from the positions of

the turning points in the dipolar spectrum. For the usual case where there is a

distribution of distances, sophisticated model-free analysis methods exist based on

Tikhonov regularisation [14–16]. If the mw pulses of the DEER experiment excite

resonances from a limited range of spin—spin vectors with respect to B0, then a

limited angular range of the dipolar interaction is measured and the analysis must

consider explicitly this reduced orientation set. If individual DEER traces can be

recorded such that sufficient orientations are sampled, then a full analysis of all the

traces will deliver not only distance information but also orientations of the spin—

spin vector relative to the g-matrix reference frames of the radicals. This type of

data requires a model considering both the relative orientation of the radicals and

the inter-spin distance.

Such orientation information is potentially very valuable for a 3D structure

determination if the radical orientations relative to, e.g. a protein, are known. If a

pair of radicals have a fixed orientation with respect to RNA/DNA molecules, for

example, then very subtle translation and rotation of the motifs can be quantified

[17]. Paramagnetic cofactors and spin labels for nucleic acids often fall into this

category, whereas the MTSL spin label commonly used for protein DEER studies is

generally too flexible and orientation information (particularly at X-band) is not

accessible. However, in some protein systems, MTSL spin labels have been shown

to exhibit very tight rotamer distributions and thus narrow distance distributions, as

discussed later in this review. As compared to flexible labels, the use of rigid labels

also significantly reduces the number of spin-labelled mutants required for a

structural analysis of a protein or protein complex. The restriction of spin label

flexibility (especially for DEER work in proteins) is currently an active area

of research; recent developments include the synthesis of a nitroxide (NO•) spin

label (3,4-bis-(methanethiosulfonylmethyl)-2,2,5,5-tetramethyl-2,5-dihydro-1H-
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pyrrol-1-yloxy radical) that forms two covalent links with cysteine residues 3 to 4

residues apart in helices or β-strands [18]. However, the use of rigid spin labels may

have disadvantages by restricting structural and conformational dynamics. Part of

the success of flexible labels, like MTSL, can be attributed to their ability to adapt to

the environment around the labelling site. This is much preferable to forcing the

label site to adapt to a (rigid) label’s position, thus potentially leading to misfolding

of proteins and other distorting effects.

This review is organised as follows: Sect. 2 describes the DEER sequence and

presents the most important features pertinent to orientation-selective DEER

measurements; Sect. 3 introduces the properties and mathematical fundamentals

of the dipolar interaction; Sect. 4 presents the nuts-and-bolts of orientation-

selective DEER time-trace calculations and discusses fitting DEER traces to data

with distributions of orientations and distances; Sect. 5 covers a selection of

applications with organic radicals, metals, and clusters; and Sect. 6 summarises

the main applications and future directions. Appendix I lists the dipolar interaction

and Hamiltonian explicitly as vectors and matrices, Appendix II outlines a density

matrix approach to the calculation of a 4-pulse DEER time trace, and Appendix III

presents the corresponding implementation in MATLAB code.

2 Measurement Techniques

2.1 DEER Sequence

The DEER pulse sequence is designed to separate the electron-electron dipolar

interaction from other interactions of a paramagnetic centre with its environment,

such as the electron Zeeman and hyperfine interactions. Two distinct pulse

sequences are routinely used (Fig. 1): a three–pulse version established first by

Milov et al. [5] and a four–pulse version introduced later with the advantage of zero

dead time [6, 7]. Both sequences employ two microwave (mw) frequencies to

measure the dipolar coupling. In the three–pulse sequence, pulses at frequency

νdet applied to the detection spins produce a primary echo at time 2τ. The π-pulse at
frequency νpump inverts the pump spins changing the local magnetic field experi-

enced by the detection spins. A DEER trace is recorded by monitoring the detection

spin-echo height with a fixed τ value while the pump pulse is moved within the first

τ-evolution period. Because the π-pulse applied to the pump spin changes the local

magnetic field at the detection spin, the primary echo is refocused with time-

dependent phases and is consequently modulated by the dipolar coupling fre-

quency. The accelerated and de-accelerated detection spins experience phase shifts

of ωABt and �ωABt, respectively, and the sum of the magnetisation of these two

sub-ensembles oscillates as exp(iωABt) + exp(�iωABt) ¼ cos(ωABt). Time t is

defined in Fig. 1 and ωAB is the dipolar frequency between spins A and B. In

three–pulse DEER typically the first ca. 40 ns of the time trace are obscured due to

overlap of the detection-spin and pump-spin pulses at time t ¼ 0 (t0). This
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shortcoming is overcome with four–pulse DEER by insertion of an additional

refocusing pulse in the detection-spin subsequence at the cost of prolonging the

overall experiment and the consequent loss of some sensitivity.

A variant of DEER, os-DEER, has also been introduced which enables highly

selective observer mw pulses to be used which may improve orientation selection in

cases where hard mw pulses with a large excitation bandwidth may be a limiting

factor [19].

Recently sequences to suppress nuclear spin diffusion have been described

which allow the length of the measured dipolar trace to be extended (to a level

similar to that which would be possible by fully deuterating the sample). A 5-pulse

sequence with suppression of nuclear spin diffusion is discussed by Borbat and

Freed [20, 21].

2.2 Experimental Considerations

2.2.1 Suitable Paramagnetic Centres

The two main criteria to obtain orientation-selective data are (1) a pair of radicals

with a fixed relative orientation and (2) selectivity of the mw pump or detection

Fig. 1 (a) Three-pulse

DEER. The subsequence of

mw pulses at frequency νdet
is applied to the detection

spins, and a π-pulse at
frequency νpump is applied

to the pump spins and

moved within the first τ
evolution period. (b) Four-

pulse DEER. The refocused

echo from the detection

spins at time 2τ1 + 2τ is
observed as a function of

time (t), where t0 ¼ 2τ1 is
outside the observation

dead time
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pulses so that only a range of spin–spin orientations (vectors) with respect to the

spectrometer field vector B0 are excited. The latter criterion is more easily fulfilled

as the spectrometer frequency is increased, and with typically encountered organic

radicals, good selectivity is usually obtained at W-band and above, although some

orientation information can be obtained at X-band depending upon the distribution

of relative orientations between pairs of radicals. If metal paramagnetic centres are

used then, generally, the spectrum anisotropy provided by the g-matrix (and

hyperfine coupling) is typically already sufficient at X-band to achieve good

pulse orientation selectivity. Very often, however, metal EPR spectra are too

broad and thus very difficult to study by DEER; for example, high-spin and

low-spin Fe3þ complexes typically fall into this category.

To make a full orientationally selective DEER characterisation, it is very advan-

tageous to be able to probe all conceivable biradical orientations; the full range is

certainly accessible if a measurement can be made with the pump and detection

pulses separated by the total width of the field-swept EPR spectra. For example, with

Cu(II) centres g|| and g⊥ can be ca. 500MHz ormore apart at X-band, and thus a very

broadband (and intrinsically less sensitive) resonator needs to be used. The com-

monly used Bruker X-band 3 mm split-ring resonator when fully over-coupled

combined with a 1 kW TWTA allows a pulse separation of up to ca. 400 MHz

while still achieving detection/pump pulses of lengths tπ ¼ 32 ns/tπ ¼ 20 ns, respec-

tively. A Bruker 2 mm split-ring resonator permits separations of up to ca. 600MHz,

still with tπ ¼ 32 ns/tπ ¼ 20 ns. This just about allows orientation-selective

measurements to probe all conceivable biradical orientations with most Cu2+ para-

magnetic centres. However, many other metal centres exhibiting much broader EPR

spectra (e.g. many high- and low-spin Fe3+ complexes, some Fe–S clusters) remain

out of reach or only a limited number of orientations can be probed. The achievable

pulse separation can also become an issue for organic radicals at high fields as their

EPR spectra broaden.

Besides designing broader bandwidth resonators (e.g. loop-gap resonators),

several alternative options exist. A dual-mode resonator can be employed, such as

the one reported by Tkach et al. [22–24] operating at W-band (at/near 94 GHz)

capable of a variable separation of “pump” and “detection” frequencies up to

Δν ¼ 350 MHz. Another, technically very challenging, alternative is to jump the

spectrometer field while the pump pulse is applied [25]. Such an approach for

DEER was reported in [25, 26].

2.2.2 Acquisition Schemes

All orientation-selective pulse EPR experiments (e.g. DEER, ENDOR) lend them-

selves to a parallel acquisition scheme which aims to make best use of the

spectrometer measurement time [27]. Typically experiments are performed consec-

utively at different magnetic field positions within the inhomogeneously broadened

EPR spectrum, namely a particular field position is chosen, data are accumulated

until the signal-to-noise ratio is satisfactory, and then the next field position is
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chosen and data are accumulated. In a parallel acquisition scheme, e.g. DEER,

several measurements are performed within the waiting (repetition) time between

consecutive pulse sequences during which spin—lattice relaxation takes place. This

is achieved by rapidly changing the main magnetic field, B0, to different values

within the EPR spectrum, performing the same experiment on the otherwise idle

spins. This method is useful for all types of orientation-selective pulse EPR

experiments.

3 The Dipolar Interaction

The DEER technique is based on measurement of the dipolar interaction DAB

between the magnetic moments of two electron spins A and B separated by distance

rAB:

DAB ¼ μ0βe
2

4π�h

gAg
T
B � 3ðgAnTABÞðgBnTABÞT

r3AB
: (1)

Here DAB is in radians and gA and gB are 3 � 3 g-matrices describing the electron

Zeeman interactions of each spin, rAB is the inter-spin distance, nAB is the unit row

vector parallel to the A�B direction, and T represents a transpose. In this article

scalar quantities are given in italics, vectors and matrices in bold, and operators

with a carat (^) above the symbol. Appendix I shows (1) explicitly in matrix form.

The corresponding Hamiltonian is

ĤAB
dd ¼ ŜADABŜ

T
B; (2)

where Ŝi ¼ ½ Ŝix Ŝiy Ŝiz ffi is a vector of spin operators. Including the electron

Zeeman interactions of the two spins in addition to the dipolar interaction gives

Ĥ ¼ ĤA
eZ þ ĤB

eZ þ ĤAB
dd

¼ βe
�h
B0gAŜ

T
A þ βe

�h
B0gBŜ

T
B þ ŜADABŜ

T
B; (3)

where B0 ¼ [Bx By Bz] is the magnetic field row vector. Provided the g-anisotropy

is small, the dipolar interaction can be recast in terms of the effective g-values gA
and gB along B0 ¼ B0(Θ, Φ) (see Fig. 4):

DAB ¼ μ0βe
2

4π�h
gAðΘ;ΦÞgBðΘ;ΦÞ 1� 3cos2θ

r3AB
; (4)
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in which g2kðΘ;ΦÞ ¼ nB0
gkg

T
k n

T
B0

(k ¼ A or B) and nB0
is the unit row vector along

B0. Using this form of the dipolar interaction, the corresponding Hamiltonian (2)

can be conveniently written in terms of the dipolar alphabet:

Ĥdd ¼ μ0βe
2

4π�h

gAgB
r3AB

ðaþ bþ cþ d þ eþ f Þ; (5)

where

a ¼ ŜAz Ŝ
B
z ð1� 3cos2θÞ

b ¼ �1
4
ðŜAþŜB� þ ŜA�Ŝ

B
þÞð1� 3cos2θÞ

c ¼ �3
2
ðŜAþŜBz þ ŜAz Ŝ

B
þÞ sin θ cos θe�iϕ

d ¼ �3
2
ðŜA�ŜBz þ ŜAz Ŝ

B
�Þ sin θ cos θeþiϕ

e ¼ �3
4
ŜAþŜ

B
þsin

2θe�2iϕ

f ¼ �3
4
ŜA�Ŝ

B
�sin

2θeþ2iϕ;

(6)

where Ŝþ=Ŝ� are the raising and lowering operators. In the high-field approxima-

tion, implying that ĤA
eZ; Ĥ

B
eZ >> Ĥdd , the non-secular terms c-f can be neglected

and only the secular (a) and pseudosecular (b) terms in (6) need to be retained:

Ĥdd ¼ μ0βe
2

4π�h

gAgB
r3AB

ðaþ bÞ

¼ μ0βe
2

4π�h

gAgB
r3AB

ð1� 3cos2θÞðŜAz ŜBz � 1
4
ðŜAþŜB� þ ŜA�Ŝ

B
þÞÞ: (7)

Dipolar splittings calculated from (7) depend upon the difference in the reso-

nance frequency of the two electron spins,Δω ¼ ωA – ωB, compared to the dipolar

splitting constant defined in (8):

ωdd ¼ μ0βe
2

4π�h

gAgB
r3AB

: (8)

In special cases where Δω << ωdd, the pseudosecular term b in (7) must be

retained and the dipolar splitting constant becomes

ωpseudo
dd ¼ 3

2

μ0βe
2

4π�h

gAgB
r3AB

¼ 3

2
ωdd: (9)

This situation is typically not encountered in DEER spectroscopy since the

detection and pump pulses are separated by ca. 65 MHz, which is much larger

than the size of the dipolar coupling between two spins if rAB > 15 Å (giving
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ωdd ¼ 15.5 MHz). In the typical case, Δω >> ωdd, the pseudosecular term b in (7)
can be dropped, giving

Ĥdd ¼ ωddð1� 3cos2θÞŜAz ŜBz ; (10)

with the dipolar frequency calculated as

ωAB ¼ μ0βe
2

4π�h

gAgB
r3AB

ð1� 3cos2θÞ ¼ ωddð1� 3cos2θÞ: (11)

The energy levels for the two coupled spins calculated with (3) are shown in

Fig. 2, where they are plotted against the ratio (Δω/ωdd). An expanded discussion is

given in [20].

Commonly DEER data are analysed under the assumption that the Heisenberg

exchange coupling is negligible (JAB ! 0) as most systems suitable for DEER

studies involve localised spins separated by rAB > 15 Å. However, if JAB is

significant it is possible under suitable conditions to separate the exchange and

dipole contribution using DEER data [28–30]. The Heisenberg exchange interac-

tion is given by

Fig. 2 Energy level diagram obtained from (3) in the high-field regime (or with Ĥdd defined

according to (7)). The four energy levels of the two spin system (black lines) are plotted as a

function of Δω/ωdd for a constant ωdd ¼ 2 MHz; note Δω ¼ ωA � ωB. The blue lines show the

two electron Zeeman energies ωA and ωB for each electron spin in the absence of the dipolar

splitting. Note the x-axis is plotted around the mean electron Zeeman energy, ωmean ¼ (ωA + ωB)/2,

which is much greater than the dipolar splitting (high-field regime). DEER experiments are

typically set-up so that Δω >> ωdd
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Ĥexchange ¼ ŜAJABŜ
T
B ffi JABŜAŜ

T
B; (12)

where JAB is the exchange matrix and JAB is the isotropic value. In the isotropic

exchange case the DEER frequencies are given by

ωAB ¼ μ0βe
2

4π�h

gAgB
r3AB

ð1� 3cos2θÞ þ JAB ¼ ωddð1� 3cos2θÞ þ JAB: (13)

If the two turning points in the Pake spectrum (powder spectrum) can be

measured, then ωdd and JAB contributions can be separated. Figure 3 shows dipolar

spectra for ωdd/2π ¼ 15.5 MHz and JAB/2π ¼ 0, 5, –5 MHz.

4 Calculation of the Orientation-Selective Form Factor

4.1 Calculation of the DEER Trace

Experimental data and a theoretical description of orientation-selective DEER time

traces were first presented by Larsen and Singel [31]. Subsequently there have been

a number of implementations of the theory presented in the literature; see, for

example, [13, 32–36]. In the following we describe the salient points of the

calculation. The general form of the normalised dipolar evolution function for a

DEER experiment is given by [37]

Fig. 3 Pake patterns

simulated for a spin system

with rAB ¼ 15 Å

(ωdd/2π ¼ 15.5 MHz) and

three different values of the

exchange coupling constant

JAB/2π ¼ 0, 5, –5 MHz.

The turning points ω⊥ and

ω|| can be used to calculate

ωdd ¼ (ω|| � ω⊥ )/3 and

JAB ¼ (2ω⊥ + ω||)/3. Note

that for JAB ¼ 0

|ω||| ¼ 2|ω⊥|. The dashed
lines show how the ω|| and

ω⊥ turning points move

when JAB/2π ¼ +5 MHz is

added to the dipolar

interaction
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DðtÞ ¼

PN
d¼1

fd
QN

p¼1;p 6¼d

1� λpð1� cosðωpdtÞÞ
� � !

PN
d¼1

fd

; (14)

where indices d (detection spins) and p (pump spins) run over all spins in the

sample, so that both inter- and intra-molecular contributions are included. The

intensity of the detection spins fd (e.g. the experimentally recorded echo intensity)

and modulation depths λp have a complicated dependence upon the spin

Hamiltonians of the paramagnetic centres and their orientations to the spectrometer

magnetic fieldB0ðΘ;ΦÞ and the frequencies, lengths, and strengths of the detection
and pump pulses. Equation (14) can be separated into a background factor B(t) due
to interaction of detection spins with all other nano-objects and a form factor F(t)
due to interactions within the same nano-object (a nano-object with two or more

radicals could be, for example, a protein, a protein complex, or an oligomer) [37]

DðtÞ ¼ BðtÞFðtÞ: (15)

Within the framework of this theory, the decay of B(t) is due to the background

distribution of paramagnetic centres. The structural information is contained in the

form factor F(t), which for a pair of interacting spins A and B with a single

conformation gives from (14):

FðtÞ ¼

P
i2Θ;Φ

f iA 1� λiBð1� cosðωi
ABtÞÞ

� �þ f iB 1� λiAð1� cosðωi
ABtÞÞ

� �
P

i2Θ;Φ
ðf iA þ f iBÞ

: (16)

The summation is over all i orientations of the field Bi
0ðΘ;ΦÞ in the molecular

frame (Fig. 4); f iA and f iB are the echo intensities from spins A and B, respectively,

at the detection frequency ωdet of the DEER trace at time t ¼ 0; and λB and λA are

the corresponding modulation depth functions which depend upon the spin-flip

probability resulting from the π-pump pulse at frequency ωpump. For our purposes

the form factor F(t) for a pair of interacting spins A and B can be calculated under

the following assumptions: (1) the bandwidth of the mw pulses is large compared to

the dipolar coupling, (2) Δω>> ωdd so Eq. (10)/(11) applies, and (3) the frequency

separation between the pump (ωpump) and detection (ωdet) pulses is large enough

that the pump pulse does not act on the detection spins, and conversely detection

pulses do not act on the pump spins (but see Appendix II).

The coordinate system used here is defined in Fig. 4. Spin A can be arbitrarily

chosen so that its axes gx, gy, and gz are aligned along the molecular frame axes x, y,

and z, respectively. The spatial position of spin B can be defined relative to spin A

by the distance rAB and the unit vector between the two spins nAB(ξ, ϕ) which also

corresponds to the direction of the unique principal axis of the dipole interaction.
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If the spin density is modelled as a distribution, then a sum over all the pairs of spin

densities between each paramagnetic centre needs to be carried out (see (24)). The

orientation of spin B is defined by the rotation matrix R(α, β, γ) with (α, β, γ) being
the three Euler angles. The geometry of the biradical and its dipolar coupling are

thus characterised by five angles: nAB(ξ, ϕ) and R(α, β ,γ).
Next, in a numerical calculation approach, a grid of i orientations for Bi

0ðΘ;ΦÞ
on a unit sphere, appropriate for the symmetry of the problem, is defined. At each of

the i orientations of the spectrometer field Bi
0ðΘ;ΦÞ in the molecular frame, the

resonance frequencies and intensities of spin A (IiA) and spin B (IiB) are calculated;
see (26) for a system example. These resonances can be calculated with the spin

Hamiltonian used to simulate the field-swept EPR spectrum (e.g. for a nitroxide an

electron Zeeman interaction (g-matrix), the resolved nitrogen hyperfine interaction

(A(14N)), and a linewidth). Now consider the case where spin A is detected and spin

B pumped. The contribution of the spin A resonances, IiA, to the detection-spin-echo

intensity f iA can be quantified using the excitation profile for transverse

magnetisation of the detection pulse sequence Pdet at frequency ωdet as

f iA ¼
ð1
0

IiAðωÞPdetðωdet � ωÞdω: (17)

A suitable approximate expression for Pdet is [7, 38]

Fig. 4 The coordinate system for the description of a DEER signal for a single mutual orientation

of two spins A and B. Spin A has its g-matrix axes coincident with the molecular frame; the

g-matrix axes of the spin B are defined by the Euler angles (α, β, γ). The unique principal axis of
the dipole tensor points between the two radicals and is axial in form (–1, –1, +2) when the spin

densities of spins A and B are considered as points
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PdetðΔωdetÞ ¼ ω1

ωeff

� �5

sin5ðωeff tπ=2Þ; (18)

with

Δωdet ¼ ωdet � ω; (19)

and

ωeff ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Δω2

det þ ω2
1

q
; (20)

where ω1 is the detection pulse B1 field strength (ω1/2π ¼ 16.25 MHz for

tπ/2 ¼ 16 ns). Function PdetðΔωdetÞ is plotted in Fig. 5 as a function of the offset

Δωdet. The function PdetðΔωdetÞ approximates the transverse magnetisation created

by the detection pulse sequence as a function of frequency offset from the pulse

carrier frequency ωdet. At each offset Δωdet value, PdetðΔωdetÞ is multiplied by the

A-spin signal intensity IiAðωÞ at this offset.
Next to be determined at the field orientation Bi

0ðΘ;ΦÞ is the flip probability of

spin B by the pump π-pulse at the carrier frequency ωpump:

λiB ¼
ð1
0

IiBðωÞPpumpðωpump � ωÞdω; (21)

with the pump pulse profile [31] (see Fig. 5)

PpumpðΔωpumpÞ ¼ ω1

ωeff

� �2

sin2ðωeff tπ=2Þ; (22)

where analogous relationships of (19) and (20) define Δωpump and ωeff but refer to

the pump pulse frequency ωpump and strength ω1, respectively. The total contribu-

tion of spin A to the DEER signal of the ith orientation Bi
0ðΘ;ΦÞ is given by

FiðtÞ ¼ f iA 1� λiBð1� cosðωi
ABtÞÞ

� �
: (23)

Including also B as detection spin and A as pump spin gives the two terms of

(16). The dipolar frequency ωi
AB is given by (11). If the spin density on either or

both paramagnetic centres is distributed over a number of nuclei, or the paramag-

netic centre results from spin coupling (e.g. an iron–sulphur cluster; see Sect. 5),

then a sum over the spin-density distribution of each paramagnetic centre is needed:

ωi
AB ¼ μ0βe

2

4π�h
giAg

i
B

X
j

X
k

ρ j
Aρ

k
B

1� 3cos2θiAj;Bk
r3Aj;Bk

; (24)
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where ρ j
A and ρkB are the A- and B-spin densities at points in space. For spin S ¼ 1/2

the normalisation condition is required:

X
j

ρ j
A ¼ 1 and

X
k

ρkB ¼ 1: (25)

To model accurately the experimental DEER signal response, it is also essential

to consider the resonator characteristics. Most important is the B1 field inhomoge-

neity and pulse shapes experienced by the sample; see, for example, [33]. Inhomo-

geneity of the excitation mw B1 field over the sample can be large if the resonator is

filled with sample, and the resonator coupling condition and thus bandwidth will

strongly influence the pulse shapes and corresponding excitation profiles. These

effects can be quantified with a set of calibration pulse measurements on a small

(point) sample moved within the resonator volume. Profiles Pdet and Ppump can also

be measured and the DEER trace calculated as a weighted integration over the B1

field inhomogeneity.

Fig. 5 Excitation profiles of (a) a tπ ¼ 16 ns pump pulse and (b) 32 ns detection pulses calculated

using (22) and (18), respectively. (c) Excitation profile obtained from a density matrix simulation

for a refocused echo, tπ/2-τ1-tπ-τ1-τ-tπ-τ-echo, with rectangular pulses employing tπ/2 ¼ tπ ¼ 32 ns,

τ1 ¼ 200 ns, and τ ¼ 2000 ns, with single-point signal acquisition at the echo maximum. No

relaxation or resonator bandwidth is considered. (d) Simulation as in (c) but with an integration

window of Δt ¼ 32 ns symmetrically placed to the echo maximum, which provides a low-pass

filter on the signal response. The green line in (d) shows the pulse profile convoluted by a

Lorentzian function with a T2 relaxation time of 2 μs (f.w.h.m) and an integration window of

Δt ¼ 32 ns. The blue line in (c) and (d) shows the profile in (b) for comparison
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4.2 Calculation Example for a Nitroxide Radical Pair

To demonstrate the approach we take a rigid nitroxide biradical as an example.

Calculation of Fi(t) (23) at a single orientation Bi
0ðΘ;ΦÞ requires the quantities f iA

(17) and λiB (21), as shown graphically in Fig. 6. The resonance frequencies of the

A-spin (with intensity IiA in (17)) and B-spin (with intensity IiB in (21)) for each

orientation can be calculated by diagonalisation of a Hamiltonian containing an

electron Zeeman and hyperfine interaction (or an appropriate analytical expres-

sion) [3]:

Ĥ
i ¼ βe

�h
Bi
0gkŜ

T
k þ ŜkAk Îk

T; k ¼ A or B: (26)

gk and Ak are the electron Zeeman and hyperfine matrices in the chosen molecular

frame. Matrices gk and Ak are obtainable from their eigenframes via the rotation

matrixR(α, β, γ) with the Euler angles defined in Fig. 4, for example, gk¼Rgk
eigRT.

A further rotation matrix for Ak would be needed if it were not collinear with gk.

Figure 6 shows in the molecular frame the intensity f iA of the transverse

magnetisation of the A-spins as a consequence of the detection pulse sequence at

ωdet and the corresponding modulation depth fraction λiB from the B-spins flipped by

the pump pulse at frequency ωpump. At orientations where these two patterns

overlap, the A-spin is at least partially modulated by the dipolar coupling since

the B-spin is at least partially flipped; any A-spin intensity not intersecting with

the corresponding B-spin modulation depth function pattern λB contributes an

unmodulated component to the form factor F(t).
For nitroxide spins the pump pulse is generally placed at the maximum intensity

of the EPR spectrum which excites all spin orientations with respect to the magnetic

field, even if not uniformly (see Fig. 6c, sphere λB). The pulse selection can be

appreciated by inspection of a road map of the energy levels of the nitroxide spin at

X-band (Fig. 7). A strong mw pulse placed at ca. 349 mT will excite orientations

from mI ¼ 0; gzz/Azz (Θ ¼ 0) to mI ¼ –1, 0, 1; gxx/Axx and gyy/Ayy (Θ ¼ 90�,
Φ ¼ 0, and 90�).

Naturally, the orientation selection resolution for the nitroxide spin improves as

the microwave frequency increases. At W-band (ca. 94 GHz) the g-values of the
nitroxide spin are well resolved and DEER measurements can be very sensitive to

the position of the pump and detection pulses, as demonstrated in Fig. 8. Shown are

simulations for nitroxide spin pairs of two different orientations with the pump

pulse always on gyy and three detection observer positions at gxx (1), near gyy (2),
and gzz (3).

If at all possible both the modulation depth and the dipolar frequency informa-

tion that is encoded in a set of DEER traces from a given sample should be used in

any structure determination. Provided that the orientation selection is governed by

the electron Zeeman and hyperfine interaction (i.e. not the dipolar coupling), then

the modulation depth also only depends upon these interactions, i.e. for a nitroxide

pair only on the relative orientation of g and A(14N) matrices, and not on their
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Fig. 6 Calculation of the orientation-dependent form factor F(t) for two NO• radicals at X-band

with the relative g-matrix and A-matrix orientation shown at the top of the figure. (a.1) (black line)

Detection pulse position in the NO• EPR spectrum; (a.2) (blue line) A-spin resonances IiA for the

B
i
0 orientation indicated by the blue line shown in the molecular frame at the top of the figure;
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relative spatial positions. This is demonstrated in Fig. 9a where the relative orien-

tation of the g and A(14N) matrices between the two radicals is kept constant while

the spatial orientation of the two spin centres is changed as a function of κ1 (see the
figure for a definition of κ1); the modulation depth is constant (Fig. 9a.2) while

the frequency response changes (Fig. 9a.3) with angle κ1. In Fig. 9b the relative

orientation between g
A/A(14N)A and g

B/A(14N)B of the two spins, defined by κ2, is
varied. The modulation depth changes (Fig. 9b.2) with κ2 as the orientation selec-

tion changes, and the set of contributing dipolar frequencies is constant as κ2 is

varied since the dipolar angle θ (11) is fixed (at least if the two radicals are

�

Fig. 6 (continued) (a.3) (green line) pulse profile Pdet for tπ ¼ 32 ns; and (a.4) (red line)

cumulative integration of IiAPdet to give f iA ¼ 0:12 (17), the contribution of the A-spin to the

detection echo for orientation Bi
0. (b.1) (black line) Pump pulse position in the NO• EPR spectrum,

(b.2) (blue line) B-spin resonances IiB for the orientation Bi
0, (b.3) (green line) pulse profile Ppump

for tπ ¼ 16 ns, and (b.4) (red line) cumulative integration of IiBPpump to give the modulation depth

fraction λiB ¼ 0.70 (21). (c) Contributions for all orientations Bi
0 of the A-spins to the detection

echo fA, the modulation depth function λB, and the product fAλB showing the orientations giving

the largest contributions to the modulations in the DEER trace. Red represents high intensity and

blue is zero intensity; contributions to fA and λB are shown on the same scale. (d) DEER traces and

their dipolar spectra simulated without orientation selection (black) and with orientation selection

(red) for the NO•–NO• system shown above

Fig. 7 Road map of the three energy levels (mI(
14N) ¼ –1, 0, 1) from gzz (Θ ¼ 0�) to gxx and gyy.

(Θ ¼ 90�, Φ ¼ 0, and 90�) of the nitroxide spin at X-band frequencies. The nitroxide spectrum

(blue) and the excitation profile for a 16 ns pump pulse (red) are shown above. The tπ ¼ 16 ns pulse

(bandwidth f.w.h.m. ¼ 2 mT) would excite all orientations of the molecule but not uniformly.

Nitroxide parameters used are [gxx, gyy, gzz] ¼ 2.0090, 2.0060, 2.0024 and [Axx, Ayy, Azz] ¼ 18,

18, 96 MHz. The g- and A-matrix orientations for a nitroxide are shown on the left, along with the

definition of the field orientation B0(Θ, Φ)
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Fig. 8 Orientation-selectiveDEERsimulations atW-band. (a)NitroxideEPR spectrum, indicated are

the detectionmw pulse positions (arrows 1, 2, 3) as well as the pump position for orientation selection

calculations. (b.1/b.2) Relative orientations of the nitroxide radicals in the molecular frame for two

cases. (c.1/c.2) Orientations selected by detection (tπ ¼ 32 ns) and pump (tπ ¼ 16 ns) mw pulses for

the biradicals (b.1) and (b.2), respectively. The intensity with which an orientation is excited is coded

by colour: red (intensely excited) to blue (not excited). (d.1/d.2) DEER time traces for the pump and

detection pulse combinations given in (c) and for comparison the time trace without orientation

selection (black line). (e.1/e.2) Corresponding orientation-selective dipolar spectra and the Pake

pattern without orientation selection (black line). The maximum intensity has been normalised to

1 to allow comparison of the frequency profiles (modulation depth information is retained in (d))
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considered as points). However, their intensity in the dipolar spectrum changes with

the orientations excited by the detection and pump pulses.

Practically, the frequency response is a robust experimental parameter and easy

to calculate. The determination of the modulation depth needs great care if accurate

values are required as it depends strongly upon B1 inhomogeneity and resonator

Fig. 9 Dependence of the dipolar frequencies and modulation depth on the relative spatial

orientation and spin Hamiltonian orientation between the radicals, demonstrated for two nitroxide

radicals. The tπ ¼ 16 ns pump pulse is positioned at the intensity maximum in the EPR spectrum

and the tπ ¼ 32 ns detection pulse is offset by 65 MHz. (a.1) The relative orientations of matrices

g and A(14N) between the radicals are kept constant, while their spatial orientation is varied from

κ1 ¼ 0–90�. The modulation depth is constant (a.2), but the set of selected θ values (11) changes

and thus the dipolar frequencies change (a.3). (b.1) The relative orientations of matrices g and

A(14N) between the two spin centres are varied from κ2 ¼ 0–90�, while their spatial orientation is
fixed. In this case the set of θ values (11) is constant but the intensity of the dipolar frequencies

changes (b.3) within this set as the orientation selection of the detection and pump pulse depends

upon the relative orientations of matrices g and A(14N). This also changes the modulation depth

(b.2) which in general depends upon the relative g-matrix and nitrogen hyperfine matrix

orientations between the spin pair
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bandwidth, the latter being a function of the user controlled resonator coupling

which may vary from sample to sample. With due care these parameters can be

accurately quantified. Perhaps a more serious issue in determining absolute modu-

lation depths is the spin labelling efficiency which is often not 100% and may be

difficult to quantify sufficiently accurately.

If the orientation-selective experiments for a given sample are recorded with a

fixed pump and detection frequency and only the magnetic field is varied, then the

experimental conditions determining modulation depths remain exactly the same.

Relative modulation depths are then reliable, i.e. the dependence of modulation

depth on magnetic field can be fitted with one additional parameter, a scaling factor

that is the same for all measurements [32]. This restriction, however, limits the

information obtained which reduces the accuracy and reliability of the analysis

(e.g. for nitroxides there may be no data from pump and detection positions

corresponding to field positions given by the g-values gxx and gzz).
Figure 9a, b shows two possible orientations of a pair of spin centres and thus

a portion of the possible frequency/modulation depth space. If experimental DEER

data need to be fitted to an unknown structure, then clearly there are many local

minima where a search algorithm could converge to (get stuck in). For this reason

most investigations have generated a set of simulated DEER traces covering all

possible orientations of the radicals for a given experimental parameter set and

structural problem and determined the global minimum by fitting data to every

orientation in this frequency/modulation depth space.

4.3 Symmetry Constraints on the Biradical Orientations

Due to the inversion symmetry of the magnetic tensors (spin Hamiltonian

interactions), there are a number of relative orientations of the biradicals which

produce identical DEER time traces. For instance, for a rhombic spin A and spin B

system, identical solutions are obtained at orientations related by �nπ; R(α � nπ,
β � nπ, γ � nπ) and nAB(ξ � nπ, ϕ � nπ), where n is an integer (angles are defined
in Fig. 4). These considerations are summarised in Table 1 for the combinations of

isotropic, axial, and rhombic spin systems. These symmetry restrictions are only valid

if each spin is considered as a point in space, a good approximation in most

circumstances. If a paramagnetic centre needs to be described by a spin-density

distribution, such as the iron–sulphur clusters described in Sect. 5, then the inversion

symmetry is no longer (strictly) valid and it may be possible to discriminate between

radicals A and B at the positions, e.g. A/B: 0/–x or A/B: 0/+x. As pointed out in [39],
the symmetry imposed by the (1–3cos2θ) dependence of the dipolar coupling also

causes identical solutions to occur for different θ values, e.g. θ ¼ 45� or 135� giving
(1–3cos2θ) ¼ –0.5, and the insensitivity of the DEER experiment to sign changes of

ωAB (see Fig. 10b). This introduces several identical solutions for different relative

orientations of the two radicals that can only be resolved with additional information,

e.g. from molecular modelling.
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4.4 Analysis in the Presence of Distance and Angular
Distributions

As shown above, the DEER signal depends in a complicated way on the experi-

mental parameters and the structure of the two radicals being investigated. Once the

experimental data has been collected, the problem is to infer both the distance and

relative orientation between the two radicals. In the case of unselective DEER data,

the time trace does not depend upon the relative orientation between the two radical

centres, and a model-free analysis using Tikhonov regularisation provides a dis-

tance distribution. This can be expressed as

f ðtÞ ¼ 1þ
ð1
0

1

N

XN
n¼1

cosðωddð1� 3z2ÞtÞ � 1

 !
dz ¼ 1þ

ð1
0

kðz; tÞdz; (27)

with z ¼ cos(θ) where θ is the angle between B0 and the inter-spin vector, k(z, t) is
known as the kernel function, and here f(t) is a reduced form factor (only the

Fig. 10 (a) Definition of the parameters defining the DEER simulation space of two axial

paramagnetic centres. In this case the relative orientation of the two paramagnetic centres A and

B is defined by three angles: ξ is the angle between the A-spin gzz-axis and the spin—spin vector

nAB and α and β are the Euler angles defining the orientation of the g-matrix of spin B with respect

to that of spin A. The three angles are varied in the ranges given in row 2 of Table 1 and shown in

blue in the figure. (b) Angular dependence of the dipolar interaction, showing, for example, that

eight θ values give (1–3cos2θ) ¼ |�0.5| in the range θ ¼ 0� to 360�. Note that the DEER signal

oscillation cos(ωABt), an even function, is independent of the sign of ωAB

Table 1 Range of the Euler angles (α,β,γ) and polar angles (ξ,ϕ) required to simulate DEER

traces for all possible orientations of two radicals in the cases of isotropic, axial, and rhombic spin

Hamiltonians describing the EPR spectra of spins A and B

Spin A Spin B α β γ ξ ϕ
Axial Isotropic n.a. n.a. n.a. 0-π/2 n.a

Axial Axial 0-π 0-π/2 n.a. 0-π/2 n.a.

Rhombic Isotropic n.a n.a. n.a. 0-π/2 0-π/2
Rhombic Axial 0-π 0-π/2 n.a. 0-π/2 0-π
Rhombic Rhombic 0-π 0-π/2 0-π 0-π/2 0-π
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modulated part). Index n runs over all pairs of spins. Equation (27) can be inverted

and hence from f(t) the distance distribution P(r) can be computed. In the case of

orientation selection, the problem is considerably more complicated and no general

solution is known. Following on from (27), the normalised DEER signal is now a

function of both distance and orientation:

Fðt; v0Þ ¼ 1þ
ð1
0

λðz; v0Þkðz; tÞdz; (28)

where v0 is a set of quantities defining the orientation selection (see (29) and Fig. 4).
As described in Sect. 4.2 and shown in Fig. 9 the modulation depth in the general

case depends upon the relative orientation of the biradical (defined by Euler angles

α, β, γ) and the detection and pump pulses (excitation profiles and frequencies):

λðz; v0Þ ¼ 1

f total

XN
n¼1

λðz; αn; βn; γn;Pdet;ωdet;Ppump;ωpumpÞ: (29)

Term f total normalises the intensities. Furthermore the z dependence in (29)

indicates the calculation requires a weighted integration over the orientations

ranging from θ ¼ 0� to 90� (z ¼ cosθ depends upon ξ, ϕ and the Bi
0 direction).

Marko et al. [35, 36] have investigated the problem of inferring experimental

orientation distributions without a chemical model under the assumption that the

distance distribution is uncorrelated to the orientation distribution:

λðz; v0Þkðz; tÞh i 	 λðz; v0Þh i kðz; tÞh i: (30)

The brackets <���> in (30) signify a conformational average. In their first paper

[35] a general solution approach involved first determining the distance distribution

k(z, t). This is, in principle, possible by either averaging all the orientation-selective
DEER traces into a single orientation free trace or measuring an orientation free

trace with hard non-selective mw pulses. Given the distance distribution k(z, t), (28)
yields the modulation depth function λ(θ), dependent only upon angle θ
(or equivalently z ¼ cosθ). The orientation between the radicals is then calculated

and adjusted to best fit the function λ(θ); however no method for calculating the

radical orientations directly from λ(θ) yet exists.
In a second paper Marko et al. [36] presented a solution for calculating the

spatial orientations between two radicals for the special case where the two spin

labels are parallel, as can be the case for spin-labelled DNA samples (Fig. 11). The

method requires knowledge of the distance distribution so that (28) can be inverted

to yield λ(θ), the modulation depth function, which can be determined for each

DEER trace with offset Δω ¼ ωdet – ωpump. A plot of the experimental values of

λ(θ ¼ 0, Δω) versus Δω is then dependent upon the angles β (Fig. 11b), allowing a

β-value to be determined (note radians to Hertz: ω/2π ¼ ν).
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Marko and Prisner [40] presented the development of a model-free analysis of

orientation-selective X-band DEER data collected on nitroxide biradicals. Their

fitting algorithm reconstructs experimental data by searching for an optimal com-

bination of pre-simulated DEER time traces with all relative orientations and with

inter-spin distances in the experimentally accessible range. Excellent fits to experi-

mental DEER data on model nitroxide molecules were obtained that were in

agreement with the known distances and relative radical orientations. However,

as pointed out in the paper the solutions were not unique and application of the

algorithm to unknown systems to determine a unique solution would require

additional information to restrict the conformational space.

It has been suggested that the inversion of DEER data describing a general

distribution of orientations and distances is not tractable [39]. Given this, at present,

the best generic analysis method is probably via a structural model which defines

the orientations of the radicals. From this orientation selectivity DEER traces can be

readily simulated and compared to the experimental data. The structural model can

then be refined under suitable structural constraints to minimise the difference

between the simulated and experimental DEER traces. Many of the possible

equivalent solutions could be anticipated to be rejected as they may give an

unrealistic solution, such as two biomolecules overlapping.

Fig. 11 (a) Chemical structure of the rigid spin label Ç, a cytidine analogue, base paired with

guanine. (b) Spin labels attached to a doubly labelled DNA molecule at positions (1,5). If the

angle β1 	 β2, then analysis of orientation-selective DEER traces gives a fitting free evaluation for

angle β. (c) Estimated values of the orientation intensity function Λ(Δν) / λ(θ ¼ 0, Δν) for DNA
with spin labels at position (1,5), circles, and (1,12), rectangles. Both estimations are fitted with

Gaussian curves. (d) Estimated values of the angle β between spin label normals and inter-spin

vector r versus the position of the second spin label compared to the values of these angles

obtained from the DNA structure (solid line) [Reprinted with permission from [36]. Copyright

2010 by the American Physical Society. (http://link.aps.org/abstract/PRE/v81/e021911)]
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5 Examples

5.1 Spin Labels: Nitroxide Radicals

Spin labels typically used in proteins are inherently flexible and orientation selec-

tion can often be neglected, even at frequencies as high as W-band [41]. However,

if the biradical and/or the spin labels are sufficiently rigid, then orientation selection

can be observed even at X-band frequencies. Orientation effects are clearly

demonstrated in the paper by Margraf et al. [33] where X-band DEER

measurements were made on a model nitroxide biradical molecule with restricted

relative NO• orientations (Fig. 12). DEER time traces were recorded with the pump

frequency set at the centre of the nitroxide spectrum to achieve maximum pumping

efficiency by exciting all orientations, and the detection sequence stepped between

an offset of +40 and +80MHz. The modulation frequencies and depths changed as a

function of offset as a consequence of the orientation selection. Figure 12b shows

these DEER traces, which could be simulated with a model where the relative

orientations of the two nitroxides are constrained by two cones and a single bending

motion of the bridge as depicted in Fig. 12a. Further examples on model molecules

can be found in [35, 42].

The higher frequency of Ka- or Q-band offers increased orientation selectivity,

and the benefit of much improved sensitivity over X-band, in particular if the

spectrometer is equipped with a high power mw amplifier [43, 44]. Polyhach

et al. [45] reported on the performance of their Q-band spectrometer (nominally

150 W TWTA and a home-built resonator facilitating the measurement of 3 mm

sample tubes commonly used at X-band) for DEER measurements on nitroxides.

This set-up enables short π pulses of ca. 12 ns to be created for both pump and

detection spins in conjunction with large 3 mm sample tubes. The result of applying

“soft” and “hard” pulses is shown in Fig. 13 for a model biradical molecule

(Fig. 13a). Plotted in Fig. 13c are the dipolar spectra obtained under broad excita-

tion (black dashed line) with 12 ns lengths for all pump and detection pulses with a

separation of 80 MHz (denoted: 12 ns/80 MHz/12 ns) and using soft pulses of 40 ns

with a separation of 35 MHz (40 ns/35 MHz/40 ns). The pulse positions of the

various experiments, relative to the EPR spectrum, are indicated in Fig. 13b. Strong

orientation selection (Fig. 13c) is evident which could not be entirely removed

using the strongest pulses achievable with their experimental apparatus (black

dashed line).

Importantly for a protein doubly spin labelled with the usually flexible MTSL

spin label, the experimental results showed that their hard-pulse set-up (12 ns/

80 MHz/12 ns) removes the orientation selectivity and the data obtained depend

only upon distance, whereas the soft-pulse set-up retained orientation selection

effects. This scenario may have advantages as both types of data can be collected

for analysis.

Strong angular correlations between nitroxide spin labels attached to the tetra-

meric ion channel KcsA R64C-SL were observed with X- and Q-band DEER

306 A.M. Bowen et al.



[46]. Experiments were performed with the pump pulse on the central peak of the

EPR spectrum and with several detection frequency separations at X-band

Δν ¼ +38 to +80 MHz and at Q-band Δν ¼ +40 to +70 MHz. These experimental

parameters permitted the separation of orientation and distance information and

enabled determination of the spin-label orientations. In this case the Q-band

spectrometer had only 700 mW of mw power, allowing a 28 ns pump pulse but

very weak detection pulses of length 92 ns.

Fig. 12 (a) Structure of the biradical molecule used by Margraf et al. [33]. The geometric model

used to create an ensemble of conformers and the molecular axis system are indicated. The

nitroxide radicals are assumed to rotate freely around their acetylene bond (cone with angle

22�), and the mobility of the bridge is described by a single bending motion with a Gaussian

distributed width δϕ. (b) Experimental DEER time traces for offset frequencies Δν between +40

and +80 MHz. All time traces are normalised to 1 at t ¼ 0, and the intermolecular decay is

removed by division by a mono-exponential decay. Inset: field-swept EPR spectrum with the

position of pump and detection (probe) frequencies indicated by arrows [Adapted from [33],

reprinted by permission of Taylor & Francis Ltd.]
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A further example is discussed in a study on a doubly spin-labelled variant of the

cytoskeletal protein vinculin tail [39] where X-band DEER measurements showed

strong orientation selectivity.

At W-band and above, the selectivity of the mw pulses becomes strong as the

g-values are resolved, as was shown in Fig. 8. However, at this frequency the

microwave power of Bruker commercial spectrometers is currently very low,

making DEER spectroscopy very restrictive [47]. A number of home-built

instruments have, however, recently been reported that are suitable for DEER at

W-band with organic radicals [13, 23, 48]. TheW-band spectrometer built by Smith

et al. is capable of using 3 mm o.d. quartz EPR tubes, achieving π/2 pulses of length
between 4 and 10 ns over a bandwidth range compatible to that of the NO• spectrum

[49]. High sensitivity has been reported with measurements on ca. 1 μM samples

(2 μM spins).

Fig. 13 Orientation-selective Q-band (34.1 GHz) DEER on the shape-persistent biradical mole-

cule shown in (a). (b) The pump pulse positions (coloured dots) of the individual DEER traces

plotted in (c) are depicted on the echo-detected EPR spectrum. (c) DEER versus B0 pattern taken

with the excitation scheme 40 ns/35 MHz/40 ns. The dipolar spectrum obtained under broadband

excitation (12 ns/80 MHz/12 ns) and pumping on the maximum of the echo-detected EPR

spectrum is shown for reference (black dashed line). Total collection time for the DEER versus

B0 pattern was about 2 days. The shape-persistent biradical was dissolved in perdeuterated

o-terphenyl at 200 mM concentration [Adapted from [45] with permission of the PCCP Owner

Societies]

308 A.M. Bowen et al.



5.2 Organic Cofactors

Denysenkov et al. [50, 51] performed DEER measurements on class I ribonucleo-

tide reductases (RNRs) for Escherichia coli which is composed of two subunits, R1

and R2. The R2 subunit contains the essential diferric cluster-tyrosyl radical (Y•)

cofactor. DEER measurements at 180 GHz detected the dipolar interaction between

the Y• cofactors in each protomer of RNR R2, allowing distance (32.5 Å), and

orientation information between the two radicals to be determined. Note that the

long distance gives a small dipolar coupling constant of ca. 1.5 MHz permitting the

use of relatively weak detection (tπ/2 ¼ 30 ns) and pump (tπ 	 80 ns) pulses – to

have an efficient experiment, the pulse bandwidths should be sufficient to excite

both lines of the dipolar doublets of each spin.

A further example is the orientation selection measurements made between a

spin label and organic cofactor in the reaction centre of a native cofactor and a spin

label in the reaction centre of Rhodobacter sphaeroides [52].
ENDOR at Q-band (34 GHz) and orientation-selective DEER at W-band

(95 GHz) have been used to investigate potential light-induced reductive structural

changes associated with the formation of the P•+QA
•– state in the reaction centre

from the photosynthetic bacterium Rhodobacter sphaeroides R-26 [53]. The

measurements were recorded with the detection sequence on the narrow spectrum

of P•+ and a range of pump pulse positions across the QA
•– radical EPR spectrum.

Samples frozen in the dark and under illumination gave exactly the same DEER

signals, providing evidence that no structural changes occur upon light-induced

reduction.

5.3 Nucleic Acids

DEER measurements on nucleic acids are often carried out using rigid spin labels,

which leads to significant orientation selection even at X-band. However, in several

cases the orientation selectivity observed by comparing DEER traces recorded with

a series of different frequency offsets has been shown to be weak, and orientation

averaging [42] followed by data analysis using standard software has been success-

ful at determining the distance between the spin labels [54–57]. This orientation-

averaging approach is advantageous if only a distance is required since the data

analysis is relatively simple.

To determine precisely relative orientations as well as distances, a rigid spin

label, denoted as Ç, was introduced by Barhate et al. [58] (Fig. 11). Schiemann

et al. have demonstrated that this spin label can be used to determine both distance

and relative orientation of two spin-labelled nucleosides in DNA at X-band

frequencies [59]. Marko et al. then developed an analytical method for the deter-

mination of the angle between the axis gzz of the nitroxide spin label and the inter-

spin vector, as discussed in Fig. 11 [36]. Orientation-selective DEER data recorded
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at X- and G-band on a DNA duplex labelled with Ç have also been used to

determine the dynamics of DNA strands [17] and to study changes in DNA

structure and dynamics upon binding to the Lac repressor protein [56]. Wunnicke

et al. also used orientation-selective DEER to study changes in the structure and

dynamics of mispaired DNA duplexes [57]. Further details on spin labelling of

nucleic acids and their structural characterisation can be found in the chapters of

this book written by Shelke and Sigurdsson [60] and by Ward and Schiemann [61].

5.4 Metals

5.4.1 Copper

Copper centres in metalloproteins are another instance where orientation effects

have to be considered in the analysis of experimental data. At X-band the Cu2+ EPR

spectrum extends over ca. 2 GHz due to its g-anisotropy and the copper hyperfine

coupling (I ¼ 3/2 nucleus, 63Cu and 65Cu isotopes). The hard rectangular

microwave pulses used in DEER typically excite only a small part of the spectrum,

usually less than 50 MHz (Fig. 14).

In the first DEER studies on Cu2+–nitroxide and Cu2+–Cu2+ systems [63–66],

excitation in the g⊥ region of the copper spectrum led to negligible orientation

selection and allowed a reasonable analysis of the data using Tikhonov

regularisation considering that these computations usually employ complete Pake

patterns at each distance (see (27)) which if fitted to experimental data comprising

incomplete Pake patterns will cause distance distribution artefacts. These experi-

mental data were later investigated by simulations [34]; excitation in the g⊥ region

always leads to the detection of the perpendicular dipolar splitting frequency in the

Pake pattern, independently of the relative orientation of the two Cu2+ paramag-

netic centres. This is a consequence of the orientation selection with nearly axial

g-matrices so that g⊥1 and g⊥2 are not resolved and a plane of orientations is

excited. Such data may then be exploited to determine the distance with a single

DEER measurement yielding a dipolar spectrum with a distinct perpendicular

dipolar splitting feature.

The feasibility of distance determinations between copper ions using DQC EPR

instead of DEER has been shown by Becker and Saxena [66] on a model peptide

with two Cu2+-binding peptide sequences. These authors also demonstrated that the

analysis of DQC data for copper ions is complicated by the presence of a series of

ESEEM peaks, which have been assigned using a similar model containing just a

single copper ion before attempting the distance analysis.

A series of papers on DEER of various copper-containing systems [34, 63, 64,

67, 68, 69] has clearly shown that in order to resolve orientation effects, high-

quality experimental data is required due to the small modulation depths and only

subtle changes with orientation. Yang et al. have studied the optimal conditions for

data acquisition in the case of Cu2+–nitroxide and Cu2+–Cu2+ systems with regard
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to pulse lengths (16-48 ns), frequency offsets (up to 500 MHz), and magnetic field

positions (from g⊥ to g||) using a Bruker MD5 resonator [70].

Bode et al. studied at X-band the influence of orientation selection, spin-density

distribution, conformational flexibility, and exchange coupling on DEER

measurements of two structurally related nitroxide-labelled Cu(II) porphyrins [29,

69]. The conformational flexibility of the system was modelled considering a

conical distribution of the nitroxide label with respect to the copper centre (see

Fig. 15a) and, guided by DFT calculations, a spin-density distribution on the Cu2+

ion and ligating nitrogen nuclei. The comparison of the distance distribution

obtained with this simulation approach to the distance distribution obtained using

DeerAnalysis [16] showed that the latter approach (not surprisingly) fails in the

presence of orientation selection [69]. Figure 15b plots the distribution functions of

dipolar angles P(θ) ¼ λ(θ)sinθ versus angle θ for the system shown in Fig. 15a with

orientation selection and for uncorrelated spin centres (as implemented in

DeerAnalysis [16]). Further, the authors showed that through appropriate

simulations, the contributions of dipolar through-space coupling and through-

bond exchange coupling can be separated even in the presence of orientation

selection effects.

Distance measurements between two Cu2+ ions in a covalently linked azurin

dimer were reported by van Amsterdam et al. [64], a system that provides a single

relative Cu2+–Cu2+ orientation. Using pump and detection pulses in the g⊥ region

with a frequency offset of 75 MHz, they were able to conclude that the DEER

measurement was affected by orientation selection and extracted a distance of 26 Å.

Kay et al. were able to measure distances of 41.6 Å and 42.4 Å in dicupric human

serum transferrin and lactoferrin using similar experimental parameters [65]; by

performing DEER at the g⊥ field position, the authors were able to minimise the

effect of orientation selection and extracted the distance distribution using

DeerAnalysis [16].

Yang et al. developed a thorough analysis method of orientation-selective

Cu2+–Cu2+ DEER data [67, 68] and used it for interpretation of experimental data

recorded at five magnetic fields on a model peptide containing two Cu2+-binding

PHGGGW amino acid sequences (Fig. 16a). Only small differences could be

Fig. 14 Cu2+ X-band EPR

spectrum simulated with an

axial g-matrix (g⊥ ¼ 2.05,

g|| ¼ 2.20) and hyperfine

interaction (A⊥ ¼ 10,

A|| ¼ 450 MHz) at

νmw ¼ 9.5 GHz (black)
using EasySpin [62] and the

excitation profile of a

refocused echo sequence

(18) with tπ/2 ¼ 32 ns (blue)
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observed between the traces recorded by exciting in the g⊥ region of the EPR

spectrum (see Fig. 16b); however the DEER trace recorded by excitation in the g||
region is characterised by different modulation frequencies (Fig. 16b). Their DEER

signal analysis was based on the theory of Maryasov et al. [71], and their structure

model considers all relative orientations of the two copper centres confined within a

sphere of radius ΔR to account for spin–spin flexibility (see Fig. 16a, c). In a

subsequent paper the same approach was used to determine the distance distribution

between two Cu2+ ions in the DNA-modifying enzyme EcoRI endonuclease [72].
Data analysis based on a structural model was used for the interpretation of

DEER data recorded for three different magnetic fields and frequency offsets on a

3-phenyldiporphyrin dicopper model system by Lovett et al. [34] (Fig. 17a). A spin

distribution over the Cu2+ ion and four coordinating pyrrole nitrogen nuclei of the

porphyrin was used in the DEER trace calculations (see Fig. 17b). The dependence

of the results on the model used as input for the orientationally selective DEER

simulations was further investigated by Bowen [73] using a series of dicopper

diporphyrin systems with phenyl-based linkers of varying length. Various

conformers of these diporphyrin systems were generated by DFT and the distribu-

tion of the position of the second Cu2+ ion, relative to the first one, was found to

form a “double-teardrop” shape rather than a stretched conical or spherical

Fig. 15 (a) Geometric model of the nitroxide-labelled Cu2+ porphyrin studied in [29, 69]

[Reprinted from [29], Copyright 2009, with permission from Elsevier]. (b) Calculated angular

dependence of the DEER trace for the system shown in (a) for frequency offsets of 226 MHz

(black curve) and 603 MHz (grey curve) compared to the P(θ) ¼ sinθ distribution function

distribution for uncorrelated spin centres (dotted line). P(θ) ¼ λ(θ)sinθ is the distribution function
of dipolar angles. (c) Experimental (solid lines) and simulated (dotted lines) DEER data from

reference [69] at two different frequency offsets. The pump frequency was resonant with the

central transition of the nitroxide spectrum in both cases. The orientation selection on copper (left)
and on the nitroxide (right) corresponding to each frequency offset is shown above the DEER trace

(red, complete excitation; dark blue, no excitation); the orientation of the axes with respect to the

molecular structure is also shown. For offset Δν ¼ 226 MHz the pump pulse length was 12 ns,

while it was 32 ns for Δν ¼ 603 MHz [Adapted with permission from [69], Copyright 2008

American Chemical Society]
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distribution as was used previously for other systems [67–69]. Simulations based on

this set of DFT-generated and other model structures emphasise the importance of

the use of a model appropriate for a particular molecular system in terms of both the

average position of the two centres and the distribution of one centre with respect to

the other.

5.4.2 Multinuclear Metal Clusters

In a spin-coupled paramagnetic cluster, the magnetic moment is delocalised over

the ions of the cluster. For example, in a reduced [2Fe–2S]+ cluster the unpaired

spins of the Fe2+ ion (S ¼ 2) and Fe3+ ion (S ¼ 5/2) couple anti-ferromagnetically

to yield an S ¼ 1/2 ground state. The assumptions that the ground state is well

separated from the excited states and that the spins are localised on the Fe ions

Fig. 16 (a) Peptide sequence and molecular structure of the model peptide from reference [68]

with the definition of the parameters optimised in the fitting procedure; R, ΔR, and the orientation
of the two Cu2+ centres. (b) DEER signal after baseline correction (solid lines) recorded for the

peptide shown in (a), and corresponding simulations using the theoretical model developed in [68]

(dashed line). The inset shows the observer positions used for recording the DEER traces; the

pump frequency was always 92 MHz lower. (c) Orientations of the second Cu2+ gzz-axis with

respect to the first Cu2+ g-matrix axes shown by black dots. (d) Cu2+–Cu2+ distance distribution

function determined from the simulations in (b). (e) View of the proline-based model peptide

obtained based on the relative orientation and flexibility determined from the analysis of the DEER

data shown in (b) [Adapted with permission from [68], Copyright 2010 American Chemical

Society]
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allow the spin projection factors of k(Fe2+) ¼ �4/3 and k(Fe3+) ¼ +7/3 to be

calculated [74, 75]. The spin projection factors in essence describe the total

magnetic moment via the k’s located at the relevant nuclei and are used to calculate
the dipolar coupling frequencies. For the case of a [2Fe–2S]+ cluster coupled to a

NO• spin (considered as a point), (24) gives

ωi
NO�½2Fe�2Sffi ¼

μ0βe
2

4π�h
giNOg

i
½2Fe�2Sffi k1

1�3cos2θiNO;k1
r3NO;k1

þ k2
1�3cos2θiNO;k2

r3NO;k2

 !
; (31)

where k1 ¼ 7/3 and k2 ¼ –4/3. This spin system was used by us to determine the

docked structure of palustrisredoxin-B (PuxB) from Rhodopseudomonas palustris
(CGA009) (containing a reduced [2Fe–2S]+ ferredoxin) with the flavin-dependent

palustrisredoxin reductase (PuR). The PuR was spin labelled using MTSL at a

number of positions using site-directed mutagenesis [34]. The orientation selectiv-

ity is a result to the axial [2Fe–2S]+ ferredoxin EPR spectrum (g|| ¼ 2.0233,

g⊥ ¼ 1.9328) which is ca. 15 mT (420 MHz) wide at X-band; five separate pump

pulse positions were chosen across its EPR spectrum. The detection sequence

position was placed on the NO• echo maximum and thus was considered to be

excited isotropically (all orientations). This symmetry corresponds to row 1 in

Table 1 (if the asymmetry caused by the spin projection factors is ignored).

From a different point of view the electronic structure of a spin-coupled cluster

can be investigated by measuring dipolar couplings to nearby magnetic nuclei, be

Fig. 17 (a) Chemical structure of the 3-phenyl-linked dicopper diporphyrin model system. (b) A

simulated DEER trace (red) compared to the experimental trace (blue), with the detection and

pump positions indicated in the inset. The DFT model uses relative orientations of the two copper

ions obtained considering rotations around the dihedral bonds in the system and restricting the

possible conformations to those accessible at the freezing point of the solvent [Figure adapted from

[34] and [73]]
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they nuclear or electron spins. ENDOR and HYSCORE spectroscopies have been

used to measure the dipolar couplings between nearby 1H nuclei and spin-coupled

clusters; the nuclear–electron dipole interaction is obviously dependent upon

the magnetic moments of the 1H nucleus and the paramagnetic cluster

[76, 77]. Characterisation of the cluster’s electronic structure is also possible via

DEER using a nearby unpaired spin as a probe [78, 79]. An example is the [3Fe–4S]

cluster in Desulfovibrio vulgaris Miyazaki F. In the oxidised state of the enzyme,

the paramagnetic centres are the [3Fe–4S]+ cluster (S ¼ 1/2, k ¼ 2.28, –0.28,

–1.00) and the [NiFe] active site (S ¼ 1/2), the latter centre having the spin density

largely located on the Ni ion. This arrangement is shown in Fig. 18a. The X-ray

structure provided the distances between the three Fe ions and the Ni ion:

r(Fe1) ¼ 22.29 Å, r(Fe2) ¼ 20.12 Å, and r(Fe3) ¼ 21.72 Å. Assignment of the

oxidation states of the Fe ions and thus the spin projection factors were unknown

and were investigated by DEER [78]. The dipolar frequencies for the simulations

were calculated using (24), where all possible permutations of the three spin

projection factors were considered. These simulations are shown in Fig. 18b and

demonstrate the great difference in the dipolar frequencies depending upon the

assignment of the spin projection factors. Trace A shows the result if the Fe–S

cluster is modelled as an S ¼ 1/2 spin localised at the average Fe distance of

21.4 Å. The experimental trace (not shown) matched simulation F and G well,

allowing k ¼ 2.28 to be assigned to Fe2. A reasonable agreement to the experiment

using only an S ¼ 1/2 spin could also be calculated by reducing the average Fe to

Ni distance by ca. 3 Å. This result allows an estimation of the error imposed on the

electron–electron distance when the anisotropy of the Fe–S magnetic moment is

ignored in the simulations.

Fig. 18 Left: The [NiFe] and [3Fe–4S]+ cofactors in the hydrogenase from Desulfovibrio
vulgaris Miyazaki F. (PDB 1H2A). Right: Simulation of the hydrogenase DEER signals for

different assignments of the spin projection factors to Fe1, Fe2, and Fe3: (A) S ¼ 1/2 spin at the

average Fe distance and (B) 2.28,�0.28, �1.00; (C) 2.28, �1.00, �0.28; (D) �1.00,�0.28,2.28;

(E) �0.28, �1.00, 2.28; (F) �1.00,2.28,�0.28; and (G) �0.28,2.28,�1.00 [78]. Simulation F/G

reproduces the main features of the experimental spectrum (not shown) [Adapted with permis-

sion from [78], Copyright 2002 American Chemical Society]
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DEER measurements have been made on the iron–sulphur (Fe–S) redox

cofactors in Thermus thermophilus complex I [80], which form an unusually long

electron transfer chain or “molecular wire” (Fig. 19a). The redox properties and

corresponding field-swept EPR spectra of the paramagnetic clusters (Fig. 19b) were

known, but there was no clear assignment of several of these EPR spectra to the

structurally defined Fe–S positions in the electron transfer chain. Armed with the

relative positions and orientations of the Fe–S clusters from crystal structure

investigations, the DEER data (Fig. 19c) allow assignment of the EPR spectra

(N1b/N2/N3/N4) to particular Fe–S clusters (Fig. 19a). The DEER simulations

involved computing the time traces from all feasible permutations of EPR spectra

assignments to particular Fe–S clusters. A definitive assignment was achieved by

comparing these time-trace simulations to the experimental data. Combined with

previous assignments for N1b, N2, and N3, a model of the physical properties of all

the visible paramagnetic Fe–S clusters was established that revealed a fundamental

picture of the electron transfer chain.

Fig. 19 (a) Fe–S clusters in the structure of the hydrophilic arm of Thermus thermophilus
complex I (2FUG.pdb) conserved in Bos taurus, named according to their type (2Fe or 4Fe),

subunit (named according to the standard nomenclature for Bos taurus 75 ¼ 75 kDa,

51 ¼ 51 kDa, 24 ¼ 24 kDa, PS ¼ PSST subunit, TY ¼ TYKY subunit), and if necessary as C

(all cys ligated) or H (one his ligand), or as cluster 1 or 2. Distances are centre to centre for the

Fe–S clusters or the central ring of the isoalloxazine system. (b) X-band echo-detected EPR

spectrum of complex I reduced to �0.4 V (or �0.3 V) recorded at 10 K and simulated with the

four paramagnetic centres visible under these conditions: N1b, N2, N3, and N4. Experimental

traces, black; summed simulations, red (N1b + N2 + N3 + N4). The markers correspond to the

pump (red) and detection (black) pulse positions for the DEER traces in (c). Positions 3* and 4*

refer to the �0.3 V sample; all others refer to the �0.4 V sample. (c) DEER data from Bos taurus
complex I measured at 10 K. DEER traces (black) and best fit simulations (red) for the assignments

shown in (a) (coloured bold letters). Intensity changes (indicating modulation depths) are denoted

by the scale bar [Adapted from [80], Copyright 2010 National Academy of Sciences, USA]
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5.4.3 Gadolinium

Gd3+ complexes can be used as spin labels for high-field (Ka- to W-band) distance

measurements, as demonstrated for rigid and flexible model systems [81, 82], for

proteins [83–85] and for oligonucleotides [44]. The advantages of using Gd3+

(S ¼ 7/2) spin labels are (1) the narrowing of the �1=2j i ! 1=2j i transition at

higher magnetic fields, leading to an increased sensitivity at high fields; (2) the high

transition probability of an S ¼ 7/2 spin with respect to a S ¼ 1/2 spin (nitroxide)

which allows shorter pump pulses for equivalent B1 excitation fields; (3) the short

spin—lattice relaxation time that allows the use of shorter repetition times; and

(4) the isotropic excitation resulting from a large distribution (inhomogeneity) in

the zero-field splittings (ZFS) which typically suppresses orientation selection

effects [81, 83, 84]. Since there is only a second-order contribution of the ZFS to

the central transition, the system can be treated as an effective S ¼ 1/2 spin and the

DEER data can be analysed with standard software [84]. The DEER measurements

are usually performed at ca. 25 K at a single magnetic field position, as orientation

selection can be neglected; usually the pump pulse is set to the maximum of the

central �1=2j i ! 1=2j i transition and the observer pulse is shifted by ca. 80 MHz

[84]. Some possible disadvantages or complications are (1) contributions from

other transitions (e.g. the pump/detection pulses could excite on the same spin the

�1=2j i ! 1=2j i and 1=2j i ! 3=2j i transitions, respectively) and (2) the validity of
a treatment as an effective S ¼ 1/2 system and neglect of pseudosecular terms of

the dipolar interaction for an S ¼ 7/2 spin system. In addition to Gd3+–Gd3+ DEER,

selective measurements of nitroxide–Gd3+ have also been shown to be possible

[24, 86–88]. In the mixed case only the orientation selection for the nitroxide has to

be considered, greatly simplifying the data analysis, since only two instead of five

angles have to be considered (see also Table 1) [87]. The experimental aspects and

analysis of Gd3+ DEER data are described in detail by Goldfarb [89] in this volume

of Structure and Bonding.

5.4.4 Other Metal Centres

Three-pulse DEER at X-band was used to determine the distance between tyrosine

D and the Mn cluster in the oxygen-evolving centre of photosystem II by Hara

et al. [90]. A single measurement was performed by pumping on the tyrosine signal

and detecting on the multi-line Mn2+ signal with a frequency offset of about

150 MHz. A distance of approximately 27 Å was determined [90]. A similar result

was obtained when orientation selection was considered in the analysis.

Recently a new type of spin label based on Mn2+ was introduced for W-band

DEER measurements by Banerjee et al. [91]. Similarly to Gd3+ (S ¼ 7/2), Mn2+

(S ¼ 5/2) is characterised by a high-field spectrum with narrow and intense central

�1=2j i ! 1=2j i transitions and a short spin—lattice relaxation time. Its smaller

coordination number allows, potentially, a greater variety of Mn2+ tags to
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be developed and their application to a larger number of systems.

Banerjee et al. performed measurements on the p75 neurotrophin receptor with

two Mn2+–EDTA (ethylenediaminetetraacetic acid) tags and showed the absence

of orientation selection by comparing traces obtained at several magnetic fields

within the central transition [91]. This allowed the data to be analysed by

DeerAnalysis [16] and the resulting distance distribution was found to be in

excellent agreement with modelling results. The authors, however, point out that

for the present type of Mn2+ tag, DEER measurements using Gd3+ labels are still

characterised by a higher sensitivity.

6 Conclusions and Future Prospects

Orientation-selective DEER data can provide useful 3D structural information.

Orientation information is only available when there is a fixed orientation, or set

of orientations, between the two radicals whose dipolar interaction is being probed.

Naturally occurring organic cofactors, metal centres, and clusters in proteins are

held in a fixed orientation with respect to the protein structure and are thus ideal

spin probes if paramagnetic. Spin labels for nucleic acids also fall into this category.

The spin label MTSL, most commonly used for proteins, has a flexible tether which

under most circumstances renders the relative orientations of the two radicals

essentially random, and only distance information is extractable from the

DEER data.

With organic radicals, the orientation selection theoretically achievable strongly

increases with spectrometer frequency as the resolution of the anisotropic electron

Zeeman interaction is enhanced. However, even though the principal g-values of a
nitroxide radical are not resolved at X-band, weak orientation selection effects may

still be observed. This is a result of the 14N hyperfine interaction which has a large

and resolved A|| component, as compared to the two small A⊥ values. At W-band

and above, the principal g-values of a nitroxide radical are well resolved in field-

swept EPR spectra and orientation-selective DEER data can be measured. How-

ever, this frequency and above is extremely challenging from a hardware point of

view as ideally a broadband resonator is required along with strong mw pulses to

excite enough of the spectrum to achieve good sensitivity (both echo intensity and

modulation depth). Q- and Ka-bands are currently a very attractive choice due to

the availability of reliable high-power TWT amplifiers and the ability to install this

equipment on commercial (Bruker) spectrometers.

If metal centres or metal clusters are used as spin probes, in most circumstances

X-band already provides good orientation resolution as a result of the large anisot-

ropy of the g-matrix. In fact, many paramagnetic metal centres are presently not

amenable to the DEER technique due to their very broad EPR spectra which cannot

be suitably probed with the use of two frequencies and a single-mode resonator.
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Possible solutions to this excitation bandwidth problem are bimodal resonators or

the use of a single mw frequency with a field jump to reach the pump pulse observer

position.

Analysis of orientation-selective DEER data on systems with broad orientation

and distance distributions is very challenging. Due to the symmetry properties of

both the spin Hamiltonian and dipolar interaction (which also gives the same |ωAB|

value for a number of θ values), there will be different orientations of the two

radicals with respect to each other that produce identical DEER simulations. These

solutions can only be distinguished with additional information, such as obtained

from a chemical model. At present no general method exists for a model-free

analysis as is the case for orientation-independent DEER data where Tikhonov

regularisation is used. However, it is possible to simulate accurately DEER data

from a given chemical model and adjust the model to obtain the desired 3D

structural information.

Provided rigid spin labels are available, this approach offers the ability to

measure accurately, for example, the heterogeneity of a protein structure in a

molten globular state or subtle conformation changes in protein structure upon

substrate recognition or ligand binding. Presently a big challenge to the versatility

and applicability of DEER is the design of experimental conditions or additional

measurements to determine precisely the exact orientation of the spin label relative

to the attachment site (residue or structural unit).

Appendix I: Hamiltonians in Explicit Vector and Matrix

Form

DAB ¼ μ0βe
2

4π�h

gAg
T
B � 3ðgAnTABÞðgBnTABÞT

r3AB

¼ μ0βe
2

4π�h

1
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gAzz

2
64

3
75
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2
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3
75

8><
>:

�3
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2
64

3
75
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2
64
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75

0
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1
CA
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2
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75
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2
64
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0
B@

1
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T
9>>=
>>; (32)
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ĤAB
dd ¼ ŜADABŜ

T
B

¼ ŜAx ŜAy ŜAz

h i DAB
xx DAB

xy DAB
xz

DAB
yy DAB

yz

DAB
zz

2
64

3
75

ŜBx

ŜBy

ŜBz

2
664

3
775; (33)

Ĥ ¼ ĤA
eZ þ ĤB

eZ þ ĤAB
dd

¼ βe
�h
B0gAŜ

T
A þ βe

�h
B0gBŜ

T
B þ ŜADABŜ

T
B; (34)

where

Ĥk
eZ ¼ βe

�h
B0x B0y B0z½ ffi

gkxx gkxy gkxz
gkyy gkyz

gkzz

2
4

3
5 Ŝkx

Ŝky
Ŝkz

2
64

3
75; k ¼ A or B:

Appendix II: Density Matrix Simulations

If a fundamental description of the DEER time trace with respect to details of the

mw pulses is required, then density matrix calculations can be employed. For

4-pulse DEER, this simulation involves an evolution Hamiltonian in a frame

rotating with either the detection or pump pulse frequency:

Ĥ
rot ¼ ΩAŜ

A
z þΩBŜ

B
z þ ŜADABŜ

T
B

ffi ΩAŜ
A
z þΩBŜ

B
z þ ωddð1� 3cos2θÞŜAz ŜBz ;

whereΩA ¼ ωA � ωdet andΩB ¼ ωB � ωdet are the frequency offsets of the A- and

B-spins from the detection pulse frequency, respectively. The offsets in the pump

pulse frame are defined similarly. The mw pulse Hamiltonian, in the frame of

rotation of either the detection pulse mw frequency or pump pulse mw frequency, is

Ĥ1 ¼ ω1Ŝx;

where ω1 is the strength of the mw pulse, in radians. The density matrix ρ(t) can

then be propagated from the Boltzmann equilibrium ρð0Þ ¼ ŜAz þ ŜBz to the time of

the echo,
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ρðechoÞ ¼ Uev4Udet 3Uev3UcohUpUev2Udet 2Uev1Udet 1ρð0Þ
�UT

det 1U
T
ev1U

T
det 2U

T
ev2U

T
pU

T
cohU

T
ev3U

T
det 3U

T
ev4:

The exponential operators U which propagate ρ(t) are given by

Udet 1 ¼ expð�iĤdettπ=2Þ
Uev1 ¼ expð�iĤ0τ1Þ
Udet 2 ¼ expð�iĤdettπÞ
Uev2 ¼ expð�iĤ0tÞ
Up ¼ expð�iĤpumpt

pump
π Þ

Ucoh ¼ expð�iĤcoherencet
pump
π Þ

Uev3 ¼ expð�iĤ0ðτ1 þ τ þ tpump
π � tÞÞ

Udet 3 ¼ expð�iĤdettπÞ
Uev4 ¼ expð�iĤ0τÞ

The propagator Ucoh with Ĥcoherence ¼ ðωdet � ωpumpÞðŜAz þ ŜBz Þ corrects for the
relative phase accumulated in the pump pulse frame during the pump pulse to keep

track consistently of the coherence evolution in the detection frame during the

whole simulation. The components of the magnetisation Mx, My, and Mz are given

by

Mi ¼ traceðρŜiÞ; with i ¼ x; y; z:

Numerical implementation of the theory is straightforward on a computer.

A useful example is given in [2] where a calculation to determine the lower distance

limit of applicability of the DEER sequence due to the bandwidth of rectangular

mw pulses was presented.
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Appendix III: MATLAB Code for a 4-Pulse DEER Density

Matrix Simulation

% NUMERICAL DENSITY MATRIX SIMULATION FOR THE 4-PULSE DEER EXPERIMENT
% IMPORTANT MATLAB VARIABLES
omega_a, omega_b frequency offsets in rad/s of the A and B 

spins in the detection frame (varied 
independently throughout the spectrum)

omega_aP, omega_bP frequency offsets in rad/s of the A and B 
spins in the pump frame

Delta frequency difference between detection and 
pump spins in MHz

D Dipolar frequency in rad/s
Theta angle between the magnetic fi eld and the 

interspin vector (defined over a grid, for 
example by using the sphgrid function in 
EasySpin)

tp.det90/det180/pump180 pulse lengths of the pi/2 detection, the 
pi detection and the pi pump pulse (in 
microseconds)

W1.det90/det180/pump180 strength of the mw pulse; W1 = pulse  flip 
angle / tp

tau1, tau length of the interpulse delays in 
microseconds (see Figure 1)

tdeer time axis of the DEER trace, tdeer = 0 
when the pump pulse is centred on the 
primary echo of the first echo sequence

% INITIAL DENSITY MATRIX
P0 = Saz+Sbz;
% SPIN HAMILTONIANS
% In the rotating frame of detection pulse
H0 = omega_a(k)*Saz+omega_b(l)*Sbz+D*(1-3*cos(theta)^2)*Saz*Sbz;
% In the rotating frame of pump pulse
H0P = omega_aP(k)*Saz+omega_bP(l)*Sbz+D*(1-3*cos(theta)^2)*Saz*Sbz;
% PROPAGATORS
% MICROWAVE PULSES
% Detection pulses
RxA90 = expm(-1i*(W1.det90*(Sax+Sbx) + H0)*tp.det90);
RxA180 = expm(-1i*(W1.det180*(Sax+Sbx) + H0)*tp.det180);
% Pump pulse
R=expm(-1i*phase*(Saz+Sbz)); % random phase of the pump pulse
RxB180 = expm(-1i*(W1.pump180*(R*(Sax+Sbx)*R') + H0P)*tp.pump180);
% EVOLUTION DURING INTER-PULSE DELAYS
% Evolution during tau1
Ev_tau1=expm(-1i*H0*tau1); 
% Evolution before the pump pulse
Ev1=expm(-1i*H0*(tdeer(n)+(tau1+tp.det90/2-tp.pump180/2))); 
% Evolution after the pump pulse
Ev2=expm(-1i*H0*(tau-tdeer(n)-tp.det90/2-tp.pump180/2));
% Operator accounting for the coherence evolution di fference between 
the pump and detection rotating frame
Ev=expm(-1i*delta*(Saz+Sbz)*tp.pump180);
% Evolution operator for the echo integration
Ev_tau_d0(m)=expm(-1i*H0*(tau+d0(m)));
% DENSITY MATRIX CALCULATION
% Initial two-pulse sequence
P1=RxA180*Ev_tau1*RxA90*P0*RxA90'*Ev_tau1'*RxA180';
% Evolution before the pump pulse
P2 = Ev1*P1*Ev1';
% Pump pulse
P3 = Ev*RxB180*P2*RxB180'*Ev';
% Evolution after the pump pulse and last detection pulse
P4 = RxA180*Ev2*P3*Ev2'*RxA180';
% Final density matrix with integration over the final echo
P_signal=Ev_tau_d0(m)*P4*Ev_tau_d0(m)';
% DETECTION
% Magnetization of the A-spin
Ma(n)=[trace(P_signal*Sax) trace(P_signal*Say) trace(P_signal*Saz)];
% Magnetization of the B-spin
Mb(n)=[trace(P_signal*Sbx) trace(P_signal*Sby) trace(P_signal*Sbz)];
% Detection on both spins
Mab(n)=[trace(P_signal*(Sax+Sbx)) trace(P_signal*(Say+Sby))

trace(P_signal*(Saz+Sbz))];
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