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Preface

Therapeutic applications of lasers in the brain date back to the mid-1960s when a

low power ruby laser was used to debulk a malignant glioma. Although no

improvement in patient survival was observed, the procedure demonstrated the

potential of lasers in neurosurgical applications. The development of continuous

wave lasers such as the CO2 laser provided the rationale for larger clinical studies

since accurate cutting and vaporization of brain tissue was now possible. Through-

out the 1970s and into the mid-1980s, a number of clinical studies focused on the

utility of the CO2 laser for tumor debulking. Although these studies demonstrated

the utility of the CO2 laser in surgical resection, it had a number of limitations that

made it difficult to integrate into the surgical suite and therefore it failed to replace

traditional resection techniques using ultrasound aspirators, and bipolar and loop

cautery.

In addition to tumor debulking, vessel coagulation is a commonly performed

neurosurgical procedure. The use of the Nd:YAG laser (l ¼ 1.064 mm) for photo-

coagulation in neurosurgical applications dates to the late 1970s. Although hemo-

globin is highly absorbing at 1.064 mm, this wavelength is also scattered by brain

tissue which makes it difficult to confine the beam to the treatment volume thereby

jeopardizing adjacent normal structures. This limitation has prevented the wide-

spread use of the Nd:YAG laser in neurosurgical applications.

Presently, the laser has a rather limited role in therapeutic applications in the

brain. In contrast, there has been a steady growth in diagnostic laser-based

approaches for brain imaging and spectroscopy. This has been driven primarily

by the development of small, user-friendly, and inexpensive diode lasers that can

easily be integrated into the clinical setting. Other factors include the development

of instrumentation and mathematical models that have facilitated rapid and nonin-

vasive imaging and spectroscopy.

The first demonstration of in vivo diffuse optical measurements in the brain can

be traced to Franz Jobsis who, in 1977, used near infrared light to measure

hemoglobin and cytochrome c oxidase in felines and humans. Since then, a number

of near infrared laser-based spectroscopic and imaging approaches have been

developed. These techniques, collectively referred to as near infrared spectroscopy
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(NIRS), diffuse optical spectroscopy (DOS), or diffuse optical tomography (DOT),

are reviewed in Chaps. 2, 3, and 4. The history and applications of DOS are

emphasized in Chap. 2 while Chap. 3 focuses on the theory and instrumentation.

These themes are continued in Chap. 4 which also provides a specific example of an

in vivo application of DOT for brain imaging.

Newer brain imaging approaches are presented in Chaps. 5, 6, and 7. These

include laser speckle imaging (Chap. 5), photoacoustic imaging and spectroscopy

(Chap. 6), and optical coherence tomography (OCT: Chap. 7). Laser speckle

imaging is ideally suited for real-time imaging of cerebral blood flow. The instru-

mentation is relatively simple and can easily be integrated into existing neurosurgi-

cal microscopes. The utility of this imaging technique has already been verified in

pilot clinical studies. Both photoacoustic imaging and OCT have demonstrated

their potential for brain imaging and spectroscopy in animal models and, in the case

of OCT, its clinical feasibility for imaging cerebral vessels has been shown in

human subjects. Although no clinical trials have been performed to date, real-time

photoacoustic imaging of cortical hemodynamics has been demonstrated in rodents

and the ability of this modality to image through relatively thick skulls suggests that

it could be useful in human neonatal brain imaging.

ALA-based fluorescence-guided resection (FGR: Chap. 8) has proven effective

in maximizing the extent of surgical resection of high-grade gliomas as evidenced

from increased progression-free survival. The technique has received regulatory

approval in Europe and is currently being evaluated in clinical trials in the USA.

Compared to other imaging techniques (MRI, PET) for resection guidance, FGR

compares favorably: it is cost-effective and does not impede the surgical procedure.

The remaining Chaps. 9, 10, and 11 focus on promising laser-based therapeutics

for the treatment of brain tumors. The most developed of these is photodynamic

therapy (PDT: Chap. 9) which has been the subject of a number of clinical trials

since the early 1980s. Results are somewhat mixed: some studies show a positive

correlation between survival and light dose while others do not. Very high light

doses seem to be particularly effective and additional trials are required in order to

validate this treatment option for high-grade glioma patients. Ongoing efforts are

aimed in part towards optimizing light delivery protocols for maximum PDT effect.

Additionally, the combined use of FGR and PDT is intriguing as it has the potential

to reduce the tumor burden substantially.

Laser interstitial thermotherapy (LITT) of brain tumors has been the subject of

numerous preclinical studies dating back to the early 1990s. The results of recent

clinical trials suggest that LITT may be an effective therapy for patients who fail

radiation therapy; however, the technique is only suitable for relatively small focal

lesions which would preclude its use for invasive tumors such as high-grade

gliomas. An interesting variant of LITT is the use of near infrared absorbing

nanoparticles for thermal destruction of brain lesions. This approach, termed

photothermal therapy (PTT) is the subject of Chap. 10. Gold-silica nanoshells

have proven to be especially effective both in vitro and in vivo. A particularly

interesting approach for enhancing tumor specificity is the use of macrophages as

delivery vehicles for nanoparticles. This theme is explored further in Chap. 11.
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Chapter 11 reviews recent developments in optical therapeutics including PTT

and photochemical internalization (PCI). These techniques may prove useful in the

treatment of high-grade gliomas. Specifically, recent findings illustrating the poten-

tial of PCI for the delivery of chemotherapeutic agents and tumor suppressor genes

are presented as are specific examples of nanoshell-mediated PTT.

Finally, returning to the beginning, knowledge of the optical properties of the

brain are essential in both diagnostic and therapeutic applications, and as such,

Chap. 1 provides an updated summary along with a discussion of the commonly

used techniques for their determination.

In closing, the book is not intended as an exhaustive review of optical-based

diagnostic and therapeutic approaches in the brain, indeed, much has been left out.

Rather, the emphasis is on techniques that appear promising and have already been

(or will soon be) evaluated in the clinic.

Las Vegas, NV USA Steen J. Madsen
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Chapter 1

Optical Properties of Brain Tissue

Steen J. Madsen and Brian C. Wilson

1.1 Introduction

Knowledge of the propagation and distribution of light in tissues is critical to enable

interpretation and quantification in diagnostic applications and to maximize efficacy

and minimize collateral damage in therapeutic applications. The latter is especially

relevant for therapeutic applications in the brain, where damage to eloquent areas can

result in severe morbidity. Like other tissues that scatter and absorb light, the brain is

optically turbid, so that light propagation can be described using the radiation transport

equation (RTE), also known as the Boltzmann transport equation [1]. Solution of the

RTE requires knowledge of the fundamental optical properties of tissues: the absorp-

tion coefficient, the scattering coefficient, and the scattering anisotropy. Once the

tissue optical properties are known, the transport equation can be used to calculate

the light distribution (fluence rate) at any point for a given source specification [2].

In the vast majority of cases, analytical solutions to the transport equation do not exist,

thus necessitating the use of approximate methods.

1.2 Light Transport in Tissue

1.2.1 Radiation Transport Equation

If the wave properties of light are ignored (e.g., polarization and diffraction), then

light photons propagating in biological tissues can be considered as neutral
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particles, analogous to neutrons in a nuclear reactor. The fundamental quantity of

interest in the RTE is the energy radiance, L(r, V), which is the radiant power

transported at location r in a given direction V per unit solid angle per unit area

perpendicular to that direction [W m�2 sr�1]. The integral of the radiance over 4p
solid angle is called the energy fluence rate, E0(r), which has units of W m�2. The

fluence rate is an important quantity in a number of applications, including photo-

dynamic therapy dosimetry [2, 3]. Key parameters include the absorption coeffi-

cient, ma, and the differential scattering coefficient, ms(V0 ! V), where V0 and V
are the propagation directions before and after elastic scattering. The total scatter-

ing coefficient, ms, is obtained by integrating the differential scattering coefficient

over all final directions. Since all the interaction coefficients may be functions of

position, the time-dependent RTE can be expressed as [3]

1

v

@

@t
Lðr;O; tÞ þ O � rLðr;O; tÞ þ ½maðrÞ þ msðrÞ�Lðr;O; tÞ

¼
Z
4p
Lðr;O0; tÞmsðr;O0 ! OÞdO0 þ Sðr;O; tÞ (1.1)

where S(r, V, t) is a source term and v is the speed of light in tissue. Once the

optical properties of the tissue are known, (1.1) can be used to calculate the fluence

rate at any position for a specific source configuration.

1.2.2 Solution to the Transport Equation

Exact solutions to the RTE exist for only a few limiting cases. For example,

Chandrasekhar [4] has solved the case of a homogeneous, semi-infinite, isotro-

pically scattering medium irradiated with a collimated beam of infinite extent,

while Rybicki [5] has solved the RTE in a similar medium irradiated with a narrow

collimated beam. A number of numerical techniques, including the discrete

ordinates approach [6], have been attempted and methods suitable for a simple

slab geometry have been summarized by van de Hulst [7].

Themost commonly used numerical technique for solving the RTE isMonte Carlo

(MC)modeling. The algorithms used inMC simulations are relatively straightforward

and codes for simulating light propagation in tissues are widely available (e.g., [8]).

MC simulations record the history of individual photons, and parameters such as the

distance between interactions and the scattering angle are sampled from appropriate

probability distributions [9]. The fluence can be estimated from the number of photon

interactions recorded in each volume element, and the accuracy depends on the total

number of photon histories. Although MC modeling can be used to simulate light

propagation under realistic conditions (variety of light sources, multiple tissue types,

and complex geometries), simulations can be computationally intensive, since they

typically requiremillions of photon histories to obtain adequate signal-to-noise ratio in

the calculated values. Presently,MCmodeling is used primarily to check the accuracy

of more rapid approximate methods.

2 S.J. Madsen and B.C. Wilson



1.2.3 Approximate Solutions to the Transport Equation

1.2.3.1 The Diffusion Approximation

Under the assumption that the radiance is only weakly direction dependent (i.e.,

linearly anisotropic), the integro-differential equation (1.1) can be expressed as a

partial differential equation that can be solved using standard techniques. In terms

of the fluence rate, E0(r), the diffusion equation can be expressed as [3]

1

v

@

@t
E0ðr; tÞ � r � ½3ð1� gðrÞÞmsðrÞ��1rE0ðr; tÞ þ maðrÞE0ðr; tÞ ¼ Sðr; tÞ (1.2)

where g(r) is the scattering anisotropy parameter (equal to the expectation value of

the cosine of the polar scattering angle). The value of g varies from �1 to 1: g ¼ 0

corresponds to isotroptic scattering, while values of 1 and �1 correspond to total

forward and backward scattering, respectively. Light scattering in most tissues is

highly forwardly directed (i.e., g > 0.9), thus requiring several scattering events to

randomize the direction of light propagation. To account for this, a reduced (or

transport) scattering coefficient has been defined: ms0 ¼ ms(1�g). The diffusion

approximation is valid only in highly scattering media (i.e., ms0 > ~10 ma) and if

the point of interest is far from sources or boundaries. Analytic solutions to the

diffusion equation exist for very simple conditions (optically homogeneous tissue)

and geometries (infinite, semi-infinite, and slab) [10]. In these situations, the

diffusion approximation can be used to calculate the fluence rate to an accuracy

of around 10% [3].

1.2.3.2 Kubelka–Munk Model

This 2-flux model describes the propagation of a uniform, diffuse irradiance in a

one-dimensional isotropic slab with no reflection at the boundaries [11, 12]. It is

assumed that the slab is illuminated by a Lambertian source and that the radiance

remains isotropic with depth. Under these conditions, the inward, i, and outward, j,
fluxes can be expressed by the coupled equations: [2]

� di ¼ �ðSþ KÞidxþ Sj dx (1.3)

dj ¼ �ðSþ KÞjdxþ Si dx (1.4)

where dx is the thickness of an elemental layer of the slab, and S and K are the

Kubelka-Munk scattering and absorption coefficients, respectively. It should be

noted that K and S are not equivalent to the absorption and scattering coefficients

of diffusion theory: K dx is the fraction of incident flux absorbed by a layer

illuminated by a Lambertian source, while S dx is the fraction scattered into the

1 Optical Properties of Brain Tissue 3



backward hemisphere. Due to the simplicity of the Kubelka–Munk model, it has

been used for measuring the optical properties of tissues, particularly in layered

models, but the underlying assumptions of isotropic scattering, matched boundaries,

and diffuse irradiance are unrealistic for many light–tissue applications.

1.2.3.3 Inverse Adding-Doubling Method

The inverse adding doubling (IAD) method is a numerical solution to the one-

dimensional RTE that is applicable to homogeneous turbid slabs with any optical

thickness, albedo, or phase function [13–15]. The method is a reversal of the usual

procedure of calculating reflection and transmission from optical properties, hence

the term “inverse.” “Adding-doubling” refers to the numerical method used to

solve the RTE. The IAD method begins with an initial guess of the optical

properties of the sample. The reflection and transmission are then calculated

using the adding-doubling method. The calculated values are compared with the

measured reflection and transmission. This procedure is repeated until a match is

obtained. The set of optical properties resulting in reflection and transmission

values matching the measured values is assumed to be the optical properties of

the sample The IAD approach has a number of advantages over other methods,

including increased speed and accuracy and a high degree of flexibility in modeling

turbid samples with intermediate albedos, mismatched boundary conditions, and

anisotropic scattering [13]. The accuracy of the technique can be improved simply

by increasing the computation time: errors of less than 3% are readily achievable.

Since both anisotropic phase functions and Fresnel reflection at boundaries are

readily accounted for, the IAD approach is ideally suited to measurements involv-

ing biological tissues placed between glass slides, and it has been used to determine

the optical properties of a number of tissues, including the brain. Since this

technique applies only to uniformly illuminated homogenous slabs, it is difficult

to envision its use for in vivo determination of optical properties.

1.3 Optical Property Measurements

A wide variety of methods have been employed to measure the optical properties of

biological tissues, including the brain [16, 17]. Early attempts were generally very

invasive, requiring excised tissue specimens. However, with the advent of time- and

frequency-domain techniques in the early 1990s, in situ optical measurements have

become possible, paving the way for minimally invasive or noninvasive techniques

suitable for clinical use.

In general, the optical properties of tissues can be divided into two classes:

fundamental and derived. Fundamental optical properties include the absorption

and scattering coefficients, scattering phase function, the mean cosine of scatter,

the transport scattering coefficient, the total attenuation coefficient, mt, (sum of

4 S.J. Madsen and B.C. Wilson



absorption and scattering coefficients) and its inverse, the mean free path, and the

albedo, a (the ratio of the scattering coefficient to the total attenuation coefficient).

Derived optical properties can be considered as descriptors of different aspects of

the spatial distribution of light in bulk tissue, and may be expressed in terms of the

fundamental coefficients using various propagation models. They include the local

and total diffuse reflectance and transmittance, the effective attenuation coefficient,

meff ¼ [3ma (ma þ ms0)]
0.5, and its inverse, the effective penetration depth, d.

Experimental techniques for measuring the fundamental optical properties can

be divided into two categories: indirect and direct [18]. Indirect methods are based

on in vitro or in vivo measurements in bulk tissue. The fundamental parameters can

then be deduced by applying one or more light propagation models. Direct methods

involve the use of tissue samples that are sufficiently thin that multiple photon

scattering is negligible. The fundamental optical properties can then be determined

directly from measurements of the fractional light absorbance in the sample, or of

the light flux scattered by the sample. In terms of modeling, the only assumption

made in this case is that light propagation can be described by the RTE.

1.3.1 Direct Methods

These methods require tissue samples sufficiently thin such that single scattering

dominates. For example, in soft tissues at 630 nm, if ms ¼ 40 mm�1, this implies

that the sample should be less than about 25 mm thick in order to ensure that single

scattering events dominate the signal. Samples are typically mounted in a cuvette or

supported between microscope slide covers. Different light irradiation and detec-

tion geometries are then used depending on the particular fundamental property to

be measured. Measurement of the total attenuation coefficient can be accomplished

using a setup of the type illustrated in Fig. 1.1a [19]. A well collimated light beam

is incident on the tissue sample, and the directly transmitted (primary) light is

measured by a detection method insensitive to scattered radiation. For a sample of

thickness x, if the incident and detected fluence rates (Co and C, respectively) are
known, then the total attenuation coefficient is given by

mt ¼
1
x lnCo

C
(1.5)

Figure 1.1b illustrates the goniometer method used to measure the scattering

phase function [20–23]. The sample is held between glass slides and immersed in a

cylindrical water tank to minimize distortions in the measured phase function

caused by refraction at the tissue boundaries. The detector is rotated around the

sample and the signal is measured as a function of angle. A microscope-based

1 Optical Properties of Brain Tissue 5



system for measurements of scattering from small tissue volumes has also been

described by Popp et al. [24].

Measurement of the scattering coefficient using an integrating sphere technique

is illustrated in Fig. 1.1c. The detector signal is measured with the sample present

(Ss) and without the sample (So). For an optically thin sample of thickness x, the
scattering coefficient is given by

ms ¼
1

x

Ss
So

(1.6)

Incident beam

Sample

Collimator

Detector

Scattering angle

Index matching liquid

Integrating sphere

Uncollided beam

Detector

a

b

c

d

Fig. 1.1 Methods for the direct measurement of fundamental optical properties of a tissue. (a)

Measurement of the total attenuation coefficient. (b) Measurement of the scattering phase func-

tion. (c) Measurement of the scattering coefficient using an integrating sphere with its interior

surface coated with Spectralon, MgO, or BaSO4 which has nearly 100 % diffuse reflectance over

the entire optical spectrum. (d) Measurement of the absorption coefficient using an integrating

sphere

6 S.J. Madsen and B.C. Wilson



The absorption coefficient can also be measured with an integrating sphere

(Fig. 1.1d). Measurements are made of the signal with the sample (Sa) and without

the sample (So), but in this case Sa includes both the scattered and directly transmit-

ted radiation. The difference between Sa and So is due only to absorption; thus, the

absorption coefficient is given by [19]

ma ¼
1

x

So � Sa
So

(1.7)

Although direct methods are model independent, they are problematic due to

complications associated with obtaining sufficiently thin samples. Procedures such

as freezing and mechanical grinding of tissue are commonly used to obtain thin

samples but these may result in measurement bias (e.g., loss of blood and cell lysis)

compared with the values in intact tissues.

1.3.2 Indirect Methods

Due to the limitations associated with direct methods, many investigators have

pursued indirect methods to derive the optical properties of tissue. Sample prepara-

tion is relatively simple since optically thin samples are not required and there is the

possibility of performing noninvasive in vivo measurements.

Indirect methods may be divided into three categories: [18] (1) external, in which

detectors are located outside the tissue volume, (2) internal, in which detector probes

are located within the tissue, and (3) pertubative methods, in which external or

internal measurements are made after the addition to the tissue of some substance of

known optical properties. Clearly, in a clinical situation, external methods are

preferred since they are noninvasive.

There are three main classes of external techniques: photothermal, photoacoustic,

and radiometric. The discussion here will be confined to radiometric techniques since

photothermal methods are limited to surface applications (e.g., measurement of the

optical properties of skin lesions), and photoacoustic techniques combine both optical

and ultrasonic modalities. In general, six different types of radiometric measurements

can be made: reflectance or transmittance, total or local fluence, and steady-state or

time-resolved (i.e., sensitive to the photon propagation time through tissue following

picosecond laser pulse irradiation). Photon propagation time-dependent measure-

ments may also be made in the frequency domain: while conceptually similar to

time-resolved methods, the instrumentation is vastly different and in most cases

simpler and cheaper to implement. Most studies have focused on measurements of

diffuse reflectance where the measurable quantities are R, R(t), R(r), and R (r,t) (or R
(r,o) in the frequency domain). These quantities correspond to the total and local

reflectance under steady-state and time-dependent conditions. The source–detector

separation is denoted by r. Since both the diffuse reflectance and transmittance

depend strongly on the tissue optical properties, their measurement may yield the

fundamental optical properties if an appropriatemodel of light propagation is applied.

1 Optical Properties of Brain Tissue 7



Typically, such models have assumed optically homogeneous tissues or very simple

layered structures, and simple tissue and irradiation geometries.

Although indirect methods may be clinically appealing in that they offer the

potential for noninvasive in vivo measurements, there are numerous complications.

For example, the particular model used in deriving the optical properties can be

quite complicated due to the fact that the irradiation and detection geometries must

be accounted for in both cases. The validity of the model may also be suspect in

some cases. In general, the simpler models are accurate only over a limited range of

optical properties and geometries. The lack of analytic inverse solutions may also

pose problems, that is, the models usually predict the behavior of the derived

parameters given the fundamental properties, and only the simplest yield analytic

expressions for the inverse task of calculating the fundamental properties from

measurements of the derived parameters. Therefore, it is necessary to iterate

between the required fundamental properties and the derived data to obtain a

best-fit solution.

A potential problem with all indirect methods is that the derived data are usually

restricted, that is, it is unlikely that the fluence rate and/or reflectance will be

measured at all points in or out of the irradiated tissue. Thus, it may not be possible

to derive all the fundamental values from the measured data. Furthermore, van

de Hulst [25] has shown that the particular value of any derived parameter may

result from different combinations of the fundamental properties—the so-called

Similarity Principle, which can lead to ambiguity in the calculated values [18].

1.4 Optical Properties of Brain Tissue

The optical properties of various brain tissues from a number of species are

summarized in Tables 1.1 and 1.2. In addition to the fundamental optical properties,

the optical penetration depth (the tissue depth over which the light fluence is

attenuated by 63%) is included in the two tables. Pre-1995 data are reproduced

from an excellent summary compiled by Cheong [26].

It is clear from the data presented in Table 1.1 that there are significant variations

in the optical properties derived from measurements on excised brain tissue. This is

particularly evident in studies using very thin samples, where the optical properties

are sensitively dependent on the tissue preparation technique [17, 27]. The absorp-

tion coefficient is especially sensitive to tissue preparation artifacts such as dehy-

dration and loss of blood. For example, a number of studies have shown that the

optical penetration depth in tissue can vary by a factor of 2 or more in the visible

wavelength region where blood is the main absorber [20, 27]. Freezing and thawing

affect tissue water content and result in structural changes that impact the scattering

properties [17]. In cases where measurements are made on bulk tissues, variability

in the derived optical properties may be due to differences in the source–detector

fiber orientation (in the case of interstitial measurements), and the type of fiber used

(flat cut vs. spherical diffuser, which have markedly different numerical apertures).
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Regardless of whether measurements are made on thin samples or bulk tissue, the

derived optical properties depend on the type of theory used. In this regard, it is

important to know the limitations of a given theory prior to using it for the intended

application. A number of theories have been employed and, together with tissue

preparation artifacts, account for the greatest variability in the derived optical

properties determined in different studies.

As shown in Table 1.1, early studies were focused on measurements in the red

wavelength region (630–670 nm), reflecting the interest in therapeutic applications

such as photodynamic therapy. Later studies emphasized more the near-infrared,

due to the emerging field of functional near-infrared spectroscopy (fNIRS). The

optical properties of brain tissue at 1,064 nm have been the subject of numerous

studies, reflecting the importance of the Nd:YAG laser as a tool for photocoagula-

tion in (neuro)surgical applications.

The absorption coefficient provides information on the concentration of constit-

uent tissue chromophores (e.g., hemoglobin, oxyhemoglobin, and melanin), while

the scattering coefficient provides information on the form, size, and concentration

of the scattering components. Brain tissue absorption spectra are dominated by

hemoglobin absorption below 600 nm and water absorption above 1,000 nm

(Fig. 1.2). Hence, due to the relatively low absorption by hemoglobin and water,

an optical window exists in the red to near-infrared (approximately 600–1,400 nm)
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Fig. 1.2 Absorption spectra of hemoglobin and water in living tissues
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where light has optimal penetration in brain tissues. As illustrated in Table 1.1,

scattering coefficients and anisotropy factors decrease and increase, respectively,

with increasing wavelength. This is consistent with the diminishing effect of

Rayleigh scattering and increased contribution of Mie scattering with increasing

wavelength. The wavelength-dependent absorption of brain tissues is dominated by

oxy- and deoxy-hemoglobin: however, since many reported measurements were

made on excised tissues, there was likely a significant variability in the concentra-

tion of these chromophores, so that the specific values of the absorption coefficients

presented in Table 1.1 are somewhat suspect. To some extent, this is also true

for the scattering coefficient and anisotropy factor, since all optical properties

are affected by sample preparation. As expected, due to decreased scattering, the

penetration depth in brain tissues increases with increasing wavelength, although

again the accuracy of the absolute values is unknown due in part to changes in

chromophore concentrations and structural properties of excised tissues.

Not surprisingly, the results of Yaroslavky et al. [28] showed that tissue coagu-

lation significantly alters the optical properties of brain tissues. This is obviously an

important consideration in high-power therapeutic applications where changes in

optical properties must be accounted for in order to achieve accurate dosimetry.

Again, not surprisingly, there are significant differences in the optical properties

between white and grey matter [28, 29]. As shown in Table 1.1, human white matter

was found to have significantly higher absorption and scattering compared to grey

matter. The reasons for this are not entirely clear. The higher scattering of white

matter may be due to the high density of myelinated axons—the predominant

constituent of white matter [30]. The myelination itself may also contribute to the

high scattering of this tissue.

Based on the data presented in Table 1.1, there do not appear to be significant

absorption differences between tumor tissue and white matter [28, 30]. This is

somewhat surprising, since brain tumors (especially meningiomas and high-grade

gliomas) are highly vascularized, so that they should have increased absorption due

to elevated hemoglobin content. These counterintuitive results are likely due to loss

of blood from the excised specimens. Interestingly, excised brain tumor tissues

appear to have significantly lower scattering compared to normal brain, reflecting

structural differences between the two tissues, as expected.

In vivo optical property measurements (Table 1.2) can be divided into two

categories: (1) noninvasive surface measurements, and (2) interstitial measure-

ments. Due to their invasive nature, interstitial measurements are confined to

experimental animal models and intraoperative procedures such as cytoreductive

surgery. This technique is not appropriate for functional activation studies in

healthy volunteers. A number of interstitial measurement approaches have been

attempted including separate insertion of source and detector fibers [31–36], surface

irradiation and detection via interstitial fiber detectors [27, 37], and insertion of

small probes incorporating multiple source and detection fibers for light acquisition

at multiple source–detector separations [38]. The last approach, using small probes,

would appear to be the most appealing, since the source–detector separation is then

known accurately. It should be noted, however, that uncertainties in the separation

1 Optical Properties of Brain Tissue 17



introduces significant errors in the derived optical properties. The choice of model

to be used is especially critical in this approach, since diffusion theory is not

applicable for small source–detector separations unless additional calibration

procedures and/or spectral measurements are included [39]. In the absence of

such measurements, more complex and/or time-consuming models are required

(e.g., Monte Carlo).

The majority of studies using noninvasive surface measurements have employed

either time-resolved diffuse reflectance spectroscopy or frequency-domain photon

migration techniques. The primary drawback with surface measurements, where

source and detector probes are placed on the surface of the head, is the limited

interrogation volume—information is obtained only from the superficial structures

of the brain. The interrogation depth can be controlled to some extent by varying the

source–detector separation: the greater the separation, the deeper the interrogation.

Unfortunately, the diffusely reflected near-infrared light signals diminish rapidly

with increased source–detector separation due to attenuation by the brain and

overlying structures. Thus, the maximum interrogation depth in the brain is approx-

imately 0.5 cm. This is sufficient for most fNIRS studies but does not allow

measurement of optical properties of deeper structures, which may be important

for some applications.

In human brain mapping by fNIRS, the goal is to detect changes in the absorp-

tion properties of the brain due to the hemodynamic response following functional

activation. In some instances, for example, response measurements in a single

individual, knowledge of the relative changes in the optical properties are sufficient.

However, determination of the absolute optical properties of the brain required in

order to quantify physiological components, such as hemoglobin concentration and

its oxygen saturation or cytochrome c oxidase concentration [40, 41]. Such absolute

measurements are required for comparisons between individuals and in long time

series studies in single subjects.

Accurate determination of the optical properties of the brain via noninvasive

surface measurements is complicated by the multiple layered structures overlying

the brain (scalp, skull, dura, and CSF). Furthermore, the scalp itself is layered,

comprising skin, fat, and muscle that each contribute differently to the optical

signals. Interpretation of noninvasive surface measurements is particularly chal-

lenging in human adults due to the thickness of the scalp (5–7 mm) and skull

(7–8 mm) [42]. In contrast, noninvasive determination of the optical properties of

the superficial neonate brain is more straightforward, since the combined thickness

of the scalp and skull is <5 mm [43]. Two approaches have evolved for accurate

noninvasive determination of the optical properties of the brain: (1) employing

multilayer diffusion models to account for the multiple tissue layers and (2)

combining a simple semi-infinite diffusion model with surface measurements

made at large source–detector fiber separations, for which the effects of the scalp

and skull are minimized. Obviously, solutions to the diffusion equation become

more complex as the number of layers increase. In many studies, the scalp and skull

have been modeled as one layer due to their similar absorption and scattering

properties [22, 40, 42, 44]. Although the meninges overlying the brain contains
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cerebrospinal fluid, light-scattering membranes, and light-absorbing blood vessels,

these structures do not significantly affect light penetration into the brain and this

layer has been ignored in a number of studies [45]. Hence, 2-layer (scalp/skull +

brain) [46] or 3-layer diffusion models (scalp/skull + CSF + brain) [47] are nor-

mally sufficient for accurate determination of the brain optical properties.

A simpler approach for determining the optical properties from noninvasive

surface measurements has been proposed by Choi et al. [40], who found that a

simple semi-infinite diffusion model could be used to determine the optical

properties of the brain from reflectance data obtained at source–detector separations

sufficiently large such that the photon sampling volume was confined primarily to

the brain. In this technique, the influence of the overlying layers can be assessed

simply by varying the source–detector separation.

Similar to the in vitro studies, the vast majority of in vivo experiments have been

conducted using red and near-infrared wavelengths. As shown in Table 1.2, the

variability in optical properties determined by different investigators is much less

than that obtained from excised tissue specimens (Table 1.1), thus emphasizing the

influence of tissue preparation artifacts and the importance of in vivo measurements

for accurate assessment of tissue optical properties. Based on the data presented in

Table 1.2, the red to NIR penetration depth in normal human brain ranges from

approximately 0.4 to 0.9 cm. Due to the paucity of measurements, it is difficult to

make comparisons to the optical properties of tumors. Such studies are also difficult

in practical terms, since they involve intraoperative measurements. This is clearly

an area requiring further investigation. An intraoperative fiberoptic probe system

has recently been reported that can make such measurements [39, 48].
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Chapter 2

History of Diffuse Optical Spectroscopy

of Human Tissue

Theodore J. Huppert

2.1 Introduction

Diffuse optical spectroscopy (DOS) is a method to noninvasively characterize tissue

that uses low levels of light typically in the wavelength range of red to near-infrared

(600–900 nm) [1–7]. Diffuse spectroscopy specifically relates to themeasurement of

the optical absorption and scattering properties of thick samples of tissue greater

than several hundred micrometers. Because biological tissue is very turbid, thick

tissue samples will scatter light multiple times causing photons to “bounce” through

the sample. In contrast, conventional optical physics (often termed ray-optics) is

based on the approximation that rays of light travel straight paths. Conventional

microscopy tools such as optical lenses and prisms are all based on these principles

of ray-optics. However, for samples thicker than approximately the scattering length

of light (about 0.1 mm), scattering results in a stochastic propagation of photons

through the sample and, hence, the term “diffuse” optical spectroscopy. In these

turbid samples, photons of light will take a random path through the tissue before

either being absorbed or exiting the surface of the tissue. Thus, it is impossible to

know precisely where any single photon has actually traveled. Only the statistical

probability of the ensemble of photons can be estimated. The uncertainty in the

photon path results in a loss in spatial resolution, particularly deeper into the tissue

where the light has become more dispersive. Thus, in DOS, spatial resolution is

traded for penetration depth and by specifically measuring these diffuse photons.

Diffuse measurements can reach several centimeters into biological tissue, which is

deep enough to reach structures such as the cortex of the brain.

Although highly scattering, biological tissue has relatively low intrinsic absorption

in the wavelength region of red to near-infrared from about 600 to 900 nm. In this
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wavelength region, which is commonly referred to as the “biological near-infrared

window,” diffuse light can traverse several centimeters of tissue. Because of its

use of near-infrared wavelengths, DOS is also sometimes referred to by the names

near-infrared spectroscopy (NIRS), functional NIRS (fNIRS), diffuse optical

imaging (DOI), or diffuse optical tomography (DOT). Although the acronym

NIRS is the most widely used one in the field to date, the terms DOS (spectroscopy),

DOI (imaging), or DOT (tomography) are currently preferred to distinguish in vivo

DOI from the generic term NIRS commonly used in analytical spectroscopic

characterizations. Generally speaking, the term NIRS applies to any method that

uses near-infrared light and covers both diffuse and conventional ray-optics

measurements, including many applications in analytic chemistry, food science,

and industry processing. For this reason, several researchers in the field of diffuse

optical brain imaging have advocated the “diffuse” terminology that will be

followed in this chapter.

In the scientific literature, the terminology differences between DOS, imaging

(DOI), and tomography (DOT) relates to the number and spatial arrangement of

optical measurements and subsequent analysis as to whether or not images can be

reconstructed from the data. DOS uses a small number of measurement pairs to

record the optical properties from beneath a small patch of sensors, for example,

to estimate the time-course of blood oxygenation changes in a muscle [8–10] or

from the global perfusion of the brain [11–14]. Examples of DOS systems include

the Casmed Foresight™ system (Casmed; Branford CT, USA), Somanetics

INVOS™ system (Covidien; Dublin Ireland), or Hamamatsu NIRO™ generation

systems (Hamamatsu Photonics; Hamamatsu City, Japan), which are all examples

of cerebral pulse oximetry systems that have received FDA marketing approvals for

clinical use (as reviewed in [15]). These systems use only a small number of diffuse

optical measurements recorded with different optical source-detector spacing to

provide separation of blood oxygenation of the skin and underlying brain [15–18].

These systems are examples of DOS. At the other extreme, DOT (tomography)

requires a high-density grid of optical sensors (e.g., [19]) and uses spatially

overlapping (i.e., tomographic) measurements to better localize optical properties.

These systems are considerably more expensive to construct because of the require-

ment for low-noise lasers and detectors with high dynamic range. DOT systems

provide full spatial coverage of the underlying tissue and have the potential to

provide the highest spatial resolution images as will be discussed later. DOT studies

are generally more difficult and time-consuming to set up and require some sort of

encoding scheme to distinguish light emitted from multiple source positions.

To date, very few brain imaging studies have actually been done with true optical

tomography systems because of the added difficulty of both instrument construction

and data acquisition. Most optical studies fall in the category of DOI. DOI systems

do not use overlapping measurement geometries; however, they may still use a

large number of optical source and detector pairs. Currently, several commercial

companies manufacture DOS systems (see the later section on specific instrumen-

tation). For DOS, source-detector pairs are generally arranged in a nearest-neighbor

geometry, which means that only the nearest source to each detector is measured.
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In contrast, DOT systems will often measure second or third neighboring light

sources, which provide overlap in measurements. Typical DOS, DOI, and DOT

source-detector layouts are shown in Fig. 2.1.

2.1.1 History of Optical Spectroscopy

The history of using near-infrared light to measure the oxygen content of blood was

started in the late 1860s when Felix Hoppe-Seyler from Germany demonstrated that

optical absorption changed when blood was mixed with oxygen [20]. At that time

the term “oxy-hemoglobin” was coined to describe hemoglobin-carrying oxygen.

In 1864, Sir George Stokes confirmed that oxy-hemoglobin was the in vivo carrier

of oxygen in a report to the Royal Society of London [21]. Almost a 100 years later,

Max Perutz worked out the structure of hemoglobin using X-ray crystallography

[22] for which he was awarded the 1962 Nobel prize in chemistry along with fellow

Fig. 2.1 Comparison of arrangements for diffuse optical spectroscopy (DOS), optical imaging

(DOI), and optical tomography (DOT). In general, optical spectroscopy instruments (top row;
showing a Somanetics INVOS™ system) use a limited number of measurement pairs usually

based on spatially resolved spectroscopy measurements. These systems allow monitoring of

regional blood oxygenation within a small patch of brain area. Optical imaging (DOI; middle
row) and optical tomography (DOT; bottom row) systems use a greater number of spatially

arranged optical measurement pairs to provide an ability to reconstruct images of the underlying

spectroscopic changes. DOT uses high-density overlapping tomographic measurements to elimi-

nate areas of low sensitivity on the imaging probe and provide better spatial resolution
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X-ray crystallography pioneer John Kendrew [23]. It is now known that hemoglo-

bin is the iron center of four porphyrin rings bound at the center of the hemoglobin

protein that allow each hemoglobin molecule to carry up to four oxygen (O2)

molecules. This binding allows hemoglobin to carry over 70-fold more oxygen

compared to that dissolved in the blood.

Experiments into noninvasive pulse oximetry began in the late 1920s and 1930s

when attempts were made to construct instruments to measure the oxygenation of

blood (see review in [24]). In 1929, American physiologist Glen Allan Millikan

used a photoelectric blood oxygen saturation meter to measure color changes over

time when desaturated hemoglobin solutions were mixed with oxygen solutions

in an experimental setting. In 1932, Ludwig Nicolai recorded changes in oxy-

hemoglobin and deoxy-hemoglobin and noted linear changes over time in the

logarithm of light [25], a principle, which forms the basis of quantitative assessment

of hemoglobin levels (see section on the modified Beer-Lambert law [MBLL]).

In 1935, Kurt Kramer, a student of Ludwig Nicolai, demonstrated the first

reproducible measurement of blood oxygen saturation using a red-filtered incan-

descent light, which showed that his device measured blood oxygen saturation to an

accuracy of �1% [26]. Two years later, Karl Matthes, a physiologist from Munich

Germany, introduced the first two-wavelength earlobe-mounted blood oxygen

saturation meter able to continuously monitor blood oxygen saturation in humans.

Active research into oximetry instruments increased during World War II in

response to the need for methods to monitor physiology, particularly for the

detection of hypoxia in military pilots. Over the next 40 years, numerous groups

worked to develop blood oxygen monitors based on the principles of transillumi-

nation and reflectance measurements [27]. These early oximeters were based on

absolute measurements of optical absorption and thus were sensitive to differences

in thickness, structure, and baseline optical properties of the tissue. As previously

discussed, tissue is highly scattering and therefore the path of light through tissue

could not be known at the time. These early oximeters required calibration to obtain

absolute values (often based on inhalation of oxygen to set 100% saturation).

However, differences between patients and the calibration media limited this

accuracy. These early oximeters were conceptually similar to what we now call

continuous wave (CW) DOS.

In the 1970s, the field of pulse oximetry diverged from what would become the

study of diffuse optical brain imaging. In 1974, Takuo Aoyagi, an electrical

engineer working in the research division of the Nihon Kohden Corporation

(Tokyo, Japan), developed a new approach to oximetry based on detection of

time-varying signals due to the cardiac pulse [28]. That same year, the Nihon

Kohden Corporation introduced the OLV-5100, which was the first commercial

pulse oximeter to noninvasively measure saturated blood oxygen without the need

to sample blood. Takuo Aoyagi’s pulse oximeter concept was unique in that it did

not rely on absolute measurements of optical absorption, but rather on the

pulsations of arterial blood. This method used the ratio of the absorption changes

modulated by the cardiac pulse (AC) over the mean absorption (DC; nonpulsatile).
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When signals were measured at two wavelengths, oxygen saturation could be

estimated as a ratio of the ratios given by the following:

SpO2 / ACred=DCred

ACIR=DCIR

(2.1)

By taking this ratio, the effect of background absorption was removed, providing

a more robust estimate of the previous oximeter methods. Takuo Aoyagi’s invention

was similar to a system by Masaichiro Konishi and Akio Yamanishi of the Minolta

camera company (Tokyo, Japan) who filed a similar patent with the Japanese patent

office only 3 weeks after the patent filed by Takuo Aoyagi. In 1977, Minolta Camera

Company introduced the Oximet MET-1471 fingertip pulse oximeter. Today, the

pulse oximeter world market is worth about $400 million (USD) annually.

2.1.2 History of Optical Brain Imaging

In 1977, the same year the Minolta pulse oximeter came to market, Frans Jöbsis

published his seminal paper, “Noninvasive, Infrared Monitoring of Cerebral and

Myocardial Oxygen Sufficiency and Circulatory Parameters,” in the peer-reviewed

journal Science. This publication is cited universally as the study that introduced

the use of near-IR light for brain imaging. In that study, Jobsis used transillumi-

nated light between 760 and 865 nm to measure hemoglobin and cytochrome c

oxidase in anesthetized cats. Fiber optic light sources from two monochromators

were placed on one side of the temple of the immobilized cat and a detector fiber

bundle was placed on the other side and sent to an IR-sensitive photomultiplier tube

detector. Data were collected under normoxia, hypercapnia (15% carbon dioxide in

85% oxygen), and finally during death by asphyxiation. Dynamic measurements of

hemoglobin and cytochrome C were measured. After validation in the cat model,

Jobsis then applied the same transillumination measurements to the human head.

Human measurements were made at 815 nm (close to the isobestic point where both

oxy- and deoxy-hemoglobin equally absorb light) using a 13-cm source-detector

spacing placed between the frontal/temporal region. Data were collected using a

10-s integration period during voluntary hyperventilation, which continued until the

subject began to get too dizzy to continue. This was the first demonstration of

in vivo diffuse optical measurements in the human brain.

In the years following, the field of diffuse optical brain imaging has greatly

expanded as reviewed in several recent publications [29–31]. In 2010, the National

Institutes of Health (NIH) had awarded over $16 million per year (USD) in grant

awards for optical brain studies. To date, the NIH has awarded about $102 million

in grant funds specifically toward optical brain research since the year 2000. The

largest fraction, about a fourth of this funding, has come from the National Institute

of Child Health and Human Development (NICHD) branch of the NIH and in a

close second by the National Institute of Neurological Disorders and Stroke
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(NINDS). Child studies and clinical research remain the two most impacted fields

by optical methods. Current applications and topics of optical brain imaging will be

discussed later in this chapter after detailing the specific methods and options for

the available tools and instruments in the field (Fig. 2.2).

2.2 Principles of Diffuse Optical Spectroscopy

DOS and imaging have origins common to the early principles of pulse oximetry

based on trans-arterial illumination. In general, light in the visible-red to near-

infrared range is shined upon tissue. As the light diffusely passes through the tissue,

it is scattered multiple times and a fraction of the photons are absorbed before they

can reach an optical detector. The amount of light that completes the trip from the

source to detector position conveys information about the optical scattering and

absorption within the diffuse volume between the measurement pair. Variations on

this theme use different types of light sources (pulsed, amplitude modulated, or

continuous wave) and detectors (e.g., time-gated, single-photon counting, or diode

detector) to obtain optical measurements of tissue. These various optical systems

differ in information content, utility, and cost. These systems will be detailed in the

later instrumentation section of this chapter. All of these systems, however, are

based on the same physical principles of light transport and physics in tissue, which

will be detailed in this current section.

2.2.1 Optical Properties of Biological Tissue

The principles of light propagation are governed by the absorption and scattering

properties of the underlying tissue, and, to a lesser extent, the dielectric properties

and indices of refraction of the tissue. In the near-infrared “window,” the primary

Fig. 2.2 History of diffuse optical technology
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static optical absorbers are water, lipid, and melanin. The optical absorption spec-

trum of these is shown in Fig. 2.3. Water is the dominant chromophore in the near-

infrared to infrared (600–1,000 nm). At wavelengths above 900 nm, the absorption

of water prevents penetration of light deep into tissue, thus setting the effective

upper limit of the near-infrared window. At the wavelengths used in most diffuse

optical systems, hemoglobin, water, and lipid are the dominant contributors to

background optical absorption (see Fig. 2.3). Other absorbing compounds in tissue

include the pigment melanin found in skin and hair. Melanin has particularly high

absorption in the visible to ultra-violet region. Melanin is responsible for both hair

color and skin pigmentation and varies between individuals in concentrations by

over tenfold. Hair and skin colors are determined by the relative concentrations

of two forms of melanin: eumelanin (dark brown) and pheomelanin (red). Both

forms of melanin have relatively flat optical absorption spectra in the range of

600–900 nm. Although melanin has very high absorption within the near-infrared

window, it is found primarily in the epidermis of the skin (around 60 mm), which

limits its contribution to overall absorption. Lipid also absorbs light within the

Fig. 2.3 The absorption spectra of biological components in the near-infrared window. Water

absorption spectra from [39–41]. Lipid absorption spectra from [42] and shown assuming 20% fat-

body mass ratio. Melanin spectra from [43] and assuming a biological concentration of 21 mg/mL

and correcting for the partial volume of the epidermis. Hemoglobin spectra from [44–46] and

assumes biological concentration of 60 mM and 70% saturation. Reduced and oxidized

cyctochrome C aa3 spectra from [47, 48] and assuming a biological concentration of 3 mg/L. An
attempt has been made to display the absorption values on a meaningful scale by assuming

biologically relevant concentrations
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near-infrared window (Fig. 2.3) and can be a major contributor to background

absorption in tissue, particularly in DOI of tissues such as muscle [32] and breast

[33–38]. In general, water, lipid, and melanin concentrations do not change appre-

ciably on the time scale of most optical imaging measurements. These static optical

absorbers determine the background properties of tissue. Typical absorption factors

of these static absorbers are provided in Table 2.1.

Most DOS experiments of the brain are concerned with dynamic changes in

chromophores. As with the use of pulsatile methods used in pulse oximetry since

the 1970s, dynamic spectroscopy removes some of the need for calibration by

Table 2.1 Absorption/scattering of tissues

Tissue type

Wavelength

(nm)

Absorption

coefficient

(cm�1)

Reduced scattering

coefficient (cm�1)

Anisotropy

(g) Reference

Skin 690 0.159 8.0 – [49]

760 0.178 7.3 – [49]

800 0.130 20.0 – [50]

830 0.191 6.0 – [49]

Muscle 800 0.300 7.0 – [50]

Skull 690 0.100 10.0 – [49]

760 0.125 9.3 – [49]

800 0.250 18.0 – [51]

830 0.191 6.6 – [49]

CSF 690 0.004 0.1 – [49]

760 0.021 0.1 – [49]

800 0.022 0.0 – [52]

830 0.026 0.1 – [49]

Gray matter

brain (adult)

632 0.270 20.6 0.94 [53]

690 0.178 12.5 – [49]

760 0.195 11.8 – [49]

830 0.186 11.1 –

White matter

brain (adult)

632 0.220 9.1 0.82 [53]

690 0.178 12.5 – [49]

760 0.195 11.8 – [49]

830 0.186 11.1 – [49]

Total brain

(premature

infant)

800 0.215 7.5 0.718 [54]

White matter

brain (term

infant)

800 0.373 6.6 0.919 [54]

Gray matter

brain (term

infant)

800 0.460 5.3 0.983 [54]

Arterial blood 800 3.980 10.0 – [52]

Venous blood 800 3.960 10.0 – [52]
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marginalizing static background contributions. With regard to optical brain imag-

ing, oxy- and deoxy-hemoglobin are the most important dynamic chromophores in

the near-infrared range. Oxy- and deoxy-hemoglobin are often denoted as “HbO”

and “HbR” (standing for oxidized and reduced) or otherwise “HbO2” and “Hb”

(standing for with and without the oxygen molecule, O2). Hemoglobin provides

functional contrast in the brain in the overwhelming majority of diffuse optical

studies to date. Functional contrast based on blood oxygenation is often referred to

as the BOLD (blood oxygen level dependent) effect, a term that is used for both

optical and functional magnetic resonance imaging (fMRI) fields. The BOLD effect

will be discussed in more detail later in this chapter.

Aside from hemoglobin, several other dynamic endogenous chromophores can

be measured in the near-infrared range. These include myoglobin, the cytochromes

(including the oxidized form of cytochrome C), nicotinamide dihydride (NADH2),

and other flavoenzymes. Other lesser forms of hemoglobin such as carboxy-

hemoglobin are also present in tissue. Although cytochromes and the flavoenzymes

do change during metabolic brain activity, the expected concentration changes of

these chromophores are much smaller then hemoglobin. Cytochrome C was origi-

nally measured in the cat brain in the 1977 seminal paper by Jobsis [7].

In addition to endogenous chromophores, several exogenous chromophores have

also been used in human DOI. Indocyanine green (ICG) is a dye that is approved in

the United States and many European countries for use as an intravenous diagnostic

agent. ICG binds to plasma proteins in the blood and remains in the vasculature,

which allows it to be used as a marker to measure blood flow and plasma volume

in vivo. ICG has been used clinically to diagnose perfusion of tissues and organs

and has been used in both noninvasive imaging studies [55] as well as during

surgical procedures to directly visualize organ function [56–59]. Because ICG is

removed solely by the liver at a nominal half-life of about 150–180 s, measurement

of the rate of disappearance of ICG in the plasma has been used clinically to assess

liver function [60–62]. More recently, the company Mivenion GmbH (Berlin,

Germany) has introduced a technique called Rheumascan™ based on ICG imaging

to quantify microcirculation in arthritis and rheumatoid arthritis.

2.2.2 Optical Scattering of Tissue

The diffuse nature of light propagation in tissue is the result of scattering. Like

absorption, scattering is also dependent on the type and structure of the tissue. The

two primary forms of scattering in biological tissue are Rayleigh scattering and

Mie scattering. Both of these are elastic scattering events, meaning that the light does

not change wavelength when scattered. Rayleigh scattering results from particles

that are much smaller than the wavelength of light. Rayleigh scattering intensity has

a strong inverse (fourth power) relationship with the wavelength of light. As a result,

Rayleigh scattering is more dominant at lower wavelengths. Mie scattering is

associated with particles whose size is similar to the wavelength of light.
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In tissue, there are both static and dynamic compounds that contribute to

scattering. Static biological scatterers include connective tissue, collagen, and

skin. Light scattering also results from interaction with interfaces between fluids

with different indices of refraction such as the interface of the extracellular fluid and

the cell membrane and again at the cell membrane/cytosol interface. Mitochondria

comprise about 20% (by mass) of the solid content of cells. Other cellular

organelles (endoplasmic reticulum, the Golgi, tubules, filaments, etc.) are also

sources of static scattering in tissue. Table 2.1 provides approximate values of

typical scattering coefficients in various tissue types.

Although dynamic scattering changes are much smaller and often neglected in

diffuse optical brain studies, there are several endogenous sources of scattering

contrast. Erythrocytes (red blood cells) comprise about 5% of tissue volume and

alter their concentration and velocity with blood flow changes and vasoreactivity.

Dynamic scattering contrast from red blood cells is particularly relevant to a

method called diffuse correlation spectroscopy (DCS) [63–66]. DCS, which is

based on scattering from moving red blood cells, will be discussed later in this

chapter. In excised neural tissue, scattering changes due to membrane depolariza-

tion, cellular swelling, and changes in ion concentrations at synapses have been

demonstrated. Research into the “fast-optical” signal has been proposed based on

the same contrast mechanism [67–69]. Debate exists over the nature of these

measurements [70].

2.2.3 The Beer-Lambert Law

In 1932, Ludwig Nicolai noted that changes in the concentration of oxy-

hemoglobin and deoxy-hemoglobin were linearly related to changes in the loga-

rithm of the light detected in transillumination [25]. This relationship is known

from analytical chemistry as the Beer-Lambert law named after German physicist/

mathematician August Beer and Swiss mathematician Johann Lambert and

introduced in their book Einleitung in die höhere Optik (Introduction to the Higher

Optical) in 1854 [71]. The equation, however, was actually first discovered by

Pierre Bouguer 100 years earlier [72]

OD ¼ � log
I

Io
(2.2)

Conventionally, optical density is expressed in log base e. Optical density

(or absorption) is proportional to the concentrations of chromophores (molecules

that absorb light). For example, if light is passed through a container of length L
containing a solution of known identity (see Fig. 2.4), then the optical density of

the sample can be used to calculate the concentration of the solution ([X]) from the

expression

OD ¼ e � ½X� � L (2.3)
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where e is the molar extinction coefficient for the compound. The extinction

coefficient is a physical constant that describes the amount of light a compound

will absorb. This is specific to the wavelength of light and the chemical state of the

compound. For example, the extinction coefficient of hemoglobin (blood) differs

depending on if it is bound or unbound to oxygen. The extinction coefficient is

proportional to the molecular cross section of a compound by Avogadro’s constant

(NA ¼ 6.02 � 1023 mol�1). The extinction coefficient is also dependent on physi-

cal parameters such as extremes of temperature, pH, or osmolality. These factors

can be neglected in the case of in vivo spectroscopy because they usually fall within

a very narrow biological range. However, since the extinction coefficient is usually

measured ex vivo, these factors should be considered when measuring or using

literature values for extinction coefficients for use in in vivo DOS experiments.

As can be seen in Fig. 2.4, light intensity drops exponentially with penetration

depth into the sample. The coefficient of this exponential decay is termed the

absorption coefficient (mA) and is the product of the concentration and molar

extinction coefficient. For samples with multiple absorbing compounds, the absorp-

tion coefficient is a linear combination of the contributions from each compound

and is given by

mA ¼
X
i

ei � ½Xi� (2.4)

Fig. 2.4 Beer-Lambert.

This schematic illustrates the

effect of scattering on the

Beer-Lambert relationship.

Compared to a clear medium

(top) light will take a diffuse
path through a turbid sample.

Light traveling through the

turbid sample will travel a

longer distance to reach the

detector and the intensity

of light reaching the detector

will be lower due to this

additional distance as

described by the modified

Beer-Lambert law.

Figure adapted from [52]
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where ei and [Xi] are the extinction coefficient and concentration for the ith
compound, respectively. The absorption coefficient has units of inverse distance.

For example, a typical absorption coefficient for the brain is around 0.4 cm�1 at

800 nm.

The Beer-Lambert law requires several conditions. First, the absorbing

compounds must be independent of each other. Coupling effects such as Forster

transfer or quenching violate this assumption. Secondly, the Beer-Lambert law

assumes that the concentration of the absorbing compound is homogeneous along

the light path. In the case of complex structures such as tissue, this is not true. Third,

there can be no atomic effects such as multi-photon absorption, optical saturation,

or stimulated emission. This is generally true provided the power of the incident

light is low, which should be the case in in vivo studies due to safety concerns.

Finally, the Beer-Lambert law assumes that the incident light consists of parallel

rays that traverse the medium without scattering.

2.2.4 The Modified Beer-Lambert Law

The MBLL accounts for scattering in a turbid medium. In samples where optical

scattering is a factor, the path length (L in (2.3)) is no longer simply the linear

distance between the light source and detector, but rather represents the total

distance traveled by a photon as it moves through the sample. The Beer-Lambert

law adjusted for scattering is termed the MBLL and is an empirical description of

optical attenuation in a highly scattering medium [5, 48]. The MBLL is given by the

expression [1, 73]

OD ¼ mA � L � DPFþ G (2.5)

where the linear distance between a light source and detector (L) has been corrected
by a factor DPF (differential path-length factor) which is a number greater than 1 and

accounts for the increase in the path length as the result of taking an indirect path

through the sample. The last term (G) in (2.5) is the geometry factor. Because the

light changes direction in the sample, some of the light will escape at the boundaries

away from the detector, thus increasing the apparent absorption of the sample.

The MBLL equation (2.5) describes the absolute absorption and concentration of

chromophores in the sample. However, this quantification of absolute concentra-

tions in tissue is very difficult because of uncertainty in the values of DPF andG and

the multitude of unknown nuisance chromophores in the tissue (e.g., water, lipid,

melanin, etc.). Errors in the value of these background chromophores contribute to

errors in the chromophores of interest (e.g., hemoglobin) and make direct quantifi-

cation very difficult. If analysis of diffuse optical signals is restricted to changes in

dynamic chromophore concentrations, then the contributions of background
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absorption can be marginalized. Changes in optical density (DOD) are given by the
expression

DOD ¼
X
i

ei � D½C�i � L � DPF (2.6)

where both background (static) contributions and the geometry factor are subtracted.

As noted, optical density, DPF, and the extinction coefficient are specific for each

wavelength of light. Thus, if measurements are made at multiple wavelengths, (2.6)

represents a set of linear equations for each measurement. In general, at least one

wavelength must be recorded for each unknown chromophore in the model in order

to uniquely solve for all the concentrations. As an example, oxy- and deoxy-

hemoglobin are the primary dynamic chromophores of interest in most brain imag-

ing studies and thus at least two unique wavelengths are required to be measured to

independently estimate these two chromophores. In the specific case of the estima-

tion of oxy- and deoxy-hemoglobin, the MBLL is given by

DODl ¼ ðel
HbO

D½HbO2� þ el
Hb
D½Hb�ÞDPFlL (2.7)

where l indicates a particular wavelength. Equation (2.7) explicitly accounts for

independent concentration changes in oxy-hemoglobin (D[HbO2]) and deoxy-

hemoglobin (D[Hb]). By measuring DOD at two wavelengths (l1 and l2) and

using the known extinction coefficients of oxy-hemoglobin ( eHbO2
) and deoxy-

hemoglobin (eHb) at these wavelengths, we can then determine the concentration

changes of oxy-hemoglobin and deoxy-hemoglobin by solving the system of linear

equations defined in (2.7),

D½Hb� ¼ el2HbO
DODl1

Bl1
� el1HbO

DODl2

Bl2

el1Hbe
l2
HbO2

� el2Hbe
l1
HbO2

� �
L

D½HbO2� ¼
el1Hb

DODl2

Bl2
� el2Hb

DODl1

Bl1

el1Hbe
l2
HbO2

� el2Hbe
l1
HbO2

� �
L

(2.8)

The generalization of this inverse formula for more than two wavelengths can be

found in [48]. Figure 2.3 plots the extinction coefficients for oxy- and deoxy-

hemoglobin vs. wavelength as measured by Cope et al. [6, 48, 50].

2.2.5 Scattering

Similar to the absorption coefficient, the scattering coefficient (ms) is an exponential
coefficient that describes the probability of a photon of light being scattered per

unit length. Like absorption, the scattering coefficient also has units of inverse
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length, but is generally several orders of magnitude larger than the absorption

coefficient. This means that light scatters many times for each absorption event.

As an example, the scattering coefficient of the brain is around 5.3 cm�1 at 800 nm.

This means that, on average, a photon has a 63% chance of changing direction every

1.7 mm.

When light scatters in tissue, the photon changes direction. The anisotropy

factor (denoted g) is defined as the average of the cosine of the difference between
the incident angle and the direction after the scattering event (g ¼ <cos(y)>).

The anisotropy g is listed for various tissue types in Table 2.1. Anisotropy

increases the effective scattering length. The reduced scattering coefficient

(denoted ms0) incorporates the scattering coefficient and the anisotropy term and

is defined as

m
0
s ¼ ms � ð1� gÞ (2.9)

2.3 Transport of Light in Tissue

To more precisely describe the quantification of optical absorption and scattering

via diffuse optical methods, we have to first understand how light is transported

through a turbid sample such as tissue. Formally, light transport is described by the

radiative transport equation or Boltzmann equation. The Boltzmann equation is in

essence a mass-balance equation describing how the radiance (R) of light is

spatially and temporally distributed in a sample. Radiance is defined as the energy

flow per unit normal area per unit solid angle per unit time and has units of

W.sr�1.cm�2. In other words, radiance is the flow of energy that is passing through

a particular point in space and traveling in a particular direction. Fluence rate (F) is
the flow of energy passing through a particular point but traveling in any direction.

Fluence rate is defined as energy flow per unit normal area per unit time (W.cm�2).

Fluence rate is equal to the integral of radiance over all possible directions (solid

angles; O). The Boltzmann equation is a differential equation that describes the

change in radiance over time and is given by

@Rð~r; ŝ; tÞ=c
@t

¼� ŝ � rRð~r; ŝ; tÞ � ðmA þ mSÞ � Rð~r; ŝ; tÞ

þ mS �
Z

Rð~r; ŝ0; tÞ � Pðŝ; ŝ0Þ � dOþSð~r; ŝ; tÞ (2.10)

As a note, radiance is usually denoted by “L” in other literature, but to avoid

confusion with the source-detector distance in the Beer-Lambert expression, we have
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used “R” for radiance here. Equation (2.10) can be thought of as a mass-balance

expression, that is, the rate of change in radiance is equal to all the terms that increase

radiance minus all the terms that decrease radiance. The first term on the right-hand

side
�� ŝ � rRð~r; ŝ; tÞ� describes radiance changes at the position due to the spatial

gradient in radiance. This is akin to the diffusion of a compound from an area of high

to low concentration. The radiance will decrease (or increase) as light spreads

through the sample until the light is uniformly distributed (e.g., the spatial gradient

is zero). The second term on the right-hand side
�ðmA þ mSÞ � Rð~r; ŝ; tÞ

�
describes loss

to absorption and scattering at that particular position. At that position in space, light

can be absorbed (determined by the absorption coefficient) or it can change direction

due to scattering. Because radiance is light propagating in a particular direction, a

change in direction away from ŝwill decrease radiance. The third term on the right-

hand side (mS �
R
Rð~r; ŝ0; tÞ � Pðŝ; ŝ0Þ � dO) describes the gain of radiance that results

from energy (light) changing direction from ŝ0 to ŝ. Rð~r; ŝ0; tÞ is the radiance at that
position with angle ŝ0 and Pðŝ; ŝ0Þ describing the probability of a direction change

from ŝ0 to ŝ. This term is integrated over all angles to represent the total amount

of radiance that changed directions from ŝ0 to ŝ . This term represents light at

that position in space that was previously traveling in one direction ( ŝ0 ) and due

to a scattering event has now changed direction to now point in the direction of ŝ.
The final term

�
Sð~r; ŝ; tÞ� is the addition of any sources of light, for example, at the

position of an optical fiber.

Equation (2.10) can be approximated by expansion of the angular dependence of

the radiance term in spherical harmonics, namely,

Rð~r; ŝ; tÞ � R0;0ð~r; tÞ � Y0;0ðŝÞ þ
X1
m¼�1

R1;mð~r; tÞ � Y1;mðŝÞ (2.11)

In this expression, only the isotropic (Y0,0) and first-order anisotropic terms (Y1,m)
are retained. Under this first-order approximation to the Boltzmann equation, the

expression can be reduced to the diffusion approximation. The diffusion approxi-

mation holds for samples in which the scattering length is much shorter than the

absorption length (e.g., there are many scattering events for each absorption event).

The diffusion approximation to the Boltzmann equation is given by the equation

[51–53]

@fð~r; tÞ
c � @t ¼ �D � r2fð~r; tÞ ¼ Sð~r; tÞ � mA � fð~r; tÞ (2.12)

where a substitution has been made based on the definition of fluence rate and

radiance to generate this expression. In (2.12), Fðr; tÞ is the photon fluence rate at

position r and time t as previously defined. The term D is the effective diffusion

constant and is defined as D ¼ 1=ð3mA þ 3m
0
SÞ.
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2.3.1 Solutions to the Transport Equation

An analytical solution to the diffusion equation only exists for simple media and can

be found in [74]. Formany experiments, the tissue can be approximated as a homoge-

neous, semi-infinite medium (e.g., a flat surface that is infinitely deep) (Fig. 2.5). The

solution to the diffusion equation for a semi-infinite medium is given by [74].

OD ¼ 1

2
� 3 � m0

S

mA

� �1=2
� 1� 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ L � ð3 � m0
S � mAÞ

q
0
B@

1
CA � mA � L (2.13)

Equation (2.13) also explicitly defines the DPF by comparison to the modified

Beer-Lambert equation (2.5) for a semi-infinite medium, which was introduced in

(2.3), as

DPF � 1

2
� 3 � m0

S

mA

� �1=2
� 1� 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ L � 3 � m0
S � mA

� �q
0
B@

1
CA (2.14)

This shows that DPF depends on tissue scattering, initial chromophore concen-

tration, extinction coefficient, and optode separation. In practice, the validity of the

assumption that DPF is independent of ma and L has often been ignored since DPF
is in general empirically determined and the changes in ma are typically small. There

are, however, experimental situations in which this is not true, such as large changes

in blood flow induced by pharmacological challenges or stroke. Note also that

because of the dependence on the scattering coefficient, if tissue scattering changes

over time, then the path-length factor will also change. For more complex media

(such as the human brain), numerical methods can also be used to approximate the

solution to the diffusion equation. Several Monte Carlo [75–79] or finite element

[80]-based methods have been proposed and are reviewed in [34].

2.4 Instrumentation for Optical Brain Imaging

There are three basic variations in optical instruments, which are summarized in

Fig. 2.6. These are continuous wave (CW), frequency modulated (FM), and time-

resolved (TR). Several commercial systems exist and are provided in Table 2.2.

Continuous wave (CW) optical systems are both the simplest and cheapest of the

system arrangements. In this system, the tissue is illuminated using a continuous

beam light source (see Fig. 2.6). A light detector, either in a transmission or back-

reflectance geometry, records the intensity of light passing through the tissue.

The intensity of light output is related to the optical absorption of the sample.
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Fig. 2.6 Types of diffuse optical systems. There are three basic types of optical systems.

Continuous wave (CW; top row) systems use a continuous beam of light and measure the

amplitude of the light transmitted through the tissue. CW measurements are used to report the

optical absorption of the tissue and assume no scattering changes have occurred. Frequency-

modulated (FM; middle row) systems use sinusoidal-modulated light and measure the phase and

amplitude of the transmitted light. These two parameters are used to report both the absorption

and scattering of the sample. Time-resolved (TR) systems use a brief pulse of light and measure

the amplitude and time of flight of the transmitted light. Time-resolved measurements are used to

determine the pathlength, scattering, and absorption of the sample

Fig. 2.5 Light diffusion model. Light entering the tissue at a source position (left) will spread
radially as it diffuses through the tissue. Likewise, the light detected at a position converges on that

position with a similar radial distribution (middle image). Due to reciprocity, the spread of light

leaving a detector has the same distribution as the light traveling through the tissue to reach a

detector. An optical measurement taken between a source and detector position is the product of

these two profiles (right image) and describes the probability of light propagation at a particular

location in the tissue
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CW systems are similar to the oximeter systems of the 1930–1970s. Like the

oximeters, these systems are sensitive to background absorption and scattering.

Most CW optical studies of brain activity are restricted to changes in optical

absorption, thereby minimizing differences in this background absorption.

Time-resolved or time-domain DOS systems use pulsed laser light and time-of-

flight measurements to estimate optical absorption, scattering, and path-length

information about the sample. A typical time-resolved DOS system consists of a

fast-pulsed laser with a pulse width of no more than a few tens of picoseconds. This

pulsed light is sent into the tissue. As the light diffuses through the tissue, the

temporal dispersion of the light is a function of the reduced scattering coefficient.

As the light exits, a time-resolved DOS system records the time of flight of the light

using a fast-gated photon detector. The delay time between the firing of the laser

and the opening of the detector is changed to sample over a few nanoseconds in

order to recover the temporal point spread function of the exiting light. Because of

the requirement for specialized lasers, gating circuits, and fast detectors, time-

resolved DOS systems are typically expensive and more difficult to construct.

In a time-resolved DOS setup, the arrival time of photons can be used to determine

Table 2.2 Commercial diffuse optical systems

Company Instrument Technique Website

Artinis (The Netherlands) Oxymon CW http://www.artinis.com

PortaMon CW

PortaLite CW

Casmed (USA) FORE-SIGHT CW http://www.casmed.com

Hamamatsu (Japan) NIRO-100 CW http://www.hamamatsu.com

NIRO-200 CW

TRS-20 TR

Hitachi (Japan) ETG-4000 CW http://www.hitachimed.com

Hutchison Technology

(USA)

InSpectra StO2 CW http://www.

htibiomeasurement.

com

ISS (USA) Oxiplex TS FM http://www.iss.com

Imagent FM

LEA (Germany) O2C CW http://www.lea.de

NIROX (Italy) NIMO CW http://www.nirox.it

NIRx (USA) Dynot CW http://www.nirx.net

NIRScout CW

NIRScout

Xtended

CW

Omegawave (Japan) BOM-L1 CW http://www.omegawave.co.jp

BOM-L1 TR CW

Shimadzu (Japan) FIORE 3000 CW http://www.med.shimadzu.co.

jp

Somanetics (USA) INVOS 5100C CW http://www.somanetics.com

Techen (USA) NIRS 2CE CW http://www.nirsoptix.com

CW6 CW

List of commercial optical systems available as of the year 2012. CW indicates a continuous wave

system. FM indicates a frequency-modulated system. TR indicates a time-resolved system
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the differential path length of light in the sample. This can also be used to provide

depth sensitivity since photons that arrive earlier have traveled a shorter distance

and thus probed superficial structures compared to late-arriving photons.

Frequency-modulated (FM) DOS systems [81, 82] are in between CW and time-

resolved methods in terms of cost, complexity, and information content. An FM-

DOS system uses an amplitude-modulated laser (typically 100–200 MHz). As the

light diffuses through tissue its amplitude decreases and a phase shift, proportional to

the propagation distance, is introduced. Fast detectors are used to record the ampli-

tude and phase of the exiting light with reference to the input modulation. The

amplitude and phase of the detected signal can then be related to absorption and

scattering changes as discussed in the following section. FM-DOS systems are

generally more expensive compared to CW-DOS due to the more complicated

electronics required to modulate the laser light. Currently, there is only one com-

mercial company with a marketed FM-DOS system (ISS Inc., Urbana, IL USA).

2.4.1 Diffuse Correlation Spectroscopy

DCS is a new technique developed at the University of Pennsylvania [63, 83, 84],

which is closely related to DOS. Unlike DOS, which is based on spectroscopic

measurements of light intensity for the determination of absorption and scattering

parameters, DCS is based on the scattering interaction between light and moving

objects. In particular, DCS contrast originates from moving red blood cells (or

similar objects) and provides information about blood flow in the tissue. DCS is a

variation of a similar method called laser speckle imaging [85] to account for

multiple-scattering events [84, 86]. The DCS instrument uses a long coherence

length laser and a single-photon counting detector module feeding into a temporal

autocorrelator. The coherence length of a laser is the distance that the laser light will

maintain its wave nature. A DCS system also requires the use of single-mode fiber

optics, which maintain coherence as they transmit light. In brief, when coherent light

scatters from a surface, it will create an interference pattern due to the wave nature of

light. If the surface is moving, the interference pattern will change over time as a

function of speed of the surface. Random (Brownian) and ballistic movement result

in different characteristic effects. By measuring the first-order temporal autocorre-

lation (g1(t)) between the arrival time of photons (e.g., the distribution of time

waited before the next photon arrives), the motion of the object can be estimated.

The expression for the autocorrelation function is given by [83]

g1ðtÞ ¼
hEðtÞ � Eðtþ tÞi
hEðtÞ � EðtÞi / e�

1
3
mA�m0s � em0s�k02�ahDr2ðtÞi (2.15)

where

hDr2ðtÞi ¼ 6DBt Brownian motion

hDr2ðtÞi ¼ V2t2 Random balistic motion
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where t is the autocorrelation delay time. The term k0 is the wavevector magnitude

of the incident light vector (k0 ¼ 2 � p � n=l, where n is the index of refraction of the
medium and l is the wavelength of light). Finally, the term a is a unit-less scalar

factor equal to the fraction of the light-scattering events from moving scatterers.

This is an unknown term which is usually grouped with absorption to create an

effective absorption term. The DCS expression depends on the absorption and

scattering coefficients and is specific for Brownian vs. ballistic motion of the

scatters. Over the last few years, there has been debate as to which of these two

models is more accurate for describing the effects of flow in tissue. For this reason,

the interpretation of DCS results is still somewhat uncertain since blood flow is

neither ballistic nor Brownian. DCS systems have now been used by several

research groups and have been applied to study blood flow changes in the brain

and muscle [87–89].

2.4.2 Spatially Resolved Spectroscopic Measurements

Quantitative recovery of hemoglobin (or other chromophores) via the MBLL (2.5)

is limited by knowledge of the DPF. Using time-resolved DOS methods, the DPF

factor can be directly estimated by time-of-flight measurements. The DPF factor

measured by time-resolved DOS has been tabulated for various tissues [49, 94–97].

The majority of DOS brain studies use CW-DOS methods. In this case, the DPF

cannot be directly measured and in most cases must be estimated either from

numerical models of the diffusion solution or obtained from tabulated DPF values

[98–100]. This approach suffers from uncertainties in the DPF, which varies

between people, tissue types [98], and with age [99]. Alternatively, one can

calibrate the DPF against the cardiac-induced arterial pulsation [92], but this

requires an accurate measurement of the cardiac pulsation within the optical signal,

which is not always achievable.

Spatially resolved spectroscopy (SRS) can be used to estimate the differential

path-length factor based on a model of how light intensity (and/or phase) varies as a

function of the source-detector distance. For homogeneous, semi-infinite media,

(2.13) predicts the intensity of light as a function of source-detector spacing and the

underlying absorption and scattering coefficients of the sample. From algebraic

manipulation of this expression (see [90]), it can be shown that the log of the

expected intensity of light (Udc) between a source and detector spaced at a distance

L has the following relationship:

logðUdcðLÞ � LÞ ¼ � ma
D

� �1=2	 

� Lþ Intdc (2.16)

where D is the diffusion constant as previously defined. By plotting the log

(Udc(L)
.L) versus L, the slope of this line is directly related to the absorption and
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scattering coefficients. The intercept of this curve (Intdc) has a rather complex form

and is detailed in [90]. Because this term is more difficult to estimate, it is often

ignored. The slope, which can be estimated by measurements of the light intensity

at differing source-detector spacing, contains two unknowns (mA and mS0). For CW-

DOS systems, which only measure the intensity of light, the absorption coefficient

can be estimated under the assumption of a fixed scattering coefficient.

Frequency-modulated and time-resolved DOS systems record additional time-

of-flight information, which can be used to further separate absorption and scatter-

ing. In the case of frequency-modulated DOS, additional information about the

phase (F) and modulated (UAC) components of the signal can be used to estimate

both absorption and scattering (see Fig. 2.6 for definitions). As derived in [90],

logðUacðLÞ � LÞ ¼ � ma
D

� �1=2
1þ o

v � ma

� �2" #1=2
þ 1

0
@

1
A
1=2

0
B@

1
CA � Lþ IntAC (2.17)

FðLÞ ¼ ma
2D

� �1=2
1þ o

nma

� �2" #1=2

� 1

0
@

1
A
1=2

0
B@

1
CA � Lþ IntF (2.18)

where o is the modulation frequency of the light (usually 100–200 MHz) and v is
the speed of light in the medium. Similar to the DC component, the log (UAC

.L) and
phase have a linear relationship with the source-detector spacing (L) for which the

slope can be estimated from spatially resolved measurements. The slope of all three

expressions contains two unknowns (mA and mS0). By combining any two of the

three measurements, absorption and scattering can be estimated. For the case of AC

and phase, the absorption and scattering coefficients are given by [90]

m0s ¼ Slopeac
2 � SlopeF

2

3ma

� �
� ma (2.19)

ma ¼
o
2n

SlopeF

Slopeac
� Slopeac

SlopeF

� �
(2.20)

where SlopeX denotes the estimated slope obtained from (2.17) and (2.18).

2.5 Design of Functional Brain Imaging Studies

In a typical DOI study of brain function, a grid of light sources and light detectors is

positioned on the head of a subject as is pictured in Fig. 2.1. Often this is done using

fiber optics. One end of these fibers is secured into a headgear device, while the
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other end of the fiber is connected to the imaging instrument. The arrangement of

these optodes on the head determines the depth sensitivity of the measurements to

underlying cerebral changes. This arrangement will also, in part, dictate the spatial

resolution and the magnitude of partial volume errors in the resulting image.

In practice, the design of the optical head cap is dictated by availability of

instrumentation, the area of the brain expected to be involved in the task, and by

the amount of time and effort needed to set up the cap. In many experiments, for

example in children or clinical populations, a sparse optical probe with a limited

number of sensors positioned over a particular region of interest is appropriate in

order to reduce subject burden and experiment setup time. The success of setting up

the optical cap is also determined by the location on the head. In regions of the head

with a high degree of curvature (e.g., the occipital or parietal regions), it may be

more difficult to achieve uniform contact of the fiber optics with the scalp. These

areas may also have more hair which is a consideration when positioning the optode

sensors. In general, one can expect the detected light intensity to be several orders

of magnitude lower than the input intensity due to absorption and scattering in the

tissue. If the sensor is not fully in contact with the scalp, light may scatter across

the surface and directly into the detector, producing a signal that may be orders of

magnitude higher than the signal due to the remitted light from the brain. To prevent

this effect, padding, foam, or other dark materials on the underside of the optical

probe are often used to absorb some of this surface light. Subject comfort is another

factor that can impact the experimental outcome. If the optical cap is too heavy

because it contains a large number of fiber optics or is placed too tightly on the

head, the subject may become restless and create motion artifacts (this is particu-

larly a problem in child and infant studies). Placing the cap too loosely may in turn

also increase motion artifacts due to the possibility of probe movement. Motion

artifacts in optical imaging may arise due to movement of the probe relative to the

head. However, if the probe is fixed properly to the head, the subject may still

be able to move during imaging. For example, optical studies have been done

during walking and balance tasks (see Fig. 2.7). Motion artifacts for DOI can

sometimes arise from movement of the muscles beneath the probe, such as those

controlling the eyebrows in the frontal pole or the jaw muscles which run along

the side of the head and over Wernicke’s and Broca’s areas. The design of the

optical probe must consider such artifacts, and, with care, these can be avoided in

many cases.

2.5.1 Applications of Functional Optical Imaging

In comparison to other vascular imaging modalities such as MRI or positron

emission tomography (PET), DOI is inexpensive and portable. As previously

detailed, one drawback of diffuse methods is the inherent stochastic nature of

light diffusion in a turbid media, which greatly limits the penetration depth and

spatial resolution. Therefore, DOI is not a replacement for high-resolution imaging
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methods like MRI and PET, but rather is often used to fill a unique niche with the

ability to scan populations or address scientific questions that would otherwise be

difficult to address. In particular, DOI has been used successfully in a number of

clinical and psychological studies of the brain as reviewed in several recent

publications [29, 91–97].

2.5.2 Clinical Applications of DOS

Since DOS systems are portable they can be brought to the bedside. Several clinical

DOS systems based on spatially resolved spectroscopy have already received

approval in the US and Europe. DOS provides the ability to measure cerebral

blood oxygenation, volume, or flow using portable instrumentation available for

bedside monitoring. To date, most of the clinical studies investigating DOS

have used spatially resolved spectroscopy (SRS) methods [15, 97–99]. DOS has

been used to investigate several clinical areas of research over the last three

Fig. 2.7 Examples of diffuse optical experiments. Examples of diffuse optical imaging studies

conducted at the University of Pittsburgh. (a) DOI being used during a clinical balance test. (b) A

wireless DOI system being used during rotational vestibular testing. (c) Optical measurements

during a tilt-test study of auto-regulation, (d) DOI measurements during caloric vestibular

stimulation of the inner ear, (e) a close-up of a small four-channel optical probe used during

rotational testing, (f) optical measurements during a computer test, (g, h) optical measurements of

a child and adult. (i) Example of DOI recordings concurrently with MRI and (j) with magnetoen-

cephalography (MEG)
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decades (reviewed in [31]). DOS has been applied in various situations including

monitoring of the brain during cardiac surgery [100–102], hypothermic cooling

[103, 104], carotid endarterectomy [105, 106], and during anesthesia [107]. The

outcomes of many of these studies have shown mixed success (reviewed in [108]).

In addition to the use of DOS as a monitoring device during clinical

interventions, it has also been proposed as a diagnostic/assessment tool. DOS has

been used to investigate the efficacy of the technique in various cerebral injuries

including hypoxia and ischemia [109], brain trauma [110, 111], metabolic failure

[112], and cerebral autoregulation impairments [113].

In recent years, the accuracy of estimates of cerebral blood oxygenation by DOS

has been questioned in a number of reviews [15, 98, 99]. This pertains in particular

to many of the CW-DOS-based commercial optical systems. However, it is impor-

tant to recall (refer to (2.16)) that SRS contains two unknown terms (absorption

and scattering); however, since CW-DOS systems measure only the amplitude of

the light intensity, only one of these terms can be estimated and the other (usually

scattering) must be assumed. The absolute value for blood oxygenation reported by

many of these systems uses calibration tables rather than empirical measurements

of the scattering term. In addition, the SRS is based on the solution to the diffusion

equation for homogeneous semi-infinite slab geometry. New DOS approaches

based on frequency-modulated or time-resolved methods may offer improvements

over the CW-based SRS technique. For example, FM-DOS has been applied

to measurements of cerebral blood volume and oxygen saturation in neonates

[114, 115] and has also been used in combination with DCS blood flow measure-

ments to estimate oxygen metabolism in the brain [116].

2.5.3 Adult and Child Psychology Studies

With the development of multi-channel DOS and DOI systems in the 1990s, optical

brain imaging was applied to various psychology functional tests in adults (reviewed

in [30, 92, 117, 118]), children [29, 119], and more recently infants [120, 121]. In

adults, optical brain imaging has been applied to many tasks ranging from classic

psychological tests such as N-back [122, 123], Stroop [124–126], emotion [127],

speech [120, 128, 129], and other attention ormemory tasks [130] to very novel tasks

such as fine motor skills [131], attention while driving a car [132], or social

engagement [133, 134] (reviewed in [30]). Many of these classic experiments

have been used to show correspondence between optical methods and other

modalities such as functional MRI or PET. To date, numerous multi-modal studies

(reviewed in [92]) have been done to compare DOI with fMRI [92, 135–140] or PET

[141, 142], which have further confirmed optical methods. Optical studies are less

expensive and can accommodate more flexible experimental designs compared to

fMRI or PET methods.

Optical brain imaging has also been widely used in the field of child and infant

psychology (reviewed in [143]). It is possible to build a lightweight, nonintrusive
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optical head cap, which can be comfortably worn by children. In some cases, this

head cap can be created to resemble a costume hat or helmet that encourages the

child to wear the DOI sensors throughout the experiment.

2.5.4 Studies of Movement and Balance

As long as the optical head cap remains fixed to the head, optical study participants

can actually move during experiments. In recent years, DOI has been applied to

various studies including balance [144], walking and gait [145, 146], and vestibular

testing [147, 148]. Several groups have created wireless and wearable instruments

that allow full subject motion during experiments [149]. This technology has

opened the door to a new range of experiments based on real-world activities.

Portable DOI has also been used in studies of brain activity during mobility tasks

such as driving a car [132] or in airplane pilots [150–155] and astronauts [156].

2.5.5 Multimodal Optical Imaging

Many of the commercial and custom DOI systems utilize fiber optics to couple

the instrument’s optical detectors and sources to a head cap worn by the subject.

Fiber optics allows for an extended distance between the subject and instrumen-

tation and thus makes it possible to record optical signals concurrently with

other modalities. Typical commercial fiber optics have attenuation factors of

only about 20 db/km, which means that very long fibers can be used with

virtually no loss of light. Glass fiber optics and plastic head cap materials can

be made to be compatible with other modalities such as fMRI [92, 131, 138–140,

157], PET [141, 142, 158], transcranial magnetic stimulation (TMS) [159, 160]

or magnetoencephalography (MEG) [161, 162]. Several research groups have

developed integrated electroencephalography (EEG) and optical sensors [163,

164], which allow concurrent recordings of neural and vascular signals. These

instruments have been applied to detect and classify seizures in adults [165–167]

and infants [168–172].
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Chapter 3

Diffuse Optical Tomography for Brain Imaging:

Continuous Wave Instrumentation

and Linear Analysis Methods

Paolo Giacometti and Solomon G. Diamond

3.1 Introduction

Near-infrared spectroscopy (NIRS) allows for noninvasive measurements of blood

volume and blood oxygenation changes in tissue with high temporal resolution.

Light sources illuminate near-infrared (NIR) laser light into tissue and light

detectors collect remitted light. The detected light is spectroscopically analyzed

to calculate blood volume and oxygenation changes. The results from these

calculations are obtained in the form of variations of oxygenated and deoxygenated

hemoglobin concentration. NIRS is specifically useful in functional neuroimaging

because of the relationship between neural and hemodynamic activity [12, 20, 35].

During functional activation in the brain, there is an increase of oxygen demand in

the area of activation and complex signaling to the vasculature that is mediated by

astrocytes and neurotransmitters. This signaling results in a local increase in blood

flow, blood volume, and also an increase in blood oxygenation in a stereotyped

hemodynamic response [38]. Obtaining measurements of the hemodynamic

response of localized regions of the brain allows for inferences to be made regard-

ing local neural activity. When light sources and detectors are placed over the scalp,

measurements across several regions of the brain can be performed simultaneously.

These measurements allow for tomographic images to be reconstructed into images

of brain activation with a technique called diffuse optical tomography (DOT). The

images generated show variations of local oxygenation changes and blood volume

dynamics prompted by functional brain activation.

NIRS systems are a combination of laser sources and light detectors. There are

three main types of NIRS systems: continuous wave (CW), time resolved (TR), and

frequency domain (FD) [7]. These are systems that require different hardware

and signal processing. Selecting the right instrument depends on the desired
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information, application, and allowable cost of the system. There are several types

of lasers and detectors used in NIRS systems. These vary depending on the type of

NIRS system, the application, the choice of wavelength, the signal to noise ratio

(SNR) needed, and the cost.

This review focuses on the description and mathematical analysis behind

CW-NIRS and the construction of a linear forward model for DOT. In the CW

case, laser diodes and photodiode detectors are often used to illuminate and detect

the remitted light respectively via fiber optics in order to obtain signals with high

sensitivity and low noise. There are several ways of analyzing the signals measured

with NIRS to obtain meaningful information. For CW-NIRS systems, changes in

blood oxygenation can be measured by analyzing the attenuation in the remitted

light using a combination of the modified Beer–Lambert law (MBLL) and the

diffusion approximation to the radiative transport equation (RTE). This method

provides a linear method for NIRS data and is the focus of this review. There are

other methods that can be used to model CW-NIRS, such as Monte Carlo simula-

tion [3] and higher order approximations of the RTE [23]. In order to understand the

mathematical analysis and models behind NIRS, several background concepts must

first be established.

3.2 Fundamental Concepts Related to NIRS

3.2.1 Light Interaction with Tissue

Spectroscopy is the study of light and its interaction with matter. For the case of

CW-NIRS, it is the analysis of light absorbance measurements to obtain chromo-

phore concentration changes. NIRS is based on the light absorption characteristics

that tissue has in the NIR range. Light absorption by different hemoglobin species

varies with wavelength. Generally, when light is illuminated into tissue, water

dominates photon absorption and attenuation. However, there is an optical window

in the near-infrared (NIR) range where water absorption is low enough so that

absorbance measurements at a few centimeters deep into biological tissue can be

acquired with diffuse photon propagation [5, 8]. Light absorption by hemoglobin is

dependent on whether it is in the oxygenated (HbO2) state, or the deoxygenated

or reduced (HbR) state [27]. Figure 3.1 shows the absorption spectra for hemoglo-

bin in its oxygenated and deoxygenated state as well as water as a function of

wavelength.

The 690 to 930 nm range is optimal for NIRS because hemoglobin dominates

light absorption and also because there is low enough absorption by water that

light can get through tissue to adequate depth for studies of human brain function.

Light absorption is first dominated by deoxygenated hemoglobin at the lower wave-

lengths and then, above the isobestic point at 808 nm, by oxygenated hemoglobin.
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3.2.2 Wavelength Choice

In order to solve for changes in blood oxygenation using the MBLL, at least two

wavelengths of light must be used. These wavelengths are chosen to minimize

cross-talk between chromophores [4, 33, 36]. If three or more wavelengths are

chosen, then it is useful to choose one wavelength before the isobestic point of

808 nm where HbO2 and HbR have the same level of absorption to provide a

measure of changes in blood volume. Assuming that other elements in the blood

remain relatively constant during changes in blood oxygenation (constant hemato-

crit), the total change in hemoglobin (DHbT) can be set equal to the total change in
blood volume (DBV) [40]

DBV ¼ DHbT ¼ DHbO2 þ DHbR:

Furthermore, some research groups use more than two wavelengths in order to have

an over-defined system or for estimation of additional chromophores, such as

cytochrome oxidase [5, 7]. Having an over-defined system can provide a measure

of uncertainty in the spectroscopic calculations due to inaccuracies in the model

assumptions discussed in Sect. 3.4. Using more than two wavelengths allows for

correction of the differential pathlength factor discussed in Sect. 3.4 [33, 37].

Fig. 3.1 Absorption spectra for hemoglobin, assuming 150 g of Hb per liter of whole blood and a

molecular weight of 64,500 g/mol, and water, assuming 1,000 g/l and a molecular weight of

18.015 g/mol [34]
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3.2.3 Absorption and Scattering

There are three main types of photon scattering, Rayleigh, Debye, and Mie [25, 27].

Rayleigh scattering is produced by the interaction of photons of wavelength l and

particles with radii much smaller than the wavelength r � l [27]. Debye scattering

is produced by the interaction of photons with particles with radii smaller than l but

much bigger than those producing Rayleigh scattering [27]. Mie scattering is

produced in the interaction of particles with radii bigger than the wavelength

r > l [25, 27]. Mie scattering is what predominates in NIRS as cells and other

particles within the tissue have radii bigger than the wavelengths of light

illuminated [25].

When photons enter a medium, they have three possible outcomes: they are

absorbed, they are transmitted through, or they are scattered to a different direction

of propagation. Scattered photons can again have any of those three outcomes,

making it possible for photons to be scattered enough to be remitted back toward the

surface and out of the head (Fig. 3.2).

Depending on the properties of the medium the probabilities of each outcome

change. In human tissue, scattering dominates and the highest percentage of

photons are scattered to a different direction of propagation [2, 7].

Brain NIRS is particularly well suited to studies of neonates because their head

sizes are small, and neonate skulls are thin. This allows for diffuse light transmis-

sion through the head where it is detected at the opposite side from the source

position. Enough light scatters through the head without being absorbed so that the

detected light is above the noise floor. For adults, the only way of using NIRS to

study brain function is by detecting remitted light from a detector located a few

centimeters away from the source position. This reflectance geometry remitted light

is of sufficiently high intensity because of the high scattering properties of tissues in

the head.

Fig. 3.2 Photon interaction

with matter
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3.3 Instrumentation

NIRS system hardware is composed of three main components that provide

illumination with NIR light, optical coupling of light with the subject, and detection

of remitted light. These components are (1) a laser source coupled to optical fibers,

(2) optical fibers connected to optical terminals that are positioned in contact with

the tissue illuminating and collecting remitted light, (3) optical fibers connected to

those terminals coupled to light detectors which measure incoming light. The source

and detector optical terminals at the scalp surface are referred to as “optodes.”

Optodes vary depending on the use and are designed to maximize optical coupling

with the head. Grid arrangements of sources and detectors are often used to measure

larger areas and to produce tomographic images of the measurements. DOT uses

optode grid arrangements to image the hemodynamic activity over areas of the brain.

Head probes are sometimes used to fasten the optodes onto the surface of the head in

order to increase positional accuracy across studies, and to improve stability and

optical coupling. Different laser systems are used for brain imaging with NIRS but

the most common is the semiconductor laser diode [5, 6]. Several light detectors

have been used in NIRS systems, typically photomultiplier tubes (PMT) and

photodiodes or avalanche photodiodes (APD) [5, 7].

3.3.1 Types of NIRS Systems

The different types of NIRS systems, continuous wave (CW), time resolved (TR),

and frequency domain (FD) provide different information [7]. They also vary in

cost, hardware setup, and application. CW-NIRS systems illuminate light at one

constant intensity and detect it at another attenuated constant intensity. They

commonly use laser diodes or light emitting diodes (LED) at discreet wavelengths

as source, and photodiodes or APD for detectors [7]. In TR-NIRS, a very short

duration pulse of light (on the order of picoseconds) is illuminated into the tissue.

This pulse is detected as a broadened temporal point spread function (TPSF) with

attenuated amplitude and longer decay. The tissue properties scattering coefficient

and absorption coefficient can be computed from the shape of the TPSF [23].

These tissue properties are discussed in more detail in Sect. 3.5. TR-NIRS systems

use semiconductor, dye, or solid state lasers for sources, and streak cameras, PMT,

or APD for detectors [7]. Frequency domain NIRS illuminates the tissue with

sinusoidally modulated intensity with an initial amplitude and phase. The detected

signal is another sinusoid with attenuated intensity and a phase shift. Tissue

scattering and absorption properties can be computed from the frequency and

phase shift [2, 19, 31]. FD-NIRS systems commonly use laser diodes or LED for

sources and PMT detectors [7]. CW systems tend to be less expensive and have

faster sampling rates for calculated hemodynamics than TR and FD-NIRS.
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CW-NIRS systems commonly use laser diodes for light illumination and

photodiodes or APD for light detection (Fig. 3.3).

The mathematical models and analysis of the data obtained with these systems

also vary. In TR spectroscopy optical properties can be obtained from the TPSF.

This review focuses on the instrumentation and mathematical analysis behind

CW-NIRS.

3.3.2 Laser Diodes

Laser diodes are semiconductor lasers that convert an applied electrical voltage into

emitted light. A laser requires light production, amplification, and feedback.

A forward bias voltage across a semiconductor produces carriers (electron-positive

ion pairs) in an active region that recombine emitting photons. Feedback is provided

by cleaved edges of the semiconductor material that act as mirrors because of

the high index of refraction difference between the semiconductor and the air. The

emitted photons are thus reflected back into an active region and amplified within

the active region by stimulated emission, where an incoming photon excites a carrier

which then recombines into another emitted photon, resulting in laser gain. The

combination of these processes generates, amplifies, and emits light with high

coherence, power, and efficiency. Laser diodes are very small and thus easy to use

in systems that have size restrictions. Also, they can emit light at a wide range of

wavelengths (� 400 nm ! � 2,500 nm) depending on the material and size [28].

3.3.3 Photodiodes

Photodiodes are semiconductor light detectors that convert incoming photons

into an electrical current. When light enters the photodiode, a carrier is excited.

A reverse bias voltage applied across the semiconductor drives the electron to an

anode and the positive ion to a cathode, creating a photocurrent. The photocurrent is

the electrical signal measured. Since there is a direct relationship between the

Fig. 3.3 Types of NIRS systems
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incoming light and the measured photocurrent, quantitative measurements can be

made with this device. Photodiodes can detect light with a large wavelength range

of 180 to 2,600 nm [28]. Technological advances allows for the manufacturing of

photodiodes to be cheap and mass-produced. They are very small light sensors that

can be easily paired to fiber optics for light detection; their size makes them a

desirable light detector for any device. Photodiodes have low sensitivity because

they have no gain, so an external amplifier is generally needed to amplify the signal

and this adds noise to the system reducing the SNR. However, they are very fast, so

temporal resolution of the signal obtained is very high.

3.3.4 Avalanche Photodiodes

APD are a type of photodiode that has a large reverse bias voltage applied to it. The

large electric field allows for signal amplification to be generated within the

photodiode and have much higher quantum efficiency. Since signal is amplified

within the device, they can be used in applications that require high sensitivity and

can measure lower level light. APD can detect light of wavelengths of 300 to

1,600 nm, depending on the material used [14]; some have been manufactured

to detect wavelengths of up to 4 mm [28].

3.3.5 Optode and Head Probe Design

Important design criteria for optode design are based on maximizing optical

coupling between the optodes and the scalp, or minimizing the losses of light.

Light is lost at the interface between the source optodes and the scalp for light

delivery and again between the scalp and the detector optodes during collection of

remitted light. Also, there might be interfaces within the optode, depending on its

design. Optodes are often just the polished ends of the optical fibers, usually in a

plastic encasing. Optical components such as lenses and prisms are used to improve

the numerical aperture or to change the direction of light propagation from the

optodes. Instead of prisms, fibers are bent to a 90∘ angle in some designs to obtain

the same effect without adding another interface. In this case, the optode tends to be

bigger as fibers have a limit on the radius of curvature. Some causes of reduced

optical coupling include hair and natural oils that infiltrate between the optode and

the scalp, reducing the effective detection area of the optode. Some designs address

these issues by adding convex tips to the optodes or by shifting them down through

the hair upon placement. For single NIRS measurements, or when only a few

optodes are used, optodes can just be fastened to the head with headbands or

caps. Stability during head movements is essential to acquire useful data. For larger

coverage, multiple optodes are used. There are different solutions used by different

groups, often using probes to hold the optodes in place [35, 41].
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More complex head probes are sometimes used to fasten optodes onto the

surface of the head. These can provide a repeatable way of positioning optodes in

the head in a stable way, increasing positional accuracy and ease of use. Probes are

often designed around the inter-optode distance desired and the dimensions of the

optodes. Design considerations include getting through hair and in contact with the

scalp effectively, holding optodes normal to the surface of the scalp in a stable way,

applying pressure on optodes for effective coupling without injuring the subject,

positioning the optodes accurately for clinical translation, among others. All of

these considerations must be repeatable across subjects and done in an efficient way

to minimize set up time. Probe design evaluation criteria include stability during

head movement, head size and shape variability, ease of use, durability, and

sometimes standardized positioning or low profile. In case of multimodal brain

imaging, head probes must consider materials compatibility, particularly for the

case of MRI or MEG.

3.4 Linear Analysis Methods for NIRS

NIRS measures light intensity at different locations in the scalp at different

wavelengths. For the CW-NIRS case, a linear forwardmodel may be used to analyze

the data. This linear relationship is derived from the Beer–Lambert Law, which

relates the input and output intensities with the length between source and detector,

sample concentration, and extinction coefficient of the sample measured. Certain

modifications need to be performed to this law in order to apply it to measurements

in tissue to account for light scattering and geometric uncertainty. The MBLL

accounts for scattering and geometric factors [18]. Chromophore concentration

changes can be obtained from NIRS intensity measurements using MBLL.

3.4.1 Transmission Model

The Beer–Lambert Law is a mathematical model that approximates light absorption

for the transmission model shown in Fig. 3.4. This model assumes dilute samples

where light scattering effects can be ignored, regular geometry where the length of

the sample is readily obtained, and simple sample geometry such that light travels

coherently in a straight path. If the sample is a tissue rather than a dilute chemical,

the optical properties produce a high degree of scattering and the transmission

model and the mentioned assumptions no longer apply.

For a model of light transmitted through a sample without scattering, the

Beer–Lambert Law is

I ¼ Ioe
�maL; (3.1)
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where I is the measured intensity, Io is the input intensity, ma is the absorption

coefficient, and L is the length of the sample as seen in Fig. 3.4, or the distance

between input source and output detector. Using the definition of the absorption

coefficient

ma ¼ lnð10Þel½C�; (3.2)

the Beer–Lambert law can be rewritten as

I ¼ Ioe
�lnð10Þel½C�L

I ¼ Io10
�el½C�L;

(3.3)

where el is the molar extinction coefficient of the sample at wavelength l, [C] is the
sample concentration. The base e in Eq. (3.1) is changed to base 10 in Eq. (3.3)

because the values for el are usually tabulated in logarithms of base 10 [17, 39, 43].

3.4.2 Light Absorption

Light transmittance T and absorption A, also called optical density OD, are defined

from the Beer–Lambert Law as

T ¼ I

Io
(3.4)

A ¼ OD ¼ � log10 Tð Þ

¼ log10
Io
I

� �

OD ¼ el½C�L (3.5)

With Eq. (3.5), values for concentration can be calculated from measured input

and output intensities, provided a value for extinction coefficient and length L of the

given sample. For several chromophores and wavelengths, given known extinction

coefficients, the absorption can be extended to

Fig. 3.4 Light propagation

through sample

3 Diffuse Optical Tomography for Brain Imaging. . . 65



ODl ¼
X

i
ei;l½C�iL: (3.6)

Calculating values of [C]i in this case requires solving a system of equations. For

example, for three chromophore concentrations measured with three wavelengths,

the equations are

ODl1 ¼ ðe1;l1 ½C�1 þ e2;l1 ½C�2 þ e3;l1 ½C�3ÞL
ODl2 ¼ ðe1;l2 ½C�1 þ e2;l2 ½C�2 þ e3;l2 ½C�3ÞL
ODl3 ¼ ðe1;l3 ½C�1 þ e2;l3 ½C�2 þ e3;l3 ½C�3ÞL : (3.7)

3.4.3 Modified Beer–Lambert Law

The Beer–Lambert Law must be modified to account for changes in light propaga-

tion through samples that have scattering. The changes take into consideration the

extra length the light travels before being detected. As opposed to using the source-

detector separation distance, it uses a mean optical path length. The Beer–Lambert

law is thus changed to

ODli ¼ eli ½C�hLi þ G; (3.8)

where the mean optical path length is

hLi ¼ zL; (3.9)

L is the sample length and z is the differential pathlength factor. This length

correction by z accounts for the increased travel distance of photons due to

scattering as shown in Fig. 3.5.

This modification allows for the calculation of tissue concentration given

measured input and output intensities, extinction coefficients, length of the sample,

and the differential pathlength factor. However, this is an empirical model that

requires an extra geometry-dependent scattering term G to account for losses due to

scattering and more complex geometries encountered with in vivo measurments

[8]. The resulting equation is known as the modified Beer-Lambert Law (MBLL).

Fig. 3.5 Scattering light

propagation through sample
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3.4.4 Concentration Changes

Absolute estimates of concentration cannot be obtained without knowing the

geometry-dependent term G. However, changes in concentration from a baseline

condition are of primary interest in functional brain imaging and do not depend on

G. For measurements at times t1 and t2, the extinction coefficient el, differential
pathlength factor z, length L, and scattering term G remain approximately constant.

Computing change in absorption removes the scattering term and yields change in

concentration

DODl ¼ OD2;l � OD1;l

DODl ¼ el½C�2zLþ G� el½C�1zL� G

DODl ¼ elð½C�2 � ½C�1ÞzL
DODl ¼ elD½C�zL; (3.10)

where DODl is the change of absorption at wavelength l and D[C] is the change in
concentration from t1 to t2. This difference calculation yields concentration changes
from a change in absorption and the remaining terms that were previously known.

The change in absorption can be calculated with simple logarithm identities as

DODl ¼ OD2;l � OD1;l

DODl ¼ log10
Io
I2

� �
� log10

Io
I1

� �

DODl ¼ log10
Io
I2
� I1
Io

� �

DODl ¼ � log10
I2
I1

� �
(3.11)

where there is no need for an initial intensity value, and a change in concentration

can readily be obtained from available measurements. A concentration change

between any two times of measurement can be obtained by providing the

measurements of the intensities at those times. This calculation also allows for

continuous measurement of concentration change starting at any time point yielding

the desired graphs of concentration change over time.

3.4.5 Brain Measurements with NIRS

For the case of cerebral NIRS, the MBLL accounts for scattering of light through

the tissue. For this case, the measurements of interest are generally oxygenated

hemoglobin (HbO2), deoxygenated or reduced hemoglobin (HbR), and sometimes
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additionally cytochrome oxidase aa3. Concentration changes for these

chromophores obtained from, for example, a four-wavelength NIRS system use

the model

DODl1 ¼ Lzl1ðeHbO2;l1 ½C�HbO2
þ eHbR;l1 ½C�HbR þ eaa3;l1 ½C�aa3Þ

DODl2 ¼ Lzl2ðeHbO2;l2 ½C�HbO2
þ eHbR;l2 ½C�HbR þ eaa3;l2 ½C�aa3Þ

DODl3 ¼ Lzl3ðeHbO2;l3 ½C�HbO2
þ eHbR;l3 ½C�HbR þ eaa3;l3 ½C�aa3Þ

DODl4 ¼ Lzl4ðeHbO2;l4 ½C�HbO2
þ eHbR;l4 ½C�HbR þ eaa3;l4 ½C�aa3Þ

(3.12)

This can be written in matrix form as

DOD ¼ hLiED½C�; (3.13)

where

DOD ¼

DODl1

DODl2

DODl3

DODl4

2
666664

3
777775
;E ¼

eHbO2;l1 eHbR;l1 eaa3;l1
eHbO2;l2 eHbR;l2 eaa3;l2
eHbO2;l3 eHbR;l3 eaa3;l3
eHbO2;l4 eHbR;l4 eaa3;l4

2
6664

3
7775;

D½C� ¼
D½C�HbO2

D½C�HbR
D½C�aa3

2
664

3
775; hLi ¼

Ll1zl1 0 0 0

0 Ll2zl2 0 0

0 0 Ll3zl3 0

0 0 0 Ll4zl4

2
6664

3
7775:

(3.14)

This MBLL equation allows for mathematical calculations that can be performed

in real-time during experimentation that give chromophore concentration changes

relative to an initial reference measurement. Using the Moore–Penrose

pseudoinverse, a least squares result of the chromophore concentration change can

be obtained as

D ^½C� ¼ ðFFTÞ�1
FTDOD; (3.15)

where

F ¼ hLiE: (3.16)

In the case of NIRS for brain function, L is no longer the thickness of the sample but

the separation between source and detector, which is typically on the same side of

the head in a reflectance geometry, as seen in Fig. 3.6.

Various methods are used to obtain numerical values for z depending on the

experimental objectives and the level of accuracy desired. Experimentally
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measured values for z have been made using TR and FD-NIRS, and those values are

often used in CW-NIRS studies [10]. In many cases, z is assumed to be constant for

all NIR wavelengths. Also, even though z varies over different regions of the head
[42], some experimenters use a single value for measurements regardless of where

on the head the source and detectors are placed, assuming that the underlying

structure and tissue thicknesses are similar enough that the discrepancy does not

affect the result significantly.

3.5 Diffusion Approximation to the RTE

There are also ways for obtaining the differential pathlength factor z that use

simulation of the propagation of light in the tissue to determine z. A common

method used is Monte Carlo (MC) simulation, where the paths taken by millions of

photons are simulated in a three-dimensional head model to generate a model of the

measurements [3]. MC simulations provide estimates of the differential pathlength

factor that can be used in data analysis. This method is computationally intensive

and is only as accurate as the anatomical model and tissue properties used. The

anatomical models for MC are typically obtained from high-resolution magnetic

resonance imaging (MRI) scans. Another method to obtain the differential

pathlength factor is solving the RTE using approximations of the physics to

simulate the propagation of light in the tissue. This approximate method can be

Fig. 3.6 Functional near-infrared spectroscopy
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more time-efficient than using MC simulation. This result yields a value for z that
can be used in combination with the MBLL to obtain chromophore concentration

changes from light intensity measurements.

The diffusion approximation to the RTE presented herein only applies to media

that is highly scattering, such as most biological tissues in the head, and where

scattering dominates over absorption. Also, it is assumed that scattering is only

linearly anisotropic and that the rate of change of the radiance is much lower than

the collision frequency [24]. The diffusion equation is the PN approximation to the

RTE with N ¼ 1 [2]. For the case of CW-NIRS, a steady-state solution is assumed.

3.5.1 The Radiative Transport Equation

The RTE is an expression for conservation of radiance over a control volume,

1

cm
� @Lðr; t; ŝÞ

@t
þr � ŝLðr; t; ŝÞ ¼ �mtLðr; t; ŝÞ þ ms

Z
4p
Lðr; t; ŝÞf ðŝ; ŝ0Þdo0

þ Sðr; t; ŝÞ; (3.17)

where cm
m
s2

� �
is the speed of light in the medium, and Lðr; t; ŝÞ Wm�2sr�1½ � is the

radiance in position r, at time t, and direction ŝ. The total attenuation coefficient

mt cm
�1½ � is

mt ¼ ma þ ms; (3.18)

where ma cm
�1½ � is the absorption coefficient, and ms cm

�1½ � is the scattering

coefficient. The term 1
cm � @L r;t;ŝð Þ

@t in the RTE is the rate of change of the radiance,

or the difference of photons entering and leaving the volume;r � ŝL r; t; ŝð Þ is the

flux of radiance out of a controlled volume; � mtL r; t; ŝð Þ accounts for the losses of
radiance due to absorption and scattering; ms

R
4p L r; t; ŝð Þf ŝ; ŝ0ð Þdo0 accounts for

corresponding radiance gains where f ŝ; ŝ0ð Þ is the normalized differential scattering

phase function, or the probability that a photon traveling in direction ŝ0 will be

scattered into direction ŝ; and S r; t; ŝð Þ Wm�3sr�1½ � is a source term that accounts for

irradiance on the tissue or fluorescence within the tissue.

3.5.2 The Diffusion Equation Approximation

Using the definition of fluence rate F r; tð Þ Wm�2½ � and flux density J r; tð Þ Wm�2½ �,
and assuming scattering is only linearly anisotropic, one can derive the diffusion

equation as an approximation to the RTE. Fluence rate is defined as
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Fðr; tÞ ¼
Z
4p
Lðr; t; ŝÞdo; (3.19)

and flux density is defined as

Jðr; tÞ ¼
Z
4p
Lðr; t; ŝÞ � ŝdo: (3.20)

Conservation of energy is applied and the transport equation is first integrated for

all solid angles ŝð Þ. Doing this for the first term yields

Z
4p

1

cm
� @Lðr; t; ŝÞ

@t
do ¼ 1

cm

Z
4p

@Lðr; t; ŝÞ
@t

do ¼ 1

cm

@

@t

Z
4p
Lðr; t; ŝÞdo

� �

¼ 1

cm

@Fðr; tÞ
@t

: (3.21)

For the second term this yields

Z
4p
r � ŝLðr; t; ŝÞdo ¼ r �

Z
4p
ŝLðr; t; ŝÞdo ¼ r � Jðr; tÞ: (3.22)

For the third term this yields

Z
4p
�mtLðr; t; ŝÞdo ¼ �mt

Z
4p
Lðr; t; ŝÞdo ¼ �mtFðr; tÞ: (3.23)

The integral term becomes

Z
4p
ms

Z
4p
Lðr; t; ŝÞf ðŝ; ŝ0Þdo0do ¼ ms

ZZ
4p
Lðr; t; ŝÞf ðŝ; ŝ0Þdo0do

¼ ms

Z
4p
Lðr; t; ŝÞ

Z
4p
f ðŝ; ŝ0Þdo0

� �
do

¼ ms

Z
4p
Lðr; t; ŝÞdo

¼ msFðr; tÞ; (3.24)

where

Z
4p
f ðŝ; ŝ0Þdo0 ¼ 1; (3.25)

given that the definition of the differential scattering function is normalized.

Finally, the last term becomes
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Z
4p
Sðr; t; ŝÞdo ¼ Soðr; tÞ: (3.26)

Combining all these results yields

1

cm

@Fðr; tÞ
@t

þr � Jðr; tÞ ¼ �mtFðr; tÞ þ msFðr; tÞ þ Soðr; tÞ: (3.27)

Fick’s law states that the flux of a quantity is proportional to its concentration

gradient [16, 23]. Applying this to fluence rate, Fick’s law states that photon power

results from the gradient of fluence rate

Jðr; tÞ ¼ �D0rFðr; tÞ; (3.28)

where D0 is the photon diffusion coefficient or diffusion factor. Using Fick’s law in

the result obtained above at steady state produces

1

cm

@Fðr; tÞ
@t

þr � Jðr; tÞ ¼ �mtFðr; tÞ þ msFðr; tÞ þ Soðr; tÞ;
@Fðr; tÞ

@t
¼ 0;

�D0r2Fðr; tÞ ¼ �mtFðr; tÞ þ msFðr; tÞ þ Soðr; tÞ

(3.29)

Combining the fluence rate using the definition of total attenuation coefficient mt
¼ ma þ ms yields the steady-state diffusion equation for fluence rate.

� D0r2Fðr; tÞ ¼ �maFðr; tÞ þ Soðr; tÞ: (3.30)

This derivation shows that the transport equation can be approximated by the steady-

state diffusion equation subject to assumptions that the process is dominated by

linearly anisotropic scattering. The diffusion equation can be solved analytically for

simple geometries or using finite element or finite difference analysis for more

complex tissue geometries. Experimentally obtained values for the absorption coeffi-

cient and diffusion coefficient can be used for the calculations. Using this model has

been found to reasonably approximate light-tissue interaction everywhere in the head

except for in the cerebrospinal fluid (CSF), where scattering is less dominant [21].

3.5.3 The Diffusion Coefficient

Fick’s Law in Eq. (3.28) uses the diffusion coefficient D0 as a proportionality

constant. To determine the diffusion coefficient, a derivation from the RTE must

be performed once again. In this case, the RTE is first multiplied by the direction

vector ŝ and then integrated over all solid angles. As done for the previous
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derivation, the definitions for fluence rate and flux density are used and the term by

term solution is provided. Again, the RTE is

1

cm
� @Lðr; t; ŝÞ

@t
þr � ŝLðr; t; ŝÞ ¼ �mtLðr; t; ŝÞ þ ms

Z
4p
Lðr; t; ŝÞ f ðŝ; ŝ0Þdo0

þ Sðr; t; ŝÞ: (3.31)

For the first term, the multiplication and integration produce

Z
4p

ŝ

cm
� @Lðr; t; ŝÞ

@t
do ¼ 1

cm

Z
4p
ŝ
@Lðr; t; ŝÞ

@t
do

¼ 1

cm

@

@t

Z
4p
ŝLðr; t; ŝÞdo

� �
¼ 1

cm

@Jðr; tÞ
@t

: (3.32)

For the second term the identities

Z
4p
ŝðŝ � AÞdo ¼ 4p

3
A

Z
4p
ŝ½ŝ � rðA � ŝÞ�do ¼ 0

9>>>=
>>>;

for any vector A; (3.33)

are needed. Also, the Legendre polynomial expansion

Lðr; t; ŝÞ ¼ 1

4p

Z
4p
Lðr; t; ŝÞdoþ 3

4p

Z
4p
Lðr; t; ŝ0Þŝ0ŝdo0

Lðr; t; ŝÞ ¼ 1

4p
Fðr; tÞ þ 3

4p
Jðr; tÞŝ

(3.34)

can be used assuming that scattering is only linearly anisotropic. Applying the

identities and polynomial expansion to solve the multiplication and integration of

the second term yields

Z
4p
ŝr � ŝLðr; t; ŝÞdo ¼

Z
4p
ŝ½ŝ � rLðr; t; ŝÞ�do

¼ 1

4p

Z
4p
ŝ½ŝ � rFðr; tÞ�doþ 3

4p

Z
4p
ŝ½ŝ � rJðr; tÞŝ�do

¼ 1

4p
4p
3
rFðr; tÞ

� �

¼ 1

3
rFðr; tÞ:

(3.35)
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For the third term this yields

Z
4p
�mtŝLðr; t; ŝÞdo ¼ �mt

Z
4p
ŝLðr; t; ŝÞdo ¼ �mtJðr; tÞ: (3.36)

The integral term becomes

Z
4p
msŝ

Z
4p
Lðr; t; ŝÞf ðŝ; ŝ0Þdo0do ¼ ms

ZZ
4p
ŝLðr; t; ŝÞf ðŝ; ŝ0Þdo0do

¼ ms

Z
4p
ŝLðr; t; ŝÞ

Z
4p
f ðŝ; ŝ0Þdo0

� �
do

¼ msg
Z
4p
ŝLðr; t; ŝÞdo

¼ msgJðr; tÞ;

(3.37)

given that

Z
4p
f ðŝ; ŝ0Þdo0 ¼ g; (3.38)

where g is the average cosine of the scattering angle or the anisotropic factor, which
will be discussed in Sect. 3.5.4. Finally, the source term integrates to a flux source

term that can be neglected away from the source location. Combining all these

results yields

1

cm

@Jðr; tÞ
@t

þ 1

3
rFðr; tÞ ¼ �mtJðr; tÞ þ msgJðr; tÞ: (3.39)

The reduced scattering coefficient is defined as

m0s � ð1� gÞms; (3.40)

where the scattering coefficient is reduced by the amount that light traveling in

other directions is scattered back toward direction ŝ, described by the anisotropic

factor g. Similarly, the reduced total attenuation coefficient is defined as

mtr � ma þ m0s: (3.41)

Using these definitions and the definition of total attenuation coefficient mt;
Eq. (3.39) simplifies to
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1

cm

@Jðr; tÞ
@t

þ 1

3
rFðr; tÞ ¼ �ðmt � msgÞJðr; tÞ

¼ �ðma þ ms � msgÞJðr; tÞ
¼ �ðma þ ð1� gÞmsÞJðr; tÞ
¼ �ðma þ m0sÞJðr; tÞ
¼ �mtrJðr; tÞ

(3.42)

Due to the highly scattering nature of light transport in biological tissue, it can be

assumed that the rate of change of the radiance is much lower than the collision

frequency [24]:

dLðr; t; ŝÞ
dt

¼ 0: (3.43)

This assumption implies that the diffusion coefficient remains constant in time and

can be calculated in steady state. In steady state the solution becomes

1

cm

@Jðr; tÞ
@t

þ 1

3
rFðr; tÞ ¼ �mtrJðr; tÞ

1

3
rFðr; tÞ ¼ �mtrJðr; tÞ;

@Jðr; tÞ
@t

¼ 0:

(3.44)

Solving for the flux density yields

Jðr; tÞ ¼ � 1

3mtr
rFðr; tÞ (3.45)

which has the form of Fick’s law for fluence rate as defined in Eq. (3.28). The

diffusion coefficient can be obtained by comparison as

D0 ¼ 1

3mtr
: (3.46)

3.5.4 Scattering Phase Function

The scattering phase function f ŝ; ŝ0ð Þ is the probability that a photon traveling in

direction ŝ0 will be scattered into direction ŝ. The anisotropic factor g is the average
cosine of the scattering angle. This factor is useful to describe the distribution of

scattering in a medium because it provides a way to quantify the amount

of scattering in each direction with one term. For instance, g ¼ 1 refers to forward

scatter, g ¼ 0 refers to isotropic scatter, and g ¼ �1 refers to backscatter [27]. The

Henyey–Greenstein phase function
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pHG ¼ 1� g2

ð1þ g2 � 2g cos yÞ32
(3.47)

is related to the anisotropy coefficient g and is often used as it depends only on the value
of the angle and closely describes the linearly anisotropic diffusion of light in tissue.

Figure 3.7 shows the normalized probability distribution pHG for several values of g.
The attenuation seen in the intensity of light in the medium as it propagates

through depends not only on absorption but also on scattering. The contribution to

attenuation due to scattering is quantified in the ratio of attenuation due to scattering

and the total attenuation

L ¼ ms
ms þ ma

(3.48)

and is called the albedo [27].

3.5.5 Boundary Conditions and Source Term Modeling

The diffusion approximation to the RTE is valid provided that light scattering is

isotropic or linearly anisotropic. This is not the case at the boundaries, where light

Fig. 3.7 Henyey–Greenstein phase function
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changes suddenly from linearly anisotropic scattering inside the tissue to non-scattering

outside. Since the measurements are made in the tissue boundaries, appropriate

boundary conditions must be added to the model so that calculations are accurate.

First, the flux into tissue is given by input intensity. Also, given that measurements are

made at the surface of the head and that as photons move deeper into the head the

likelihood of them being absorbed rather than scattered increases, it can be assumed

that the fluence rate approaches zero at large depths. Since air is a non-scattering

medium, light does not reflect back into tissue once it exits. So, fluence can be assumed

to be zero anywhere outside the model. Finally, there is some Fresnel reflection of light

back into tissue at the boundary. This light is effectively the same as if there was light

incident from the outside and can be considered as an additional source term [15].

Light exiting a laser source and entering the tissue is coherent and collimated.

This means that the illuminated light is mainly composed of ballistic photons, or

photons traveling in a straight path. The highly scattering medium they encounter as

they enter the tissue changes this property and, approximately one scattering event

in length deep, photons start diffusing through tissue. At this point, light scattering

is approximately linearly anisotropic and the model assumptions hold. So, photons

can be modeled as traveling in a ballistic manner for a small depth until the

diffusion model applies. To compute this, the input sources and detectors are placed
1
m0s

deep into the tissue in the model [30].

3.6 Modeling the Optical Pathlength

With the diffusion coefficient calculated it is then possible to compute solutions to

the diffusion equation to obtain a map of steady-state fluence rate in tissue. The final

steady-state diffusion equation is

� 1

3mtr
r2Fðr; tÞ ¼ �maFðr; tÞ þ Soðr; tÞ: (3.49)

It must be noted that time-variation in the diffusion coefficient, meaning changes

in the absorption coefficient or the reduced scattering coefficient, will violate the

assumptions made in order to approximate the RTE with the diffusion equation.

Computation of the diffusion equation can be performed using the solution above

using experimentally obtained coefficients and approximating the source term to be

the value of illuminated irradiance onto the tissue in the source locations and zero

everywhere else. In this way a distribution of fluence rate in tissue can be calculated

as shown in Fig. 3.8.

A similar calculation is performed with Eq. (3.49) to obtain a fluence rate distri-

bution for a source if it was located at the detector position. This detector-as-source

calculation is used to represent the path distribution of photons that are remitted from

the tissue at the detector. The fluence rate distributions from the source and detector

are then multiplied to obtain a spatial sensitivity function (Fig. 3.9) for NIRS/DOT

following the Rytov approximation as discussed in Sect. 3.6.3.
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3.6.1 Mean Optical Pathlength for NIRS

Connecting MBLL with the diffusion equation requires the establishment of a

relationship between the mean optical pathlength hLi and fluence rate F. The
mean optical path length hLi ¼ zL from equations (3.9)–(3.11) is defined as

Fig. 3.8 Cross-sectional views of the normalized photon fluence rate distribution on a log10 scale

from a single continuous-wave laser source illuminating a slab of homogeneous tissue (left) and a

source located at the detector position (right). These solutions were simulated using the diffusion

approximation to the radiative transport equation

Fig. 3.9 Sensitivity function for NIRS/DOT on a log10 scale showing the spatial distribution of

photon paths that originate at the source position and are remitted from the tissue to the detector

position. Normalized using the Rytov approximation
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hLi ¼ DODl

elD½C� ¼ �
log10

I2ðrdÞ
I1ðrdÞ

� 	

elD½C� (3.50)

or

hLi ¼ DODl

lnð10ÞDma
¼ �

ln I2ðrdÞ
I1ðrdÞ

� 	

Dma
; (3.51)

where rd is the detector position. When expressed in this way, hLi can be viewed as
the sensitivity of the DOD measurements to absorption or concentration changes in

the tissue. This can be calculated by solving equation (3.49) for two slightly

different values of ma and then evaluating the ratio of the fluence rate at the detector,
which will equal the intensity ratio

Fs;2ðrdÞ
Fs;1ðrdÞ ¼

I2ðrdÞ
I1ðrdÞ : (3.52)

This requires assuming the baseline values of ma, ms, and g and provides the final

term required to be able to solve the MBLL in Eq. (3.9) or (3.15) from given

measurement data. Given z, the solution to the diffusion equation presented above,

the necessary components for solving the MBLL are the source-detector separation

and the measured intensities at different times. This is a straightforward way of

obtaining chromophore concentration changes from intensity measurements.

3.6.2 Modeling the Partial Optical Pathlength for DOT

Brain imaging with DOT requires that the mean optical pathlength can be extended

to the concept of a partial optical pathlength hLVi that indicates the sensitivity of

DODl to changes in chromophore concentration in a volume V in the tissue

hLVi ¼ @ODl

el@½C�V
; (3.53)

or

hLVi ¼ @ODl

lnð10Þ@ma;V
: (3.54)

The spatial distribution of hLV(r)i at position r is proportional to the fluence rate

distribution from the diffusion approximation subject to the Rytov approximation [11]
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hLVðrÞi ¼ a
FsðrÞFdðrÞ
FsðrdÞ dV; (3.55)

where a is the constant of proportionality, r is the location of the volume region V,
the subscript s is for the source fluence function, and d is for the detector fluence

function. The proportionality is resolved by equating the integral of the Rytov

approximation with the mean optical pathlength

hLi ¼ a
Z
V

FsðrÞFdðrÞ
FsðrdÞ dVðrÞ: (3.56)

The relation between hLi, Dma, and DODl in Eq. (3.51) used to replace hLi resolves
the constant of proportionality

a
Z
V

FsðrÞFdðrÞ
FsðrdÞ dVðrÞ ¼ �

ln I2ðrdÞ
I1ðrdÞ

� 	

Dma
;

a ¼ �
ln I2ðrdÞ

I1ðrdÞ
� 	

Dma
R
V

FsðrÞFdðrÞ
FsðrdÞ dVðrÞ

: (3.57)

The partial optical pathlength is obtained by substituting equation (3.57) into

Eq. (3.55).

3.6.3 Linear Forward Model for DOT

The partial pathlength form of the matrix MBLL in Eq. (3.13) is the volume

integral over the tissue sample

DOD ¼
Z
V

hLViED½C�V : (3.58)

For a sample that is discretized into N voxels of volume Vn, the integral becomes

the sum

DOD ¼
XN

n¼1
hLniED½Cn�; (3.59)

where hLni is the partial optical pathlength in the nth voxel

hLni ¼
Z
Vn

hLVi: (3.60)
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Amatrix form linear forward model for DOT can now be formulated. Suppose there

are Ni chromophores indexed by i, and Nj source-detector optode measurement

pairs, indexed by j, that contain the Nk wavelengths, indexed by k. The DOD
measurement for the jth source-detector pair of the kth wavelength is modeled as

DODj;k ¼
XN

n¼1

XNi

i¼1
hLn;j;kiEk;iD½Cn;i�: (3.61)

Equation (3.61) can be expressed in matrix form as a linear system of equations

similar to Eq. (3.13) where F is the DOT forward model

DOD ¼ FD½C�; (3.62)

where, for example with Nj ¼ 4 source-detector pairs, Nk ¼ 2 wavelengths, Ni ¼ 2

chromophores, and N ¼ 4 voxels

DODðj;kÞ ¼

DOD1;1

DOD1;2

DOD2;1

DOD2;2

DOD3;1

DOD3;2

DOD4;1

DOD4;2

2
666666666666664

3
777777777777775

;D½Cðn;iÞ� ¼

D½C1;1�
D½C2;1�
D½C3;1�
D½C4;1�
D½C1;2�
D½C2;2�
D½C3;2�
D½C4;2�

2
666666666666664

3
777777777777775

; (3.63)

Fðn;j;kÞðk;iÞ ¼

hL1;1;1iE1;1 hL2;1;1iE1;1 hL3;1;1iE1;1 hL4;1;1iE1;1 hL1;1;1iE1;2 hL2;1;1iE1;2 hL3;1;1iE1;2 hL4;1;1iE1;2

hL1;1;2iE2;1 hL2;1;2iE2;1 hL3;1;2iE2;1 hL4;1;2iE2;1 hL1;1;2iE2;2 hL2;1;2iE2;2 hL3;1;2iE2;2 hL4;1;2iE2;2

hL1;2;1iE1;1 hL2;2;1iE1;1 hL3;2;1iE1;1 hL4;2;1iE1;1 hL1;2;1iE1;2 hL2;2;1iE1;2 hL3;2;1iE1;2 hL4;2;1iE1;2

hL1;2;2iE2;1 hL2;2;2iE2;1 hL3;2;2iE2;1 hL4;2;2iE2;1 hL1;2;2iE2;2 hL2;2;2iE2;2 hL3;2;2iE2;2 hL4;2;2iE2;2

hL1;3;1iE1;1 hL2;3;1iE1;1 hL3;3;1iE1;1 hL4;3;1iE1;1 hL1;3;1iE1;2 hL2;3;1iE1;2 hL3;3;1iE1;2 hL4;3;1iE1;2

hL1;3;2iE2;1 hL2;3;2iE2;1 hL3;3;2iE2;1 hL4;3;2iE2;1 hL1;3;2iE2;2 hL2;3;2iE2;2 hL3;3;2iE2;2 hL4;3;2iE2;2

hL1;4;1iE1;1 hL2;4;1iE1;1 hL3;4;1iE1;1 hL4;4;1iE1;1 hL1;4;1iE1;2 hL2;4;1iE1;2 hL3;4;1iE1;2 hL4;4;1iE1;2

hL1;4;2iE2;1 hL2;4;2iE2;1 hL3;4;2iE2;1 hL4;4;2iE2;1 hL1;4;2iE2;2 hL2;4;2iE2;2 hL3;4;2iE2;2 hL4;4;2iE2;2

2
66666666664

3
77777777775
:

In this example F is a full rank square matrix, so Eq. (3.62) will be well posed with

an explicit inverse solution

D½Ĉ� ¼ F�1DOD: (3.64)

Often with DOT, the number of unknown chromophore concentrations in voxels

D[C] exceeds the number of observed source-detector pairs and wavelengths DOD,

making the DOT forward model ill-posed. In this case, regularization of the system

of equations is required, such as with the Moore–Penrose pseudoinverse, Tikhonov

regularization, truncated singular valued decomposition, or another method from

the rich field of inverse problems [1]. In DOT sometimes a cortical constraint is

applied in the reconstruction, or prior information about the activated region may be

combined as a statistical prior such as with Bayesian methods [13].
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3.7 Sources of Uncertainty in NIRS and DOT

Besides taking into account assumptions in the model, there are other aspects that

could be potential sources of error in the calculations, model, or results, and must be

taken into consideration [22]. This is particularly necessary on systems and devices

that measure physiological information, such as NIRS, because of the degree of

accuracy they require if used medically and because of the amount of variability

that human subjects introduce. These sources of uncertainty can be arranged in

three main groups: errors due to model error, due to instrumentation, and due to

background physiology.

In NIRS, sources of error arising from the model include inaccuracies in tissue

size and structure, the method of determination of the differential pathlength, and

the assumptions made on the propagation of light through the medium. As men-

tioned in Sects. 3.4 and 3.5, there are several assumptions made to obtain a value

for the differential pathlength factor and different methods to obtain it, depending

on the level of accuracy desired. For each method of differential pathlength factor

calculation there is a different error introduced, which must be considered during

analysis and conclusions drawn from the measurements. Also, the differential

pathlength factor has a wavelength dependance and varies with tissue type and

structure [29]. So, the accuracy of the results will depend on whether all these

variables are taken into account. As mentioned before, scattering is assumed to be

linearly anisotropic and the diffusion coefficient is assumed constant. These are

approximations, so the results obtained will not be exact.

For NIRS systems in general, a significant source of error can be the choice of

wavelength. If the wavelengths are chosen at values where chromophore absorption

is high for one wavelength and low for another, then the concentration estimates

will be subject to partial volume and cross-talk [36]. Furthermore, the MBLL can be

used to calculate concentration for several tissues given the extinction coefficients.

In NIRS calculations, it is used for homogeneous changes in oxygenated, deoxy-

genated hemoglobin, and sometimes for cytochrome aa3. Even though these are the
dominant absorbers, there are other chromophores such as water and lipids present

in tissue that contribute to attenuation. The attenuation that other absorbers intro-

duce and the amount of absorbers present is assumed constant relative to changes in

hemoglobin, and so the error is less prominent when analyzing changes in

concentrations rather than absolute quantities. Other issues are that absorption

changes are usually not homogeneous, leading to partial volume errors, and scat-

tering losses are not constant, leading to cross-talk errors [18]. Also, since DOT

involves simultaneous multichannel testing with often more than 100 channels,

there is a risk of Type I false discovery error [32].

The experimental set up must also be accounted for during analysis. The source-

detector separation is integral in the calculations and must be measured accurately.

Also, the optical coupling between optodes and scalp needs to be maximized in

order for all the light to be illuminated into tissue without any losses to air. Sources

of error or causes for attenuation in the light illuminated or detected can be
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produced by issues with optical coupling. Optodes are designed in order to maxi-

mize optical coupling, as discussed in Sect. 3.3. Issues with getting through hair

and in contact with the scalp, holding optodes normal to the head, positioning the

optodes accurately, optode instability during head movement [26], and repeatability

across head size and shape variability, can introduce errors in the results.

Physiological signals and processes are confounding factors in the

measurements obtained and have to be considered. Particularly in NIRS, physio-

logical processes that change the hemodynamic activity in the body will influence

the measurements. Physiological noise is any signal measured that is not part of the

desired results. Physiological processes that could be sources of noise include blood

pressure oscillations, pulse, respiration, superficial tissue layer hemodynamics, and

spontaneous neural activity [9].

3.8 Conclusion

In summary, the MBLL provides a measure of cerebral chromophore concentration,

oxygenation, and volume changes, given CW-NIRS measurements of light inten-

sity from the surface of the head. Simulations using the diffusion approximation to

the RTE allow for the calculations of optical properties required by the MBLL.

DOT images can be created by expanding the individual NIRS measurements to

multiple measurements throughout the head in combination with appropriate

inverse problem solutions.
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Chapter 4

Diffuse Optical Tomography for Brain

Imaging: Theory

Zhen Yuan and Huabei Jiang

4.1 Introduction

4.1.1 Recent Advances in Diffuse Optical Tomography

Due to its numerous advantages including low cost, portability, and nonionizing

radiation [1], near-infrared (NIR) diffuse optical tomography (DOT) is emerging as a

potential tool for imaging biological tissues. To date, DOT has made a considerable

advance and is being translated from the laboratory to the clinic. DOT is a natural

extension of near-infrared spectroscopy (NIRS), which has been used clinically and

in basic research, particularly in physiological and psychological research [2].

NIR light, with wavelengths between 600 and 1,000 nm, utilizes noninvasive

radiation for imaging biological tissues. DOT using NIR light has been an active

area of research for the past two decades. The main advantage of NIR DOT lies in

providing a variety of quantitative information of biological tissues with high

sensitivity and specificity compared to other imaging modalities. It has primarily

been applied to image both structural and functional parameters of brain and breast

tissues [3–7]. Recent phantom and clinical studies show that DOT can also provide

quantitative optical images of hand joints and associated bones for early detection

of joint-related diseases [8–11]. In addition, the potential use of molecular-specific

contrast agents is an active research area with tremendous promise [12–14]. Pres-

ently, breast DOT can be performed repeatedly due to its nonionizing and noninva-

sive nature of imaging. Along with this, ongoing therapeutic investigations are

showing a promise for monitoring chemotherapy using DOT [15–17].

As a functional imaging modality, NIR DOT is appealing in terms of its intrinsic

optical contrast due to hemoglobin in the blood which is the main absorber of NIR

light in most tissues. Consequently, NIRS is capable of distinguishing oxy- and
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deoxy-hemoglobin, which then provides total hemoglobin (HbT) and blood oxygen

saturation (SO2). In addition, tissue water and lipid contents can be estimated since

there is a significant contribution of these contents to the NIR spectra. The distinct

spectra for different chromophores make it possible to differentiate them in situ,

which provides a powerful image-guided diffuse optical spectroscopy (DOS) tech-

nique for various applications including breast tissue imaging, brain functional

imaging, finger joint imaging, molecular imaging, and photodynamic therapy

monitoring [18–21] (Fig. 4.1).

DOT/DOS uses sophisticated image reconstruction techniques to generate

images from multiple NIRS measurements. This generally involves solving both

the forward problem and the inverse problem. In the forward problem, NIR light is

delivered to the tissue surface and the transmitted and/or reflected light signal on

the boundary is calculated based on the optical properties of tissue. Generally a

diffusion model is used to approximate the propagation of NIR light in tissue.

However, if the goal is to obtain the tissue property distribution from the measure-

ment data, it is then defined as the inverse problem. With numerical methods,

optimization algorithms, and regularization techniques, the distribution of the

quantitative optical/physiological properties of tissue can be recovered using

the assumed light transport model and measured boundary data [22–24].

Three typical signal measurement techniques using NIR light are currently being

used for optical tissue imaging: continuous-wave (CW), time-domain (TD), and

frequency-domain(FD) methods (Fig. 4.2) [19–21]. CW imaging systems directly

measure the intensity of light transmitted and/or reflected through the tissue. The light

source used in CW systems generally has a constant intensity or is modulated at a low

frequency (a few kHz). TD systems use short laser pulses, with temporal spread

below a nanosecond, and detect the increased spread of the pulse after passing

through tissue. The time distribution of transmitted photons is known as the temporal

point spread function (TPSF). By fitting the TPSF with a light propagation model

such as the diffusion model, the medium parameters including absorption and

scattering coefficients can be reconstructed. FD systems use an amplitude-modulated

source at a high frequency (a few hundred MHz) and measure the attenuation of

Fig. 4.1 Absorption spectra

of hemoglobin and water,

showing a spectral window

in tissues in the NIR region

(http://omlc.ogi.edu/spectra/)
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amplitude and phase shift of the transmitted signal. Typically in this approach, a

radio-frequency oscillator drives a laser diode and provides a reference signal for

phase measurement. Among the three methods, the CW approach is relatively cheap

and easy to implement; however, the absorption and scattering coefficients can be

distinguished only with the use of appropriate regularization techniques or a prior

information in reconstruction. The other two methods provide complete information

about scattering events from transmitted photons in tissue, so that both absorption and

scattering properties of tissue can be estimated effectively. Avalanche photodiodes

are widely used in optical signal detection due to the high dynamic range. Photomul-

tipliers provide higher sensitivity, although with a limited dynamic range and higher

cost. Single photon counting PMTs are used in TD to measure the photon flight time.

Recently charge-coupled devices (CCDs) are commonly used in CW systems for

spectroscopic investigation to improve the imaging accuracy and reduce the data

acquisition time.

However, themajor limitation ofDOT is its low spatial resolution due to themulti-

scattering events that occur along each photon path. One effective way to improve its

resolution is to integrate it with currently accepted high-resolution clinical imaging

systems, such as mammography, ultrasound, X-ray computed tomography or tomo-

synthesis, and magnetic resonance [25]. As a consequence, NIR DOT has undergone

a transition from a stand-alone imaging modality towards hybrid-modality

combinations with standard clinical imaging systems. Other strategies to improve

NIR imaging accuracy generally include: (1) Taking advantage of more spectral

information in the NIR range; (2) using more accurate forward model or robust

reconstruction method; (3) building a reliable imaging system with high sensitivity

and specificity; (4) using contrast agents to improve the imaging sensitivity and

specificity. For example, the use of a priori spatial and spectroscopic information

has been reported to achieve high-resolution DOT imaging with NIRS [21, 26].

4.1.2 Recent Advances in Neuroimaging Using DOT

Compared to other functional imaging modalities, such as functional magnetic

resonance imaging (fMRI) and PET, DOT has the advantages of noninvasive,

portable, convenience, and low cost, and, more importantly, it has unsurpassed
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Fig. 4.2 Measurement approach: (a) CW, (b) FD, (c) TD modes (solid line: input light source,
dashed line: output detected signal)
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high temporal resolution, which is essential for revealing rapid change of dynamic

patterns of brain activities including change of blood oxygen, blood volume, and

blood flow.

Since the mid-1990, most of the research work done in neuroscience using

optical measurements has been focused on NIR spectroscopy or imaging of

human and small animal brain function. They have utilized these optical techniques

to localize or monitor the cerebral responses under different stimulus including

visual [27–29], auditory [30], somatosensory [31], motor [32–34] and language

[35]. Further, the researchers also investigated the neurological disorders using

different measurement instrumentations and attempted to address neurovascular

and neurometabolic coupling mechanisms for different diseases, such as seizure

and epilepsy [36–39], depression [40–42], Alzheimer [43–45], and stroke rehabili-

tation [46–49]. In particular, most of the imaging work conducted was implemented

with a sparse array, in which the sources and detectors were separated between

2 and 4 cm, providing low sensitivity and low spatial resolution [50]. Generally

speaking, this is not DOT and has been termed optical topography (OT). So far most

of the developed reconstruction methods in OT are limited to linear algorithms,

which can only provide the change of optical or physiological properties of

biological tissues with limited spatial resolution.

In contrast, DOT is generally implemented with a relatively dense array, which

provides source and detector pairs with a number of separations [51]. The pairs that

are close together will be more sensitive to superficial tissues (e.g., scalp, skull),

whereas the pairs with a greater separation will be more sensitive to deeper tissues

(e.g., cortex). As such, overlapping information from multiple detector pairs can be

combined in the form of a model-based 3D image reconstruction. Reconstructing

data can improve depth sensitivity and decrease physiological noise. Recent studies

have demonstrated much higher resolution mapping of certain areas in the cortex

using nonlinear or linear DOT reconstruction algorithms [52–54].

So far DOT is a relatively new addition to the field of functional neuroimaging,

and there is little standardization. There is a growing effort within the optical

imaging community to develop a more systematic framework for experimental

design and data analysis. Additionally, multimodal imaging combining DOT with

the existing brain imaging techniques in synergistic ways facilitates improved

interpretation of data and provides brain functional map with excellent temporal

and spatial resolution. In particular, MRI- or CT-guided DOT should have tremen-

dous competitive power in future, which can provide 3D DOT of the whole brain

based on the realistic head model.

4.2 Image Reconstruction Methods in DOT

In early days, OT reconstruction methods tried to recover the change in optical/

physiological properties using the measured change in intensity. The spatial reso-

lution provided by OT could not be better than the spacing between the sources and
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detectors [2]. One of the most significant improvements in image quality in OT

came when a forward model was set up, which describes the geometry and the

baseline optical properties of the head, and was used to calculate the amount by

which each measurement would change given a small change in optical properties

of each pixel. These values were assembled into a sensitivity matrix, which was

then inverted and multiplied by the measured data to give an image. This process is

not straightforward, as the sensitivity matrix is ill-posed and underdetermined

[56–58]. In these OT reconstruction methods, linear algorithms are utilized and

the sources and detectors are separated between 2 and 4 cm, providing low

sensitivity and low spatial resolution.

DOT reconstruction algorithms allow multiple measurements to contribute to

each pixel, leading to improvements in spatial resolution, and accuracy of quantita-

tive tissue parameter reconstruction up to a factor of two [51, 59]. Various recon-

struction schemes have been developed for DOT, such as analytical, back-projection,

and linear and nonlinear methods. However, in this community regularization-based

nonlinear methods have gained the highest attention since they can achieve highly

accurate and quantitative image reconstruction. In the following sections, we focus

on the description of the basic principles in nonlinear DOT reconstruction methods

including the forward problem, the inverse problem, multi-modality imaging

approach, spectral reconstruction, and vascular parameter recoveries.

4.2.1 Forward Problem

The development of a model to describe light migration in tissue is essential for the

assessment of measurements in diagnostic NIRS and DOT. The equation of radia-

tion transport (RTE) has been accepted as an accurate model to describe light

migration in scattering media such as tissue [60, 61]. However, the RTE is difficult

to solve, even in homogeneous media with simple boundaries. Additionally, solving

the inverse problem with RTE is an even more daunting and time-consuming task.

Present modeling of light propagation in scattering tissues is largely through the

utilization of the diffusion approximation to the radiation transport equation, i.e.,

the photon diffuse equation which has the following form in the TD:

r � DðrÞrFðr; tÞ � maðrÞFðr; tÞ �
@Fðr; tÞ
v@t

¼ �Sðr; tÞ (4.1)

in which r is the position vector (mm), t is the time (s), v is the speed of light in the

medium (mm/s),Fðr; tÞ is the photon density (photon fluence rate: mW/mm2), D(r)
the diffusion coefficient (mm�1), maðrÞ is the optical absorption coefficient (mm�1),

S(r, t) is the source strength (mW/mm3), and the diffusion coefficient can be written

as D ¼ 1=ð3ðma þ m0sÞÞ , where m0s is the reduced scattering coefficients (mm�1).

Typically, the source is modeled as a single isotropic point source placed 1=m0s
(1 mm) into the medium. The photon density near the boundary of turbid
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medium/tissue is generally described by the mixed Dirichlet–Neuman boundary

condition (Type-III Boundary conditions) [24]:

DrFðr; tÞ � n̂ ¼ �aFðr; tÞ (4.2)

in which n̂ is the vector normal to measurement boundary, a is related to the

refractive index (n) mismatch at the boundary via the following expression: a ¼
1�Reff 3
Reff 2

m0s, Reff � �1:44
n2 þ 0:71

n þ 0:668þ 0:63n and n ¼ nin
nout

.

The FD diffusion equation is obtained through the Fourier transform of (4.1):

r � DðrÞrFðr;oÞ � maðrÞ þ
io
c

� �
Fðr;oÞ ¼ �Sðr;oÞ (4.3)

In FD, we have assumed that Fðr; tÞ ¼ FðrÞe�iot, and the e�iot terms have been

factored out, since the detected signals are modulated at the same frequency as the

light source (o: light source modulation frequency). For a CW case where o ¼ 0,

the following photon diffusion equation and type-III boundary condition are

derived,

r � DðrÞrFðrÞ � maðrÞFðrÞ ¼ �SðrÞ (4.4)

� DrF � n ¼ aF (4.5)

The finite element (FE) method is the most widely used numerical method to

solve the photon diffusion equation. To solve (4.4) and (4.5) using FE (a similar

operation can be implemented for FD and TD cases), the weighted weak form for

these two equations is stated as

ð
V

fiðr � DðrÞrF� maFþ SÞ dV þ
ð
G
fið�DrF � n� aFÞ dG ¼ 0 (4.6)

According to integration by parts, (4.6) is rewritten as follows:

ð
V

ðDðrÞrfi � rFðrÞ þ mafiFðrÞ � fiSÞ dV þ
ð
G
fiðaFÞ dG ¼ 0 (4.7)

In addition, FðrÞ, D and ma are spatially discretized as

F ¼
XN
i¼1

Fifi; D ¼
XN
i¼1

Difi; ma ¼
XN
i¼1

ðmaÞifi (4.8)
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in which N is the node number of the finite element mesh and fi is the basis

function. In consideration of (4.8), (4.7) can be written as

½A�fFg ¼ fbg (4.9)

in which the elements of the matrix [A] are aij ¼
Ð
V ð�Drfj � rfi � mafjfiÞ dV

þ Ð
G ð�afjfiÞ dG where the integrations are performed over the problem domain

(V) and boundary domain (G). fbg is the source vector. Assuming a point source

model, S ¼ S0dðr � r0Þ is used, where S0 is the source strength and dðr � r0Þ is the
Dirac delta function for a source at r0.

4.2.2 Inverse Problem: Problem Statement for Nonlinear
Reconstruction Methods

In solving the inverse problem for DOT, the goal is to recover the optical properties

at each FE node using a finite number of measurements at the tissue surface. The

objective function for regularized minimization statement is given [62] as follows:

F ¼ min
w

XM
i¼1

ðFm
i � Fc

i Þ2 þ �jjw� w0jj2
( )

(4.10)

in which w expresses D and ma , w0 is usually fixed, Fm
i is the measured photon

density from a given scattering medium for i ¼ 1, 2,. . .,M boundary locations, and

Fc
i is the computed photon density with the same geometry as the scattering

medium. In nonlinear and iterative-based reconstruction algorithms, w0 is set

equal to wi determined by the recovered parameters at the previous iteration. This

variation is termed the Levenberg–Marquardt algorithm [63, 64]. In this case,

(4.10) is further simplified to

Min: F ¼
XM
i¼1

ðFm
i � Fc

i Þ2 (4.11)

We can minimize the objective function by specifying F ¼ 0. This is a typical

optimization problem, where we are particularly interested in findingw that makes F
close to zero. Following a Taylor series expansion method, we obtain the

approximated w from nearby point w0 (Dw ¼ w� w0),

@F

@w
¼ @F

@w
ðw0Þ þ Dw

d

dw
@F

@w
ðw0Þ

� �
þ � � � (4.12)
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If the effect of the higher-order terms is ignored and @F=@w ¼ 0 is assumed,

(4.12) is rewritten as follows:

w ¼ w0 �
d

dw
@F

@w
ðw0Þ

� �� ��1 @F

@w
ðw0Þ (4.13)

The iterative form for (4.13) can be specified as

wi ¼ wi�1 �
d

dw
@F

@w
ðwi�1Þ

� �� ��1
@F

@w
ðwi�1Þ (4.14)

Based on (4.11), we can solve for the first-order and second-order derivatives ofF

@F

@w
¼ 2

@Fc

@w

� �T

ðFc � FmÞ (4.15)

@2F

@w2
¼ 2

@Fc

@w

� �T @Fc

@w
þ 2

@2Fc

@w2

� �T

ðFc � FmÞ (4.16)

The contribution from the higher-order derivative terms in (4.16) is small and

often discarded. Then inserting (4.16) into (4.14), we get

wi ¼ wi�1 þ 2
@Fc

@w

� �T @Fc

@w

( )�1

2
@Fc

@w

� �T

ðFm � FcÞ (4.17)

in which ∂F/∂w is the Jacobian matrix J, formed at the boundary measurement

sites. It should be noted that the impact of the Hessian matrix JTJ in (4.17) is always
ill-conditioned, which makes the iteration process unstable. A typical way to

stabilize the inversion problem is through regularization to make JTJ more diago-

nally dominant. So the ultimate iterative updating equation for the optical

properties in (4.17) becomes

ðJTJ þ l0IÞDw ¼ JTðFm � FcÞ (4.18)

in which, l0 is a scalar and I is the identity matrix. A very effective method for

determining l0 is to set it equal to the trace of the Hessian matrix multiplied by an

empirically determined factor s, and the least-square error at each iteration,

l0 ¼ sðFc � FmÞ2 � trace½JTJ� (4.19)
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Moreover, the adjoint sensitivity method is often implemented to calculate the

Jacobian matrix, which is able to reduce the computational cost dramatically. Direct

differentiation of both sides of (4.9) with respect to w

½A� @F
@w

� �
¼ � @A

@w

� �
fFg (4.20)

The Jacobian matrix ∂F/∂w can be calculated through the following steps.

First, we define a N (node number) � M (measurement number) matrix C, and

let C satisfy the following relationship:

½A�T½C� ¼ ½Dd� (4.21)

where the vector Dd has the unit value at the measurement sites/nodes and zero at

other nodes. Then we left multiply (4.20) with the transposition of ½C�

½C�T½A� @F
@w

� �
¼ �½C�T @A

@w

� �
fFg (4.22)

Equation (4.22) can be further written as follows:

@F
@w

� �T

½A�T½C� ¼ �fFgT @A

@w

� �T
½C� (4.23)

Inspecting (4.21) into (4.23), we get

@F
@w

� �T

¼ �fFgT @A

@w

� �T
½C� (4.24)

Now we can immediately tell that the left-hand side of the above equations

actually gives the corresponding elements in the relative Jacobian matrix based on

the adjoint sensitivity method

@F
@w

� �
¼ �½C�T @A

@w

� �
fFg (4.25)

The nonlinear reconstruction approach described so far is an iterative Newton

method with combined Marquardt and Tikhonov regularizations that can provide

stable inverse solutions. The Newton reconstruction process involves the iterative

solution of the above equations (4.9) and (4.18), allowing an update of optical

property distribution to be obtained at each iteration, i.e., wnew ¼ wold þ Dw. How-
ever, to improve the reconstruction accuracy, the global convergence-based Newton

method is often used using the following modified updating procedure [11]:

wnew ¼ wold þ zDw ð0<z � 1Þ (4.26)
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where z is calculated from a backtracking line search. Thus the realization of the

global convergence algorithm is quite straightforward: the algorithm starts with a

full Newton step (i.e., z ¼ 1); if the updated w are close enough to the final solution,

a quadratic convergence is obtained; if not, the backtracking line search will

provide a smaller value of z along the Newton direction; the reconstruction process

continues until a quadratic convergence is achieved.

Finally, high quality image reconstruction based on the above iterative procedure

depends on good choice of four initial parameters including the BC coefficient

a, the source strength S, and the initial guesses ofD and ma. As such, an optimization

scheme was developed to find the best initial guesses based on the forward

computation of the diffusion equation so that the following objective function

is minimized [22]:

Min: p ¼
XM
i¼1

ðFm
i � Fc

i ðcalculated from optimized initial guessesÞÞ (4.27)

in which Fm
i is the measured photon density from a given experimental inhomoge-

neous medium, and Fc
i is the computed photon density from a homogeneous

medium with the same geometry as the experimental medium.

4.2.3 Multi-Modality Image Reconstruction Method

It is widely accepted that DOT can provide high-contrast biological tissue imaging

with quantitative optical properties. However, the limitation of tomographic NIRS

and DOT is their low resolution due to the multi-scattering events that occur along

each photon path. As mentioned in Sect. 4.1.2, an effective way to enhance its

resolution is to integrate it with the existing high-resolution clinical imaging systems,

such as mammography, ultrasound (US), X-ray computed tomography (CT) or

tomosynthesis, and magnetic resonance (MR) [25].

While several methods are available in the area of high-resolution imaging

modality-guided DOT reconstruction [5, 65–69], regularization-based schemes

appear to be the most effective as they can flexibly handle the problems associated

with incorrect initial estimation of optical properties and inaccurate domain segmen-

tation that are required for a priori structural information guided DOT reconstruction.

Several regularization-based schemes have been developed for high-resolution imag-

ing (MR, US, and CT) guided DOT reconstruction. However, most of these schemes

do not appear to be able to handle the cases where MR or CT is insensitive to the

target tissues or lesions, resulting in inaccurate DOT reconstruction. To overcome

these limitations, a modified Tikhonov or hybrid regularization technique has been

conducted for spatial information guided DOT reconstruction [70].
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The conventional Tikhonov-regularization sets up a weighted term as well as a

penalty term to minimize the squared differences between computed and measured

photon density values as follows:

min
w

: fjjFc � Fojj2 þ rjjLdwjj2 ¼ fjjFc � Fojj2 þ rjjLðwc � woÞjj2 (4.28)

And the generated updating equation based on Newton iterative method can be

expressed as

Dw ¼ ðJTJ þ rLTLÞ�1½JTðFo � FcÞ � rLTLw� (4.29)

in which Fo ¼ ðFo
1;F

o
2; . . . ;F

o
MÞT and Fc ¼ ðFc

1;F
c
2; . . . ;F

c
MÞT, and Fo

i and F
c
i are

observed and computed photon intensity for i ¼ 1, 2,. . .,M boundary locations; r is

the weighted parameter; L is the regularization matrix or filter matrix.

In consideration of the fact that Tikhonov regularization can draw the solution

towards the null space of the regularization matrix L, that isLw0 ¼ 0, we obtain the

following updating equation when r ¼ 1,

Dw ¼ ðJTJ þ LTLÞ�1½JTðFo � FcÞ� (4.30)

The most often used regularization matrices in DOT are the identity, in which L

is a diagonal matrix and the prior information can be incorporated into the iterative

process by using the spatially variant regularization parameter [67, 68]. The

Laplacian-type filter matrix L is often used and its elements, Lij are constructed

according to the visible region or tissue type it was associated as follows [65]:

Lij ¼
1 if i ¼ j
�1=NN if i; j � one region

0 if i; j � different region

8<
: (4.31)

where NN is the finite element node number within a tissue type.

However, the multi-modality imaging schemes expressed in (4.30) are not able

to handle the cases where MR or X-ray is insensitive to the target tissues or lesions.

For example, in the area of joint imaging, X-ray is not able to detect the cartilage

and fluids as well as their changes in the finger joints, although the changes

associated with the cartilage and fluids can be easily captured by low-resolution

DOT alone. To resolve this issue, instead of imposing constraints on the magnitude

of the solution or on its derivative as in Tikhonov regularization, the developed

hybrid regularization method minimizes the difference between the desired solution

and its approximate X-ray or MR estimate, as well as the residual error in the least

square sense. Hence in hybrid regularization-based nonlinear reconstruction algo-

rithm, the objective function becomes

min
w

: jjFc � Fojj2 þ b jjFc � Fojj2 þ ljjLdwjj2
n o

(4.32)
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where b is the hybrid regularization parameter. By minimizing O with respect to w
(i.e., @O @w ¼ 0= ) and considering (4.30), we obtain the following updating equa-

tion for the hybrid regularization:

Dw ¼ ðJTJ þ bJTJ þ l0I þ bLTLÞ�1½JTðFo � FcÞ� (4.33)

If we specify the regularization parameter b ¼ 1, (4.6) is further simplified as

Dw ¼ ðJTJ þ JTJ þ l0I þ LTLÞ�1½JTðFo � FcÞ� (4.34)

in which l0 is the Levenberg–Marquardt regularization parameter. It is noted from

(4.34) that the hybrid regularization is actually a regularization scheme that

combines both Levenberg–Marquardt and Tikhonov-regularization.

4.2.4 Diffuse Optical Spectral Reconstruction of Physiological
Parameters of Tissues

DOS and DOT have more than 30-year history of being used to access tissue spectral

parameters including HbT concentration, hemoglobin oxygen saturation, water and

lipid concentration, scattering amplitude, and scattering power. Early work in the field

of tomographic DOS focused on reconstruction of optical properties of tissue at

several selected wavelengths. Then a least-square fitting algorithm was utilized to

estimate the chromophore concentrations based on the recovered optical properties

and Beer’s Law [20, 71]. To date several methods are proposed to directly image the

chromophore concentrations without first estimating the optical properties either in

CW- or frequency-domain [26, 72]. An interesting study has shown that oxyhemoglo-

bin (HbO2), deoxyhemoglobin (Hb), water and scattering amplitude heterogeneities

could be successfully recovered using CW measurements at four optimized

wavelengths in the 650–930 nm range [73]. In particular, the use of a priori spatial

and spectroscopic information has been reported to achieve high-resolution DOT

imaging with NIRS [21, 26]. Chromophore concentrations can be reconstructed

with high accuracy when spatial guidance from high-resolution imaging methods

and spectral a priori information provided by NIRS are used [21, 26].

When the data acquisition at different wavelengths is finished, the following step

is to generate the spectroscopic images based on a robust 3D reconstruction

algorithm. For the forward problem, the photon density at different wavelengths

can be calculated from the photon diffusion model using the finite element method.

For CW cases, the spectra resolved forward model is written (similar operation can

be conducted for FD and TD cases):

r � Dðr; lÞrFðr; lÞ � maðr; lÞFðr; lÞ ¼ �Sðr; lÞ (4.35)
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According to Beer’s law, the wavelength-dependent tissue absorption is

maðlÞ ¼
X
i¼1

eiðlÞci (4.36)

in which ci is the concentration, eiðlÞ is the extinction absorption coefficient of the

ith chromophore (HbO2, Hb, H2O and lipid) at wavelength l. Scattering properties

(scattering amplitude a and scattering power b) are found by constructing a best fit

to an empirical approximation to Mie scattering theory,

m0s ¼ al�b (4.37)

Thus the forward model is further written as follows:

r � DrFðr; lÞ �
X
i¼1

eiðlÞciFðr; lÞ ¼ �Sðr; lÞ (4.38)

For the inverse problem, the following updating equation for the hybrid regular-

ization is deduced [21],

Dwl ¼ ðJTJ þ JTJ þ l0Iþ LTLÞ�1½JTðFoðlÞ � FcðlÞÞ� (4.39)

If no spatial guidance is incorporated, (4.39) is reduced to

Dwl ¼ ðJTJ þ l0IÞ�1½JTðFoðlÞ � FcðlÞÞ� (4.40)

where Dwl ¼ ½Dc1� � � � ½Dcn� ½Da� ½Db�ð ÞT is the updating vectors for the

absorbers and scatters. The Jacobian matrix J is denoted:J ¼ ½J	1;l; :::; J
	
c;l; J

	
a;l; J

	
b;l�,

where J
	
c;l represent the Jacobian submatrices for different chromophores and is

stated:

J
	
c;l ¼ @FðlÞ

@ma

@ma
@ci

(4.41)

When DðlÞ is expressed in terms of a and b using (4.37), the other Jacobian

submatrices are written in consideration of D ¼ 1=ð3ðma þ m0sÞÞ

J
	
a;l ¼ @FðlÞ

@D
ð�3D2l�bÞ; J

	
b;l ¼ @FðlÞ

@D
ð3D2m0s ln lÞ (4.42)

Thus the image formation task for the spectral reconstruction is to update an

optimized initial chromophore concentration distribution via iterative solution of

(4.38) and (4.39) so that a weighted sum of the squared difference between the

computed FcðlÞ and measured photon density FoðlÞ in (4.43) can be minimized:

O ¼ jjFcðlÞ � FoðlÞjj2 (4.43)
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4.2.5 Calculation of Vascular Parameters (Cerebral Blood
Flow Rate and Oxygen Consumption Rate) Based
on the Recovered Physiological Responses

Analysis of the physiological responses of functional brain activation based on

intrinsic signals has revealed new insights into the functional representations of

areas such as the visual and somatosensory cortices [74, 75]. In addition to

hemoglobin change, cerebral blood flow (CBF) and oxygen consumption rate

(OC) changes resulting from functional activation are also important components

of the hemodynamic response. Coupling between neuronal activity and the

associated hemodynamic response is now becoming a hot topic in neuroscience

[76, 77]. A clearer understanding of the neuro–metabolic–vascular relationship will

enable greater insight into the functioning of the normal brain and will also have

significant impact on diagnosis and treatment of neurovascular diseases such as

stroke, Alzheimer’s disease, brain injury, and epilepsy [78]. In order to achieve this

goal, simultaneous monitoring of the spatiotemporal characteristics of OC, CBF,

and the cerebral metabolic rate of oxygen is crucial.

Although numerous methods for assessment of cerebral OC and CBF have been

explored including fMRI [79], arterial spin labeling MRI [80], PET [81], Fick’s

law-based optical systems [82], laser Doppler [83], diffuse correlation spectroscopy

[84], and Doppler ultrasound [85], there remains a critical need for continuous,

noninvasive instruments to measure CBF and OC in humans with intact skull. For

example, the spatiotemporal resolution of PET is limited, and fMRI requires careful

calibration of the scaling factor between the blood oxygen level-dependent signal

and the relative changes of Hb concentration, as well as assumptions about the

relationship between the changes in CBF and cerebral blood volume. Laser Doppler

flow meter has limited penetration depth. Diffuse correlation spectroscopy has

shown promising results, but it is still unclear whether it is practical enough to be

used for continuous monitoring in humans. Fick’s law-based systems are not

entirely noninvasive, since they require the injection of a chromophore, and there-

fore cannot be used for continuous monitoring [86]. Laser speckle contrast imaging

method can effectively recover the BF and OC parameters, but it is limited to

superficial imaging [75].

NIR DOS and DOT have shown great potential to provide high spatiotemporal

resolution and quantitative imaging of hemodynamic responses. In particular,

dynamic optical imaging has allowed the exploration of time-resolved changes in

tissue properties. The cerebral functional dynamics measured by DOT are due to

the dynamical changes in blood volume and oxygenation in the scalp and brain

where the hemodynamics are caused by CBF and OC change associated with heart

beat, vasomotion, and vascular response to neuronal activity [87]. However, current

dynamic DOT imaging techniques provide only the change of HbT and SO2, which

cannot give the change of CBF and OC due to the hemodynamic response to
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neuronal activation. As such, new mathematical models connecting changes in CBF

and OC to observed changes in HbT and SO2 are required to guide more quantita-

tive interpretation of neuronal activity. The model should be able to provide indirect

measurements of neuron-induced vascular parameters including blood flow rate

(BF) and OC.

The principle of mass balance to the transport of oxygen in a blood vessel

segment allows us to obtain quantitative information on how oxygen and blood

are managed in tissue. To model oxygen transport in a blood vessel by this

principle, we consider a one-dimensional cylindrical vessel (blood vessel) with Ri

and Ro as the inner and outer radii, respectively, surrounded by other biological

tissues. In addition, we assume all the oxygen (O2) diffusing out the segment is

consumed in a surrounding tissue region [88].

4.2.5.1 Mass Balance in Each Segment for Intravascular Flux

The law of mass conservation stipulates that the amount of O2 lost from a vascular

segment must be equal to the diffuse O2 flux to the tissues, determined by the

perivascular oxygen gradients. For a steady case, we have

QinCb½HbT�SO2;in � QoutCb½HbT�SO2;out ¼ lipdiJi (4.44)

in whichQin (mL/s) is the volumetric BF into the ith segment,Qout the volumetric BF

out of the segment, di is the diameter of the ith segment, li the length of the ith
segment, HbT the total hemoglobin concentration in the blood (moles/mL), SO2;in

the hemoglobin oxygen saturation flowing in the segment, SO2;out oxygen saturation

flowing out of the segment, Ji the oxygen flux across the vessel wall (moles

O2/cm
2/s), and Cb is the oxygen binding capability of hemoglobin (Cb ¼ 1.39 mL

O2/gmHb; Cb ¼ 1. if the concentration of O2 dissolved in plasma is considered)

[88]. In addition, (4.44) is rewritten in consideration of the mean BF:

QiCb½HbT�ðSO2;in � SO2;outÞ ¼ lipdiJi (4.45)

where Qi is the mean BF in the ith segment. For a transient case, (4.44) is further

written as follows:

QinðtÞCb½HbT]SO2;inðtÞ � QoutðtÞCb½HbT�SO2;outðtÞ � lipdiJiðtÞ ¼ @Mi;HbO2
ðtÞ

@t
(4.46)

in which Mi;HbO2
is the moles of oxygenated hemoglobin in the ith segment.

According to the principle of mass balance, the third term on the left-hand side of

(4.46) is actually the OCi of the ith segment (mole O2/s). Considering the fact that
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each molecule of hemoglobin is able to carry four molecules of oxygen, (4.46) is

stated as follows:

QinðtÞCb½HbT�SO2;inðtÞ � QoutðtÞCb½HbT�SO2;outðtÞ

� OCiðtÞ=4 ¼ @Mi;HbO2
ðtÞ

@t

(4.47)

4.2.5.2 Mass Balance in Tissues Based on Global Analysis

for Estimating Intravascular Flux

The oxygen consumed by the tissues (organs) is supplied from three blood vessel

sources: capillaries, arterioles, and venules. As such, mass balance for O2 in the

whole tissues (organ) yields for a steady case

XM
i¼1

ðQinCb½HbT�SO2;in � QoutCb½HbT�SO2;outÞ ¼
XM
i¼1

lipdiJi (4.48)

and M is the number of blood vessels inside the tissues. Likewise, (4.48) can be

stated as if all the O2 is consumed

Q½HbT�blood(SO2;ti � SO2;toÞ ¼ OC=4 (4.49)

For a dynamic case, (4.49) is further written as follows:

Q½HbT�blood(SO2;ti � SO2;toÞ � OC=4 ¼ @MHbO2

@t
(4.50)

whereQ is the mean BF for all the blood vessels inside the tissues and is specified as

the mean BF of tissues, [HbT]blood is the mean total blood hemoglobin concentra-

tion in the blood circulating through the tissues, OC is the mean oxygen consump-

tion for the whole tissue volume Vtissue, MHbO2
is the molar amount of oxygenated

hemoglobin inside the measurement volume, and SO2;ti , SO2;to is the averaged

hemoglobin oxygen saturation at the inlet(artery) and outlet(vena) of the tissues,

respectively. Moreover, it is noted that the molar amount of oxygenated hemoglo-

bin concentration is expressed as

MHbO2
¼ SO2½HbT�tissueVtissue ¼ ½HbO2�Vtissue (4.51)

Substituting (4.51) into (4.50), we obtain

102 Z. Yuan and H. Jiang



� OC

4Vtissue

þ Q

Vtissue

½HbT]bloodðSO2;ti � SO2;toÞ

¼ SO2

d½HbT]tissue
dt

þ ½HbT]tissue
dSO2

dt
¼ d½HbO2�

dt
(4.52)

where Vtissue is the tissue volume and is assumed constant here, and SO2 is the

oxygen saturation. If the oxygen supply of tissues depends on the averaged oxygen

saturation at the inlet and outlet of the tissues, tissue oxygen saturation should

represent the weighted average of the arterial and venous saturation:

SO2 ¼ fSO2;ti þ ð1� f ÞSO2;to (4.53)

Equation (4.53) can be rewritten as follows:

SO2;to ¼ ðSO2 � fSO2;tiÞ=ð1� f Þ (4.54)

Based on (4.54) and (4.52), we get

dSO2

dt
¼ � OC

4Vtissue½HbT� þ
Q

Vtissue½HbT� ½HbT�blood
SO2;ti

1� f
� SO2

1� f

� �

� d[HbT�
dt

SO2

½HbT� (4.55)

Equation (4.55) is the developed mathematical model that connects changes in

BF and OC to known HbT and SO2 captured by DOT. As such, mean OC and BF

can be recovered by fitting (4.55) to time-resolved tissue oxygenation

measurements. Equation (4.55) is an ordinary partial differential equation that

can be solved iteratively by Runge–Kutta fourth order method coupled with the

finite element method [89]. The fitting method is described as follows: with any

given initial values for OC and BF within the specified range, this scheme is to

optimize the OC and BF parameters based on the solution of (4.55) to reach the

following minimized objective function:

Min: F ¼
XM
i¼1

ðSOm
2i � SOc

2iÞ2 (4.56)

in which SOm
2i is the measured oxygenation parameter from M discrete time points,

SOc
2i is the calculated oxygenation parameter from (4.52) for the same time

points. Note the BF and OC are assumed constant during the measurements for

the specified time range, due to the need for a sufficient time interval to obtain

stable fitting results. Finally, it should be pointed out that Carp et al. also used a

model similar to (4.52) to analyze the dynamic response of compressed breast

tissues though it seems that their model has no strong theoretical basis [90].
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4.3 Diffuse Optical Imaging Instrumentation

4.3.1 Introduction

According to the type of measured signal, DOT experimental systems are usually

classified into three modes: TD, FD, and CW. In the TD mode, the source light is

ultra-short-pulsed and the remitted light pulses are broadened. In the FD mode, the

source light intensity is amplitude-modulated sinusoidally at typically hundreds of

MHz, and in the CW mode, the source light is usually time-invariant. The TD and

FD modes are information-rich, but slower in data acquisition and also more

expensive than CW mode. It is not clear which method among CW, FD, and TD

performs the best. Since CW mode is the most popular and dominant in the field to

date, we focus on the introduction of CW imaging systems.

The goal of neuroimaging is to localize or measure the neural activity with

different stimuli. We therefore need to use fast CW imaging systems. The most

successful series of studies using CW have been performed by the Hitachi Medical

Corporation (Tokyo, Japan) using their ETG-100 system [91], which includes eight

laser diodes at 780 nm and eight at 830 nm and eight avalanche photodiode lock-in

detectors. CW measurements are taken from 24 distinct source–detector pairs held

in a regular grid pattern. Typically, two wavelengths at approximately 780 and

830 nm have been chosen, as they lie in the isosbestic point where the absorptions

of Hb and HbO2 are equal. However, recent studies have shown that it is possible to

select the optimal wavelengths experimentally or theoretically [73]. It has also be

shown that high connector density, for example, 24 sources and 28 detectors

embedded in a small probe array, are able to provide the highest spatial resolution

of DOT using CW measurements [92].

4.3.2 CW DOT Instrumentation

We describe a multi-spectral CW DOT system [93]. Briefly, this DOT system

consisted of four main functional units: light generation and delivery unit, optical

fiber probe/interface, detection units, and computer system with DAQ (data acqui-

sition board) and Digital I/O (Input/output). CW laser modules (at 8 wavelengths)

were used as light sources which delivered light to source optical fibers by means of

multichannel optical switches. Optical fiber probe/interface was specially designed

for animal study as shown in Fig. 4.3. Light diffused through the rat head was

collected and the detected signals were digitalized and stored into the computer.

This DOT system was not fast and the data acquisition time was about 1 min per

frame (6 � 6 measurements).

To speed up the data acquisition, a CCD camera-based measurement system was

set up for fast neuroimaging and spectroscopy analysis. As shown in Fig. 4.4,
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filtered light (700 and 750 nm) from a white light source was delivered through

2-axis open frame scanner heads to multiple source points, consequently on surface

of the scalp area above the hippocampus. The screening site was imaged onto a

CCD camera yielding a raw image of a ~12 � 12 mm area. Data acquisition time

was about 750 ms per frame. This system is being used for imaging brain function

in small animals.

Fig. 4.3 Photograph of the fiberoptic/rat interface. D detection fibers; S source fibers. The

imaging area is schematically shown as a rectangle

Fig. 4.4 CCD camera-based imaging setup
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4.4 In Vivo Application

As an example we demonstrate that DOT can be used to visualize the changes in

local hemodynamics during seizures. The focal seizure was induced by microinjec-

tion 10 mL of 1.9 mM GABAA antagonist bicuculline methiodide (BMI) into the

left parietal neocortex of a male Harlen Sprague–Dawley rat, which was imaged by

a multi-spectral DOT system (Fig. 4.3). Functional images were obtained by the

finite element-based nonlinear reconstruction algorithms described in Sect. 4.2.

A series of dynamic 2D images were obtained to delineate the time course of

changes of HbO2, Hb, and HbT concentrations in the rat brain during seizure

onset. The BMI-induced epileptic foci were localized and observed over time

from the images obtained. The results suggest that DOT may be a promising

modality for epilepsy imaging due to its ability to localize epileptic foci as well

as its potential to map the functional activity in the area of human cerebral cortex in

planning of epilepsy surgery.

4.4.1 Animals and the Focal Seizure Model

Animals used in this studyweremaleHarlen Sprague–Dawley rats, weighing 50–60 g.

A total of nine rats were used in this study, of which four were used for DOT and

another fivewere used for electroencephalography (EEG) control study. The rats were

housed in pairs in a controlled environment (Temperature: 21 
 1�C; humidity: 60%;

lights on at 8:00 A.M. to 8:00 P.M.; food and water ad lib). The experimental protocols

and procedures involving animals and their care were conducted in conformity with

NIH and IACUC committee at the University of Florida. Urethane 1 mg/kg was used

to anesthetize the rats. A well-established animal model for focal seizures was used.

The focal seizure was induced bymicroinjection GABAA antagonist BMI into the left

parietal neocortex.

4.4.2 Experiment Method

As shown in Fig. 4.3, quadrate polycarbonate frames with six holes along each long

side was used as an optic fiber holder. Anesthetized rats were mounted on a headset

with ear bars and all hair on the scalp was shaved using hair removing lotion before

a hole of 1 mm in diameter was drilled through the skull on the left parietal head

region. A lab jack was used to adjust the height of the rat’s head to a proper position

(see Fig. 4.3). The top of the scalp was about 3–4 mm above the plane of the optical

fiber array (imaging plane). A piece of clear polyethylene clingwrap was used

to cover both the frame structure and the rat’s head in order to load Intralipid

0.5% solution as coupling medium for filling the gap between the rat and the
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frame structure. Measurements were made before the BMI injection which was

used as calibration data; 10 mL of BMI (1.9 mM) solution was injected by a syringe

through the hole prepared before. DOT scans were conducted at several time points

(1, 2, 4, 6, 8, and 25 min) after the BMI injection.

4.4.3 Electroencephalography Recording

Control experiments were conducted on five rats which were used for EEG recording

in order to confirm the occurrence of focal seizure. Scalp EEG recording (two rats)

from two electrodes 2.5 mm away from the BMI injection point (as shown in

Fig. 4.5a) was recorded. In addition, multichannel EEG (Stellate EEG system)

with four screw electrodes (three rats), which were advanced just below the skull

and above the dura, was recorded to confirm the localization of seizures. As shown in

Fig. 4.5a, two electrodes (#1 and #2) were on the same side of the injection point (left

parietal neocortex), while the other two (#3 and #4) were on the opposite side.

Distances from the injection point to the four electrodes were 3, 4, 6, and 7 mm,

respectively. Rats were anesthetized with urethane (1 mg/kg), and the hairs were

shaved with hair removing lotion. A hole of 1 mm in diameter was drilled through

the skull on the left parietal head region before rats were put in a stereotaxic

apparatus (Kopf), and the electrodes were put on or screwed in. Five-minute

stabilized EEG was recorded before 10 mL of BMI (1.9 mM) solution was injected

by a syringe through the hole prepared before. Thirty-minute EEG was recorded

after the injection of BMI.

Rat
brain

EEG electrodes 

BMI
Injection

1

2

a b

Fig. 4.5 (a) Locations of BMI injection (solid dot) and scalp EEG electrodes (open circles). (b)
Twelve-minute scalp EEG recording after the injection of BMI on one rat
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4.4.4 Results and Discussion

EEG was used to validate the seizure model. One sample of scalp EEG recording

from 0 to 12 min after BMI injection is shown in Fig. 4.5b. Electrographic seizure

onset occurs at 2 min following BMI injection as denoted by the rhythmic spiking

and twofold increase in EEG amplitude from baseline EEG. Five minutes from the

BMI injection time, the EEG postictal spikes are superimposed on the baseline

activity. Four-channel EEG recordings from 0 to 40 s and 145 to 175 s on one rat

after BMI injection are shown in Figs. 4.6b, c, respectively. Spikes show up in

145–175 s, which delineates the onset of seizures. The difference of amplitude

among the signals recorded from four channels can be easily found, suggesting that

the onset of seizure is localized.

Images of absolute absorption coefficient (ma/mm) at three wavelengths (633,

760 and 853 nm) were reconstructed at time points 1, 2, 4, 6, 8, and 25 min.

Figure 4.7 presents the HbO2, Hb, and HbT images derived from the absorption

images at different time points. At the point of injection, localized increase of

[HBO2], [HB] and [HBT] (indicated by arrows) can be easily seen.

Here we also show the reconstruction results that demonstrate the feasibility

of the recovery of mean BF and OC using the model described in Sect. 4.2.5.

To reconstruct BF and OC, the initial parameters were given by: HbTblood ¼
0.72 mM, f ¼ 0.2, and SO2,ti ¼ 0.98. The dynamic HbT and SO2 parameters

were first calculated by fitting the reconstructed optical absorption coefficient

using Beer’s law at wavelengths 633, 760, and 853 nm. In addition, due to the

highly nonlinear distribution of dynamic SO2, the SO2 distribution curve was

separated into several approximated linear segments to improve the fitting accuracy

of BF and OC. The mean BF and OC were fitted for each linear segment based on

different initial values of HbT and SO2. In this investigation, there were six

measurements at 1, 2, 4, 6, 8, and 25 min after seizure onset. For each segment,

only two discrete oxygenation measurements were used for the fitting calculation.

We specified the fitted mean BF and OC for each segment as the values at the

Rat
brain

EEG electrodes

BMI
Injection  1 

2 

3 

4 

a b c

Fig. 4.6 (a) Locations of BMI injection (solid dot) and four EEG electrodes (open circles). (b, c)
Four-channel EEG recordings from 0 to 40 s and 145 to 175 s on one rat after BMI injection,

respectively
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Fig. 4.7 Recovered HbO2, Hb, and HbT (mM) images at different time points. Left: HbO2,middle:
Hb, right: HbT
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starting point of the segment. For example, we assumed the mean BF and OC fitted

between minutes 1 and 2 as the BF and OC at minute 1.

Figure 4.8 presents the reconstructed volume normalized BF and OC images.

We see that the seizure is clearly detected with the highest contrast in HbT, SO2,

and volume normalized BF. We note that the OC image is not effectively recovered

due to the insufficient number of time points used to obtain stable fitting results.

Further, it is observed from the peak values of BF shown in Fig. 4.8 that the

recovered blood flow values (3.9–36.9 mL/100 mL/min) are in good agreement

with the cerebral BF of rats (between 10 and 120 mL/100 mL/min) and humans

(20–160 mL/100 mL/min) reported in the literature [94, 95]. The in vivo results

shown here validate the merits of the mathematical model developed in Sect. 4.2.5.

Figure 4.9 shows that the hallmark of seizure onset correlates with the changes in

blood volume, blood oxygenation, and blood flow. As revealed by the quantitative

analysis, the auto-regulation of the brain was observed. From Fig. 4.9, we see that

HbO2 and BF oscillate from 1 to 8 min while Hb shows only a flat peak at 2 and

4 min after BMI injection. The fact that average BF, HbO2 and Hb changed over

Fig. 4.8 Reconstructed volume normalized BF (mL/mL/s) (top row), and volume normalized OC

(mmol/mL/s) (bottom row) images at different time points

Fig. 4.9 The neurovascular and neurometabolic coupling. The green line shows the EEG signal
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time with different patterns indicates the auto-regulation which was the response of

the seizure onset. Significant oscillation was found on the change of HbO2 and BF

instead of Hb which may also be due to auto-regulation. This is because Hb reflects

the rate of metabolism while HbO2 and BF are highly dependent on the vasomotion

which can be contracted or dilated over time through auto-regulation. HbO2 and BF

in the seizure focus increased with oscillation and reached a peak at 6 min after BMI

injection. Hb in the seizure focus increased slowly up to 4 min then decreased 6 min

after the injection. These changes in HbO2 and BF correlate well with the dynamics

captured by the EEG measurements, which reveal the neurovascular and

neurometabolic coupling mechanism in neural activity.

References

1. Yodh A, Chance B (1995) Spectroscopy and imaging with diffusing light. Phys Today

48:34–40

2. Gibson A, Dehghani H (2009) Diffuse optical imaging. Philos Trans R Soc A 367:3055–3072

3. Jiang H, Iftimia N, Xu Y, Eggert J, Fajardo L, Klove K (2002) Near-infrared optical imaging of

the breast with model-based reconstruction. Acad Radiol 9:186–194

4. Srinivasan S, Pogue BW, Jiang S, Dehghani H, Kogel C, Soho S, Gibson JJ, Tosteson TD,

Poplack SP, Paulsen KD (2003) Interpreting hemoglobin and water concentration oxygen

saturation and scattering measured in vivo by near-infrared breast tomography. Proc Natl Acad

Sci U S A 100:12349–12354

5. Zhu Q, Chen NG, Kurtzman SC (2003) Imaging tumor angiogenesis by use of combined near-

infrared diffusive light and ultrasound. Opt Lett 28:337–339

6. Durduran T, Choe R, Culver JP, Zubkov L, Holboke MJ, Giammarco J, Chance B, Yodh AG

(2002) Bulk optical properties of healthy female breast tissue. Phys Med Biol 47:2847–2861

7. Boas DA, Culver JP, Stott JJ, Dunn AK (2002) Three dimensional Monte Carlo code for

photon migration through complex heterogeneous media including the adult human head. Opt

Express 10:159–169

8. Hielscher AH, Klose AD, Scheel AK, Moa-Anderson B, Backhaus M, Netz U, Beuthan J

(2004) Sagittal laser optical tomography for imaging of rheumatoid finger joints. Phys Med

Biol 49:1147–1163

9. Pifferi A, Torricelli A, Taroni P, Bassi A, Chikoidze E, Giambattistelli E, Cubeddu R (2004)

Optical biopsy of bone tissue: a step toward the diagnosis of bone pathologies. J Biomed Opt

9:474–480

10. Yuan Z, Zhang Q, Jiang HB (2007) 3D diffuse optical tomography imaging of osteoarthritis:

initial results in finger joints. J Biomed Opt 12:034001

11. Yuan Z, Jiang H (2007) Image reconstruction schemes that combines modified Newton

method and efficient initial guess estimate for optical tomography of finger joints. Appl Opt

46:2757–2768

12. Ntziachristos V, Bremer C, Graves EE, Ripoll J, Weissleder R (2002) In vivo tomographic

imaging of near-infrared fluorescent probes. Mol Imaging 1:82–88

13. Cherry SR (2004) In vivo molecular and genomic imaging: new challenges for imaging

physics. Phys Med Biol 49:R13–R48

14. Davis SC, Dehghani H, Wang J, Jiang S, Pogue BW, Paulsen KD (2007) Image-guided diffuse

optical fluorescence tomography implemented with Laplacian-type regularization. Opt

Express 15:4066–4082

15. Zhou C, Choe R, Shah N, Durduran T, Yu G, Durkin A, Hsiang D, Mehta R, Butler J, Cerussi

A, Tromberg BJ, Yodh AG (2007) Diffuse optical monitoring of blood flow and oxygenation

4 Diffuse Optical Tomography for Brain Imaging: Theory 111



in human breast cancer during early stages of neoadjuvant chemotherapy. J Biomed Opt

12:051903

16. Wilson BC, Patterson MS (1986) The physics of photodynamic therapy. Phys Med Biol

31:327–360

17. Pogue BW, Pitts JD, Mycek MA, Sloboda RD, Wilmot CM, Brandsema JF, O’Hara JA (2001)

In vivo NADH fluorescence monitoring as an assay for cellular damage in photodynamic

therapy. Photochem Photobiol 74:817–824

18. Cerussi A, Shah N, Hsiang D, Durkin A, Butler J, Tromberg BJ (2006) In vivo absorption,

scattering, and physiologic properties of 58 malignant breast tumors determined by broadband

diffuse optical spectroscopy. J Biomed Opt 11:044005

19. Dehghani H, Pogue BW, Poplack SP, Paulsen KD (2003) Multiwavelength three-dimensional

near-infrared tomography of the breast: initial simulation, phantom, and clinical results. Appl

Opt 42:135–145

20. Hebden JC, Yates TD, Gibson A, Everdell N, Arridge SR, Chicken DW, Douek M, Keshtgar

MRS (2005) Monitoring recovery after laser surgery of the breast with optical tomography: a

case study. Appl Opt 44:1898–1904

21. Yuan Z, Zhang Q, Sobel E, Jiang H (2010) Image-guided optical spectroscopy in diagnosis of

osteoarthritis: a clinical study. Biomed Opt Express 1:74–86

22. Iftimia N, Jiang H (2000) Quantitative optical image reconstruction of turbid media by use of

direct-current measurements. Appl Opt 39:5256–5261

23. Jiang H, Paulsen KD, Osterberg U, Pogue B, Patterson M (1996) Optical image reconstruction

using frequency-domain data: simulations and experiments. J Opt Soc Am A 13:253–266

24. Paulsen KD, Jiang H (1995) Spatially-varying optical property reconstruction using a finite

element diffusion equation approximation. Med Phys 22:691–701

25. Tromberg BJ, Pogue BW, Paulson KD, Yodh AG, Boas DA, Cerussi AE (2008) Assessing the

future of diffuse optical imaging technologies for breast cancer management. Med Phys

35:2443–2452

26. Carpenter CM, Pogue BW, Jiang S, Dehghani H, Wang X, Paulson KD (2007) Image-guided

optical spectroscopy provides molecular-specific information in vivo: MRI-guided spectros-

copy of breast cancer hemoglobin, water, and scatter size. Opt Lett 32:933–935

27. Heekeren HR, Obrig H, Wenzel R, Eberle K, Ruben J, Villringer K, Kurth R, Villringer A

(1997) Cerebral haemoglobin oxygenation during sustained visual stimulation—a near-

infrared spectroscopy study. Philos Trans R Soc Lond B Biol Sci 352:743–750

28. Meek JH, Elwell CE, Khan MJ, Romaya J, Wyatt JS, Delpy DT, Zeki S (1995) Regional

changes in cerebral haemodynamics as a result of a visual stimulus measured by near infrared

spectroscopy. Proc R Soc Lond B Biol Sci 261:351–356

29. Ruben J, Wenzel R, Obrig H, Villringer K, Bernarding J, Hirth C, Heekeren H, Dirnagl U,

Villringer A (1997) Haemoglobin oxygenation changes during visual stimulation in the

occipital cortex. Adv Exp Med Biol 428:181–187

30. Sakatani K, Chen S, Lichty W, Zuo H, Wang YP (1999) Cerebral blood oxygenation changes

induced by auditory stimulation in newborn infants measured by near infrared spectroscopy.

Early Hum Dev 55:229–236

31. Franceschini MA, Fantini S, Thompson JH, Culver JP, Boas DA (2003) Hemodynamic evoked

response of the sensorimotor cortex measured non-invasively with near infrared optical

imaging. Psychophysiology 40:548–560

32. Colier WN, Quaresima V, Oeseburg B, Ferrari M (1999) Human motor-cortex oxygenation

changes induced by cyclic coupled movements of hand and foot. Exp Brain Res 129:457–461

33. Hirth C, Obrig H, Villringer K, Thiel A, Bernarding J, Muhlnickel W, Flor H, Dirnagl U,

Villringer A (1996) Non-invasive functional mapping of the human motor cortex using near-

infrared spectroscopy. Neuroreport 7:1977–1981

34. Kleinschmidt A, Obrig H, Requardt M, Merboldt KD, Dirnagl U, Villringer A, Frahm J (1996)

Simultaneous recording of cerebral blood oxygenation changes during human brain activation

112 Z. Yuan and H. Jiang



by magnetic resonance imaging and near-infrared spectroscopy. J Cereb Blood Flow Metab

16:817–826

35. Sato H, Takeuchi T, Sakai KL (1999) Temporal cortex activation during speech recognition:

an optical topography study. Cognition 73:B55–B66

36. Adelson PD, Nemoto E, Scheuer M, Painter M, Morgan J, Yonas H (1999) Noninvasive

continuous monitoring of cerebral oxygenation periictally using near-infrared spectroscopy: a

preliminary report. Epilepsia 40:1484–1489

37. Sokol DK, Markand ON, Daly EC, Luerssen TG, Malkoff MD (2000) Near infrared spectros-

copy (NIRS) distinguishes seizure types. Seizure 9:323–327

38. Steinhoff BJ, Herrendorf G, Kurth C (1996) Ictal near infrared spectroscopy in temporal lobe

epilepsy: a pilot study. Seizure 5:97–101

39. Watanabe E, Maki A, Kawaguchi F, Yamashita Y, Koizumi H, Mayanagi Y (2000) Noninva-

sive cerebral blood volume measurement during seizures using multichannel near infrared

spectroscopic topography. J Biomed Opt 5:287–290

40. Eschweiler GW, Wegerer C, Schlotter W, Spandl C, Stevens A, Bartels M (2000) Left

prefrontal activation predicts therapeutic effects of repetitive transcranial magnetic stimulation

(rTMS) in major depression. Psychiatry Res 99:161–172

41. Matsuo K, Kato T, Fukuda M, Kato N (2000) Alteration of hemoglobin oxygenation in the

frontal region in elderly depressed patients as measured by near-infrared spectroscopy.

J Neuropsychiatry Clin Neurosci 12:465–471

42. Okada F, Takahashi N, Tokumitsu Y (1996) Dominance of the nondominant T hemisphere in

depression. J Affect Disord 37:13–21

43. Frostig RD, Lieke EE, Tso DY, Grinvald A (1990) Cortical functional architecture and local

coupling between neuronal activity and the microcirculation revealed by in vivo high-

resolution optical imaging of intrinsic signals. Proc Natl Acad Sci U S A 87:6082–6086

44. Hanlon EB, Itzkan I, Dasari RR, Feld MS, Ferrante RJ, McKee AC, Lathi D, Kowall NW

(1999) Near-infrared fluorescence spectroscopy detects Alzheimer’s disease in vitro.

Photochem Photobiol 70:236–242

45. Hock C, Villringer K, Muller-Spahn F, Hofmann M, Schuh-Hofer S, Heekeren H, Wenzel R,

Dirnagl U, Villringer A (1996) Near infrared spectroscopy in the diagnosis of Alzheimer’s

disease. Ann N Y Acad Sci 777:22–29

46. Chen WG, Li PC, Luo QM, Zeng SQ, Hu B (2000) Hemodynamic assessment of ischemic

stroke with near-infrared spectroscopy. Space Med Med Eng 13:84–89

47. Nemoto EM, Yonas H, Kassam A (2000) Clinical experience with cerebral oximetry in stroke

and cardiac arrest. Crit Care Med 28:1052–1054

48. Saitou H, Yanagi H, Hara S, Tsuchiya S, Tomura S (2000) Cerebral blood volume and

oxygenation among poststroke hemiplegic patients: effects of 13 rehabilitation tasks measured

by near-infrared spectroscopy. Arch Phys Med Rehabil 81:1348–1356

49. Vernieri F, Rosato N, Pauri F, Tibuzzi F, Passarelli F, Rossini PM (1999) Near infrared

spectroscopy and transcranial Doppler in monohemispheric stroke. Eur Neurol 41:159–162

50. Boas DA, Dale AM, Franceschini MA (2004) Diffuse optical imaging of brain activation:

approaches to optimizing imaging sensitivity, resolution and accuracy. Neuroimage 23:

s275–s288

51. Taber KH, Hillman E, Hurley R (2010) Optical imaging: a new window to the adult brain.

J Neuropsychiatry Clin Neurosci 22(4):356–360

52. Koch SP, Habermehl C, Mehnert J et al (2010) High-resolution optical functional mapping of

the human somatosensory cortex. Front Neuroenergetics 2:12

53. White BR, Culver JP (2010) Phase-encoded retinotopy as an evaluation of diffuse optical

neuroimaging. Neuroimage 49:568–577

54. White BR, Snyder AZ, Cohen AL et al (2009) Mapping the human brain at rest with diffuse

optical tomography. Conf Proc IEEE Eng Med Biol Soc 2009:4070–4072

4 Diffuse Optical Tomography for Brain Imaging: Theory 113



55. White BR, Snyder AZ, Cohen AL, Petersen SE, Raichle ME, Schlaggar BL, Culver JP (2009)

Resting-state functional connectivity in the human brain revealed with diffuse optical tomog-

raphy. Neuroimage 47:148–156

56. Arridge SR (1999) Optical tomography in medical imaging. Inverse Probl 15:R41–R93

57. Boas DA, Brooks DH, Miller EL, Marzio CAD, Kilmer M, Gaudette RJ, Zhang Q (2001)

Imaging the body with diffuse optical tomography. IEEE Signal Process Mag 18:57–75

58. Schweiger M, Gibson AP, Arridge S (2003) Computational aspects of diffuse optical tomog-

raphy. IEEE Comput Sci Eng 5:33–41

59. Yamamoto T, Maki A, Kadoya T, Tanikawa Y, Yamada Y, Okada E, Koizumi H (2002)

Arranging optical fibres for the spatial resolution improvement of topographical images. Phys

Med Biol 47:3429–3440

60. Hielscher AH, Alcouffe RE, Barbour RL (1998) Comparison of finite-difference transport and

diffusion calculations for photon migration in homogeneous and heterogeneous tissues. Phys

Med Biol 43:1285–1302

61. Yuan Z, Hu X, Jiang H (2009) A higher-order diffusion model for three-dimensional photon

migration and image reconstruction in optical tomography. Phys Med Biol 54:65–88

62. Tikhonov A (1977) Solutions of ill-posed problems. Wiley, New York

63. Levenberg K (1944) A method for the solution of certain nonlinear problems in least square.

Q Appl Math 2:164–168

64. Marquardt DW (1963) An algorithm for least-squares estimation of nonlinear parameters.

J Soc Ind Appl Math 11:431–441

65. Brooksby B, Dehghani H, Pogue B, Paulsen KD (2003) Near Infrared (NIR) tomography

breast reconstruction with a prior structural information from MRI: algorithm development

reconstruction heterogeneities. IEEE J Sel Top Quantum Electron 9:199–209

66. Barbour RL, Graber HL, Chang J, Barbour SS, Koo PC, Aronson R (1995) MRI-guided optical

tomography: prospects and computation for a new imaging method. IEEE Comput Sci Eng

2:63–77

67. Zhang Q, Brukilacchio TJ, Li A, Scott J, Chaves T, Hillman E, Wu T, Chorlton M, Rafferty E,

Moore RH, Kopans DB, Boas DA (2005) Coregistered tomography x-ray and optical breast

imaging: initial results. J Biomed Opt 10:024033

68. Yuan Z, Jiang H (2010) High resolution x-ray guided three dimensional diffuse optical

tomography of joint tissues in hand osteoarthritis: morphological and functional assessments.

Med Phys 37(8):4343–4354

69. Konecky SD, Wienery R, Choe R, Corlu A, Lee K, Srinivasy SM, Saffer JR, Freifeldery R,

Karpy JS, Yodh AG (2006) Diffuse optical tomography and position emission tomography of

human breast. Biomedical Optics Topical Meeting and Tabletop Exhibit, Fort Lauderdale, FL

70. Yuan Z, Zhang Q, Sobel E, Jiang HB (2008) Tomographic x-ray-guided three-dimensional

diffuse optical tomography of osteoarthritis in the finger joints. J Biomed Opt 13:044006

71. http://omlc.ogi.edu/spectra/hemoglobin/index.html

72. Li A, Zhang Q, Culver JP, Miller E, Boas DA (2004) Reconstructing chromosphere

concentrations images directly by continuous-wave diffuse optical tomography. Opt Lett

29:256–259

73. Corlu A, Durduran T, Choe R, Schweiger M, Hillman EM, Arridge SR, Yodh AG (2003)

Uniqueness and wavelength optimization in continuous-wave multispectral diffuse optical

tomography. Opt Lett 28:2339–2341

74. Durduran T, Yu G, Burnett M, Detre J, Greenberg J, Wang J, Zhou C, Yodh AG (2004) Diffuse

optical measurement of blood flow, blood oxygenation, and metabolism in a human brain

during sensorimotor cortex activation. Opt Lett 29:1766–1768

75. Dunn A, Devor A, Bolay H, Andermann M, Moskowitz M, Dale A, Boas DA (2003)

Simultaneous imaging of total cerebral hemoglobin concentration, oxygenation, and blood

flow during functional activation. Opt Lett 28:28–30

76. Lauritzen M (2001) Relationship of spikes, synaptic activity, and local changes of cerebral

blood flow. J Cereb Blood Flow Metab 21:1367–1383

114 Z. Yuan and H. Jiang

http://omlc.ogi.edu/spectra/hemoglobin/index.html


77. Logothetis NK, Pauls J, Augath M, trinath T, Oeltermann A (2001) Neurophysiological

investigation of the basics of the fMRI signal. Nature 412:150–157

78. Sakadzic S, Yuan S, Dilekoz E, Ruvinskaya S, Vinogradov A, Ayata C, Boas DA (2009)

Simultaneous imaging of cerebral partial pressure of oxygen and blood flow during functional

activation and cortical spreading depression. Appl Opt 48:169–177

79. Logothetis NK (2008) What we can do and what we cannot do with fMRI. Nature

453:869–878

80. Williams DS, Detre JA, Leigh JS, Koretsky AP (1992) Magnetic resonance imaging of

perfusion using spin inversion of arterial water. Proc Natl Acad Sci 89:212–216

81. Mintun MA, Raichle ME, Martin WR, Herscovitch P (1984) Brain oxygen utilization

measured with O-15 radiotracers and positron emission tomography. J Nucl Med 25:177–187

82. Patel J, Marks K, Roberts I, Azzopardi D, Edwards AD (1998) Measurement of cerebral blood

flow in newborn infants using near infrared spectroscopy with indocyanine green. Pediatr Res

43:34–39

83. Fabricius M, Akgoren N, Dirnagl U, Lauritzen M (1997) Laminar analysis of cerebral blood

flow in cortex of rats by laser-Doppler flowmetry, a pilot study. J Cereb Blood Flow Metab

17:1326–1336

84. Cheung C, Culver JP, Takahashi K, Greenberg JH, Yodh AG (2001) In vivo cerebrovascular

measurement combining diffuse near-infrared absorption and correlation spectroscopies. Phys

Med Biol 46:2053–2065

85. Kirkham FJ, Padayachee TS, Parsons S, Seargeant LS, House FR, Gosling RG (1986)

Transcranial measurement of blood velocities in the basal cerebral arteries using pulsed

Doppler ultrasound: velocity as an index of flow. Ultrasound Med Biol 12:15–21

86. Themelis G, D’Arceuil H, Diamond SG, Thaker S, Huppert TJ, Boas DA, Franceschini MA

(2007) Near-infrared spectroscopy measurement of the pulsatile component of cerebral blood

flow and volume from arterial oscillations. J Biomed Opt 12:014033

87. Tsai AG, Johnson PC, Intaglietta M (2003) Oxygen gradients in the microcirculation. Physiol

Rev 83:933–963

88. Sharan M, Vovenko EP, Vadapalli A, Popel AS, Pittman RN (2008) Experimental and

theoretical studies of oxygen gradients in rat pial micro vessels. J Cereb Blood Flow Metab

28:1597–1604

89. Michael M, William HP, Saul AT, William TV, Brian PF (1986–1992) Numerical recipes in

Fortran 77. Cambridge University Press, Cambridge

90. Carp SA, Selb J, Fang Q, Moore R, Kopans DB, Rafferty E, Boas DA (2008) Dynamic

functional and mechanical response of breast tissue to compression. Opt Express

16:16064–16078

91. Koizumi H, Yamamoto T, Maki A, Yamashita Y, Sato H, Kawaguchi H, Ichikawa N (2003)

Optical topography: practical problems and new applications. Appl Opt 42:3054–3062

92. Zeff B, White BR, Dehghani H, Schlagger BL, Culver JP (2007) Retinotopic mapping of adult

human visual cortex with high-density diffuse optical tomography. Proc Natl Acad Sci USA

104:12169–12174

93. Wang Q, Liang X, Zhang Q, Camey P, Jiang H (2008) Visualizing localized dynamic changes

during epileptic seizure onset in vivo with diffuse optical tomography. Med Phys 35:21–224

94. Hernandez MJ, Brennan RW, Nowman GS (1978) Cerebral blood flow autoregulation in the

rats. Stroke 9:150–154

95. Sharples PM, Stuart AG, Matthews DS, Aynsley-Green A, Eyre JA (1995) Cerebral blood flow

and metabolism in children with severe head injury. Part 1: relation to age, Glasgow coma

score, outcome, intracranial pressure, and time after injury. J Neurol Neurosurg Psychiatry

58:145–152

4 Diffuse Optical Tomography for Brain Imaging: Theory 115



Chapter 5

Laser Speckle Imaging of Cerebral Blood Flow

Lisa M. Richards, Erica L. Towle, Douglas J. Fox, and Andrew K. Dunn

5.1 Introduction

The ability to visualize and monitor dynamic blood flow changes in tissue is of great

importance for a wide range of applications and diseases, especially during surgical

procedures. Vascular injury or irreversible tissue damage can result if a surgeon

inadvertently occludes a vessel and does not repair the blockage quickly. This is

particularly important when the tissue of interest is the brain, since prolonged

ischemia can result in postoperative functional deficits. Thus, monitoring cerebral

blood flow (CBF) during neurosurgery provides important physiological information

and can help improve surgical outcomes for a wide variety of procedures. In order to

minimize the amount of functional loss incurred by patients undergoing brain

surgery, surgeons must be able to assess cortical function relative to the pathology

to maintain a balance between sufficient resection of pathological tissue and preser-

vation of motor, language, and sensory function. For procedures that require the

removal of diseased brain tissue such as tumor resection or epilepsy, monitoring CBF

can be used to localize areas of eloquent brain tissue and to assess postsurgical tissue

viability. Monitoring CBF is particularly important during cerebrovascular

procedures such as aneurysm clipping or vessel bypass, where the surgeon is

operating directly on the blood vessels. The surgeon must be able to assess whether

blood flowhas returned to pre-surgical baseline levels in parent and branching vessels

and identify residual stenosis or occlusion intraoperatively to reduce the risk of

ischemic stroke and irreversible brain damage. Currently, surgeons rely on qualita-

tive visual inspection under standard visible light, or use one of the clinically
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available intraoperative vascular monitoring technologies. In most cases, vessel

occlusions are not visible to the naked eye, making visual assessment an unreliable

monitoring solution. Although there are multiple intraoperative vascular monitoring

techniques available, none of them are dependable under all circumstances and

improvement is still needed to address the existing shortcomings.

The most widely used intraoperative vascular monitoring tools include the gold

standard intraoperative digital subtraction angiography (DSA) [1–4], electrophysi-

ological monitoring [5–7], neuroendoscopy [8–10], microvascular Doppler sonog-

raphy [11–13], and indocyanine green angiography (ICGA) [14–17]. Recently,

Gruber et al. [18] evaluated these techniques for use during aneurysm clipping

procedures, concluding that the techniques were “complementary rather than com-

petitive in nature” and all had disadvantages when used as a stand-alone method.

Relative to the other available techniques, near-infrared ICGA has emerged as a

popular and important intraoperative tool only recently after integration into surgi-

cal microscope platforms from multiple manufacturers [19–21]. This provides a

simple, real-time method for examining intravascular fluorescent activity in the

operating field and allows the surgeon to visualize vascular blockages or stenosis.

However, ICGA does not directly provide quantitative flow information and

requires the injection of a fluorescent dye. This limits the use of the technique to

only a few instances during a given surgery and requires a delay between repeat

uses due to the presence of residual dye in the vasculature, meaning that perfusion

cannot be continuously monitored. Also, patients who have an iodine allergy or

have significant liver disease may be ineligible for safe use of the contrast agent

[22]. Thus, the ability to obtain similar information provided by ICG fluorescence

without the need for a contrast agent could be a major advantage, both for surgeons

who will be able to continuously visualize perfusion during the procedure and for

patients who are not a candidate for the ICG injection.

Optical techniques for monitoring flow in the clinical environment are based on

dynamic light scattering and utilize either the Doppler Effect or time-varying laser

speckle [23]. Laser Doppler techniques provide quantitative flow information, but

are typically limited to single point measurements that require mechanical scan-

ning to provide spatial information [24–26]. Full-field laser Doppler instruments

have recently been developed with speeds up to 12 frames per second [27, 28] and

Raabe et al. [29] used a system to image CBF intraoperatively, demonstrating

functional activation areas consistent with fMRI and electrostimulation. Laser

speckle imaging is based on the same phenomenon and provides a significant

advantage in temporal resolution compared to laser Doppler systems. Because

rapid processing techniques are available for computing and displaying the speckle

contrast images [30], the temporal resolution of a laser speckle contrast imaging

(LSCI) system is determined by the frame rate of the camera and may be >200 Hz

for high-speed cameras available today. This method provides a relatively simple

technique for visualizing detailed spatiotemporal dynamics of blood flow changes

in real time with high spatial resolution. LSCI has been used for a large number of

blood flow imaging applications in tissue, including the retina, skin, and brain.

These tissues are particularly well suited for LSCI because the vasculature of
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interest is generally superficial. LSCI is unable to sense blood flow deeper than a

few hundred microns because of the illumination and detection geometry, meaning

that visual access to the vasculature is required. Although shallow penetration

depth is a limitation of the technique, it makes LSCI ideal for use during surgery

when the tissue is already exposed. LSCI has been used intraoperatively during

neurosurgery with promising results, both with a commercially available system

[31] and with a microscope-integrated design [32, 33]. This chapter reviews the

physics behind LSCI and describes its utility as an intraoperative tool for monitor-

ing blood flow during neurosurgical applications.

5.2 Laser Speckle Imaging Physics

Laser speckle is a random interference pattern produced when coherent light

scatters from a random medium. The laser light scatters from different positions

within the medium and travels slightly different path lengths, resulting in construc-

tive and destructive interference. When the backscattered light is imaged onto a

camera sensor, the interference produces a 2D randomly varying intensity pattern

known as speckle. If the random medium is made up of individual moving

scatterers, such as red blood cells within the vasculature of heterogeneous tissue,

the speckle pattern fluctuates in time as a result of phase shifts in the backscattered

light. By imaging the time-varying speckle pattern onto a camera with an exposure

time (5–10 ms) greater than the time scale of the speckle intensity fluctuations

(typically <1 ms for biological tissues), the camera integrates the temporal inten-

sity fluctuations, resulting in blurring of the speckle pattern. Thus, areas of higher

motion have more rapid intensity fluctuations and therefore more blurring of the

speckles during the camera exposure. Since the motion of the scattering particles is

encoded in the dynamics of the speckle pattern, a measure of blood flow can be

obtained by quantifying the spatial blurring of the speckle pattern. This is accom-

plished by calculating the local speckle contrast, K, defined as the ratio of the

standard deviation,ss, to the mean intensity of pixel values, hIi, within small regions

of the acquired image [34],

KðTÞ ¼ ssðTÞ
hIi ; (5.1)

where T is the exposure time of the camera. Thus, the speckle contrast is a measure

of the local spatial contrast in the speckle pattern. The speckle contrast image is a

spatially resolved map of the local speckle contrast and is calculated from the raw

speckle image by computing this ratio at each pixel from the surrounding N � N
pixel region (typically N ¼ 7). Theoretically, the speckle contrast ranges between

0 and 1 when the speckle pattern is sampled properly [35], where K ¼ 1 indicates

no blurring and therefore no motion and K ¼ 0 means that the scatterers are moving

fast enough to average out all of the speckles.
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A typical example of a raw speckle image and the computed speckle contrast are

shown in Fig. 5.1, which was taken from a rat cerebral cortex under normal

conditions. The raw speckle image illustrates the grainy appearance of the speckle

pattern. The speckle contrast image, computed directly from the raw speckle image

using (5.1), represents a 2D map of motion occurring in the tissue, which is primarily

due to blood flow. Areas of higher baseline flow, such as large vessels, have lower K
values and appear darker in the speckle contrast image. Although speckle contrast

values are indicative of the magnitude of motion in the sample, they are not linearly

proportional to speed or flow. The exact quantitative relationship between speckle

contrast and underlying flow is a complex function that is not completely understood

for biological tissue and remains an active area of research [36].

The theory of correlation functions used in dynamic light scattering theory can

be used to calculate the speckle correlation time tc from the speckle contrast values,

which can then be related to the underlying flow or speed. The temporal fluctuations

of speckles can be quantified using the electric field autocorrelation function g1ðtÞ.
Because g1ðtÞ is difficult to measure, the intensity autocorrelation function g2ðtÞ is
recorded and can be related to g1ðtÞ using the Siegert relation [37]

g2ðtÞ ¼ 1þ bjg1ðtÞj2; (5.2)

where b is a normalization term that accounts for speckle averaging due to

mismatch between speckle size and pixel size as well as polarization and coherence

effects. The speckle correlation time tc is the characteristic decay time of the

speckle autocorrelation function. The original relationship between K(T) and tc was
first proposed by Fercher and Briers in 1981 [38] and is given by

KðT; tcÞ ¼ 1� e�2x

2x

� �1=2
; (5.3)

Fig. 5.1 (a) Example of a raw speckle image taken from a rat cerebral cortex with a 3 mm field of

view, which shows a grainy pattern with some areas of spatial blurring visible. (b) The

corresponding speckle contrast image is calculated using a 7 � 7 pixel sliding window, which

shows the blood vessels on the surface of the brain with high spatial resolution. Although the raw

image appears to contain little information, the speckle contrast image reveals a tremendous

amount of information about the motion of the scattering particles in the sample
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where x ¼ T=tc . This expression has been widely used in the literature since

its original introduction. Recently, a more accurate expression has been proposed

by Bandyopadhyay et al. [39] to account for speckle averaging effects and is given by

KðT; tcÞ ¼ b
e�2x � 1þ 2x

2x2

� �1=2
: (5.4)

Using simplifying assumptions, the speckle correlation time tc is assumed to be

inversely proportional to blood flow, meaning that a smaller tc corresponds to a

faster moving particles (red blood cells) in the tissue [23, 40]. Thus, the measured

speckle contrast values are converted to correlation time using either (5.3) or (5.4)

and relative blood flow changes can be calculated by computing the change in tc
from a baseline value [41].

5.3 Instrumentation

One of the reasons LSCI has become widely adopted is the relative simplicity of the

instrumentation required to image blood flow. The hardware for LSCI consists of a

coherent light source such as a laser diode for illuminating the tissue, a camera for

detection of the backscattered light, and imaging optics to focus the light onto the

camera sensor. A traditional laboratory LSCI setup is shown in Fig. 5.2a. The laser

beam is expanded and adjusted to illuminate the tissue area of interest, which may

vary from a few millimeters in a small animal model to several centimeters in

a clinical setting. The laser beam may be angled towards the tissue surface or have a

near normal incidence and the wavelength of the laser is typically in the red to near

infrared region to minimize effects from hemoglobin absorption. The camera

specifications for LSCI vary widely in the literature, but generally a standard

CCD or CMOS camera can be used. Because high light levels reach the camera,

high dynamic range cooled cameras are usually not required for LSCI and inexpen-

sive 8-bit cameras can provide excellent images of blood flow [42, 43].

To be clinically useful to surgeons, the LSCI technology must be integrated

into the existing surgical platform. Although Hecht et al. [31] demonstrated

intraoperative use with a standalone commercial LSCI instrument, the surgery

must be interrupted to position the instrument over the surgical field of view.

Thus, for use during neurosurgery, we integrated the LSCI hardware into the Zeiss

Pentero neurosurgical microscope, which was convenient to use and allowed

visualization of the tissue perfusion with minimal additional setup time [32, 33].

A schematic of the adapted microscope is shown in Fig. 5.2b. To illuminate the

brain, the laser diode ( l ¼ 660 nm , P ¼ 130 mW) was incorporated into a

microscope add-on laser adapter, which was attached to the bottom of the micro-

scope head. A wavelength in the visible range was chosen due to the visible
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wavelength pass filters (400–700 nm) built-into the microscope. The laser beam

travels linearly through the adapter until it encounters a curved mirror, which

directs the beam towards the cortex as shown in the side view of Fig. 5.2b. The

steering toggle on the laser adapter controls the angle of the mirror, which allows

positioning of the laser beam on the tissue area of interest. The laser power was

adjusted using a laser diode controller and was measured to be 28 mW/cm2 for

typical settings used, which is far below the ANSI standard of 200 mW/cm2

for maximum permissible exposure to a visible laser beam [44]. An 8-bit camera

(Basler 602f) was connected to one of the side viewing ports on the microscope

using a c-mount camera adapter. This enabled the use of imaging optics built into

the microscope to focus the camera and zoom into the area of interest on the tissue

surface. The addition of the laser and camera did not interfere with the normal

sterile draping of the microscope, meaning that the surgeon could use the micro-

scope as desired during the operation. When the surgeon was ready to perform

LSCI imaging, the microscope’s built-in illumination was turned off and the laser

was turned on for imaging. During the image acquisition, the patient’s electrocar-

diogram (ECG) signal was also recorded from an existing anesthesia monitoring

system in the operating room and was used during post-processing and analysis to

help remove pulsatile motion artifacts. Integration of the equipment into an

existing neurosurgical microscope allows real-time blood flow imaging with

minimal interference to the procedure, which is an important consideration for

intraoperative imaging applications.

a b

Fig. 5.2 (a) Traditional laboratory LSCI setup consisting of a laser diode, imaging optics, and a

camera. (b) Intraoperative LSCI setup, where all components of the traditional setup are integrated

into the Zeiss OPMI Pentero neurosurgical microscope (adapted from the Zeiss Pentero Manual

version 9.3)
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5.4 Simultaneous Imaging of ICG Fluorescence and LSCI

As discussed previously, ICG fluorescence angiography has been widely examined

in the neurosurgical community and has been integrated into the neurosurgical

microscopes from multiple manufacturers. Thus, it is of great interest to compare

LSCI and ICG fluorescence directly to examine the information obtained from both

methods. In a rat model, we performed LSCI and ICG fluorescence imaging

simultaneously, using two cameras and a 785 nm laser both as the excitation source

for the ICG dye and the coherent source for LSCI. A dichroic beam splitter was

used to direct the backscattered excitation light (785 nm) towards the LSCI camera

and the ICG fluorescence emission light (820–835 nm) towards the ICG camera.

The cameras were adjusted so that both imaged the same area of interest through an

objective lens. Images were captured from a rat cerebral cortex after craniotomy

and a change in physiology was introduced by occluding a vessel within the field of

view. First, a comparison is illustrated for baseline normal physiological flow.

In Fig. 5.3, baseline LSCI images are overlaid to show relative blood flow

differences throughout the field of view as indicated by LSCI in (a) and ICG in

(b). The LSCI overlay has been thresholded to show high flow areas where the flow

rate is three times greater than the surrounding parenchyma tissue. The correlation

time image was used to determine areas of high flow relative to the parenchyma

tissue. The overlay identifies the largest vessels in the field of view, with dark red

indicating fastest flow and yellow indicating slower flow. The ICG fluorescence can

be quantified by the speed of the dye wash-in, measured by the time taken for the

dye to reach maximum fluorescence (rise time). Thus, the ICG overlay has been

thresholded to show the wash-in times of the ICG dye, with red indicating earlier

wash-in (shorter rise time) and blue indicating later wash-in (longer rise time). This

image allows separation of the arteries and veins in the field of view, which is

important information during a surgical procedure [19]. By watching the wash-in of

Fig. 5.3 Relative blood flow overlaid onto a baseline LSCI image from a rat cerebral cortex

acquired during simultaneous imaging of LSCI and ICGA. (a) LSCI relative blood flow overlay,

where red indicates faster flow and yellow indicates slower flow relative to surrounding paren-

chyma tissue. (b) ICG dye rise time overlay, where red indicates an earlier wash-in and blue
indicates a later wash-in, allowing separation of arteries and veins. Scale bar represents 0.5 mm
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the dye, the direction of flow can also be determined, which is one major advantage

of ICG fluorescence. This figure demonstrates that both methods are capable of

imaging the vasculature within the field of view with similar spatial resolution and

that both techniques provide different information regarding blood flow in the field

of view.

Images were also captured during a localized vessel occlusion induced using a

rose-bengal photothrombotic clot model. The rose-bengal was injected after base-

line images were acquired and a 532 nm laser was focused through the objective

to activate the dye and induce a local clot on a vessel of interest in the field of view.

An example from a second animal in the study is shown in Fig. 5.4, where LSCI and

ICG fluorescence images are shown before and after the clot is formed. Although the

images appear similar, the two techniques are providing different information. LSCI

represents an overall blood flow map of the area, with darker areas representing

higher flow and lighter areas indicating slower flow. The ICG images show the

Fig. 5.4 Image set from a second animal in the study acquired using both LSCI (a, b) and ICG

fluorescence imaging (c, d). Time points are shown for baseline physiological flow in (a) and (c)

and after a localized vessel occlusion is induced using photothrombosis in (b) and (d). LSCI

images appear darker in areas of higher flow, while ICG images appear brighter in areas where the

ICG dye is present. Scale bar corresponds to 0.5 mm
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quantity of the fluorescent dye in the vessels, with larger vessels resulting in a

brighter signal due to increased amount of dye present and darker areas indicating

weaker fluorescent signal. In the pre-occlusion images, the vasculature is clearly

visualized by both techniques. After the clot is formed, the upper branching vessel

indicated by the arrow disappears from the field of view in the LSCI image,

indicating that blood flow has reduced in the branched vessel to levels comparable

to the surrounding parenchyma tissue. In the ICG image, the signal from the

branched vessel is much dimmer, which results because the dye is being blocked

from getting to that region. This demonstrates that both methods were able to

identify the occluded vessel and also highlights the differences between the two

techniques. While LSCI is truly measuring the motion within the tissue sample, ICG

fluorescence allows visualization of blood volume rather than blood flow. This is

clear since part of the branched vessel is still visible in the ICG images, which is due

to dye becoming trapped inside the formed clot. Although it is still possible to

identify the occlusion in this case, this may make ICG images more difficult for

surgeons to interpret and could give misleading information.

One major advantage of LSCI is that it can be used to continuously monitor blood

flow changes, both during baseline flow and during a clot formation. Figure 5.5

shows an example of a relative blood flow time course measured from the first

animal in the study (same animal as Fig. 5.3). By calculating the correlation time

within each region of interest and comparing to a baseline value, the relative blood

flow changes can be calculated and easily visualized for four different vessel

branches in the field of view. After the rose-bengal is injected, one vessel branch

immediately clots, as shown by the sharp decrease in flow in region 4. The other

vessel branches take a few minutes to fully clot, and then two of the branches

re-perfuse briefly (regions 1 and 2), indicating that the clot broke free due to a

a b

Fig. 5.5 Temporal blood flow changes measured from the first animal in the study at four regions

of interest in different vessel branches. (a) Location of each region in the camera field of view

shown on a representative baseline LSCI image. (b) Relative blood flow changes for all four

regions measured by changes in correlation time relative to a baseline value. Temporal changes

over 40 min are visualized, during baseline flow, occlusion, and after the clot has formed. Arrows
indicate the time points of the baseline ICG injection, the rose-bengal injection to trigger clot

formation, and the post-occlusion ICG injection. Scale bar corresponds to 0.5 mm
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pressure build-up. Because of the excess rose-bengal in the intravenous system, the

clot reforms quickly and flow is again reduced in those regions. On the other hand,

the ICG fluorescence provides the most useful information during the initial wash-in

of the dye, which can be used to determine flow direction and separate arteries from

veins. A reduction in maximum fluorescence reached during wash-in may also be

used as an indicator of reduced blood flow, but quantitative results are difficult to

interpret, especially if multiple injections of ICG are used during a single procedure.

This initial study in a rat model has demonstrated that LSCI and ICG fluores-

cence angiography provide complementary information about vessel perfusion.

ICGA has distinct advantages of being able to identify flow direction and differen-

tiate between feeding and draining vessels. LSCI has the advantages that it does not

require an exogenous contrast agent and can provide continuous assessment of

blood flow during surgical procedures. LSCI also provides a more direct measure

of flow, while ICG fluorescence truly indicates blood volume. This study has also

demonstrated that both techniques can be performed simultaneously using a single

light source, meaning that the LSCI images can be acquired simultaneously with

ICGA simply by adding a second camera to capture the excitation light.

5.5 Intraoperative Imaging During Neurosurgery

To examine the utility of LSCI as an intraoperative imaging tool during neurosur-

gery, we performed a pilot clinical study (n ¼ 10) using LSCI to image CBF during

brain tumor resection surgeries. The goal of the study was mainly to assess feasibil-

ity of the technique for intraoperative use and to examine performance both under

baseline flow conditions and during an induced change in blood flow. Because the

hardware has been integrated into the surgical workflow, the technique is minimally

invasive and the hardware required is simply an add-on to an existing neurosurgical

microscope.

5.5.1 Clinical Procedure

In this pilot clinical study, ten patients were imaged using LSCI during brain tumor

resection procedures at the NeuroTexas Institute in St. David’s Hospital, located in

Austin, TX. The clinical study was approved by the Institutional Review Boards of

the University of Texas at Austin and St. David’s Hospital. The microscope-

integrated LSCI instrument shown in Fig. 5.2b was used for all patients. Before

each procedure, the camera and laser attachments were added to the microscope and

a surgical staff member covered the modified microscope with a sterile standard

microscope drape. The hardware attachments did not interfere with the draping

procedure or with the normal function of the microscope, meaning that the surgeon
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could use the microscope during the procedure as needed. The LSCI imaging

procedure was performed at the discretion of the surgeon, either before or after

the tumor resection portion of the procedure.

For all cases, the surgeon performed the craniotomy and exposed the cortical

tissue before imaging. If the microscope was not already being used in the proce-

dure, the surgeon positioned the microscope over the cortical area of interest for

imaging, using the built-in illumination to guide positioning and placement.

Because the LSCI hardware was integrated into the neurosurgical microscope, the

surgeon could easily control the location and angle of the microscope head. This

provided the flexibility needed to accommodate for the variability in the craniotomy

location of each patient and enabled fast setup, with positioning complete in less

than 5 min. After positioning the microscope, the built-in illumination was turned

off and the laser diode was turned on to perform LSCI imaging. The surgeon used

the focus and zoom controls built into the microscope head to prepare for imaging

and flushed the cortical tissue area of interest with sterile saline to reduce specular

reflections in the camera field of view. LSCI images were acquired for ~10–15 min,

while recording the camera exposure signal and the patient’s ECG waveform

simultaneously. An illustration of the microscope in use during surgery and the

corresponding LSCI image is shown in Fig. 5.6.

Images of baseline blood flow conditions were recorded for all patients, in some

cases over multiple tissue areas of interest. In two patients, the surgeon used bipolar

cautery to perform surgical hemostasis within the camera field of view during LSCI

imaging to induce a change in blood flow. After the surgical procedure, the LSCI

hardware add-ons were removed from the microscope, leaving it exactly as it was

before the surgery. Because the LSCI hardware is truly an add-on to an existing

instrument, the system can be easily portable to different operating rooms and even

different hospitals, as long as the surgical microscope is available.

Fig. 5.6 Adapted Zeiss OPMI Pentero neurosurgical microscope in use during neurosurgery. (a)

The surgeon uses the microscope to assist with the tumor resection procedure. (b) The surgeon’s

field of view as seen by our camera under the microscope’s built-in xenon lamp illumination. (c)

When the surgeon is ready to perform LSCI, the xenon lamp is turned off and the laser diode is

turned on. LSCI images can be visualized instantaneously, with a representative speckle contrast

image shown (averaged over ten frames)
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5.5.2 Clinical Study Overview

The results from the pilot clinical study are promising and have demonstrated the

instrument’s ability to visualize blood flow in a real time, minimally intrusive

manner. For a subset of the patients, images were acquired with the microscope’s

built-in color camera for comparison with the speckle contrast images. Figure 5.7

shows the camera field of view seen by the color camera under the built-in

illumination along with corresponding representative speckle contrast images

recorded from the same areas for three patients. The color photographs have been

registered to match the orientation of the speckle contrast images, showing excel-

lent alignment of the anatomical vasculature visible in the color images and the

blood flow maps seen in the LSCI images. The blood vessels appear dark in

the speckle contrast images, indicating that the vasculature in the field of view is

unobstructed. The large vein running down the center of Fig. 5.7f may be the

exception. The vessel does not appear to be obstructed in the corresponding color

image, but the LSCI image indicates that this vein is flowing slower than the darker

vessels nearby. The color images in Fig. 5.7c, e show blood pools present in the

surgical field that obscure the view of the local vasculature. The corresponding

LSCI images in Fig. 5.7d, f illustrate that the blood pools present in the surgical

field do not interfere with image visibility, as flow is still clearly observed in the

LSCI images where the blood pools are present. The ability to identify potentially

obstructed vessels and to “see through” blood pools in the surgical field are

examples of improved visualization possible with LSCI.

Fig. 5.7 (a, c, e) Color digital photographs taken from three different patients using the

microscope’s built-in illumination and color camera. These photographs have been registered to

match the orientation of the corresponding representative speckle contrast images (b, d, f). The

speckle contrast images are averaged over ten frames. The bright white areas in both the color

images and the speckle contrast images are regions of specular reflection. The camera field of view

is ~2 cm � 1.5 cm
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5.6 Dealing with Motion Artifacts

One of the challenges involved with using an imaging technique that is highly

sensitive to motion is dealing with physiological motion that does not originate

from blood flow alone. The cardiac cycle leads to unavoidable pulsatile variation in

CBF for any in vivo measurement. Using the recorded ECG signal for each patient,

we can generate an ad hoc cardiac filter to reduce the blood flow fluctuations within

each heartbeat. This allows for improved visualization of actual functional flow

changes that may be occurring. Because the brain tissue is able to deform after a

portion of the skull is removed during the craniotomy, there are also motion

artifacts due to pulsation and respiration. This tissue deformation results in a

constantly changing camera field of view, which makes it difficult to track a specific

tissue region over time. Image registration was used to match the spatial location

between images taken at different time points for a complete image set. This helped

account for the physical motion of the brain visible in the original image sets and

allowed more accurate tracking of tissue regions of interest over time.

5.6.1 Cardiac Filtering

To illustrate the magnitude of blood flow changes that occur within each heartbeat,

the measured correlation time for a region of interest is plotted on the same time-

scale as the ECG waveform recorded for the patient. A representative result from

the first patient is shown in Fig. 5.8a, using the average correlation time measured

from region 1 over a large blood vessel in Fig. 5.8c. This time course illustrates that

the measured changes in tc are synchronized in time with the cardiac cycle. These

pulsatile changes in blood flow can be tolerated during basic visual inspection of

CBF and would not hinder use during applications where large changes in blood

flow are expected, such as aneurysm clipping or vessel bypass. However, these

fluctuations in CBF within each heartbeat may mask small changes in blood flow.

This would be an issue during procedures involving functional mapping of the

cortex, where activation may induce a change in blood flow as small as 10% from

baseline values [29]. The magnitude of the fluctuations observed in Fig. 5.8a would

limit the ability to identify small changes in blood flow, which is the main motiva-

tion for eliminating the artificial rise and fall of blood flow observed within the

cardiac cycle.

Because the fluctuations observed are synchronized with the heartbeat, we have

designed an ad hoc ECG filter to reduce the beat-to-beat variability. This filter is

similar to an adaptive filter technique for MRI data developed by Deckers et al. [45]

and was first described by our group in Parthasarathy et al. [32]. The filter is

designed to identify the time of the camera exposure relative to the ECG cycle

and to account for the signal shape at that relative time. Because both the camera

exposure signal and the ECG waveform are recorded during image acquisition,
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both the actual time of each speckle image and the actual time of each heartbeat are

known. Thus, the correlation time measured from each speckle image can be

assigned a “normalized time,” which is defined as the time of image acquisition

relative to the nearest heartbeat. The normalized time is defined in (5.5)

tnormalized ¼ tframe � tbeat
tRR

; (5.5)

where tframe is the time of the camera exposure, tbeat is the time of the nearest

previous heartbeat, and tRR is the duration of the heartbeat defined as the time

between adjacent R peaks in the ECG waveform. Using the images acquired during

the first 25 heartbeats in an image set, the average correlation time from a region of

interest can be plotted against its normalized time to generate the ad hoc ECG filter

function. An example for the same region is shown in Fig. 5.8b, where the blue

a b

c

Fig. 5.8 (a) The average correlation time within a region of interest co-localized in time with the

ECG waveform recorded for the patient. This illustrates clear fluctuations in correlation time that

are synchronized with the cardiac cycle. (b) The ad hoc ECG filter produced using the average

correlation times from the same region of interest during the time required for 25 heartbeats. (c) A

representative speckle contrast image showing the locations of two regions of interest. Region 1,

located in the vessel, is used for (a) and (b), while region 2, located in the parenchyma, will be used

for analysis in Fig. 5.9
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circles are the measured tc values averaged from the region of interest in each image

and the red line corresponds to the filter function generated by averaging the

measured values with a large window moving average filter. Thus, each value of

the filter function represents the average shape of the correlation time signal

expected at a specific time in the ECG cycle. To apply the filter to the data, the

normalized time of each image must be calculated. Then, the corresponding filter

value for that normalized time is subtracted from the correlation time data point and

the median correlation time value of the ECG filter is added back. To further reduce

the noise in the filtered measurements, a small window moving average filter of

width 0.05 s is applied to the ECG filtered result. The result after ECG filtering (red

curve) and applying the small window moving average filter to the ECG filtered

result (black curve) is shown for the same vessel region in Fig. 5.9a. This result

a

c d

b

Fig. 5.9 (a) The ECG filtered result from the original dataset for region 1 over a large vessel in

Fig. 5.8c. The red curve shows the ECG filtered output and the black curve shows the result after
applying the small window moving average filter to the filtered output. (b) The ECG filtered result

for the same vessel region after image registration has been applied to the image set. The registered

filtered output is relatively flat, indicating that the registration process accounted for the large

increase in tc observed in (a) between 14 and 16 s. (c) The ECG filtered result from the original

dataset for region 2 in the tissue parenchyma from Fig. 5.8c, showing a slow oscillation in flow. (d)

The ECG filtered result for the same parenchyma region after image registration has been applied

to the image set, which is very similar to the original filtered output
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illustrates that ECG filtering greatly reduces the variability within the cardiac cycle

and gives a relatively smooth curve while preserving inherent physiological flow

changes. One important detail to point out is that ECG filtering works very well for

the specific region of interest used to generate the ad hoc ECG filter. However, the

ECG filter shape varies greatly between different tissue regions and between

patients, meaning that a general ECG filter cannot be used. Thus, each region of

interest analyzed within each patient must have its own ECG filter shape to correct

for beat-to-beat fluctuations in measured correlation time.

5.6.2 Image Registration

To account for large-scale tissue motion due to pulsation and respiration, image

registration was performed in post-processing to align the camera field of view for

each image set. Registration was performed using Elastix, an open-source software
package for medical image registration based on the Insight Segmentation and

Registration Toolkit (ITK) [46]. This program uses intensity-based image registra-

tion to adjust the position of a moving image to match a fixed image using the

transformation type, similarity measure, and optimization procedure specified in a

parameter file. The type of transformation used during registration is one of the most

important parameters and must be chosen carefully. The transformation determines

the types of deformations that are allowed to create the mapping between the fixed

image and the moving image. Because the brain tissue is deforming, a nonrigid

transformwould be required for an exact mapping of the images to account for tissue

distortion. However, LSCI records a 2D view of the 3D deformation and the

microscope has a large enough depth of field to keep the image in focus during

tissue motion. This limits the majority of tissue deformation in the recorded images

to the x and y directions. Thus, a translation transform was used for initial analysis to

preserve the image integrity and decrease the complexity of the image registration

process. Mutual information was used as the similarity metric and adaptive stochas-

tic gradient descent was used for the optimization procedure, as the developers of

Elastix recommend both of these parameter choices for general medical image

registration with good performance [46]. The speckle contrast images were provided

toElastix for registration, since the blood flowmaps provided clear image features to

improve registration performance. After image registration, the ECG filtering pro-

cedure was performed on the registered dataset and the filtered output was directly

compared with the original results.

A side-by-side comparison of the filtered output from the two regions shown in

Fig. 5.8c before and after registration is shown in Fig. 5.9. As shown by the

fluctuations in the blue data points from the registered set in Fig. 5.9b, ECG filtering

is still necessary as beat-to-beat variations are still clearly visible despite the image

registration. Thus, the filtered results shown in the red and black curves were

produced using an ECG filter function calculated using the first 25 heartbeats of

the registered image set. Interestingly, the results from the region within the vessel
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shown in Fig. 5.9b indicate a relatively constant time course, while the result from

the original dataset shown in (a) showed a large decrease in flow (increase in tc)
between 14 and 16 s. After viewing the registered result, we can conclude that the

decrease in flow was a result of the region of interest moving outside the vessel and

into the surrounding tissue parenchyma, which has a slower flow than the vessel

itself. This was confirmed in a video of the original image set with the vessel region

of interest overlaid. The registered results from the tissue parenchyma region of

interest shown in Fig. 5.9d appears remarkably similar to the original result in (c),

indicating that the registration process did not have a large effect on the measured

correlation time for the parenchyma tissue region. This suggests that the variation in

blood flow within the tissue parenchyma where the capillary beds are located is

higher than the variation produced from the tissue motion. Thus, there is a clear

benefit to registering the images for regions of interest located in a vessel to ensure

that the region remains inside the vessel throughout the time course of the analysis.

This will eliminate any artificial changes in the time course due to movement of the

spatial region into another tissue area, as observed with Fig. 5.9a. The benefit of

image registration for analyzing tissue parenchyma regions is still being explored,

but may be less important because of the inherent increase in variation observed in

the parenchyma.

5.7 Conclusions

LSCI is a simple yet powerful tool for visualizing blood flow in real time with

excellent spatiotemporal resolution and is ideal for use in a surgical setting. There is

a clear need for monitoring CBF during neurosurgery and LSCI is a perfect

candidate to overcome many of the disadvantages of currently available techniques.

A direct comparison between LSCI and ICGA in an animal model demonstrated

that the two techniques are complementary and provide different information to the

surgeon. LSCI has the advantages that it does not require the use of an exogenous

contrast agent, can be used continuously or repeated as often as needed, and

provides a true measure of blood flow. The results from the 10-patient clinical

study are promising and indicate the feasibility of using LSCI to monitor blood flow

changes in a neurosurgical setting. The LSCI images showed excellent correlation

with the anatomical vasculature captured by the microscope’s built-in camera and

were unobstructed by the presence of blood pools within the field of view. The

microscope-integrated instrumentation proved to be convenient and easy to use for

the surgeons, providing real time, full field blood flow maps with minimal interfer-

ence to the surgical procedure. Both the ECG filtering and image registration helped

account for variability observed in blood flow as a result of the cardiac cycle and

tissue motion. Future work will include a larger clinical study to assess LSCI

performance during a wider variety of neurosurgical procedures, including cere-

brovascular repair and functional mapping.
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Chapter 6

Photoacoustic Tomography of the Brain

Jun Xia and Lihong V. Wang

6.1 Introduction to Photoacoustic Tomography

Photoacoustic tomography (PAT) is based on the photoacoustic effect, in which the

energy from a short laser pulse is absorbed by tissue chromophores, generating a

local temperature rise which is subsequently converted into pressure waves via

thermoelastic expansion. The emitted acoustic waves are detected by ultrasonic

transducers. Based on the amplitude and arrival time of the acoustic signal, the

distribution of optical absorption in the object can be computed.

As a hybrid technique, PAT combines the merits of both optical and ultrasonic

imaging modalities. Since photoacoustic signals originate from optical absorption,

tissue chromophores with different absorption characteristics can be spectrally

separated. This enables PAT to provide label-free functional brain images of

oxygen saturation (SO2) and total hemoglobin concentration (HbT) based on the

absorption spectra of oxyhemoglobin (HbO2) and deoxyhemoglobin (Hb) [1, 2].

Optical contrast agents, such as organic dyes and nanoparticles, can also be used

to improve the visibility of the neurovascular structures [3]. Taking advantage of

the broad choice of fluorescent dyes and proteins, PAT can also image the brain at

genetic and molecular levels [4], which will facilitate the understanding of tumor

biology and brain diseases. Due to the low ultrasonic scattering in tissue, PAT

provides high resolution images in the optical diffusive regime, with high depth-

to-resolution ratios of more than 100 [5]. The spatial resolution of PAT in the

optical diffusive regime is mainly determined by the properties of the ultrasonic

transducer. Better resolutions are achieved by transducers with higher central

frequencies and bandwidths. However, due to the strong ultrasonic attenuation

(~1 dB/cm/MHz in tissue) at high frequencies, photoacoustic computed
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tomography (PACT) of deep tissues normally employs ultrasonic transducers with

central frequencies ranging from 1 to 20 MHz [1]. Photoacoustic microscopy

(PAM) works above this frequency range, generating high resolution images at a

reduced penetration depth. The resolution of PAM can be defined by either the

diffraction-limited optical focusing [optical-resolution (OR)-PAM] [6] or the

frequency- and bandwidth-limited acoustic focusing [acoustic-resolution (AR)-

PAM] [7]. OR-PAM can generate functional images of cortical microvasculature at

single capillary levels to provide details of neurovascular coupling [8]. The

photoacoustic Doppler effect can also be utilized in PAT to measure the speed of

blood flow [9], which can be combined with other functional parameters to quantify

the cerebral metabolic rate of oxygen [10]. In this chapter, we review all these

different photoacoustic brain imaging techniques and highlight studies done in the

past few years.

6.2 Photoacoustic Tomography Systems

6.2.1 Photoacoustic Computed Tomography

In PACT, the initial photoacoustic pressure p0ð r!Þ in the source is reconstructed

from data received at multiple detecting positions. Several photoacoustic image

reconstruction algorithms have been developed in the past few years [11–14],

and reviews of the subject are available in references [15, 16]. For most of the

studies reviewed in this chapter, images were reconstructed using the universal

back-projection algorithm [11], whose time-domain formulation is expressed as

p0ð r!Þ ¼ 1

O0

Z
s

dO 2pðrd!; tÞ � 2t
@pðrd!; tÞ

@t

� �
t¼j r!d� r

!j
vs

����� (6.1)

Herep0ð r!Þ is the initial pressure source,O0 is the solid angle of the whole detection

surface S with respect to a given source point at r!, pðrd!; tÞ is the pressure received
at detecting position rd

! and time t, and vs is the speed of sound. Equation (1)

indicates that p0ð r!Þ is an integration to be conducted along the detection surface S,
using dO=O as the weighting factor. The reconstructed p0ð r!Þ is proportional to the
optical energy deposition Að r!Þ , which is a product of the optical absorption

coefficient mað r!Þ and the light fluence Fð~rÞ . Therefore, if the light fluence is

homogeneous, the reconstructed image represents the distribution of ma in the

source. Equation (1) can be used in three types of imaging geometries: cylindrical,

planar, and spherical surfaces. The first two geometries are widely used in

photoacoustic brain imaging.
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6.2.1.1 Circular-View PACT

Figure 6.1 is a schematic of a circular-view PACT system based on a single element

ultrasonic transducer [1]. The light source is a tunable pulsed laser with several

nanoseconds pulse duration. Before reaching the animal brain, the laser beam is first

expanded using a concave lens and then homogenized using a ground glass. This

procedure ensures a uniform light illumination on the brain at a power intensity

below the ANSI safety limit [17]. The animal is kept in an acoustic couplingmedium

and can breathe through a mask. The photoacoustic signals are detected by an

ultrasonic transducer, which can scan circularly around the brain using a stepper

motor. After a complete circular scan, a two-dimensional (2D) photoacoustic image

of the brain can be reconstructed. Fig. 6.1b is an in vivo image of the cortical

vasculature of a rat brain acquired noninvasively through the intact scalp and skull

using a single-element circular-view PACT system [1]. Three-dimensional (3D)

images can also be acquired by incrementally moving the animal or the transducer in

the z direction [18]. Because of the mechanical scanning, the single-element

circular-view PACT takes 15 min for a 2D scan and several hours for a 3D scan.

The imaging speed of circular-view PACT can be greatly improved by using an

array of ultrasonic transducers [19–21]. Figure 6.2a is the top view of a 512-element

full-ring transducer array [20]. The arraywas custom-made to form a complete circle

with a 50mmdiameter. Each element in the array was curved in elevation (Fig. 6.2b)

to produce a mechanical focal depth of 19 mm, without the loss and acoustic

aberrations of external lenses. The combined foci of all elements form a 3D central

imaging region of 12 mm in diameter and 2 mm in thickness, which closely fits the

cross-section of an adult mouse brain. Due to the large number of transducer

elements, the array output is first sampled by a receiver board. The board consists

Fig. 6.1 (a) A schematic of a circular-view photoacoustic computed tomography (PACT) system

based on a single element ultrasound transducer. (b) In vivo circular-view PACT image of the

cortical vasculature of an adult rat with both the scalp and skull intact [1]. (reproduced fromWang

et al. With permission)
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of 512 dedicated preamplifiers, 64 8:1 multiplexers, and 64 post-amplifiers [22]. The

amplified andmultiplexed signals are then digitized by a 64-channel data acquisition

(DAQ) system. Due to the 8:1 multiplexing, a complete 512-element DAQ requires

eight laser pulses. Data setup and transfer for results of a single acquisition can

be performed at up to 8 Hz, leading to a maximum full-capture rate of 1 frame/s.

The animal mounting scheme is also different from the one used in single-element

PACT. Instead of being fully immersed in the coupling medium, the animal is

supported from below, with the head being covered by a flexible membrane

(Fig. 6.2b). Using the full-ring array PACT system, Fig. 6.2c is an in vivo

photoacoustic image of the cortical vasculature of a 5–6-week-old mouse (~20 g)

with both the scalp and skull intact.

The axial resolution of a circular-view PACT system is primarily determined by

the bandwidth of the ultrasonic transducer [23]. For a wide bandwidth transducer,

the axial resolution approximates to0:8lc, wherelc is the acoustic wavelength at the
high cutoff frequency. The lateral resolution is inversely related to the transducer’s

aperture and the distance between the imaging point and the scanning center.

6.2.1.2 Planar-View PACT

The photoacoustic signal can also be detected optically using a Fabry-Perot film

sensing interferometer (FPI) [24, 25]. The sensor is transparent and can be placed

on the surface of the animal’s head without blocking the excitation laser. The

excitation laser illuminates the animal brain in the same way as in circular-view

PACT. The optical probe comes from a 1500 nm continuous-wave laser. The laser

beam is focused and can raster scan over the surface of the sensor to map the

distribution of the photoacoustic waves arriving at the sensing film. This configura-

tion is equivalent to scanning a single-element piezoelectric transducer with an

Fig. 6.2 Circular-view PACT with a full-ring ultrasonic transducer array. (a) Top view of the full-

ring array and the animal head. (b) Side view of the array system and the position of the animal

[21]. (reproduced from Li et al. With permission.) (c) In vivo full-ring array PACT image of the

cortical vasculature of an adult mouse with both the scalp and skull intact
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active area equaling the size of the focal spot. Similar to the circular-view PACT,

the axial resolution of a planar-view PACT is spatially invariant and determined

mainly by the bandwidth and central frequency of the sensor. The lateral resolution

depends on the detection aperture, the effective acoustic element size, and the

bandwidth of the sensor [24]. Unlike piezoelectric transducers, the frequency

response of an FPI sensor is defined primarily by the acoustic thickness of the

polymer film spacer [24]. Figure 6.3c is an ex vivo image of a mouse brain with

intact scalp and skull. In the experiment, 50 mm axial and lateral resolutions were

achieved [24]. The scanning speed of the system is mainly limited by the pulse

repetition rate (10 Hz) of the high power laser. Due to the long acquisition

time (15 min), the mouse was scarified before the experiment to minimize motion

artifacts [25].

6.2.2 Photoacoustic Microscopy

PAM employs a confocal design of optical illumination and acoustic detection. By

using a spherically focused ultrasonic transducer, PAM receives signals primarily

from the focal zone. Therefore, computational image reconstruction is not needed.

After each laser pulse, PAM receives a depth-resolved temporal photoacoustic

signal, and by raster scanning along the two transverse directions (B-scans), a 3D

photoacoustic image can be acquired. Since the light irradiation area is relatively

small, the laser used in PAM normally has much lower pulse power than the laser

Fig. 6.3 (a) Experimental arrangement of a planar-view PACT system based on Fabry-Perot

interferometry. The Fabry-Perot sensor head is placed on the surface of the mouse head over the

region indicated on the photograph. (b) Schematic of superficial cerebral vascular anatomy: A,

superior sagittal sinus; B, transverse sinus; C, inferior cerebral vein. (c) x-y (top) and y-z (bottom)
maximum intensity projections of the 3D photoacoustic image [25]. (reproduced from Laufer et al.

With permission)
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used in circular- and planar-view PACTs. The low power laser has a higher pulse

repetition rate (>1 kHz), which enables PAM to raster scan at a high speed. Similar

to PACT, the axial resolution of PAM is determined by the bandwidth and central

frequency of the transducer. The lateral resolution can be determined by either the

acoustic focus [acoustic-resolution (AR)-PAM [26] or the optical focus [optical-

resolution (OR)-PAM] [6].

6.2.2.1 Acoustic-Resolution PAM

Figure 6.4a shows the experimental setup of an AR-PAM system. The laser beam

passes through a conical lens to form a ring-shaped light, which is then focused on

the imaging object by an optical condenser. The dashed box shows the schematic of

the confocal light illumination and acoustic detection. The optical illumination on

the tissue surface is donut shaped with a dark center, so that no strong photoacoustic

signals are produced within the ultrasonic field of view. The ultrasonic transducer is

placed in the center of the optical condenser. The whole setup for light delivery and

acoustic detection can be moved along translation stages for alignment and raster

scans. The lateral resolution of AR-PAM is determined by the focal diameter of the

ultrasound transducer. This focal diameter approximately equals 0:7l=NA, where l
is the acoustic wavelength at the central frequency and NA is the numerical aperture

of the transducer [27]. The system shown in Fig. 6.4a has a 0.44 acoustic NA and a

50 MHz central frequency with 70% bandwidth. It can image deeper than 3 mm in

live animals, with axial and lateral resolutions of 15 and 45 mm, respectively [7].

Figure 6.4b is an in vivo AR-PAM image of the cortical vasculature of an adult

mouse with both the scalp and skull intact [28].

Fig. 6.4 (a) Experimental AR-Photoacoustic microscopy (PAM) system. The components within

the dashed box in the photograph are mechanically translated along an x-y plane, with the bottom

of the mirror and the ultrasonic transducer immersed in water. A window at the bottom of the water

container is sealed with an optically and ultrasonically transparent disposable polyethylene

membrane [26]. (reproduced from Zhang, Maslov, Stoica, and Wang. With permission.) (b) In

vivo AR-PAM image of the cortical vasculature of an adult mouse with both the scalp and skull

intact [28, 29]. (reproduced from Stein et al., Hu and Wang. With permission)
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6.2.2.2 Optical-Resolution PAM

As mentioned earlier, the lateral resolution of AR-PAM can be improved by using

transducers with high central frequencies. However, high-frequency ultrasound also

has strong attenuation in tissue, which limits the penetration depth of the system.

For example, 5 mm lateral resolution can be achieved with an ultrasonic central

frequency of 300 MHz. However, at such a high frequency, the penetration depth is

only 100 mm, which is less than that of a pure optical microscope. Hence, instead of

using high-frequency transducers, OR-PAM utilizes optical focusing to provide the

lateral resolution.

Figure 6.5a is a schematic of a second-generation (G2) OR-PAM system [8]. The

laser beam is first focused using an optical condenser and then spatially filtered by a

pinhole. The filtered beam is launched into an optical fiber, whose output is

collimated by a microscope objective. The collimated beam fills the back aperture

of another identical objective, achieving nearly diffraction-limited optical focusing

on the sample. A right angle prism and a rhomboid prism are used for acoustic-

optical coaxial alignment. The gap between the two prisms is filled by silicone oil,

so the light passes through while the ultrasound is reflected at the interface.

Compared with the first-generation OR-PAM system, the G2 system replaces the

lower right-angle prism with a rhomboid prism, which enhances the detection

sensitivity by converting the shear-wave energy back into longitudinal waves, to

which the ultrasonic transducer is more sensitive. Since the light illumination area

is much smaller than the acoustic focus, bright-field illumination is utilized. The

lateral resolution of the G2 OR-PAM is 2.1 mm, which is defined by the numerical

Fig. 6.5 (a) Schematic of the second-generation OR-PAM system. The solid boundary inset
shows the configuration of the acoustic-optical combiner in the first-generation OR-PAM. ConL,

condenser lens; ND, neutral density; FC, fiber collimator; SMF, single-mode fiber; CCD, charge-

coupled device; BS, beam splitter; PD, photodiode; CorL, correction lens; RAP, right-angle prism;

SO, silicone oil; RhP, rhomboid prism; US, ultrasonic transducer [8]. (reproduced from Hu et al.

With permission.) (b) In vivo OR-PAM image of the cortical vasculature of an adult mouse with

the scalp removed and the skull intact [29]. (reproduced from Hu and Wang. With permission)
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aperture of the objective lens and the optical wavelength [8]. The axial resolution is

still defined by the acoustic properties of the ultrasonic transducer. The high lateral

resolution enables OR-PAM to resolve cortical microvasculature at single capillary

levels (Fig. 6.5b) [8, 29]. Because of the limited penetration depth (~1 mm), the

scalp needs to be removed in OR-PAM brain experiment [8].

6.3 Imaging Results

6.3.1 Real-Time Photoacoustic Tomography of Cortical
Hemodynamics in Small Animals

Taking advantage of the full-ring array PACT system, the hemodynamics within

the entire cerebral cortex of a Swiss Webster (23 g) mouse were studied in real-time

by monitoring the wash-in process of a contrast dye [21]. After acquiring the

control image (Fig. 6.6a), about 0.1 mL of Evans blue dye at 3% concentration

was administered through tail vein injection. The entire cortical region was then

continuously imaged at 620 nm (the peak absorption wavelength for the dye) at a

temporal resolution of 1.6 s/frame. Since the optical absorption by blood is weak

at 620 nm [30], the control image (Fig. 6.6a) misses many fine structures. With

the increase in the optical absorption by Evans blue during the wash-in process,

Fig. 6.6 Noninvasive imaging of the wash-in process of Evans blue in cortical vasculature. (a)

and (b) PA images obtained before and after the dye injection. (c), (d), and (e) PA image difference

relative to (a) at time 32, 56, and 80 s, respectively. All these images were obtained at 620 nm

wavelength [21]. (reproduced from Li et al. With permission)
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more vascular structures appeared, as shown in Fig. 6.6b. Figures 6.6c–e plot the

differences between the pixel values in the subsequent images and the control

image at three different times. Increases in the photoacoustic image values in

both the hemispherical and the cerebellar vasculature can be clearly observed,

demonstrating the increase in the dye concentration within the cortex blood vessels.

6.3.2 Three-Dimensional Structural Photoacoustic
Tomography of a Mouse Brain

Three-dimensional structural PAT of a mouse (50 g) brain was achieved in situ with

the skin and skull intact [18]. The experiment was performed using a circular-view

PACT system equipped with a single-element unfocused transducer with 10 MHz

central frequency. The circular scan, in combination with linear scans along the

elevation, constitutes a cylindrical scan around the mouse head. An Nd:YAG

laser operating at 532 nm was the excitation source. Figures 6.7a–f present

Fig. 6.7 Noninvasive 3D PACT of a mouse brain achieved with the skin and skull intact. The

images show horizontal cross-sections from the dorsal to the ventral part of the brain, where the

imaging depth is (a) 0.5 mm; (b) 2.0 mm; (c) 3.5 mm; (d) 5.0 mm; (e) 6.5 mm; and (f) 8.0 mm from

the top surface of the mouse’s head, with a constant interval of 1.5 mm. The size of each image is

1.8 cm � 2.5 cm. A color bar shows the magnitude of optical absorption, where the red areas
(such as blood vessels) indicate tissues with comparatively higher optical absorption. The histo-

logical photographs in (g) and (h) are presented for comparison with the corresponding images in

(d) and (f). In the PACT images and histological pictures, the major characteristic tissue structures

in the mouse brain are indicated. BV, blood vessel; CB, cerebellum; FLC, fissura longitudinalis

cerebri; FTC, fissura transversa cerebri; HC, hippocampus; LH, left hemisphere; MC, mesenceph-

alon; MCA, middle cerebral artery; OL, olfactory lobes; RH, right hemisphere; VL, ventriculi

lateralis [18]. (reproduced from Wang et al. With permission)
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cross-sectional images of the brain at depths ranging from 0.5 to 8 mm, with an

interval of 1.5 mm. Figure 6.7a shows the cortical surface of the mouse brain, where

the vascular distribution in the superficial cortex can be seen clearly with high

optical contrast. Figures 6.7b–f present the interior brain structures underneath the

superficial cortex. For illustration, Fig. 6.7d, f are compared with their

corresponding histological photographs in Fig. 6.7g, h, respectively [18]. Good

matches can be observed, demonstrating that the characteristic tissue structures in

the mouse brain can be imaged noninvasively using circular-view PACT. Since the

optical absorption of blood is high at 532 nm [30], the image contrast is due to

different hemoglobin concentrations in various brain tissues.

6.3.3 Functional Photoacoustic Brain Imaging

In the visible and near-infrared region, the dominant chromophores in the brain are

HbO2 and Hb, which have different absorption spectra. Therefore, when optical

absorption from other chromophores can be neglected, spectral PAT can be utilized

to separate the absorption contributions from HbO2 and Hb, and provide functional

information, such as SO2 and HbT.

In vivo functional brain imaging using PAT was first demonstrated by Wang

et al. in 2003 [1]. In that report, the neuronal activity due to whisker stimulation was

studied on adult Sprague–Dawley rats (~350 g), using a single-element circular-

view PACT system. To maximize the signal response, all whiskers on one side of

the rat snout were deflected simultaneously at 10 Hz, with 8 mm oscillation

amplitude. In the photoacoustic images (Fig. 6.8a, b) of whisker stimulation on

Fig. 6.8 Functional imaging of cerebral hemodynamic changes in response to whisker stimula-

tion. (a) and (b) Noninvasive functional PACT images corresponding to left-side and right-side
whisker stimulation, respectively, acquired with the skin and skull intact. The two maps of

functional representations of whiskers are superimposed on the image of the vascular pattern in

the superficial cortex. (c) Open-skull photograph of the rat cortical surface. B, bregma; L, lambda;

M, midline; A, activated regions corresponding to whisker stimulation (4 mm � 4 mm) [1]

(reproduced from Wang et al. With permission)
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either side, the control image, where no stimulation was performed, was subtracted.

Because the rat whisker-to-barrel system is lateralized, simulation on one side of

the snout causes an increased neuroactivity accompanied by an increased blood

flow on the contralateral side of the somatosensory cortex. The experimental

findings (Fig. 6.8a, b) well agree with this mechanism, indicating that PAT can

detect functional neuroactivity by imaging the changes in the local cerebral blood

flow. The activated regions visualized by PACT are marked on the open-skull

photograph of the brain cortical surface by two dotted frames (Fig. 6.8c). After

the in vivo experiment, histological evaluation confirmed that the activated regions

represented the whisker-barrel cortex.

Using a similar circular-view PACT system, the changes in HbT and SO2 under

three systemic physiological states—hyperoxia, normoxia, and hypoxia—were

studied noninvasively in a rat model [2]. During the experiment, the oxygen con-

centration in the inhaled gas was adjusted through a gas proportioning meter, and the

rat’s global arterial blood oxygenation level wasmonitored in real-time using a pulse

oximeter. In order to separate the absorptions from Hb and HbO2, the brain was

imaged using two wavelengths (584 and 600 nm) during each physiological state,

generating six structural images. Before functional parameters were computed, the

areas of cortical veins were segmented from the image background. It was found that

the averaged SO2 level in the segmented veins were 80, 70, and 57% in the

hyperoxia, normoxia, and hypoxia states, respectively. The changes in HbT were

also studied. The normoxia to the hypoxia transition induced a 12% increase in HbT,

while the hyperoxia to normoxia transition induced a 4% increase in HbT. These

observations agree well with the physiology of the brain [31].

In another study, AR-PAMwas used to monitor the blood-oxygenation dynamics

in response to controlled hypoxic and hyperoxic challenges in real-time [28]. After

the entire cortical vasculature of an adult mouse was imaged (Fig. 6.4b), several

somatosensory cortex vessels were identified. The cross-sections of these vessels

were then studied in AR-PAM using B-scans, which can generate a depth-resolved

cross-sectional image in less than 1 s. Instead of quantitatively calculating SO2, the

data was analyzed using a ratiometric procedure, which normalized the 561 nm

image to the 570 nm image on a per-pixel basis. Because 570 nm is a hemoglobin

Fig. 6.9 Dynamic vessel response profiles. (a) Profile acquired through a hypoxic challenge and

shown in percent change of radiometric PA signals. (b) Close-up of parts of the dynamic vessel

responses shown in (a). Each colored trace corresponds to the response profile from a respective

cortex vessel [28] (reproduced from Stein et al. With permission)
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isosbestic wavelength and 561 nm is a deoxyhemoglobin-dominant wavelength, the

normalized result provides a time series of functional images whose magnitude is

inversely proportional to the blood oxygenation level. The result shown in Fig. 6.9a

is consistent with the aforementioned rat brain studies [2], i.e., hypoxia reduces the

oxygenation level and hyperoxia increases the oxygenation level. Taking advantage

of the fast scanning speed, Fig. 6.9b shows a close-up of the response curves,

highlighting the response transition phases. A complete transition from hyperoxia

to hypoxia took 63 s, while the subsequent recovery of hyperoxia took only 16 s.

Using high resolution OR-PAM, the vessel response to cortical electrical

stimulation was monitored at the microscopic level [32]. The experiment was

performed on a Swiss Webster mouse (~25 g). Before the experiment, a cranial

opening (4 � 4mm2) was made using a dental drill. The exposed dura mater surface

was then cleaned with artificial cerebrospinal fluid. To induce electrical stimulation,

a 10-mm-diameter tungsten electrode was introduced into the cortex to a depth of

0.1–0.2 mm through the opening at about 2 mm lateral to the sagittal suture and

2 mm posterior to the bregma. The direct electrical stimulation caused reactions in

cortical neurons, smooth muscle cells, and astrocytes, and subsequently drove the

cortical vessels from the resting state to either vasoconstriction or vasodilatation.

The experiment was first performed using two wavelengths (570 and 578 nm) to

quantify the SO2 within a small region of interest around the tip of the microelec-

trode (Fig. 6.10a). The dashed line in Fig. 6.10a was then chosen for hemodynamic

monitoring at various stimulation intensities. Figure 6.10b, c demonstrate the vaso-

constriction and vasodilatation of the same microvessel (V1 in Fig. 6.10a) in

Fig. 6.10 (a) Superimposed open-skull photoacoustic images of the mouse cortical microvascu-

lature. The maximum-amplitude projection image acquired at 570 nm is shown in gray scale, and
the vessel-by-vessel hemoglobin oxygen saturation mapping of a smaller region calculated from

dual-wavelength measurements is shown in color scale. (b) and (c) B-scan monitoring of vaso-

constriction and vasodilatation induced by direct electrical stimulations at (b) 100 and (c) 150 mA.
In each panel, the left column is the time course of the change in vessel diameter. The right column
is the vessel cross-sectional image at different time points, indicated by the green lines. The red
lightning symbol indicates the onset of the stimulation [32]. (reproduced from Tsytsarev et al.

With permission)
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response to electrical stimulations at different current levels. At 100 mA, a distinct
vasoconstriction appeared after each of the two stimuli. At 150 mA, the first stimulus

produced a pronounced and prolonged vasodilatation, which prevented the vessel

from recovering to the resting state before the arrival of the second stimulus. The

study also found that 107 mA was the critical stimulation intensity corresponding to

the transition from vasoconstriction to vasodilatations, indicating both coexistence

and competition between the two responses.

6.3.4 Photoacoustic Tomography of the Brain
Using Contrast Agents

Since photoacoustic signals originate from optical absorption, the vascular imaging

contrast of PAT can be enhanced by using optical contrast agents. There are two

main types of optical contrasts—organic dyes and metallic nanoparticles. Although

nanoparticles normally have higher molar absorption coefficients and better wave-

length tunability than organic dyes, the nanotoxicity of these materials is still

unclear [33, 34]. On the other hand, organic dyes are generally nontoxic, and a

few of them have already been approved by the US Food and Drug Administration

(FDA) for human use [35–37]. Here we highlight a study using indocyanine green

(ICG) [3] as the contrast agent. Reviews of various PAT contrast agents can be

found in references [38, 39].

To prolong the dye circulation in blood, ICG was first stabilized by an FDA-

approved polymer, polyethylene glycol (PEG). The conjugated ICG (ICG-PEG)

had a peak absorption wavelength of 805 nm, which was also used as the laser

irradiation wavelength. The experiment was performed on a Sprague–Dawley rat

(~150 g) using the single-element circular-view PACT system. Figure 6.11a, b

show noninvasive photoacoustic images acquired before and after ICG-PEG injec-

tion, respectively. The cortical structures in both images match well with the open-

skull photograph (Fig. 6.11d) taken after the PA experiment. With the pre-injection

image subtracted from the post-injection image, Fig. 6.11c shows increased

photoacoustic signals due to the ICG-PEG injection. This differential image has a

reduced background and shows detailed vasculature with small vessel branches

(indicated as black arrows in Fig. 6.11c) that are not seen in Fig. 6.11a, b. Based on

the signal amplitude, the dye detection sensitivity of the system was quantified to be

2 fmol per resolvable volume (60 � 60 � 100 mm3).

6.3.5 Simultaneous Functional and Molecular Photoacoustic
Tomography of the Brain

Optical contrast agents can also be conjugated with bioactive materials to generate

tissue-specific or molecular information. Taking advantage of this, Li et al.

demonstrated that PAT can provide simultaneous functional and molecular brain
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imagingwith high spatial resolution [40]. The contrast agent used in the studywas an

near-infrared dye named IRDye800-NHS (Li-Cor, Inc.) conjugated with a cyclic

peptide, cyclo(Lys-Arg-Gly-Asp-phe) [c(KRGDf) for short]. IRDye800-c(KRGDf)

targets avb3 integrin, which is over-expressed in the U87 glioblastoma tumor. Nude

mice with implanted human U87 glioblastoma tumor cells in their brains were

imaged using a circular-view PACT system at four wavelengths: 764, 784, 804,

and 824 nm. These four wavelengths were chosen for separating the absorptions

from Hb, HbO2, and the molecular contrast. Figure 6.12a is a functional image

of SO2 in cortical vessels. The tumor region (red arrow, Fig. 6.12a) shows lower

SO2 than the surrounding normal tissue, indicating hypoxic tumor vasculature.

Fig. 6.11 In vivo noninvasive photoacoustic images of a rat brain. (a) and (b) Photoacoustic

images acquired before and after the injection of ICG-polyethylene glycol (PEG), respectively,

where the two gray scales are the same. MF, median fissure. (c) ICG-based angiograph of the rat

brain (c ¼ b�a). (d) Open-skull photograph of the rat brain obtained after the data acquisition

(DAQ) for photoacoustic imaging. Black arrows indicate small vessel branches [3]. (reproduced

from Wang et al. With permission)
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Higher HbT (Fig. 6.12b) can also be observed around the same region due to tumor

angiogenesis. Figure 6.12c is a composite image with the segmented molecular

distribution superposed on the structural image of the brain cortex. It can be seen that

the contrast agent mainly accumulates at the tumor region. After the in vivo experi-

ment, the location and depth of the tumor observed in the photoacoustic images was

confirmed by histological analysis [40].

6.3.6 Photoacoustic Tomography of Mouse Cerebral
Edema Induced by Cold Injury

Taking advantage of the fact that water has a peak absorption coefficient around

975 nm, PAT was used to image a cold-induced cerebral edema in vivo [41]. The

experiment was performed on adult mice (~25 g) using the full-ring array PACT

system [20]. After the healthy brain was imaged, cold injury was induced by

placing an aluminum tube filled with liquid nitrogen on the mouse scalp for 30 s.

The mouse was then imaged 12, 24, and 36 h after the cold injury, using two

wavelengths (610 and 975 nm) to track the changes in blood volume and water

distribution at the edema site. Figure 6.13 shows the brain images acquired in vivo

by the PACT system and subsequently acquired ex vivo by MRI. The imaging

cross-section is approximately 1 mm beneath the brain surface. The 610 nm images

(Fig. 13a, b) indicate the decreased amount of blood in the vessel during the first

24 h after the cold injury, while the 975 nm images (Fig. 13c, d) show an accumu-

lation of water after the cold injury. These observations are consistent with brain

cold injury studies [42]. Immediately after the PACT experiment, the mouse was

sacrificed and scanned in a small-animal MRI scanner. The edema region indicated

by MRI (Fig. 6.13e) agrees well with the PACT image in Fig. 6.13d.

Fig. 6.12 In vivo molecular imaging of a nude mouse brain with a U87 glioblastoma xenograft.

(a) SO2 image. The arrow indicates the tumor region. (b) HbT image. (c) Composite of segmented

molecular image of IRDye800-c(KRGDf) and structural image [40]. (reproduced from Meng-Lin

et al. With permission)
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6.3.7 Photoacoustic Tomography of the Monkey Brain

Besides small-animal brain imaging, PAT has also successfully imaged monkey

brains [43]. The study was performed on a fresh head sample (9 � 7 cm in axial

view) of a 20-month-old rhesus monkey, whose skull thickness was approximately

2 mm. Since the ultrasonic signals propagating through a skull are less distorted at

lower frequencies (0.5–1 MHz) [44], the experiment utilized a 1 MHz central

frequency transducer with 60% bandwidth and 12 mm diameter element size.

A single-element circular-view PACT system was used to acquire images. The

photoacoustic image (Fig. 6.14b) of the brain with the skull bone shows high

correlation (0.7) with the photoacoustic image (Fig. 6.14c) of the exposed brain,

indicating that the effect of the skull bone on PACT is not significant. However, the

presence of the scalp degraded the photoacoustic image (Fig. 6.14a) significantly,

probably because the scalp and dura mater severely reduced the laser penetration,

and thus reduced the image’s signal-to-noise ratio (SNR). Due to light attenuation in

the scalp and dura meter, the vessels also look thicker in Fig. 6.14a. In a later study,

Nie et al. [45]. demonstrated that the SNR and spatial resolution of the skull-only

image (Fig. 6.14b) can be further improved by using the virtual point detector

technique [27, 46].

Fig. 6.13 Transcranial photoacoustic images of the mouse brain acquired noninvasively before

cold injury (a and c) and 24 h after cold injury (b and d). The upper and lower row images were

acquired at 610 and 975 nm wavelengths, respectively. (e) MRI image of the mouse cortex, taken

immediately after the mouse was sacrificed. The edema is indicated by the arrow. The dashed line
area in (d) outlines the contour area according to 60 % of the maximum water signal acquired at

975 nm [41] (reproduced from Xu et al. With permission)
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Ultrasound attenuation through the skull was also studied in detail by placing the

skull between the detector and a human hair. The skull was then rotated to simulate

different ultrasound incident angles. It was found that the PA signal from the hair

decreased as the incident angle increased, and when the incident angle was larger

than 35� the signal started to increase again. This observation can be explained by

the fact that a PA signal contains both longitudinal and shear waves. When the

incident angle reaches the critical angle for longitudinal waves, shear waves can

still propagate and will convert into longitudinal waves at the exit boundary.

The monkey brain studies indicate that PAT can image through a relatively thick

skull, and with proper modeling of the scalp and skull effects, PAT has great

potential to be used in human neonatal brain imaging.

6.4 Discussion

Since the first demonstration of functional PAT in 2003 [1], the field has been

growing rapidly. Neurovascular, functional, and molecular brain images at multiple

spatial scales have been demonstrated on various animal models. While PAT has

Fig. 6.14 (a) Photoacoustic image of a rhesus monkey brain with intact scalp and skull bone.

Scale bar: 10 mm. (b) Photoacoustic image of the monkey brain with the skull bone only. (c)

Photoacoustic image of the exposed monkey brain. (d) Photograph of the exposed monkey brain.

The blood vessels that can be identified from photoacoustic images have matching numbers [43]

(reproduced from Yang and Wang. With permission)
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established itself as a promising tool for brain studies, more work needs to be

completed to further improve the performance of this technique. In terms of imaging

speed, the bottlenecks are the DAQ rate (for circular-view PACT) [20, 47], the laser

pulse repetition rate (for both PACT and PAM) [48], and the raster-scanning speed

(for PAM and planar-view PACT) [49–51]. Various solutions have been proposed to

address these problems [47–51]. Quantitative photoacoustic studies also have

challenges due to the fact that the photoacoustic signal is proportional to the product

of the local light fluence and optical absorption coefficient. Therefore, optical

heterogeneities in the brain need to be taken into account in spectral photoacoustic

studies [52]. With a limited spatial resolution, diffuse optical tomography has been

combined with PAT to estimate the local fluence [53, 54]. Absolute quantification of

absorption coefficients using acoustic spectra has also been demonstrated [55].

As with optical heterogeneities, acoustic heterogeneities, such as variations in the

speed of sound, also need to be considered, especially in computational image

reconstruction [56–58]. This is important when implementing PAT on monkey or

human brain studies, where the skull effect cannot be neglected. Nevertheless,

despite these challenges, PAT, with its unique combination of optical absorption

sensitivity and ultrasonic imaging depth and resolution scalability, has great poten-

tial to play an important role in brain imaging.
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Chapter 7

Optical Coherence Tomography

for Brain Imaging

Gangjun Liu and Zhongping Chen

7.1 Introduction

Optical coherence tomography (OCT) is an imaging modality that takes advantage

of the short coherence length of broad-band light sources to perform micrometer-

scale, cross-sectional imaging of biological tissues [1]. In OCT, imaging contrast

originates from variations in tissue scattering due to inhomogeneities in the sample’s

optical refractive indices. OCT offers axial resolution of 1–15 mm and penetration

depth of around 2–3 mm. OCT was first used clinically in ophthalmology for the

imaging and diagnosis of retinal disease. It has been applied to image subsurface

structure in skin, vessels, and oral cavities as well as respiratory, urogenital, and

gastrointestinal tracts [2].

Recently, there has been growing interest in using OCT for brain imaging.

A feasibility study of OCT for guiding deep brain probes has found that OCT can

differentiate the white matter and graymatter because the white matter tends to have a

higher peak reflectivity and steeper attenuation rate compared to gray matter [3]. In

vivo 3D visualization of the layered organization of a rat olfactory bulb with OCT has

been demonstrated [4]. OCT has been used for single myelin fiber imaging in living

rodents without labeling [5]. The refractive index in the rat somatosensory cortex was

also measured with OCT [6]. In addition, functional extension of OCT, such as

Doppler-OCT (D-OCT), polarization sensitive-OCT (PS-OCT), and phase-resolved-

OCT (PR-OCT), can image and quantify physiological parameters in addition to the

morphological structure image.Based on the scattering changes during neural activity,

OCT has been used to measure the functional activation in neuronal tissues [7–12].

PS-OCT, which combines polarization sensitive detection with OCT to determine

tissue birefringence, has been used for the localization of nerve fiber bundles and the
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mapping ofmicrometer-scale fiber pathways in the brain [13–15].D-OCT, also named

optical Doppler tomography (ODT), combines the Doppler principle with OCT to

obtain high resolution tomographic images ofmoving constituents in highly scattering

biological tissues [16–19]. D-OCT has been successfully used to image cortical blood

flow and map the blood vessel network for brain research [20–25].

In this chapter, we review the principles and technology of OCT and D-OCT and

describe a few examples of potential applications of OCT and D-OCT.

7.2 Principles of OCT and Doppler OCT

7.2.1 Principle of OCT

OCT uses coherent gating to discriminate single scattered photons from multiple

scattered photons. OCT is based on a Michelson interferometer with a broadband

light source (Fig. 7.1). Light from the source is split into a reference path and a

sample path. The reference path light, after reflecting from the reference mirror

interferes with the sample path light reflected or scattered back from the sample,

and the interference pattern is detected by a photodetector. For the OCT system,

short coherence broadband light sources are used, and the interference pattern is

only observed when the reference and sample path lengths are matched to within

the coherence length of the source. The axial resolution of an OCT system is

determined by the coherence length of the light source, which is related to the

central wavelength of the light source and the wavelength bandwidth. The lateral

resolution is determined by the numerical aperture of the objective used to focus the

light and the beam diameter incident on the objective.

To illustrate the coherence gating of the broadband light source, we consider the

interference fringe generated in the Michelson interferometer with a broadband

light source as in Fig. 7.1. The time-average, total power detected by the detector

can be expressed as a sum of three terms representing reference (Ir), sample (Is), and
the interference fringe intensity (GoctðtÞ),

Fig. 7.1 Schematic of the

OCT system
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PdðvÞ ¼
ð1

0

ðPrðvÞ þ PsðvÞ þ P
oct
ðvÞÞdv ¼ Ir þ Is þ GoctðtÞ; (7.1)

where n is the optical frequency, t is the time delay between light traveled in the

sample and reference arms and

PrðvÞ ¼ S0ðvÞ KrðvÞj j2 (7.2)

PsðvÞ ¼ S0ðvÞ KsðvÞj j2 (7.3)

PoctðvÞ ¼ 2PoctðvÞKrðvÞKsðvÞ cos 2pvðDd=cþ tÞ½ � (7.4)

Ir ¼
ð1

0

PrðvÞdv (7.5)

Is ¼
ð1

0

PsðvÞdv (7.6)

GoctðtÞ ¼
ð1

0

PoctðvÞdv (7.7)

where Dd is the optical path length difference between light traveled in the sample

and reference arms, S0ðvÞ is the source power spectral density, KrðvÞ and KsðvÞ are
the amplitude reflection coefficients of light backscattered from the reference

mirror and turbid sample. Equation (7.7) shows that there is a Fourier transforma-

tion relation between the spectral domain signal PoctðvÞ and time domain signals

GoctðtÞ . Consequently, there are two methods to acquire the OCT signal: the

spectral domain method and the time domain method.

Since the introduction of OCT in the 1990s, OCT has evolved from early time

domain to Fourier domain systems. In a time domain OCT system, the source is

typically a superluminescent diode (SLD), and the photodetector is a single element

photovoltaic detector. The reference path length is rapidly changed by translating

the reference mirror or by a rapid scanning optical delay (RSOD) line. The data

processing consists of detecting the envelope of the detected fringe pattern

corresponding to interference. In a Fourier domain-OCT (FD-OCT) system, the

reference arm is kept stationary, and the interference fringes in the spectral domain

are measured. Two methods have been developed to employ the Fourier

domain technique: a spectrometer-based system [26, 27] and a swept laser

source-based system [28, 29]. In a spectrometer-based OCT system, the
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photodetector in Fig. 7.1 is replaced with a spectrometer and the spectral

interference pattern is detected by the spectrometer that spatially disperses different

wavelengths onto different pixels of the line scan camera. In a swept laser source-

based OCT system, the source in Fig. 7.1 is replaced with a wavelength sweeping

laser, and the spectral interference pattern is detected by the single element

photodetector as a function of time. The depth information for the FD-OCT system

is encoded in the interference spectral fringe, and Fourier transform for the spectral

fringe is used to obtain the depth information. FD-OCT systems have been shown to

have better signal to noise ratio (SNR) and faster imaging speed than the time

domain system. The faster speed and the higher SNR of the FD-OCT [30–32] make

it promising for some high-speed and in vivo applications.

7.2.2 Principle of D-OCT

D-OCT combines the Doppler principle with OCT to obtain high resolution

tomographic images of static and moving constituents simultaneously in highly

scattering biological tissues [17, 18]. The first two-dimensional in vivo D-OCT

imaging was reported using the spectrogram method [16–18]. The spectrogram

method uses a short time fast Fourier transformation (STFFT) or wavelet

transformation to determine the power spectrum of the measured fringe signal

[16–18]. Although spectrogram methods allow simultaneous imaging of in vivo

tissue structure and flow velocity, the velocity sensitivity is limited for high speed

imaging. Phase-resolved D-OCT was developed to overcome these limitations [19].

This method uses the phase change between sequential A-line scans for velocity

image reconstruction [19]. Phase-resolved D-OCT decouples spatial resolution and

velocity sensitivity in flow images and increases imaging speed by more than two

orders of magnitude without compromising spatial resolution and velocity

sensitivity [19]. The significant increase in scanning speed and velocity sensitivity

makes it possible to image in vivo tissue microcirculation in human skin [19, 33, 34].

Combination of the high speed and high sensitivity FD-OCTwith the phase-resolved

method has been demonstrated by a number of groups [35–37]. Because the dynamic

range of the phase-resolved D-OCT depends on the speed of the line scans, FD

Doppler OCT has an advantage over the time domain method in terms of imaging

speed and velocity dynamic range.

In phase-resolved D-OCT, the Doppler frequency shift Df is obtained by

measuring the phase difference between sequential A-scans. The phase information

of the fringe signal can be determined from the complex analytical signalAj;z, where

Aj;z is the complex data at jth A-scan and depth of z. The Doppler frequency shiftDf
can be expressed as:

Df ¼ 1

2p
df
dt

¼ Df
2pT

¼ 1

2pDT
tan�1 ImAjþ1;z

ReAjþ1;z

� �
� tan�1 ImAj;z

ReAj;z

� �� �
(7.8)
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whereDT is the time difference between jth A-scan and ðjþ 1Þth A-scan. In the time

domain D-OCT system, the complex analytical signal Aj;z is determined through

analytic continuation of the measured interference fringes function by use of a

Hilbert transformation. In FD-OCT systems, the complex signal Aj;z is obtained

through the Fourier transformation of the acquired fringe.

Alternatively, the phase change can also be calculated by the cross-correlation

method [19]. In addition, averaging can improve the SNR [19, 38]. Averaging could

be performed in both lateral and depth directions and the Eq (7.8) becomes [19, 38]:

�f ¼ 1

ð2p � DTÞ � arctan

PJ
j¼1

PN
z¼1

ImðAjþ1;zÞReðAj;zÞ � ImðAj;zÞReðAjþ1;zÞ
� �

PJ
j¼1

PN
z¼1

ReðAj;zÞReðAjþ1;zÞ þ ImðAjþ1;zÞImðAj;zÞ
� �

8>>><
>>>:

9>>>=
>>>;

(7.9)

where J is the number of A-lines that are averaged, and N is the number of depth

points that are averaged. The choice of J and N are dependent on application.

Generally, a larger J and N will increase SNR. However, it also increases the

computing time and decreases resolution.

Figure 7.2a–d are OCT structure images of the flow phantom pumped

at, respectively, 20, 40, 60, and 80 mL/min. Figure 7.2e–h are phase-resolved

D-OCT images of flow phantom pumped at, respectively, 20, 40, 60, and

80 mL/min. It should be noted that the phase is wrapped in Fig. 7.2h. It can be

clearly seen from the D-OCT images that the Doppler frequency shift increases

with increasing pumping speed.

Fig. 7.2 (a–d) are OCT structure images of the flow phantom pumped at, respectively, 20, 40, 60,

and 80 mL/min; (e–h) are D-OCT images of the flow phantom pumped at, respectively, 20, 40, 60,

and 80 mL/min. Scale bar: 500 mm
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In addition to the Doppler shift, Doppler variance can also be used to map the

flow. Doppler variance has the benefit of being less sensitive to the pulsatile nature

of the blood flow, less sensitive to the incident angle, and may be used to obtain the

transverse flow velocity [33]. If s denotes the standard deviation of the Doppler

spectrum, the Doppler variance s2 can be obtained [33]:

s2 ¼
Ð ðf � f Þ2Pðf ÞdfÐ

Pðf Þdf ¼ f 2 � f
2

(7.10)

where �f is the Doppler frequency and Pðf Þ is the power spectrum of the

Doppler frequency shift. Using autocorrelation theory, the variance can be

expressed as [33]:

s2 ¼ 1

ð2p � DTÞ2 1�

PJ
j¼1

PN
z¼1

ðAjþ1;zA
�
j;zÞ

�����
�����

PJ
j¼1

PN
z¼1

ðAj;zA�
j;zÞ

2
66664

3
77775 (7.11)

where A�
j;z is the complex conjugate of Aj;z , J is the number of A-lines that are

averaged, and N is the number of depth points that are averaged.

7.3 Brain imaging with OCT and D-OCT

7.3.1 Brain Anatomy

The cerebral cortex is generally believed to be composed of functional units called

“columns” that are arranged in clusters perpendicular to the surface. Each column is

comprised of neurons that respond preferentially to a specific feature of a stimulus

that differs from its neighboring columns. Furthermore, perpendicular to the func-

tional columns and parallel to the surface, the cortex is composed of six anatomical

“layers,” with layer I being the outermost and VI, the innermost. Each anatomic

layer is different by virtue of its connectivity pattern and/or cellular composition.

Throughout the cortex, capillaries form a dense network near neurons. Changes in

brain blood flow are known to be coupled to regions of neuronal activity. However,

it is poorly understood whether there are layer differences in blood flow changes

that occur within a column. Changes in blood flow within a cortical column are

clinically important because disruption of this coupling is likely related to certain

types of neuropathology, such as dementia [39].

162 G. Liu and Z. Chen



7.3.2 OCT Imaging of Brain

Imaging of internal brain structure has been performed with magnetic resonance

imaging (MRI), positron emission tomography (PET), and near-infrared imaging

with millimeter resolution [40, 41]. However, these methods have limited spatial

resolution [5]. Multiphoton microscopies, such as coherent anti-Stokes-Raman

scattering (CARS) microscopy, two photon-excited fluorescence (TPEF), second

harmonic generation (SHG) microscopy, and third harmonic generation (THG)

microscopy have also been demonstrated to image brain tissue with high spatial

resolution. These nonlinear optical microscopes have limited penetration depth,

typically a few hundred micrometers, and cannot provide quantitative information

on large volumes of brain tissue. The micrometer resolution, millimeter penetration

depth, and label-free nature make OCT one of the promising techniques for in vivo,

large volume imaging of brain.

Figure 7.3 shows in vivo OCT images of a young mouse cortex with an intact

skull. The OCT system is a swept source-based FD-OCT system with a central

wavelength of 1,310 nm. The interface between the skull and gray matter can

be clearly seen in Fig. 7.3a. Quantitative information, such as skull thickness, can

be obtained from this image. A single A-line profile can also be used to quantify

tissue properties and differentiate the tissue content [3]. Figure 7.3b shows the

reconstructed 3D volume rendering of the acquired data.

OCT can also be used to provide surgical guidance in laser treatment of an

epilepsy lesion. Epilepsy is a debilitating neurological disorder affecting 2.3 million

people in the United States and an estimated 50 million people worldwide. Many

types of brain lesions can trigger epilepsy. Although medical treatments are

available, one in four patients continue to have seizures even under optimized

antiepileptic drug regimens. For these patients who do not respond to medications,

the removal of the lesion by surgical method is the only way to control the seizure.

However, one of the challenges for surgical removal of the epileptic lesion is the

accurate determination of the depth/boundary of the lesion during surgery.

Currently, there is no noninvasive method to determine the depth/boundary of the

lesion during surgery. In collaboration with Dr. Pearltson of Duke University, we

Fig. 7.3 In vivo OCT imaging of mouse brain. (a) One single OCT image of the mouse brain. (b)

3D volume rendering of the acquired mouse brain data
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have imaged rat brain from a neonatal rat model that has an epileptogenic brain

lesion that is similar to developmental brain lesions observed in certain epileptic

patients. Figure 7.4a shows an OCT image of the epileptogenic brain lesion in the

neonatal rat model. We can clearly identify the depth/boundary of the lesion in

the OCT image. Furthermore, we can also identify white matter in the brain that

matches what we see in the histology (Fig. 7.4b). For comparison, we also include

the MR image (Fig. 7.4c). Although MRI can identify the location of the lesion, the

spatial resolution of MRI is too poor to determine the depth/boundary of the lesion.

These results clearly demonstrate the value of an OCT image for surgical guidance

for laser treatment of epilepsy lesions.

Another exciting field of OCT for brain imaging is neuroendovascular OCT.

Endoscopic- or catheter-based probes enable access of internal structures of the

brain with no or minimal invasion. Our group has developed a neuroendovascular

OCT device that enables imaging of patients with brain aneurysms. Brain

aneurysms are localized, blood-filled dilations of arteries in the brain that occur

most commonly in the circle of Willis at the base of the brain. Aneurysms rupture

causing subarachnoid hemorrhage (SAH) with high associated morbidity and

mortality. SAH affects over 30,000 patients every year in the USA. Microscopic

study of cerebral blood vessels shows that aneurysm walls have a different structure

from normal blood vessels, especially at branch sites. These branch sites are the

most probable sites for the formation of berry aneurysms. Currently, there is no

existing technique to assess the structural composition of the aneurysm wall in the

living body or to predict the stability of the aneurysm. In addition, the cerebral

aneurysm is treated by either clipping or coiling. Due to its minimal invasiveness,

endovascular coil embolization has become increasingly popular in the treatment of

brain aneurysms. However, patients treated using this method require multiple

follow-up angiographies to monitor healing. Imaging modalities with sufficient

resolution to visualize healing across the aneurysm neck is currently not available

clinically. Neuroendovascular OCT can image and reveal structure across the

aneurysm neck with micrometer resolution. OCT can assess the structural compo-

sition and stability of the aneurysm wall before treatment, provide guidance during

the endovascular coil embolization procedure, and evaluate the healing process

Fig. 7.4 Images of epileptogenic brain lesion in the neonatal rat model: (a) OCT image, (b)

histology, (c) MRI image
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posttreatment. To demonstrate the clinical feasibility of OCT for imaging cerebral

vessels, we have developed an endovascular OCT catheter with a probe diameter of

0.7 mm [42]. We have demonstrated, to the best of our knowledge, the first OCT

image of cerebral vasculature in human subjects [42, 43]. During the patient’s

follow-up angiography examination, an OCT endovascular catheter was inserted

into the femoral artery where the angiography sheath was already present. The

catheter was advanced to the intracranial aneurysm lesion under fluoroscopic

guidance using standard endovascular techniques. Figure 7.5a shows an angiogram

of an aneurysm patient with an OCT catheter in a cerebral vessel. Figure 7.5b shows

an OCT image obtained from the same brain aneurysm patient who received

endovascular coil embolization treatment. The aneurysm treated lesion is clearly

visible in Fig. 7.5b. Our pilot clinical studies in four patients have shown that OCT

imaging of the cerebral vasculature is feasible in a safe and effective manner.

7.3.3 Depth-Resolved Intrinsic Scattering Signal Changes
During Functional Brain Activation

Intrinsic signal optical imaging (ISI) is a well-established optical imaging method

which maps the clustered activation of neurons with a camera [44]. ISI is

noninvasive and does not require dyes. It is based on a small change in the

absorption (or reflection) of light that occurs in neuronal tissue when neurons are

activated. The scattering or reflection property changes of neural tissue has been

attributed to two factors: (1) the local refractive index change of the membrane or

the cytoplasm due to the alteration of the ionic composition; (2) the cellular

geometry change due to osmotically induced volume changes, as well as other

physical forces [11]. The OCT signal originates from sample inhomogeneous

scattering properties which are related to the sample’s refractive indices. Different

from the ISI technique, which integrates the back scattering or reflection signal

Fig. 7.5 In vivo posttreatment aneurysm imaged by OCT: (a) angiogram of a patient with an OCT

catheter in a cerebral vessel; (b) in vivo OCT image obtained from patient that received

endovascular coil embolization treatment. (From ref. [43])
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from all depths and cannot provide depth-resolved information, OCT can offer a

micrometer resolution, depth-resolved intrinsic scattering signal. A typical OCT

system utilizes a near-infrared wavelength light source for imaging which

penetrates deeper than the visible wavelength light source typically used in ISI.

Several groups have demonstrated the investigation of functional activation in

neuronal tissues with the OCT technique. OCT has been used to visualize depth-

resolved scattering property changes in a cat cortex in response to a visual stimulus

[7]. Scattering properties of nerve fibers from the abdominal ganglion of the sea

slug Aplysia californica before, during, and after electrical stimulation have been

measured with OCT and the results show that the scattering during stimulation

showed localized reversible increases compared with those acquired before

stimulation [11]. The high-resolution, cross-sectional measurement of functional

hemodynamic response to electrical stimulation in the rat cortex model was

demonstrated with OCT [9]. The correlation between OCT and ISI has been

demonstrated. By integrating all the depth signals from a single A-line, the depth-

integrated OCT profile was compared with the ISI profile, and a clear and

remarkable agreement between the profiles was found [8]. The spatial and temporal

correlations of OCT and ISI are also verified with a rat somatosensory cortex

through a thinned skull during forepaw electrical stimulation [10]. These results

clearly indicate that OCT is a promising new technique for monitoring dynamic

changes in the neural system under stimulation.

7.3.4 D-OCT of Cortical Blood Flow Dynamics
in Animal Models

D-OCT has also been used to image brain hemodynamics in the cerebral cortex of the

brain. As previously mentioned, the cerebral cortex is believed to be composed of

functional units, called “columns,” that are arranged in clusters perpendicular to the

surface of the cortex. High spatial resolution, on the order of micrometers, is

necessary to distinguish different vascular components (arterioles, capil-

laries, venules) and individual columns, which are about 100–200 mm2 in tangential

size. Several different techniques have been used to study the coupling of blood flow

within localized regions of brain activity, such as PET, near infrared spectroscopy

(NIS), ISI, laser Doppler perfusion imaging (LDPI), laser speckle imaging (LSI),

functional magnetic resonance imaging (fMRI), and two photon microscopy.

However, the resolutions of PET, LDPI, and fMRI are too low to distinguish these

components. Although ISI can map en face cortical hemodynamics and columns,

depth resolution is not available [45, 46]. Two photon microscopy has been used for

mapping cortical activity. However, this technique requires the injection of a fluo-

rescent dye and has limited penetration depth [47]. The noninvasive high resolution

tomographic capabilities of D-OCT make it a promising technique for mapping

depth-resolved cortical blood flow.
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We reported the first D-OCT image of blood flow in the rat cerebral cortex

in 1997 with time domain OCT [20]. Recent advances of Fourier domain

phase-resolved D-OCT have significantly improved imaging speed and velocity

sensitivity. These improvements have made the imaging of a full map of the cortex

neurovascular structures down to the capillary level possible [22, 24, 25, 48].

Figure 7.6a shows an en face projection view of a D-OCT image of rat cortex

blood vessels that reveals the detailed blood perfusion network over the cortex at

capillary level resolution. The parietal cortex of an anesthetized rat was imaged

through a dural incision. The D-OCT system is a swept source-based OCT system

with an A-line rate of 50,000 Hz at a central wavelength of 1,310 nm. The image has

a size of 5 mm by 5 mm and it takes 80 s to capture the whole 3D data volume. The

image shown in Fig. 7.6 is obtained with the Doppler variance method which shows

high sensitivity for mapping the blood vessel network. Because 3D information of

the blood vessel network is mapped, one can separate the vascular network from

different anatomical layers. For example, we can separate the blood vessel network

in the skull from that in the cortex as shown in Fig. 7.6b, c. Figure 7.6b shows the en
face projection view of the blood vessel network in the skull, and Fig. 7.6c shows the

en face projection view of the blood vessel network in the cortex. In order to separate

the skull from the cortex, the boundary between the skull and the cortex was found

first based on the OCT image. This boundary was then applied to the Doppler

variance tomography image. This preliminary investigation demonstrated that

D-OCT can map blood flow in the cortex with high spatial resolution.

D-OCT shows great promise in brain research for imaging the entire depth of the

cortex. D-OCT has been used to measure stimulus-induced changes in blood flow

[20], evaluate and monitor brain ischemia and trauma [23, 49], and quantify blood

circulation and flow resistance before and after a localized ischemic stroke in a

mouse model [23]. Repeated D-OCT scans across a few selected vessels have been

performed to get 2D Doppler flow maps as a function of time, which provide an

accurate estimation of 2-D flow dynamics across the vessels. Spectral Doppler

waveforms can be obtained by performing spectral analysis of the time sequences

of Doppler images [50]. The quantitative information, such as maximum velocity

Fig. 7.6 En face projection view of Doppler variance images of rat cortex blood perfusion.

(a) Projection view from the full imaging depth; (b) projection view from the skull; (c) projection

view from the cortex
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envelope, mean velocity envelope, and flow-volume rate envelope, can be derived

accordingly [50]. Doppler-angle-independent flow indices, such as flow resistance

and flow pulsatility, can be determined from this measurement [50].

We have used spectral D-OCT for quantitative evaluation of dynamic blood

circulation before and after a localized ischemic stroke in a mouse model [23].

Ischemic stroke is the third leading cause of death in the United States and has a

tremendous impact on subsequent quality of life for the victim. One of the biggest

limitations to this development is the lack of understanding of the mechanisms by

which cerebral blood flow adapts and the cerebral vessel reacts to environmental

insults (such as ischemia, inflammation, trauma, blood pressure changes, and

metabolic stressors). Imaging modalities that can provide in vivo evaluation of

flow dynamics in an ischemic stroke animal model is essential to the understand-

ing and development of more effective intervention.

To demonstrate the use of spectral D-OCT for quantitative evaluation of blood

circulation and flow resistance before and after a localized ischemic stroke, Rose

Bengal photodynamic therapy (PDT) was used as a noninvasive means for

inducing localized ischemia in the cortical microvasculature. Both LSI and

spectral D-OCT were taken before and 15 min after each PDT trial. Spectral

Doppler imaging (SDI) provided the temporal blood flow information, which is

complementary to the spatially distributed flow information of 3D angiography.

For comparison, in vivo laser-speckle images of the mouse brain cortex through a

moistened, intact skull were also recorded. Figure 7.7a–c show the qualitative

laser speckle images of the intact mouse skull and clearly demonstrate the overall

reduced vascular blood flow with laser coagulation by the irradiation of Rose

Bengal. The reduction was localized to the site where laser irradiation was

delivered. Figure 7.7d shows the spectral D-OCT velocity as a function of time

of vessel 1 before the PDT and Fig. 7.7e, f show the same after each of the two

PDT irradiations. To calculate the Doppler-angle-independent resistive index

(RI), the maximum velocity envelope curves were derived from spectral Doppler

waveforms, as shown in Fig. 7.7f. For each cardiac cycle in Fig. 7.7f, symbol S
represents the peak systolic maximum velocity and symbol D represents the end

diastolic maximum velocity. The Doppler-angle-independent RI is calculated as

RI ¼ (S�D)/S for each cardiac cycle and then averaged for all 14 complete cycles

covered in Fig. 7.7f. Statistical analysis of the velocity distributions of continuous

Doppler images demonstrates how the velocity components and longitudinally

projected flow-volume rate change over time for scatterers within the imaging

volume. Similarly, Fig. 7.7g–i show the spectral D-OCT change of vessel 2 before

and after PDT irradiation.

The Doppler-angle-independent RI can be used to quantify the vasculature

resistance of the examined microvasculature [50]. Table 7.1 summarizes the

quantitative changes of the RIs of the two vessels before and after PDT. For

instance, a resistive index of ~0.47 was measured before the photoactivation of

Rose Bengal in vessel 1. An increased RI of 0.60 was measured after the first laser

irradiation and then ~0.7 after the second laser irradiation. The increase of RI is in

agreement with the LSI results shown in Fig. 7.5a–c. The increase of RI can be
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explained as increased vascular resistance that was caused by the localized

ischemic stroke. The resistive index changes clearly showed the blockage of the

cortical blood vessels.

7.4 Summary

OCT is a rapidly developing imaging technology with many potential applications

in the field of brain imaging. Through different contrast enhancement mechanisms,

functional OCT provides clinically important physiological information of the

brain in addition to the structural image. OCT and its functional extension can

Table 7.1 The flow indices for each cardiac cycle, their average values, and standard deviation

values for the maximum velocity envelope curve

Flow RI Before PDT After 1st PDT After 2nd PDT

Vessel 1 0.47 0.60 0.69

Vessel 2 0.56 0.65 0.76

Fig. 7.7 Laser speckle flow index maps of the mouse skull (a) before PDT, (b) 15 min after the

first PDT, and (c) 15 min after the second PDT, respectively. Spectral Doppler imaging of vessel 1

(red line in a) (d) before PDT, (e) after first PDT of 15 min, and (f) after second PDT of 15 min are

shown in figure (d–f), respectively. Figures (g–i) show the spectral Doppler imaging of vessel

2 (yellow) before PDT, after first PDT of 15 min, and after second PDT of 25 min, respectively.

(From ref. [23])
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greatly enhance potential applications of this technology in brain research. Given

the noninvasive nature with exceptionally high spatial resolution and velocity

sensitivity, functional OCT that can simultaneously provide tissue structure,

blood perfusion, and other physiological information has great potential to become

a powerful brain imaging tool for basic biomedical research and clinical medicine.
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Chapter 8

Delineating Normal from Diseased Brain by

Aminolevulinic Acid-Induced Fluorescence

Herbert Stepp and Walter Stummer

8.1 Introduction

This chapter deals with an intraoperative, fluorescence-based optical guidance tool

to recognize brain tumor using 5-aminolevulinic acid (5-ALA). After the first

scientific report of this technique in 1998 for its use in high-grade glioma (WHO

grades III and IV), including glioblastoma (GBM), 5-ALA has since been approved

by the European Medical Agency (EMA) and is now commercially available as

Gliolan®. Augmental studies in the United States are ongoing with the aim of

approval in this country also. The procedure involves application of a fluorochrome

precursor (5-ALA), which is taken up by the cells of central nervous system tumos

and of other primary brain tumors, metastases and spinal cord tumors results in

synthesis and selective accumulation of red-fluorescent protoporphyrin IX (PpIX).

This red fluorescence is excited with violet–blue light from a surgical microscope

adapted for fluorescence visualization and observed through appropriate filters

either with the naked eye of the surgeon or by sensitive cameras.

Other primary brain tumors and a variety of brain metastases are currently being

investigated for their ability to produce PpIX fluorescence. More sensitive equip-

ment is being developed with the aim of extending the applicability of the

procedure to low-grade gliomas and poorly fluorescent metastases. The procedure

also shows promise for guiding the resection of spinal cord tumors.

The overall aim is to maximize the extent of surgical removal of tumor tissue

while maintaining safety, that is, minimizing the risk of producing functional

H. Stepp (*)

Laser-Forschungslabor, LIFE Center, Klinikum der Universitaet Muenchen,

Marchioninistr. 23, 81377 Munich, Germany

e-mail: herbert.stepp@med.uni-muenchen.de

W. Stummer

Klinik fuer Neurochirurgie, Universitaetsklinikum Muenster, Albert-Schweitzer-Campus 1,

48149 Muenster, Germany

S.J. Madsen (ed.), Optical Methods and Instrumentation in Brain Imaging
and Therapy, Bioanalysis: Advanced Materials, Methods, and Devices 3,

DOI 10.1007/978-1-4614-4978-2_8, # Springer Science+Business Media New York 2013

173

mailto:herbert.stepp@med.uni-muenchen.de


deficits or worsening the quality of life. A brief discussion of the clinical aspects of

maximum resections in certain brain tumors is followed by a description of the

biological and technical concepts of 5-ALA-based fluorescence-guided resection

(FGR) of malignant glioma. The current status of clinical experience is presented,

including some of the international efforts to improve the procedure and extend

indications.

8.2 Importance of Gross Total Resection

The prognosis of patients suffering from high-grade glioma is among the worst of

all cancers [1]. GBM carries the worst prognosis: despite surgery and chemotherapy

or radiotherapy, median survival ranges from 6 to 21 months, being significantly

longer for young patients (18–21 months) than for older patients (6–9 months) [2].

One of the essential aims of therapy is to extend recurrence-free and symptom-free

survival. As far as surgery for intrinsic brain tumors is concerned, it may be trivial

to assume that symptom-free survival should correlate with the extent of surgery.

However, simply increasing resection carries the risk of side effects since glioma

tissue is difficult to identify due to its similarity to normal brain. With standard

surgical approaches, therefore, all of the contrast-enhancing tumor is usually

removed in approximately 35–50% of cases, as judged by post-operative magnetic

resonance imaging (MRI) [3, 4].

Neurosurgeons have long debated whether there is really hard proof for

prolonged survival with nonimpaired quality of life following so-called “gross

total resection” (GTR), as there are many possible biasing effects that have to be

considered and excluded [5]. There is increasing evidence in support of a beneficial

effect of GTR [4, 6–11]. Statistically, GTR has been shown to be of prognostic value

in a large series of 788 patients by Laws et al. [11], although the extent of resection

was not precisely measured. Such measurements are important and may be accom-

plished using post-operative MRI. Lacroix et al. [8] found that more than 98% of the

contrast-enhancing tumor volume should be removed in order for GTR to be an

independent predictor of survival in multivariate analysis. In a re-evaluation of data

from a phase III clinical trial on FGR, Stummer et al. [9] demonstrated level 2b

evidence (prospective cohort study) in favor of a dependence of survival on the

completeness of resection. This is the clearest evidence obtained so far to show

the benefit of safe GTR. Level 1 evidence would require a trial in which patients are

randomized to be treated by different degrees of resection. Such a trial would

be unfeasible, both from an ethical and from a technical point of view. In terms of

quality of life, Brown et al. [6] showed improvement for patients with GTR.

Recently, it has been found that not only survival but also the efficacy of

adjuvant therapies may be improved by GTR [12]. In this case, Stummer et al.

have analyzed data from three phase III trials, two of them for the approval of new

therapies. The first was designed for intracavitary chemotherapy with carmustine

(BCNU) wafers (versus placebo) in malignant glioma patients and the second for

concomitant radiochemotherapy (with temozolomide) followed by adjuvant
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sequential temozolomide (versus radiotherapy alone) in glioblastoma patients.

In both cases, patients with prior GTR benefited most from the additional therapy.

This concept is strongly supported by another recent multicenter prospective cohort

study focusing on resection followed by adjuvant radiochemotherapy. In patients

with no residual tumor (as determined from post-operative MRI), followed by

concomitant radiochemotherapy, median survival exceeded the follow-up period

of 24 months. If small volumes of residual tumor were visible on early post-

operative MRI, survival was approximately 18 months [13].

Finally, the prognostic significance of age may be diminished because complete

resections can be safely performed in older patients as recently reported [14, 15].

8.2.1 Surgical Techniques for Achieving Gross Total Resection

8.2.1.1 Neuronavigation

From pre-operative imaging alone, it is hard to achieve GTR safely [4, 8].

Neuronavigation provides a tool which relates pre-operative 3D imaging to the

patient’s head. Images can be MRI, CT, positron emission tomography (PET), or

any combined overlay of these. Thus, the surgeon can determine the margins of the

tumor as visible on the pre-operative images. There is a significant concern, how-

ever, regarding the accuracy of the match between the 3D data set and the actual

tumor site. Intracranial pressure changes and tissue removal influence the form of the

brain so that preoperative images loose their accuracy in providing information

about the intraoperative anatomy. This phenomenon is called brain-shift and indeed

limits the reliability of the procedure [16, 17]. Shifts of several millimeters are

normal, and up to 2.5 cm must be considered [17]. Under these circumstances, a

“maximum safe resection” is possible in only a very few cases.

8.2.1.2 IntraOperative MRI

In order to circumvent the limitations of neuronavigation, intraoperativeMRI (iMRI)

has frequently been employed and shown to improve the surgical precision in

comparison with or in addition to neuronavigation [18]. iMRI has been studied for

additional benefit concerning increased extent of resection, quality of life, or

recurrence-free survival. A review by Kubben et al. [19] discusses limitations and

bias found in most studies but concludes that there is level 2 evidence in favor of

iMRI-guided surgery compared to conventional neuronavigation-guided surgery for

GBM. A recent, prospectively randomized study compared iMRI + neuronavigation-

guided versus conventional surgery (with and without neuronavigation) and found

significant advantages for iMRI with a small number of, 24 and 25, patients in each

group [20]. iMRI identified otherwise unresected tumor remnants in 8 of 24 patients

and resulted in 23 of 24 patients with complete resections in the iMRI-group versus
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only 17 of 25 patients in the control group. Neuronavigation alone was used in 12 of

the 25 patients of the control group and resulted in four incomplete resections. With

regard to progression-free survival, the iMRI group marginally failed to show

statistically significant superiority (p ¼ 0.083), possibly on account of the small

patient numbers. Neurological deficits occurred in five patients; however, no deficits

were found in patients where iMRI led to extended resection. Due to its high cost and

the additional time required for scanning, iMRI is as yet not broadly employed.

8.2.1.3 IntraOperative Ultrasound

Ultrasound imaging is easily adapted to intraoperative indications and is a

technologically advanced and comparatively cost-effective method. Nevertheless,

it has not gained broad acceptance in the context of glioma surgery. It has been

found valuable for the delineation of low-grade gliomas, although iMRI appeared

to be more accurate in a study by Gerganov et al. [21]. The limitation was most

evident at the tumor borders. The same group has reported similar findings in an

earlier study including high-grade glioma patients [22]. Rygh et al. [23] also

report on similar limitations of intraoperative 3D ultrasound during and immedi-

ately after glioma resection with mainly limited specificity during resection (42%)

and poor sensitivity when judging the resection cavity (26%).

8.2.1.4 Other Methods

Based on the clinical experience with intraoperative navigation and imaging, one

may conclude that iMRI is the most reliable method to achieve safe gross total or

even “complete” resection. This is, however, not surprising, because contrast

enhancement in MRI is the criterion that measures the macroscopic extent of

resection in most cases. It is obvious from the infiltrative nature of the disease

and from the low cure rates observed that even a “complete resection,” as judged by

post-operative MRI, is not sufficient to remove the malignant cells of a high-grade

glioma. For this reason additional methods, based on truly microscopic imaging (as

opposed to the macroscopic imaging afforded by surgical “microscopes”), have

therefore been proposed to delineate the safe resection borders more precisely.

One of these is mass spectrometry analysis, a method that is frequently used in

laboratory research for the molecular characterization of a tissue, which has now

been proposed as an intraoperative tool to guide brain tumor surgery [24, 25].

Another is Optical Coherence Tomography (OCT), a tool that delivers highly

resolved structural information of small tissue volumes in real time [26]. An OCT

device was successfully adapted to a surgical microscope providing promising tissue

discrimination capability at glioma tissue borders [27].

Intraoperative high-resolution microscopy may also be helpful. In a clinical

study, Eschbacher et al. [28] correctly classified 26 of 28 brain tumors by confocal

endomicroscopy after i.v. application of Na-fluorescein. Two-photon excited
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autofluorescence has been studied preclinically. An initial investigation on biopsy

samples demonstrated the capability to determine cell density that correlated well

with standard histopathology [29].

Autofluorescence spectroscopy has been studied and initially considered to be

promising as a surgical guidance tool [30, 31], but there are no reports on further

clinical studies. Instead, fluorescence lifetime of endogenous fluorophores was

investigated as an additional parameter and a classification algorithm could be

found, which worked well for the recognition of low-grade gliomas, but had a

somewhat disappointing accuracy for high-grade gliomas [32].

As tumors have a different type of vasculature and an altered degree of

oxygen metabolism, methods that are sensitive to such parameters might also be

useful for tumor-border delineation. Recently, photoacoustics demonstrated the

ability to measure blood flow and blood oxygenation parameters and showed

evidence for increased oxygen saturation in an experimental transplanted early

stage U87 tumor [33].

The application of exogenous fluorophores promises stronger and clearer

contrast than relying on autofluorescence. Indocyanine green (ICG) is a clinically

approved infrared absorbing and fluorescent dye (absorption/excitation at ca.

780 nm, emission at ca. 830 nm). When intravenously injected, it is confined

primarily in the vasculature, as it readily binds to plasma (lipo)proteins. As early

as 1993, it was found that the disturbed blood–brain barrier (BBB) of gliomas leaks

ICG and leads to blue–green staining in an experimental glioma model [34].

Promising results were reported in a group of nine patients [35], but the technique

was not developed further. The use of ICG in angiography during aneurysm surgery

has rekindled interest in ICG flourescence imaging of tumors in the neurosurgical

community. Martirosyan et al. [36] have found that at around 15 min after ICG

injection, when vessel-confined ICG has already disappeared, GL261 tumors

transplanted in mouse brains showed distinct ICG fluorescence. By adapting a

confocal endomicroscopic probe for ICG-fluorescene, even cellular fluorescence

could be detected that correlated well with histopathology.

Perhaps the oldest report on selective fluorochrome staining of primary brain

tumors goes back to Moore et al. [37], who published the use of sodium-fluorescein

for delineating tumor in 1947–1948. The method has been adopted in a simplified

form in Japan and Europe, using nonmodified white light surgical microscopy with

a high dose of fluorescein to make its fluorescence, or at least the tissue coloring,

visible even without special spectral filtering [38, 39]. Macroscopically, the

staining is tumor selective and GTR efficacy could be increased. Nevertheless,

the possibility of fluorochrome diffusion into peritumoral tissue, for example,

peritumoral edema, might lead to false-positive staining as was reported for other

potentially tumor-selective fluorochromes [40]. This concern is, of course, also

valid for ICG-staining. Furthermore, a high dose of fluorescein can lead to severe

side effects by inducing an anaphylactic reaction [41, 42].

A promising variant of fluorescein staining is obtained by coupling this

compound to albumin to exploit a similar selectivity mechanism as observed for

ICG. Kremer et al. [43] have investigated 5-aminofluorescein-labeled albumin and
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report clinical results on 13 patients where they found an accuracy of 83.3% for

fluorescence detection.

All these fluorochrome-based methods discussed so far rely on a passive kind of

targeting. Tumor selectivity is presumably due to the disrupted blood–brain barrier,

which is a hallmark of malignant brain tumors. Active molecular fluorescent

targeting may, on the other hand, be obtained by functionalized nanoparticles,

fluorochrome-labeled antibodies or peptides, or “smart probes” monitoring enzyme

reactions or recognizing specific RNA sequences. Such methods will not be

available clinically within the near future and the interested reader is referred to a

review by Pogue et al. [44].

Last but not least, it should be mentioned that the probability of achieving GTR

may also be increased by pre-operative employment of multimodal functional

neuroradiologic imaging. Such methods include PET, MRI spectroscopy, and spe-

cial MRI sequencing, such as diffusion tensor imaging and fMRI (BOLD sequences

for perfusion imaging) [45, 46]. As some of these methods also highlight potentially

functional normal brain (e.g., cortical fiber tracts), they might be especially helpful

to avoid overly aggressive resection in the vicinity of eloquent areas [47].

The rest of this chapter will focus on the use of 5-ALA for the intraoperative

guidance of brain tumor resection. The procedure uses fluorescence imaging, but

it differs from the fluorescence-based procedures described above, because it

involves a fluorochrome precursor rather than the administration of the fluoro-

chrome itself. This makes a great difference in at least two regards: (1) during the

phase of tissue distribution, 5-ALA produces no signal, whereas preformed

fluorochromes will produce unspecific background signal, (2) 5-ALA requires

active intracellular metabolization to be synthesized to the target fluorochrome

PpIX, which potentially brings about additional cellular specificity in contrast to

passively diffusing preformed fluorochromes, where tumor selectivity depends on

parameters like selective vessel leakage, pH, and lymph drainage.

8.3 5-ALA Heme Biosynthesis and Tumor Selectivity

of PpIX Accumulation

5-ALA is an endogenous molecule, synthesized in mitochondria and a precursor for

heme synthesis. Figure 8.1 schematically illustrates the synthesis of 5-ALA and the

further synthesis to PpIX and heme B [48, 49]. Eight molecules of 5-ALA are used

to form the tetrapyrrolic structure, typical for porphyrins. Heme B molecules, also

slightly modified in side chains to give heme A or C, are then incorporated into

cytochromes to perform their task in the cellular respiratory chain. Each

metabolically active cell is therefore equipped with this synthetic pathway.

The photophysical and photochemical properties of PpIX (its fluorescence and

phototoxicity) are mediated by the conjugated bonds of the tetrapyrrolic porphyrin

skeleton, stretching over 18 electrons that form a large p-electron system. With the
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insertion of the ferrous ion (Fe2+), these properties are lost. PpIX is therefore the

only molecule in heme synthesis which exhibits these interesting properties.

It should be noted that inherited mutations in one of the enzymes involved in

heme biosynthesis leads to the different variants of a disease called Porphyria

[50]. “Vampires” such as the heme-deficient and light-sensitive Count Dracula

probably were historical victims of this disease [51].

PpIX is normally not accumulated, as 5-ALA-synthase is regulated by free

heme and iron. This inhibitory feedback can be bypassed by extracellular supply

of 5-ALA. The uptake of 5-ALA through the cell membrane is mostly an active

transport mediated by amino acid or di/tri-peptide transporters in a cell-type-

dependent manner [52–57]. In case of a cancer-specific overexpression of mem-

brane transport, this contributes to a tumor selectivity of the accumulation of PpIX.

The factors that lead to a tumor selectivity of PpIX accumulation are not fully

elucidated. Selectivity depends on the cell or tissue type and is a multifactorial

phenomenon [48]. On the level of heme synthesis, selective PpIX accumulation can

occur when either the activity of enzymes leading to PpIX is increased or the activity

of ferrochelatase is diminished, either by the enzyme itself or by a reduced avail-

ability of ferrous ions. Ferrochelatase and the enzyme porphobilinogen-deaminase

(PBG-D) are the most discussed candidates for tumor selectivity in PpIX accumula-

tion. Ferrochelatase activity was found reduced in liver tumors [58] and diverse cell

lines [59, 60]. By further reducing iron availability by incubating cells with iron

chelators, a higher PpIX accumulation can be observed, which is, as might be

expected, dependent on the concentration of 5-ALA-incubation and cell line [61].

Interestingly, ferrochelatase-transfected cells may accumulate less PpIX [62]. PBG-

D was found increased in some reports [63, 64]. Interestingly, one group found

Fig. 8.1 Simplified schematic of the biosynthesis of heme. Protoporphyrin IX (PpIX) is the

immediate precursor of heme. It accumulates, if the inhibitory feedback of heme concentration

to the enzyme 5-ALA-synthase (dotted arrow) is bypassed by extracellular delivery of excess

5-ALA
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evidence for a second function of PBG-D, as it could be localized in the cell nucleus

of glioma cell lines [65, 66]. It was speculated that PBG-D has a nuclear role related

to cell transformation and differentiation. This may explain PpIX accumulation in

proliferation induced tissue, for example, “false-positive” fluorescence found in

inflammatory tissue. The definite relative role of PBG-D activity compared to

ferrochelatase, however, remains unresolved [59], and there is definitely also a

role of the other enzymes involved in heme synthesis, for example, ALA-

dehydratase (ALA-D) [67].

To make things even more complicated, intracellular PpIX accumulation can

be modified by efflux of PpIX through the mitochondria and the outer cell

membrane. Although PpIX is produced inside mitochondria, soon after applica-

tion it is found in the cytosol [68, 69]. The efflux from mitochondria might be

mediated primarily by transport through the peripheral benzodiazepine receptor

(PBR), a potential additional source for tumor selectivity, as PBR has been found

to be overexpressed in cancer cell lines and its blocking has been shown to reduce

PpIX accumulation [70]. Sustaining the PpIX efflux from mitochondria thus

increases the cellular PpIX content. In contrast, PpIX efflux through the outer

cell membrane leads to PpIX reduction. In cell cultures, the efflux of PpIX is

connected with the presence of proteins in the culture medium. The presence of

fetal bovine serum, which is a common constituent of cell culture media leads to

PpIX efflux [71]. The hypothesis that PpIX may be transported via multidrug

resistance membrane transporters was shown not to be the case for P-glycoprotein
P-gp [72], but ABCG2 might be the relevant transporter, which reacts in the

presence of extracellular serum proteins [73]. This is an interesting finding,

because ABCG2 expression might be associated with stem cell properties [74].

In this case, caution is indicated, as such cancer stem cells may accumulate less

PpIX with corresponding negative implications for the efficacy of photodynamic

therapy (PDT) [75].

In the brain, there is an additional explanation for tumor selectivity, the BBB.

The BBB is formed by the blood capillaries in the brain. The endothelial cells

are very tightly connected and govern the transport of substances from blood to

the brain interstitial fluid mostly by active membrane transport systems. The

capillaries are surrounded by a thick basement membrane and astrocytes. It is

well established that with increasing dedifferentiation, the neo-vessels growing

in glioma tissue show increasing defects of the function and morphology of the

BBB. This is the reason for the selective uptake of the contrast agent gadolinium-

diethylenetriaminepentaacetic acid (Gd-DTPA) in contrast-enhanced MRI [76].

The intact BBB of normal brain represents a certain barrier for 5-ALA. Terr and

Weiner [77] could not detect uptake of 14C and 3H radioactive-labeled 5-ALA in

most brain structures of i.v. injected mice, except those which are connected to

the cerebral spinal fluid via peri-ventricular structures, such as the choroid plexus

bearing capillaries with a reduced barrier function.

Obwegeser et al. [78] have injected 14C-labeled 5-ALA into rats bearing a C6

glioma and sampled tissue from the glioma, ipsi- and contralateral normal brain.

Radioactivity measured in the glioma tissue was approximately threefold higher
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compared to normal tissue. As the investigators likely sampled larger tissue

volumes from normal brain, probably containing structures connected to vessels

without BBB, the effect of the BBB of normal brain and its deficiency in the

glioma tissue is probably underestimated in this investigation.

Further investigations on model membranes [79] and isolated capillaries [80]

also indicate that the BBB is quite efficient in preventing 5-ALA from entering into

normal brain. If 5-ALA is encapsulated into liposomes and administered systemi-

cally to mice, the porphyrin content found in normal brain is significantly higher

compared to nonencapsulated 5-ALA, a finding also supporting a barrier function

for 5-ALA [81]. Finally, Ennis et al. [82] determined 14C-labeled 5-ALA uptake

into normal rat brains and concluded that this occurs via a diffusion process with a

low influx rate except at the choroid plexus into the cerebrospinal fluid, which

confirms the findings reported by Terr and Weiner [77].

After application, 5-ALA might induce a significant accumulation of PpIX in

the endothelial cells of the blood vessels, even in normal ones. Madsen and

Hirschberg [83] could induce a transient and localized opening of the BBB in

normal rat brains by low-dose light treatment, indicating a photosensitized endo-

thelium. While the authors propose to use this effect for the controlled adminis-

tration of chemotherapeutics, it also indicates that some unspecific PpIX

accumulation in normal brain might occur.

The extent to which the BBB is responsible for PpIX tumor selectivity in

malignant glioma is unknown. In the context of FGR, the clinical observations

made so far (see below) indicate that the BBB plays a significant role, although

PpIX accumulation may extend into contrast MRI negative tumor. This has also

been shown in an experimental tumor model [84] consisting of infiltrating human

glioma cells (U251), transfected to produce green fluorescent protein (GFP) and

implanted into the brains of nude mice. PpIX accumulation showed a better

correlation with GFP staining and H&E histopathology than contrast MRI. How-

ever, on a microscopic scale, the possibility exists that infiltrating malignant cells

may have migrated deeper into the brain, that is, into regions supplied by fully

intact vessels (intact BBB) and might therefore not be exposed to sufficient

amounts of 5-ALA to produce sufficient amounts of PpIX. That this may indeed

be the case has been shown in a rat tumor model [85]. The inoculated BT4C tumor

cells grew to a bulk tumor with finger-like extensions and occasional isolated

detached cell clusters invading normal brain. H&E staining clearly identified

tumor on an almost single cell level. PpIX staining was strong in the bulk tumor

and many of the extensions were stained with a slightly reduced intensity but PpIX

fluorescence was almost absent in the completely detached tumor cell clusters. It is

likely, however, that in order for 5-ALA to cross the BBB, the necessary

perturbations in BBB integrity could be much smaller than those necessary for,

for example, albumin or contrast-media to cross into the brain, because 5-ALA is a

very small molecule (131 g/mol) compared to albumin (60,000 g/mol).

In summary, the following conclusions can be made regarding the clinical

application of PpIX fluorescence for resection guidance:
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• The applied drug (5-ALA) is not a fluorochrome, and therefore its distribution

within the target organ is not a source of unspecific background

• 5-ALA availability in normal brain is limited due to the BBB

• 5-ALA uptake through the cell membrane occurs predominantly via active

transport with a potential for tumor cell selectivity

• PpIX synthesis involves multiple enzymes, some of which show tumor-

selectively increased or decreased (ferrochelatase) activity

• Intracellular redistribution of PpIX might be another source of tumor selectivity

• PpIX efflux from the cell depends on the extracellular milieu (proteins)

It may thus be expected that PpIX fluorescence has the potential to outline the

macroscopic borders of the tumor at least as precisely as the contrast agents used for

MRI, as the latter only marks the BBB deficiencies, whereas PpIX accumulation

depends on several additional steps with a potential for tumor selectivity. One may

speculate at this point that PpIX staining may correlate better with PET staining

than with contrast-MRI (see below).

Once the bulk tumor has been surgically resected, it is difficult to determine how

much tissue should be resected from the infiltration zone. In this regard, PpIX

fluorescence may not be very helpful since it is often diminished due to (1) a

reduced density of fluorescent tumor cells and (2) a reduced PpIX content and

fluorescence from tumor cells as a function of distance from BBB-deficient vessels.

The degree of resection will ultimately depend on tumor location. If the tumor is in

an eloquent area, the resection may be incomplete; however, if there are no critical

structures nearby, the resection may continue until all faintly fluorescent tissue has

been resected. Neurophysiological monitoring techniques provide a helpful guide

during resection in critical brain regions.

Technical equipment designed for intraoperative imaging of PpIX fluorescence of

malignant glioma has to take these considerations into account. The equipment

should clearly demarcate bulk tumor tissue from the infiltration zone and should

suppress any potentially unspecific fluorescence from normal brain, be it due

to unspecific PpIX accumulation in the adjacent peri-tumoral tissue or due to

autofluorescence.

8.4 Instrumentation for Fluorescence-Guided Resection

The aim of any instrumentation for intraoperative fluorescence-based PpIX

detection is to select the appropriate wavelength ranges for excitation and detection.

Figure 8.2 shows excitation and emission spectra of freshly resected glioblastoma

tissue containing PpIX. Most efficient excitation occurs in the violet–blue wave-

length range around 410 nm, whereas PpIX fluorescence emission can be detected

in the red wavelength range from 620 to 720 nm.

From the experience of PpIX fluorescence imaging for bladder cancer, it was

decided to modify a standard surgical microscope to switch between normal white
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light mode and fluorescence mode by the simple activation of a foot pedal or a

button on the microscope control panel. The spectral filtering was also adopted

from the fluorescence endoscopes for bladder cancer [86]. It has proven advanta-

geous not only to display PpIX fluorescence but also to overlay some remitted light

in the blue wavelength range. This technical detail serves several important

purposes. Firstly, the blue light allows visualization of nonfluorescent brain, thus

giving tissue detail which is required to continue surgery even under blue light.

Secondly, the remitted light overrides any unspecific weak red fluorescence emitted

from normal brain tissue, be it due to minor amounts of PpIX synthesized in normal

brain or residual autofluorescence in this wavelength range. It is also useful to set

the threshold of detection a little higher to avoid the risk of resecting extensively

into the infiltration zone, where the tumor cell density is already very low and

functional brain tissue is the main component. Obviously, there is always a trade-

off between sensitivity and specificity [87] as will be discussed below. The wave-

length of the remitted blue light was chosen to overlap with the local minimum of

blood absorption at 450 nm. Figure 8.3 shows the spectral filter characteristics

of the excitation filter in the light source and the emission filter in the microscope

objective. A considerable part of the excitation light is diffusely backscattered

(remitted) from the tissue. Most of it is blocked by the emission filter, especially

Fig. 8.2 Excitation (blue curve) and emission (red curve) spectra of PpIX fluorescence measured

from a thin slice of human glioblastoma tissue shortly after resection. The patient received

20 mg/kg 5-ALA prior to surgery. Note that there is some background caused by endogenous

fluorophores (autofluorescence) in both spectra
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the short wavelength component. The small amount around 450 nm is transmitted

to the observer and causes normal brain tissue to appear blue with a slight greenish

hue, caused by tissue autofluorescence (Fig. 8.4, image 33). The blue light at this

wavelength is also optimal to compensate for varying blood absorption: areas with

high or low vascularity (especially capillaries) would otherwise cause any red

fluorescence to appear increased or reduced just because of the different absorption

of the excitation light. The remitted blue light, however, is also increased or

reduced, and the ratio of red fluorescence versus blue remission is then rather

constant. Because the tissue absorption at the excitation and emission wavelengths

is very different, it turns out that light at 450 nm—having intermediate absorp-

tion—is the optimal choice for this purpose [88].

With increasing amounts of fluorescent PpIX in the tissue, there is a color

change from blue to red, with the infiltration zone showing vague red fluorescence

only, appearing in purple color due to the overlay of blue light of comparable

intensity. GBM tissue usually accumulates sufficient PpIX to appear in bright red

color under these conditions (Fig. 8.4), with very few exceptions caused by a lack of

significant PpIX accumulation [89].

An excitation light intensity of the filtered broadband light source (ca.

390–440 nm) of approximately 10 mW/cm2 is sufficient to observe the

fluorescence through the surgical microscope with the naked eye. However, stan-

dard cameras are not well suited to record the fluorescence images for three reasons:

(1) insufficient overall sensitivity, (2) insufficient sensitivity in the red PpIX

Fig. 8.3 Spectral transmission characteristics of excitation and emission filters and calculated

product of both (blue curve), which determines the spectral bandwidth of light remitted from the

tissue to the observer. Note the logarithmic scaling of the transmission axis
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Fig. 8.4 Illustration of FGR of a GBM situated in the right temporal lobe in a 70 years old patient.

11: contrast MRI, 12: operation site after preparation of the dura, 13: close-up view through the

surgical microscope, 14: yellow dotted line delineates the approximate extension of the tumor at

depth; at the temporal polar site, the tumor approaches the cortical surface and PpIX fluorescence

is visible. 21: first phase of resection. 22: same in fluorescence mode, central necrosis is void of

PpIX fluorescence, whereas the periphery of the tumor is strongly fluorescent. 23: effect of

photobleaching after 3.5 min: significant fading of red fluorescence. 24: deeper lying tissue readily

shows strong fluorescence after removal of photobleached tissue layer. 31: same as 22. 32:

removal of blue channel and enhancement of red channel to demonstrate a slight increase in
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emission range, and (3) variable gain settings of the color channels. The latter

causes variable thresholds for the recognition of PpIX-positive tissue. For this

reason, the cameras are switched between white light and fluorescence modes

simultaneously with the light source. Fixed gain settings for each color channel in

the “fluorescence mode” and increased sensitivity, for example, by increasing the

integration time of the sensor chip, enable the generation of reproducible and bright

fluorescence images [87, 90].

There are, however, drawbacks associated with the use of such camera systems:

(1) the dynamic range—the number of different gray levels that can be displayed—

is rather limited, (2) the sensitivity setting employs a nonlinear curve, and (3) noise

and blooming are far from minimized. These drawbacks may be reduced by

employing scientific grade cameras, but one has to keep in mind other limitations,

such as ambient light conditions and the fact that the spectral resolution of cameras

is inherently limited by the band pass characteristics of the color channels (typically

only three). It is therefore impossible to assign the red channel exclusively to PpIX

emission, even if autofluorescence is considered from the green channel and

subtracted by a correction algorithm. In order to maximize sensitivity for the

detection of PpIX in tissue, spectral resolution has to be employed as discussed

below. For the detection of resection limits of GBM, however, such ultimate

sensitivity is not necessary, not even desirable, as it increases the risk of resecting

into functional brain interweaved with infiltrating tumor. This aspect, as well as

some other practical issues, including photobleaching of PpIX, is discussed in more

detail by Tonn and Stummer [87].

8.5 Clinical Results

In this section, the focus is on FGR for high-grade gliomas. Low-grade gliomas are

generally considered “fluorescence negative.” This is true for the surgical fluores-

cence microscope, but might be different when applying a more sensitive technique

as discussed later. Other brain tumors are discussed in a separate section.

Fig. 8.4 (continued) sensitivity of PpIX recognition. 33: additional removal of red channel and

enhancement of green channel demonstrating that autofluorescence is not a reliable indicator of

tumor tissue. 34: after opening the ventricle, one can observe unspecific PpIX accumulation in the

ependyma. 41: following resection of approximately half of the tumor mass. 42: same in fluores-

cence mode. 43–44: close-up view of the infiltration zone marked in 42. 51–54: demonstration of

how blood conceals the PpIX fluorescence, but can easily be restored by suction of the blood layer

(53). 61: resection cavity at the end of tumor surgery. 62: same in fluorescence mode, showing

unspecific PpIX fluorescence of the ventricle wall. 63: careful suction of the blood layer reveals a

residual fluorescent area that was also removed. 64: final neuronavigation confirms successful

GTR. Images: courtesy of Dr. O. Schnell, Department of Neurosurgery, University Hospital of

Munich

�
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The European approval procedure passed through several stages of clinical trials.

The pivotal phase III trial was a prospective randomized multicenter trial that

demonstrated the safety and efficiency of 5-ALA-based FGR [91]. In this study,

5-ALA was randomly applied as a drinking solution at a dose of 20 mg/kg

bodyweight to 139 patients with suspected malignant Glioma amenable to GTR.

One hundred and thirty-one control patients were assigned to standard white light

resection. The primary end points were “complete resection of contrast-enhancing

tumor” as assessed by early post-operative MRI and “6-month progression-free

survival.” Both end points were reached: complete resections were observed in

65% (5-ALA group) versus 36% (white light group) and 6 months progression-

free survival was 41% for the 5-ALA group vs. 21% for the white light group. There

was no statistically significant difference in the frequency of adverse

events. Additionally, “median residual tumor volume”—a secondary end point—

was significantly lower in the 5-ALA group compared to the white light group,

whereas statistical significance was not reached for the secondary end point “overall

survival” (15.2 vs. 13.5 months (p ¼ 0.1)). It was noteworthy that when complete

resections were compared with incomplete resections irrespective of the treatment

arm assignment, the complete resection group showed significantly prolonged

survival (17.9 vs. 12.9 months, p < 0.0001) [92]. The study thus confirmed the

previously discussed assumption of a significant benefit of GTR and also

demonstrated that the overall risk was not increased. Although extended resections

are associated with an increase in early adverse events, this must be balanced with a

reduced need for secondary treatments and their associated side effects.

8.5.1 Sensitivity and Specificity

When aiming for a minimal risk of inducing side effects, such as functional deficits

due to extended resection caused by false-positive staining of normal brain, PpIX

specificity should be as close to 100% as possible. Indeed, the first reported clinical

data indicated that all macroscopically fluorescent tissue contained malignant

tumor [93]. This investigation was performed from an analysis of 89 biopsies

sampled at the tumor borders of nine patients. In a later report, spectroscopically

determined PpIX signal was correlated with tumor cell density, also indicating a

very high specificity (Fig. 8.5, [94]): none of the samples that were histologically

free of tumor (0% tumor cell density) showed PpIX fluorescence to a degree above

10% of that found in the brightest biopsy taken from the same patient. In the

majority of these samples, PpIX was not detectable at all. A report with signifi-

cantly more false-positive biopsies was published by Panciani et al. [95]: these

authors found 5 false positives of 46 positive samples obtained from 54 patients

with primary GBM.

Nabavi et al. [96] addressed the question of whether the high specificity found in

primary malignant glioma is also found in recurrent tumor and under the condition

of various pretreatments. In their biopsy-based evaluation, 342 of 354 biopsies
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from fluorescent tissue (strong or weak) showed tumor histopathologically. One

hundred and fifty-seven biopsies had been taken from intraoperatively normal

appearing brain under white light. Eleven of the 12 false-positive findings

originated from such areas, mostly weakly fluorescent. It is hypothesized that

false positives may be due to infiltration of reactive astrocytes and macrophages

or leakage of PpIX into surrounding edema. This interpretation is supported by

findings of Utsuki et al. [97] and Ando et al. [98], where the latter performed their

investigation on cryosections and identified differences in autofluorescence

between true-positive and false-positive areas. Nabavi et al. [96] found no alter-

ation of tumor fluorescence caused by radio- or chemotherapy pretreatment. With

the possible occurrence of false positives, predominantly in recurrent GBM,

caution is recommended when resecting fluorescent areas of uncertain white

light appearance. Nevertheless, in initially diagnosed malignant gliomas, patients

in whom strongly and weakly fluorescing tissue was resected completely

demonstrated the best prognosis, followed by patients in whom some weakly

fluorescing tissue was unresected. Prognosis was worst in patients in whom

strongly fluorescent tissue was left behind [93]. These data suggest that if

eloquent functions are not at jeopardy, resection should extend to encompass

weak fluorescence.

When judging the sensitivity of FGR, three questions may be interesting to

address: (1) do all malignant gliomas show comparable fluorescence? (2) How

Fig. 8.5 Boxplot representation of the ratios of 635-nm PpIX fluorescence to the 450-nm

remission vs. tumor cell density. The values are normalized with respect to the highest ratio

obtained within the “75–100 % tumor cell density” group for each individual patient in order to

account for patient-specific PpIX kinetics. Note logarithmic scaling. Values with no PpIX detect-

able are set to 1e-4. The median of the 0 % group is at 1e-4.Dashed lines represent the mean values

(adapted from [94] with kind permission)
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many false negatives are encountered on a biopsy basis? And (3) how does FGR

perform in comparison with post-operative MRI or PET imaging?

The first question may be answered best on a per patient basis and relying on

tissue samples, where PpIX can be extracted and quantitatively determined. In such

investigations, it must be considered that large parts of the tumor may be necrotic

and can therefore not be expected to show PpIX fluorescence. In view of the

heterogenous nature of a malignant glioma, it is expected that PpIX accumulation

is very different from patient to patient. Initial indication of such heterogeneity in

PpIX accumulation was reported by Eleouet et al. [99]. Further investigations

confirmed this finding [89, 100]. In the most recent investigation [100] of 19 patients

with GBM, two showed no or only marginal PpIX in tissue specimens obtained

during resection, and one showed below 1 mM PpIX. All others showed maximum

PpIX levels ranging from 2.4 to 27.6 mM. Inter-patient variability appeared to be

larger than intra-patient variability. Hefti et al. [101] judged sensitivity and speci-

ficity by comparing intraoperative fluorescence (“solid” or “vague” or none) with

histopathology on a per patient basis. Seventy-one patients had received 5-ALA,

among which 47 had GBM. There was only one GBM patient with a tumor not

exhibiting fluorescence. Sensitivity was therefore 98%. In 38 of 42 cases with

intended gross total removal, PpIX fluorescence correctly identified residual

tumor. Tsugu et al. [102] reported about three fluorescence-negative glioblastomas

among 20 investigated. It should be noted, however, that they used nonstandard

equipment for fluorescence imaging. As a conclusion from these reports, one has to

expect that not all malignant gliomas, even grade IV, will accumulate high

concentrations of PpIX. A key to understanding this variability might be found in

the widely varying proliferation activity of malignant gliomas. There are indeed

several reports that find a good correlation between PpIX accumulation and the Ki67

proliferation index [89, 103–106], even within a single tumor [105].

The second question was first addressed by Stummer et al. [93]. The sensitivity

reported was 85%, where the nine false-negative samples comprised four with

predominantly necrosis and five with low-density infiltrates of tumor cells. Valdes

et al. [107] used a calibrated fiber-optic probe to determine PpIX concentrations and

correlated these findings to histopathology, resulting in a sensitivity of 95% for

high-grade glioma, whereas the visual judgment through the surgical microscope

appeared to have resulted in a much lower sensitivity. In an earlier study, a

sensitivity of only 75% was reported for visually assessed fluorescence [108].

The third question is probably the most interesting one, as it compares the

performance of FGR with the “gold standards” for the assessment of a successful

GTR, namely, early post-operative contrast-enhancedMRI, and other clinicallywell-

established assessment methods such as neuronavigation and PET. In the first larger

patient series of Stummer et al. [109], it was shown that, of 17 patients whose tumors

could be resected without leaving residual intraoperative fluorescence, only one

exhibited residual contrast enhancement on post-operative MRI. On the other hand,

9 of 12 patients with residual “vague” fluorescence were MRI negative and even 8 of

23 with residual “solid” fluorescence were MRI negative. At least in the latter

case, there is little doubt that vital tumor tissue had been left in the resection cavity.
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This investigation suggests that FGR is significantly more sensitive than post-

operative MRI. This is confirmed from a single center study published by Idoate

et al. [106]. After having achieved a GTR rate of 83% with FGR in 30 patients, of

the remaining patients with residual contrast enhancement, none was unexpected,

as fluorescent tissue had to be left in the resection cavity due to safety concerns.

It has been shown that PET imaging using amino acids is potentially more

sensitive than MRI [110, 111] and in that context it would be interesting to compare

FGR with PET. Such studies have been performed [105, 112–116] albeit with

somewhat inconsistent results. Arita et al. [112] found no correlation between

PpIX fluorescence and 11C-methionine-PET, although both correlated with tumor

cell density and PpIX also with proliferation. Conversely, all other reports found a

correlation. Ewelt et al. [113] and Floeth et al. [114] performed neuronavigation

surgery after MRI-PET fused imaging and concluded that PpIX fluorescence is well

suited to identify anaplastic foci in low-grade gliomas. They also demonstrated that

all PpIX-fluorescent areas were 18F-FET-PET positive, indicating a higher sensi-

tivity for FET-PET compared to PpIX staining. Ewelt et al. [113] found an

astonishingly low specificity for the PET results (46.1%) for high-grade gliomas.

Widhalm et al. [105] focussed on tumors with nonsignificant contrast enhance-

ment in MRI. Whereas none of the low-grade gliomas showed PpIX fluorescence,

8 of 9 grade III gliomas showed focal PpIX fluorescence, which was localized at

the site with the highest preoperative methionine-PET signal. All these investi-

gations are subject to some risk of mis-localization of the preoperative PET-signal

due to brain shift. This was excluded in the investigation of Roessler et al. [115]

by performing post-operative FET-PET. Eleven glioblastoma operations were

included and areas with vague fluorescence had to be left in all cases. Post-

operative MRI was negative in five cases and post-operative FET-PET was

negative in three cases. From this finding, the authors concluded that 5-ALA is

more sensitive for the detection of infiltrative tumor at the resection margins,

possibly to such a degree that caution is indicated when using FGR in the vicinity

of eloquent regions.

Low-grade diffuse gliomas have generally been considered not to accumulate

sufficient fluorescence to render them amenable for FGR as previously performed

on a macroscopic basis. Recently, Sanai et al. [117] demonstrated single cell

fluorescence by confocal microscopy in these tumors and Valdes et al. [118] were

able to measure fluorescence by spectroscopy. Thus, using the appropriate tech-

nology, even low-grade glioma may be amenable to visualization in the near

future, as detailed below.

8.5.2 Conclusions for the Neurosurgeon

The available literature indicates quite consistently that 5-ALA is at present not

able to guide surgery for low-grade gliomas on a macroscopic basis as afforded by

the standard surgical microscope. In secondary grade III and IV gliomas, that is,
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initially low-grade gliomas containing areas of malignant degeneration, the

intraoperative localization of anaplastic foci can quite reliably be performed

using PpIX fluorescence. Grade IV gliomas show strong PpIX fluorescence in the

proliferating parts of the tumor outside necrotic tissue. The intensity of fluorescence

correlates with tumor cell density and proliferation index. The infiltrative parts of

the glioblastomas show reduced fluorescence intensity, often described as “vague”

or “pink.” The positive predictive value of such tissue is still high, but may be

below 100%, especially in recurrent tumors. Still, weakly fluorescing tissue should

be resected, unless safety concerns dictate otherwise. FGR borders are potentially

wider than indicated by contrast-enhanced MRI and correlate better with amino

acid PET. Safe GTR is achieved more frequently than with conventional microsur-

gery. Since fluorescence appears more sensitive for identifying tumor than gadolin-

ium uptake with MRI, surgery using FGR may be more extensive compared to

intraoperative MRI. However, the surgical strategy at the resection borders requires

careful consideration of possible risks, especially when PpIX fluorescence becomes

“vague” and if eloquent brain regions are endangered. Under these circumstances

neurosurgeons should incorporate intraoperative monitoring and mapping

techniques into their neurosurgical strategy. Most clinical studies on FGR employ

surgical microscopes by Carl Zeiss Company (Oberkochen) equipped with a fluo-

rescence mode which features the spectral characteristics previously described.

These are set to enable unambiguous identification of tissue with significant PpIX

accumulation. Trace amounts of PpIX cannot be readily identified due to the

remitted blue light. This serves to override any unspecific endogenous fluorescence

in the red spectral part and to set the recognition threshold to a tumor cell density

significantly above zero. In view of this, “no fluorescence” as judged from the

surgical microscope does not exclude specific PpIX accumulation at low

concentrations or distributed in single cells scattered among nonfluorescent normal

cells. One has to bear in mind that, although a surgical microscope is used, the scale

of observation is still macroscopic compared to the higher magnification used with

dedicated microscopes used by histopathologists. We will briefly discuss the

conditions under which a more sensitive PpIX detection makes sense and how it

can be achieved.

The big advantage of the current embodiment is its simplicity in an intraoperative

setting compared to all other available technologies [19]. Neuronavigation based on

pre-operative imaging did not fulfill expectations in the context of glioma surgery,

and intraoperative MRI is somewhat complex, impedes surgery, and is expensive.

The diagnostic accuracy of FGR may exceed that of MRI, at least for glioblastoma

surgery.

Surgery by itself will not cure diffusely infiltrating malignant gliomas and all

tumors will inevitably recur, despite more extended resections using FGR. Thus,

additional therapies are necessary that might serve to prolong survival in these

patients. To this end, 5-ALA may provide an additional therapeutic perspective

since PpIX, as derived from 5-ALA, is not only a fluorochrome but also a potent

photosensitizer. This implies that cells with sufficient levels of PpIX accumulation

can be destroyed by employing a sufficiently high, albeit nonthermal, light dose.

8 Delineating Normal from Diseased Brain by Aminolevulinic Acid-Induced. . . 191



As long as the photosensitizer is selectively accumulated in tumor cells, light

irradiation has the potential to selectively destroy invading tumor cells, while

leaving adjacent functional brain undisturbed. This procedure is called PDT and

is being explored for the treatment of glioblastoma either post-FGR [119] or in a

stereotactic approach with implanted light diffusing fibers [94, 120]. Intriguing

long-term survivors have been reported [121, 122].

Most of the clinical experience with FGR available to date is from Europe or

Japan. FDA approval has not yet been obtained. However, there are a series of

ongoing clinical trials in North America (refer to clinicaltrials.gov with search terms

“aminolevulinic AND glioma”). Among 13 recruiting centers, 11 are located in

North America, mostly conducting phase II studies, but also one phase III study.

In the near future, new results can be expected concerning the reliability of FGR,

its contribution to overall therapeutic outcome, optimal drug dosing, and the

implementation of new technologies, such as point spectroscopy and confocal

fluorescence microscopy. Some studies are investigating 5-ALA doses (10–50 mg/

kg bodyweight), while others are evaluating different types of brain tumors or

comparing FGR to other intraoperative tumor identification technologies. The

only ongoing phase III study aims at testing a newly developed confocal

endomicroscopic probe and also includes low-grade glioma [117]. As with most

trials, the primary end point is the extent of resection compared to a placebo arm.

Secondary end points are overall survival, time to progression, and side effects.

8.5.3 Spectroscopic and Microscopic Detection
of PpIX-Fluorescence

The commercial surgical microscopes equipped with “5-ALA mode,” as described

above, have been developed for FGR of malignant gliomas. Disregarding large

individual differences in PpIX accumulation, in the vast majority of cases, the

fluorescence intensity is strong enough to discriminate vital tumor from infiltration,

necrosis, and normal brain. Low-grade gliomas are usually declared “nonfluores-

cent” in investigations performed using available surgical microscopes. This may

be due in part to the insufficient sensitivity of the equipment for detecting low

concentrations of PpIX.

Optical spectroscopy is a very sensitivemethod for detecting PpIX in tissue. PpIX

fluorescence is characterized by a distinct emission spectrum (Fig. 8.2), whereas

brain tissue autofluorescence usually has no characteristic emission in the wave-

length range of PpIX (610–730 nm). Only blood absorption can reduce fluorescence

at 585 nm, which can make the emission spectrum appear to have a small peak at

610–630 nm. With state-of-the-art data processing, however, the contribution of

PpIX emission can very reliably be detected or excluded. As long as the process to be

detected, for example, low-grade glioma or metastasis, produces significantly more

PpIX than adjacent normal brain, such a spectroscopic technique should be able to

specifically detect considerably lower amounts of PpIX than would be possible with
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a surgical microscope. Several groups have developed corresponding devices, based

on fiber-optic point spectroscopy [107, 118, 121, 123]. An ambitious method has

been presented by Valdes et al. [107], where intraoperative fluorescence spectros-

copy was performed with the aim of quantifying absolute tissue PpIX concen-

trations. As already mentioned, the fluorescence intensity is influenced by the

optical properties of the sampled tissue, independently of PpIX concentration.

In order to disentangle the different factors that influence spectral measurements,

different algorithms have been suggested [124–128]. Valdes et al. [107] have used

alternating fluorescence and white light remission spectroscopy to quantify PpIX

concentrations. Consistent with their report on PpIX concentrationmeasurements by

chemical extraction [129], they find a considerable number of tumor-positive

biopsies with significant PpIX accumulation, which were negative in intraoperative

fluorescence imaging. This increase in sensitivity, however, comes at the price of a

slightly reduced specificity and associated risk of unintentional tissue resection.

As for the pertinent question of whether low-grade gliomas might be detectable by

a high sensitivity technique, Valdes et al. [107] found a sensitivity of 75% and a

specificity of 80% with their quantitative fiber-optic probe. These were the lowest

values among the tumor types tested (low- and high-grade gliomas, meningiomas,

and metastases).

Sanai et al. [117] have applied a new confocal fluorescence endomicroscopic

technique to investigate 5-ALA-induced PpIX fluorescence in low-grade gliomas.

None of the ten tumors showed macroscopic fluorescence but they were all positive

in intraoperative confocal microscopy.

A drawback of point spectroscopy or confocal endomicroscopy is its clinical

applicability, especially in cases where the entire surface of a resection cavity is to

be evaluated. Even though raw fluorescence spectra can be displayed and evaluated

in real time, it appears impractical to scan larger areas repetitively. On the other

hand, if the area under suspicion is restricted, a contact fiber-optic measurement

may be advantageous compared to noncontact imaging, because blood would not as

easily obscure tissue fluorescence. It would be more reliable and would yield

objective and quantitative data.

Hitherto, 5-ALA-based fluorescence guidance was mostly used for open surgical

tumor resection. It may, however, also be very beneficial to use it during stereotac-

tic biopsy procedures. Some groups have suggested that, given the high specificity

for the detection of high-grade glioma, any tissue biopsy that shows PpIX fluores-

cence would indicate the presence of vital tumor tissue, rendering further tissue

sampling obsolete. Only fluorescent tissue needs to be submitted to the histo-

pathologist. Widhalm et al. [130] have demonstrated strong PpIX fluorescence in

43 of 50 patients, identifying 52/53 samples of glioblastomas, 9/10 grade III

gliomas, and 14/16 lymphomas with a positive predictive value of 100%. The

fluorescence was judged visually as “strong,” “vague,” or “none” under a fluores-

cence microscope. Unfortunately, no spectral recordings were performed. Never-

theless, they conclude that the sampling of representative biopsies is significantly

enhanced, obviating the need for intraoperative histopathology in such cases. On

the other hand, if no fluorescence is observed, a technical failure of the targeting
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may be the reason and intraoperative histology is crucial. A similar experience in 13

patients was reported by von Campe et al. [131], who stopped taking additional

biopsies, once a fluorescent one had been obtained along the target trajectory during

frameless stereotactic biopsy, thereby considerably shortening intervention time.

Moriuchi et al. [132] report on two cases of stereotactic biopsy with exsitu fluores-

cence assessment, both cases showing fluorescence of representative tumor tissue.

Due to the deep-seated tumors investigated, they argued that it was important to

minimize the risks of inducing deficits, which would have increased by taking serial

biopsies. The development of an optical stereotactic needle for in situ PpIX

spectroscopy and endomicroscopic imaging was presented by Stepp et al. [100].

While this methodology bears merit, it must be remembered that various non-

glioma lesions might have unspecific fluorescence in adjacent tissue, for instance

abscesses or metastases [133]. Thus, fluorescence may not be specific for the lesion,

possibly leading to nondiagnostic tissue sampling.

8.6 Beyond High-Grade Glioma: FGR for Other

Primary Brain Tumors and Metastases

Apart from malignant gliomas, FGR has been described for resection of a variety of

CNS tumors, including brain metastases, spinal cord lesions, and meningiomas.

The experience is still very limited and therefore the implications for future

application of 5-ALA based-FGR are uncertain.

An area of particular clinical interest has been FGR of meningiomas [107,

134–138]. Although the vast majority of meningiomas are benign, strong PpIX

accumulation is frequently observed. Whereas the usefulness of FGR for low-grade

convexity meningiomas can certainly be debated, there may be situations where

knowledge of tumor extensions may be helpful, for instance in the delineation of

cranial bone infiltration and for guiding resections when the tumor grows around

vessels and nerve tracts. Furthermore, in heavily pre-treated atypical or anaplastic

meningiomas with intraoperative scarring, improved delineation of the true extent

of tumor infiltration would certainly be beneficial. However, not all meningiomas

show fluorescence and, in some cases, the fluorescence is very heterogeneous.

Coluccia et al. [135] report on 33 consecutive patients operated on after 5-ALA

administration and fluorescence assessment. In 31 cases, fluorescence was detected

and in 25 patients a total resection of the tumor was achieved. Interestingly, PpIX

accumulation was not hampered by preoperative embolization of the feeding

vessels of the tumor, which was performed in five cases. Valdes et al. [107] showed

that from 20 biopsy sites in six patients, quantitative point spectroscopy detected

high PpIX concentrations in the range of high-grade gliomas for eight biopsy sites;

11 sites were visible in fluorescence imaging. Spectroscopic PpIX quantification for

meningioma in this study resulted in a sensitivity of 100% and a specificity of 93%

for fluorescence indicating tumor infiltration. The other publications are case
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reports of atypical meningiomas with a high risk of recurrence, all concluding that

FGR was helpful in identifying residual tumor. As presently available, surgical

fluorescence microscopes are not sufficiently sensitive for detecting some regions

of meningioma tissue. Modifications of the filter characteristics or of the camera

gain settings might be considered, always bearing in mind that any increase in

sensitivity might compromise specificity.

Reports on other primary brain tumors treated with FGR are rare, comprising a

fluorescent chordoma [139], hemangioblastomas [140], ependymomas [141],

lymphomas [141], and pituitary adenomas [141, 142].

More experience is available with brain metastases of various origins. The largest
series was published by Kamp et al. [133] who retrospectively investigated 52 patients

with metastatic lesions from a variety of primaries including breast, colorectal, small

cell and nonsmall cell lung cancer, renal cell carcinoma, and malignant melanoma.

In 32 cases, the metastatic tumor was fluorescent as judged with the surgical micro-

scope used for FGR. No correlation was found with respect to the histopathological

type or location of the primary tumor. With the exception of nondetectable fluores-

cence with all three small cell bronchial cancers, at least 50% of the other metastases

showed fluorescence. After having completed white light resection, residual fluores-

cence was found in 24 patients, where 18 tissue samples were taken and tumor was

confirmed in six of these. This indicates limited specificity. Nevertheless, FGR

was considered helpful for detecting local invasion in the other cases. Eljamel [141]

has also investigated FGR in a series of brain metastases, comprising lung, malignant

melanoma, colon, and breast. Most of them were found fluorescence positive.

The limited specificitywas also a concern in a publication ofUtsuki et al. [143], who

found 9 of 11 metastases fluorescent, but also “diffuse” fluorescence outside the

borders of the tumor mass. They speculate that this unspecific fluorescence is due to

propagation of PpIX produced in the tumormass into the surrounding tissue by edema.

Another possibility would be on-site production by inflammatory processes. An obser-

vationmade bySchucht et al. [144] excludes diffusion of PpIX from the tumor since the

malignant melanoma did not show fluorescence, whereas the surrounding tissue,

devoid of tumor cells, did show fluorescence to a depth of 5 mm around the tumor.

However, for the two nonfluorescent cases reported by Utsuki et al. [143], they

explicitly state that peritumoral fluorescence was not observed. More single cases are

reported by Potapov et al. [139] andMorofuji et al. [145]. Interesting studies have been

performed by Aziz et al. [146] and Zilidis et al. [147], combining FGR and repetitive

PDT for brain metastases. An excellent local control of the treated tumors (20 cases

altogether) could be achieved, with only two deaths from recurrent brain metastases.

Fluorescence guidance may also be beneficial for the resection of spinal cord

tumors. A malignant glioma was successfully removed during a cordectomy with

the aim of minimal tissue removal but complete tumor resection, as reported

by Ewelt et al. [148]. Shimizu et al. [149] detected tiny amounts of residual

ependymoma after resection using fiber-optic spectroscopy. A larger series of

spinal cord tumors resected with fluorescence guidance using fluorescence endos-

copy and fiber-based spectroscopy was reported by Shevelev et al. [150]. Bright

visible fluorescence was observed in 12 of 16 ependymomas, the remaining four
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ependymomas still showing a tumor/normal PpIX fluorescence ratio of 11 based on

spectroscopic analysis. Two of three myxopapillary ependymomas showed visible

fluorescence, one of four pilocytic astrocytomas showed moderate fluorescence,

and two GBMs were brightly fluorescent, whereas no fluorescence could be

detected in two cases of hemangioblastoma.

The currently available experience with PpIX accumulation in brain tumors

other than malignant gliomas may be summarized as follows:

1. Low-grade glioma tissue does not show visible PpIX fluorescence

2. Low-grade gliomas may be detectable with high-sensitivity spectroscopy or

confocal microscopy, but with limited accuracy

3. Low-grade gliomas are amenable to FGR for detecting anaplastic foci

4. There are no brain tumors that systematically accumulate or do not accumulate

PpIX

5. The intra- and interpatient heterogeneity in PpIX accumulation is even greater

than for high-grade gliomas

6. False-positive fluorescence has been found, especially around metastatic

tumors

7. Particular caution in the interpretation of PpIX fluorescence is advised

8. FGR is helpful for achieving total resection in difficult cases of meningiomas or

metastases, if the reduced positive predictive value is kept in mind

9. The use of high sensitive imaging or spectroscopy may be of value. Unfortu-

nately, such devices are not available commercially for medical use

10. Investigating stereotactic biopsy samples with the fluorescence microscope

may be promising (requires prior administration of 5-ALA to the patient)

8.7 Conclusions

The current clinical implementation of FGR using 5-ALA has proven its efficacy in

enhancing the extent of safe resection of malignant glioma. It is a simple optical

method, based on modified surgical microscopes which are commercially available.

The application of 5-ALA as a drinking solution is straightforward. No drug-related

side effects have been reported, as long as patients are shielded from intense light

during the 24 h period after drug delivery. The surgical microscope can be switched

between white light and fluorescence modes intraoperatively. The red PpIX fluo-

rescence is readily observed and is a direct indication of suspicious tissue, without

the concern of brain shift. Compared to other techniques for extended resections,

such as intraoperative MRI and PET, FGR performs favorably. FGR is cost

effective and does not impede the surgical procedure.

The technique cannot, however, replace careful decision making of the

neurosurgeon, when approaching the infiltration zone or eloquent regions. FGR

has been shown to enhance resections in malignant gliomas, resulting in improved
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progression-free survival. By reducing proliferating tumor cell load, FGR appears to

improve the efficacy of adjuvant therapies.

As FGR is technically simple, some precautions and limitations have to be kept

in mind, such as the need to reduce ambient light to a minimum during fluorescence

mode and the limited sensitivity. Technical improvements are currently being

developed to overcome these limitations. With increased sensitivity in detecting

the presence of PpIX, other benign and malignant tumors in the brain may become

amenable to FGR with a potential to significantly reduce recurrence rates. One has

to consider, however, the likelihood of increased incidence of false-positive PpIX

accumulation, for example, around metastases. Last, but not least, PpIX is a potent

photosensitizer and clinical trials for brain tumor PDT are ongoing.
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Chapter 9

Intracranial Photodynamic Therapy

Brian C. Wilson and Steen J. Madsen

9.1 Introduction

This chapter presents the use of photodynamic therapy (PDT) for clinical

applications in the brain, particularly treatment of patients with solid brain tumors

such as malignant gliomas. The principles and background of PDT are first

described, followed by a summary of brain tumors and presentation of a heuristic

model that serves to illustrate how PDT may be utilized. Subsequent sections will

summarize what has been achieved to date in intracranial applications of PDT, and

then the particular technical challenges that brain tumors pose for effective delivery

of PDT treatment and some of the photophysical, photochemical, and photobiolog-

ical strategies that have been explored to overcome these. The final section looks

ahead to potential future needs and developments, both fundamental and practical.

PDT is a treatment technique that depends on the use of molecules (photosen-

sitizers) that can be activated by light of an appropriate wavelength to generate

other highly reactive molecules that interact with cellular structures, resulting in

either cell death or functional modification [1]. The steps involved in PDT delivery

are illustrated in Fig. 9.1a. While the concept of photodynamic treatment has been

known for over a century [2], it has only been over the past 30 years that substantial

penetration into clinical practice has occurred. PDT was initially developed to treat

patients with solid tumors. This continues as a significant application and there have

been multiple governmental approvals for a variety of tumor types and sites in

different countries worldwide. In addition, a variety of oncological clinical trials are
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in progress and at different phases of development [1, 3]. These include PDT

treatment of brain tumors, particularly malignant gliomas, which is the main

focus of this chapter. In non-oncologic applications, about a decade ago PDT

became the treatment-of-choice for the management of patients with wet-form

age-related macular degeneration (AMD) and over two million patients have

been treated worldwide. In this case, the objective is to shut down the abnormal

choroidal neovasculature that is a leading cause of blindness in the elderly. For this,

the so-called drug-light interval, i.e., the time between administering the photosen-

sitizer (by intravenous injection) and administering the activating light, is short

(~15 min), so that the photodynamic action is at the level of the vascular endothelial

cells, leading to thrombotic occlusion. Other approved treatments include benign

dermatological conditions and, most recently, treatment of localized bacterial

infections such as periodontal disease, exploiting the ability of PDT with appropri-

ate photosensitizers to kill even multidrug-resistant microorganisms. Other

applications that have been explored include prevention of arterial restenosis

following angioplasty, treatment of rheumatoid arthritis, and reduction of tumor

cell burden in autologous bone marrow transplantation. Thus, PDT is, in principle, a

highly versatile approach to a wide range of biomedical and clinical situations, all

exploiting the same basic photophysical, photochemical, and photobiological

principles. A major challenge in getting PDT adopted into widespread clinical

use has been this very versatility, since it is necessary to “tailor” the treatment to

PHOTOCHEMISTRY
→→ PHOTOBIOLOGY

→ CLINICAL EFFECTS

photosensitizer

light

excited-state
photosensitizer

free radicals

photoproducts

oxygen

biomolecules

excited-state
oxygen

photoproducts

TYPE I TYPE II

a

cb

Fig. 9.1 (a) Schematic of the steps involved in photodynamic therapy (PDT) treatment, (b) Type I

and II processes, (c) Simplified energy-level diagram for Type II activation
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be optimal for each application, in terms of the photosensitizer selection and doses

and the light technologies and doses. As will be seen, this has remained a challenge

for neuro applications also.

Figure 9.1b shows the two classes of photophysical process, termed Types I and

II, that can take place. The latter is believed to be the most common interaction for

the majority of photosensitizers that have been used clinically: unless otherwise

stated, Type II interactions will be assumed throughout. The critical difference is

that Type II processes require molecular oxygen to be present in the cells/tissues at

adequate concentration. Figure 9.1c shows a simplified energy diagram for Type II

activation.

The steps involved in Type II interactions are as follows:

1. A photon of light is absorbed by a photosensitizer molecule in its normal

(ground) state, causing it to be raised to an electronically excited singlet energy

state, which refers to how the spins of the valence electrons are oriented.

2. The singlet state can lose this excess energy in several different ways:

(a) By so-called non-radiative transition back to the ground state, the result

being heat generation. However, the light intensities used in PDT are usually

limited in order to avoid any significant rise in the tissue temperature, so that

this process has minimal biological consequences.

(b) By emitting a longer wavelength (lower energy) photon in the form of

fluorescence, with the photosensitizer again reverting to the ground state.

This effect is the basis for fluorescence spectroscopy/imaging, which has

developed in parallel with PDT, often in a codependent way: Chap. 8

discusses how, for example, this may be used in guiding resection of brain

tumors, which (as discussed below) is synergistic with PDT.

(c) By converting to the so-called triplet state by flipping one of the valence

electron spins. This state is relatively long lived (e.g., approximately micro-

second) compared with the singlet state (approximately nanosecond) and can

either decay back to the ground state by emitting a photon (phosphores-

cence) or, most important for PDT, transferring the excess energy to ground-

state molecular oxygen (3O2), raising this molecule to an excited singlet state

(1O2). This singlet oxygen is highly reactive and interacts with nearby

biomolecules, resulting in the biological effects such as cell kill.

3. The photosensitizermolecule returns to its ground state by one of the above routes,

where it is available to undergo further excitations. Typically, during a PDT

treatment each molecule goes through this cycle thousands of times, in effect

acting as a catalyst to generate singlet oxygen from molecular oxygen. However,

photosensitizers can also be destroyed or made inactive (“photobleached”) in this

process, for example, by the 1O2 itself, so that, unless replenished by other

molecules in the circulation, the reaction becomes self-limiting. Only rarely (~1

in 108 times) does the singlet oxygen decay back to its ground state, so that the

photodynamic process depletes oxygen. Thus, if the rate of 1O2 generation is

too high, because of a combination of high photosensitizer concentration and

high local light intensity (fluence rate, W cm�2), it may exceed the natural
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replenishment rate (related to local blood perfusion and the basal metabolic rate of

the tissue) and limit the photodynamic process. Thismay be particularly the case in

solid tumors that often have hypoxic regions. There are other complicating “dosim-

etry” factors, for example, the variations in tissue optical properties (see Chap. 1)

can become important in delivering effective PDT treatment [4].

Singlet oxygen, because it is so highly reactive with biomolecules, is extremely

short lived in cells and tissues (�1 ms), so that it diffuses only a very short distance
(tens of nanometers) from the point at which it is generated. Hence, the microloca-

lization of the photosensitizer is a major factor in determining which cellular

structures are damaged, and thereby of the resulting mechanism(s) of cell death,

namely necrosis, apoptosis, or autophagy. Since photosensitizers do not concentrate

significantly in the cell nucleus unless specifically targeted, proliferative death

due to DNA damage is not significant. Consequently, there is minimal mechanistic

overlap with radiation therapy or most cancer chemotherapeutic drugs, so that PDT

can be used prior to or following these standard modalities without contraindica-

tion. The downside is that PDT is energetically very inefficient, since it lacks the

“biological amplification” conferred by damaging DNA, so that a high drug•light

product is needed, which poses some practical challenges. On the other hand, the

toxicity of PDT sensitizers in the absence of light (“dark toxicity”) is very low

compared to many chemotherapeutic agents at photodynamically effective doses.

At the tissue level, PDT induces primarily necrosis, either through direct killing

of tumor or stromal cells or by causing vascular damage mediated by endothelial

cell death that results in secondary tumor/stromal necrosis. In addition, PDT can

induce significant immunomodulatory effects that can contribute to the tumor

response, both locally and at distant (untreated) sites. This immune response has

been reported in PDT of gliomas in an experimental model [5] and is associated

with release of inflammatory factors.

9.2 Brain Tumors from the PDT Perspective

It is beyond the scope of this chapter to discuss the subject of brain tumors in depth,

so that they will be considered only from the point of view of how PDT has been

and could be used for clinical benefit. Intracranial tumors may be grouped into

different categories according to whether they arise in the brain itself (primary

lesions) or in other organs and then spread to the brain (metastatic lesions).

Primary lesions may be genotypically and phenotypically malignant, with potential

both to grow at the primary site and to spread both locally and to distant sites within

or outside the brain, or they may be benign with no tendency to metastasize. Benign

tumors such as meningiomas may nevertheless be life threatening, since the cra-

nium is an enclosed space, so that continued tumor growth leads to displacement of

normal brain structures and to increased intracranial pressure. Generally, these

tumors are well encapsulated, which facilitates complete surgical resection, but
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this can still be challenging in some cases, for example, due to intimate attachment

to normal tissues such as the dura.

The commonest forms of primary brain tumors are malignant gliomas that arise

through genetic transformation of glial cells. Generally, these are very aggressive and

the prognosis, even with best available treatments, is often grim, depending strongly

on the stage of the tumor at diagnosis and on the patient’s age and health status. Thus,

for example, in the most advanced stages (glioblastoma multiforme and anaplastic

astrocytoma) the standard treatment of maximal surgical resection followed by radia-

tion therapy provides a mean survival from time of diagnosis of less than 12 months,

with less than 10%of patients alive at 2 years. Adding best current chemotherapy (e.g.,

temozolomide) and antiangiogenic agents (e.g., bevacizumab) extends life only mod-

estly, and most patients succumb due to local recurrence of tumor. It is in this scenario

that PDT has been most investigated for its potential to extend life and/or improve the

quality of life during remaining survival [6]. Typically, these tumors are locally

infiltrative, with macroscopic, mesoscopic, and microscopic local invasion of normal

brain tissue. Theremay also be distant “seeding” of tumor cells throughout large areas

of the brain. These characteristics make complete destruction of the tumor, while

avoiding damage to normal brain that would seriously affect neurological functions

and hence the quality of life of these patients, extremely challenging.

Figure 9.2 presents a schematic view of such tumors, not from a biological

perspective but rather in terms of the “components” that pose different technical

challenges for which PDT and/or fluorescence image guidance may be useful.

These components are:

1. The bulk tumor that is visually distinct from the normal brain tissue and that can

be successfully resected by conventional surgery (including the use of MRI or

CT image guidance and the neurosurgical microscope)

a b

gross resectable tumor

FGR-resectable tumor

PDT-treatable tumor

distant tumor nests

Fig. 9.2 (a) MR image of malignant brain tumor, (b) Schematic diagram of the four components

into which such tumors may be grouped from a surgical, fluorescence-guided resection (FGR) and

PDT perspective
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2. The macroscopic tumor that is not normally visible but that can be detected

using fluorescence (see below and Chap. 8) or other advanced optical imaging/

spectroscopy techniques

3. The mesoscopic/microscopic tumor tissue that is contiguous with or close to the

bed of the bulk resection cavity is below the detection limit of existing

intraoperative imaging techniques, and that can be selectively killed by PDT

4. Distant nests of tumor cells that may represent separate primary tumor foci and

that are not currently reachable by PDT because of limited light penetration

The primary objective of PDT as used to date has been to selectively destroy

tumor tissues in categories (1) and (3), immediately following surgical resection

performed with or without fluorescence guidance. The key challenges in meeting

this objective are:

(a) Achieving an adequate concentration of photosensitizer in the tumor cells and

delivering enough light to the required tissue depth below the resection bed to

cause clinically significant tumor cell kill (“sensitivity”)

(b) Achieving a high enough ratio of photosensitizer concentration in tumor com-

pared to the adjacent regions of normal brain tissue that may also receive a

significant light dose, so that collateral damage to critical normal brain

structures and functions can be avoided or minimized (“specificity”)

Compared with solid tumors of other organs, successful PDT of intracranial

tumors faces the additional issue of the blood–brain barrier (bbb), which is both a

potential advantage and limitation. The purpose of the bbb in those normal brain

structures possessing this feature (which include the white matter and cortex

wherein most gliomas arise) is to serve as a barrier to “foreign” molecules and

pathogens. In general tumors, including those in the brain, develop a “leaky”

neovasculature as they grow, so that exogeneous drugs such as photosensitizers

can be delivered to them, at least until they grow large enough to become locally

hypoxic. This difference in vascularity should give a degree of intrinsic specificity,

and indeed this has been observed for a number of different photosensitizers, which

are mainly large molecules. However, an intact bbb means that photosensitizers

cannot easily pass through the tight junctions between vascular endothelial cells in

the normal blood vessels. The result is that, even though the volume-average

photosensitizer concentration in normal brain tissue may be very small, the normal

tissue can be exquisitely sensitive to microvascular damage, leading to edema and

possibly ischemic necrosis [7]. Hence, there is a very narrow therapeutic window

for PDT, and several different strategies have been directed to widen this, as

discussed in Sect. 9.4.

9.2.1 Technical Aspects of Intracranial PDT

This section discusses the technical details of PDT treatment delivery, considering

both the photosensitizers and the optical technologies for light generation and

intracranial delivery. Many of these features are shared with PDT for other sites
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and pathologies, but there are also some unique aspects that will be indicated.

The focus in this section will be on approaches used to date in clinical trials: other,

sometimes more radical, strategies that are still at the preclinical research stage will

be covered in Sect. 9.4.

9.2.1.1 Photosensitizers

To date, the majority of PDT studies, both clinically and preclinically, have used

porphyrin-like photosensitizers. Porphyrins are a ubiquitous class of biomolecules

(molecular weight of monomers ~600) that are synthesized by many cells and

perform essential functions, including biosynthesis of hemoglobin, the oxygen-

carrying molecule in blood. They are formed of large flat tetrapyrrol rings (see

Table 9.1), with different side chains that are largely responsible for their different

biochemical and pharmacological properties. In general, exogenously administered

porphyrins accumulate in membrane structures in cells: initially in the plasma

membrane and then at later times in mitochondria and other intracellular membra-

nous organelles. Not all porphyrins are photodynamically active or fluorescent: for

example the presence of a central metal atom may quench the photophysical

pathways.

Following early observations of one of these molecules, hematoporphyrin (HP),

and clinical tests in various tumor types, the first photosensitizer used in the modern

era of PDT was a derivative, HpD (and its purified commercial versions, of which

Photofrin® has been the most widely employed). HpD has been used in many of the

brain tumor studies, including the most advanced clinical trials, as discussed in

Sect. 9.3. HpD is derived from blood, rather than being chemically synthesized de

novo like most other PDT photosensitizers, and so is a complex mix of many

different porphyrin compounds of differing fluorescence and photosensitizing

efficiencies. Typically, the volume-average maximum tumor-to-normal brain

uptake ratio is about 10:1 (which is high compared with other tumor sites).

However, the very high intrinsic sensitivity of normal brain to HpD-mediated

PDT, due to microvascular damage, limits the photosensitizer and light doses that

can be used in order to avoid the risk of collateral damage around the treatment site.

HpD can be activated across the visible light spectrum but commonly red light at

the longest-wavelength peak around 630 nm is used, since this has higher tissue

penetration in tumor and normal brain (see Chap. 1). Typically, the drug-light time

interval (DTI) between intravenously administering Photofrin and starting light

irradiation is 24–48 h. Treatment causes primarily avascular necrosis of the tissue

receiving a high enough drug•light product. A drawback of HpD is that it

accumulates and is retained for several weeks in the skin, so that care must be

taken to avoid bright light exposure for up to 1–2 months.

Several so-called second-generation synthetic photosensitizers have been

investigated for intracranial PDT, as summarized in Table 9.1, some of which

have been commercialized and formulated as pharmaceutical compounds. As in

other applications, several are variations on the porphyrin theme, with different
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degrees of tumor selectivity and photodynamic efficacy. In some cases, the molecule

has superior pharmacokinetic properties compared to HpD, for example, better

water solubility or faster clearance from normal tissues, including skin. In other

cases, longer wavelength activation confers somewhat deeper tissue penetration of

the activating light, while other molecules such as mTHPC (activated at 652 nm)

require a much lower drug•light product. Overall, however, none of these photosen-

sitizers has shown remarkable advantages over HpD in terms of tumor-to-normal

brain specificity, so that their selection depends on these other secondary properties,

which nevertheless may be important from a practical perspective.

The “outlier” agent in brain-tumor PDT, as in several other applications, is the

molecule aminolevulinic acid (5-ALA). This small molecule (molecular weight

¼ 131) is not itself photoactive but, when administered locally or systemically, it is

taken up by cells where it leads to increased heme biosynthesis: from an engineer-

ing perspective, ALA serves as a key feedback control in this complex multistep

process. The penultimate step in this chain is the molecule protoporphyrin IX

(PpIX), which is both fluorescent and photodynamically active (maximum wave-

length of activation ~630 nm). The ability of ALA to penetrate the intact bbb has

not been established unequivocally [14]. Hence, its tumor selectivity relies (also) on

the tumor cells either synthesizing or accumulating more PpIX than normal brain

cells, and this has been confirmed by ex vivo fluorescence spectroscopy and

microscopy [33]. Several factors may be involved in this selectivity, including

the high metabolic rate of tumor cells, and the relative lack of iron and the enzyme

ferrochelatase in tumors: the latter means that the final step where an iron atom is

inserted into the PpIX tetrapyrrole ring to convert it to the heme molecule is rate

limited, so that PpIX differentially accumulates in these cells. Whatever the mech-

anism(s), the relative concentration of ALA in tumor compared to normal brain is

very high: typically ~90:1 in white matter and >20:1 in cortex [33, 34]. Hence,

there is a high intrinsic specificity in areas of the brain where most adult gliomas

arise, which is greatly advantageous. (Note, however, that ALA-PpIX levels can

also be high in areas of inflammation, due to either tumor or infection.) The level of

PpIX in normal skin is also low, so that skin photosensitivity is much less of an

issue than with Photofrin and even some second-generation agents such as mTHPC.

The main limitation of ALA-PpIX is that PpIX is very photolabile, i.e., it is easily

photobleached, which restricts the maximum effective drug•light product that can

be achieved and, in turn, this limits the degree of tumor cell kill, especially in

targeting bulk tumor.

9.2.1.2 Light Technologies

In other applications of PDT, there are three different classes of clinically useful

light source, namely lasers, light emitting diodes (LEDs), and spectrally filtered

lamps, and their advantages and limitations for different PDT applications have

been discussed in detail elsewhere [4, 35]. For intracranial PDT the need to bring

the light deeply into the brain is most commonly accomplished using optical fibers,
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for which the best light source is a laser, because of the high efficiency (>95%) with

which the output can be coupled into single (multimode) fibers that typically have

core diameters of 200–400 mm.

Intracavitary Irradiation

Most PDT clinical trials for gliomas have involved delivering treatment immedi-

ately following maximal surgical resection, with the objective of further reducing

the residual tumor burden: the fact that residual tumor is present in virtually all

high-grade glioma patients is evidenced by the extremely high local recurrence

rates. The intent then is to irradiate the whole resection cavity as uniformly as

possible and two main approaches have been used to achieve this, as illustrated in

Fig. 9.3a, b.

In the first approach [36], the cavity is filled with a liquid, usually a 1 or 2%

concentration of Intralipid® (or equivalent), which is a lipid-protein suspension

routinely used for intravenous nutrition. This has micron-sized lipid droplets that

efficiently scatter the light. By placing the distal end of the laser-coupled optical

a b

laser

diffusing fiber tips

c

laser

balloon

filling channel

laser

optical 
fiber

light scattering fluid

Fig. 9.3 Irradiation geometries for intracranial PDT. (a) Intracavitary treatment with an optical

fiber placed within the scattering fluid-filled resection cavity following surgery and a reflective

cover placed over the craniotomy, (b) as for (a) but with a balloon applicator filled with a light

scattering fluid: the insets show a typical PDT laser and balloon applicator, (c) interstitial PDT

pre-resection, showing multiple linear-diffuser fibers placed within the tumor mass: the inset
shows one such diffusing fiber tip
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fiber into the cavity near its center, a uniform diffuse light distribution is generated.

The primary light “dose” is then calculated from the total delivered light energy

divided by the cavity surface area, assuming negligible absorption in the Intralipid.

Care must be taken to ensure that there is no leakage of blood into the cavity during

PDT irradiation, since this acts as an extremely efficient light attenuator, given the

large optical pathlength of the multiply-scattered light. The simplest way to ensure

this is by periodically flushing the cavity with fresh Intralipid. The second approach

[37], first developed in 1986 [38], is to place an elastic balloon into the cavity and to

fill this with Intralipid to the size of the cavity. This has the advantage of preventing

the cavity from collapsing during irradiation and, since the shape is nearly spheri-

cal, the surface dose is better defined. The optical fiber is then brought close to the

center of the volume through a channel in the applicator that holds the balloon.

It has proven to be simplest to use the finger cut from a surgical glove as the balloon

material, held by a pressure ring placed over it onto the applicator stem. A potential

disadvantage of the balloon technique is that there is risk of pressure on the tissue

due to the balloon, which could limit blood flow and, hence, tissue oxygenation,

although this has never been explicitly demonstrated.

A variation on the balloon approach has been to replace the laser and optical

fiber with a high-power LED source that is integrated into the end of the applicator

[39]. This has the advantage of considerably lower cost than a high-power diode

laser, but presents the problem of removing the heat generated in the LEDs, which

are typically only about 10% efficient in electrical-to-optical conversion. To some

extent the Intralipid scattering volume acts as a heat sink.

As indicated earlier, the total light energy required in PDT is large: for example,

in irradiating the tumor resection cavity tissue surface, the incident energy density

is typically up to several hundred Joules per square centimeter in order to deliver an

adequate drug•light product. (Note that the necrotic response of tissues to PDT

generally displays a threshold-type behavior, where there is a sharp demarcation

between tissues receiving an adequate dose and the adjacent tissue that receives just

below this dose. Hence, complete tumor destruction is highly dependent on achiev-

ing an above-threshold dose throughout the entire volume.) Thus, for example, with

a 5 cm diameter resection cavity (~75 cm2 surface area), a total energy of a few

thousand Joules is needed. This has several implications. Firstly, since the surface

intensity must be limited to less than about 200 mW cm�2 in order to avoid light-

induced tissue heating, the irradiation time is at least tens of minutes. Secondly, the

laser output should ideally be at least 5 W in order to keep the treatment time within

an acceptable range, given that the treatment is delivered intraoperatively following

surgery that may itself take several hours. Thirdly, since the wavelength must match

the selected wavelength peak of the photosensitizer activation spectrum (typically

in the range 630–760 nm), this high power requirement limits the types of laser that

are commercially available and suitable for use in a clinical, especially operating

room environment. It also has significant cost impact. The history of PDT lasers

over the past 30 years has seen progression from the original argon ion-pumped dye

lasers, metal vapor lasers, and frequency-doubled Nd:YAG (KTP)-pumped dye

lasers to the diode lasers used currently, as in the example shown in Fig. 9.3b.
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Interstitial Irradiation

Optical fibers may be placed directly into tissue to deliver the light to a local

volume. For a standard cut-end fiber, this generates a nearly spherical light

distribution because of the high intrinsic scattering of tissue. In this case the

fluence rate (W cm�2) falls off very rapidly with distance, r, from the fiber tip,

approximately as (1/r)exp(�meffr), where meff is the effective optical attenuation

coefficient of the tissue, which depends on both the absorption and scattering

coefficients at the treatment wavelength [4]. In the 630–760 nm range, meff is
typically ~3–10 cm�1 in tumor tissue and is even higher in normal brain (see

Chap. 1), so that the local fluence rate drops tenfold for every few mm of radial

depth. The resulting diameter of treatment is reported as typically 1–2 cm,

depending on the photosensitizer and target tissue. This single cut-end fiber

approach has been used intracranially, for example, in destroying small metastatic

lesions [27, 28].

Larger treatment volumes—in principle arbitrarily large—can be achieved by

placing multiple fibers into the tissue at a suitable interfiber spacing, as has been

reported for example in PDT treatment of prostate cancer to cover the whole

gland (typically 6–8 fibers, each of several cm length to destroy 20–50 g of tissue

in total) [40]. In practice, this requires either sequential activation of each fiber,

with resulting long treatment times, or the use of beam splitters with a single laser

or multiple lasers to deliver light simultaneously through several fibers. More

efficient coverage of large tissue volumes can be achieved using fibers that emit

light radially along the last few cm near the tip (see Fig. 9.3c), thereby generating a

cylindrical volume of effective treatment from each fiber. Again, these fibers have

been used commonly in other solid tumor applications and also to illuminate along

the length of hollow organs such as the esophagus, bile duct or bronchus, or within

arteries. This approach has been used in the past in glioma treatments [41], in which

HpD-PDT was administered to the bulk tumor volume, including a margin of

normal or mixed tumor-normal tissues, prior to surgical resection. The rationale

was that this allowed more accurate geometric targeting of PDT to the tumor mass,

based on pretreatment MRI or CT imaging.

Interstitial PDT is also possible using a linear array of small LED sources

embedded within a flexible catheter [42] and again this has the advantage of

being relatively inexpensive compared to the use of a diode laser source plus

diffusing fibers. The limitation is that, because of the need to avoid overheating

around the source, the optical power needs to be kept low, so that, in the absence of

active cooling of the source (which adds complexity and makes it difficult to keep

the catheter to a small diameter), prolonged treatment times are required in order to

deliver the effective light dose. Currently, clinical trials (for tumors in other organs)

use 20 mW cm�1 length and treatment times in excess of 1 h. On the other hand,

very low dose-rate (or “metronomic”) PDT may have specific biological

advantages, particularly in the brain: see Sect. 9.4.2.
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9.2.1.3 Connection to Fluorescence-Guided Surgery

Given the intrinsic fluorescent properties of many photosensitizers, and the historical

development of the first-generation agent HpD, there have always been strong

developmental and application linkages between PDT and fluorescence-based

diagnostics, sometimes termed PDD [43]. In particular, fluorescence spectroscopy

is a standard and very sensitive technique for measuring the concentration of

photosensitizers in cells and tissues [44], while fluorescence microscopy is often

used to determine their microdistribution [33, 45]. Clinically, in vivo fluorescence

point spectroscopy and imaging with photosensitizers have been developed as diag-

nostic techniques, particularly for detection of early neoplastic lesions [46]. This has

been particularly applied in the skin and in endoscopy of different hollow organs

(bronchus, gastrointestinal tract, bladder, cervix), because of the importance of these

as sites for cancer initiation and progression. ALA-PpIX has been particularly used

for this purpose because of its high intrinsic specificity for malignant tissue, its low

skin photosensitization and the fact that it may be administered either orally or

topically (e.g., instilled in the bladder at the time of cystoscopic examination).

In the context of PDT, in vivo fluorescence has been used to localize lesions for

targeting the treatment light, to assess the uptake of photoactive drug in the target

tissues and, through the phenomenon of photobleaching, to monitor the delivery and

distribution of the treatment dose [43, 47].

The concept of using fluorescence of photosensitizers to guide surgical resection

of tumors also has a long history and is predicated on there being a degree of

selectivity between tumor-involved and adjacent tumor-free tissue. In the brain, it

was first explored in 1991 in a preclinical glioma model in rats using a phthalocya-

nine photosensitizer, and was shown to give significant improvement in complete-

ness of resection [48]. Similar findings were reported with Photofrin, and the first

clinical studies were done in the late 1990s, using a stand-alone instrument

designed specifically for this application, with a long working distance to allow

good surgical access. This system used dual-wavelength excitation to correct for the

attenuation of the light in the tissues and to subtract the background intrinsic (auto)

fluorescence from the tissue [49].

An alternative technology approach, in which fluorescence imaging was

integrated into a neurosurgical microscope, was evaluated using ALA-PpIX con-

trast in multicenter clinical trials of glioma. This demonstrated significant increase

in tumor-free survival of patients with high-grade disease compared to surgery

using only the standard white-light microscope [50]. Development continues along

several lines in multiple groups worldwide, including exploration of alternative

fluorophores, the use of time-resolved tissue autofluorescence, methods to make

truly quantitative measurement of fluorophore concentration in tissues in vivo [51],

and approaches to subsurface fluorescence imaging [52]. Chapter 8 addresses this

topic more fully.

Referring again to Fig. 9.2, fluorescence guidance extends the completeness of

surgical resection but does not remove all tumor, even locally, as evidenced by the
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continuing high recurrence rates, despite improved survival. If, however, this is

followed by PDT (using either the same photosensitizer or a second agent), then it

should be possible to reduce the residual tumor burden by another substantial

fraction. As discussed below, initial clinical trials of this combined approach have

been reported and one would expect this to be developed further, given the signifi-

cant, albeit still subcurative, responses seen when either technique is used alone.

9.3 Clinical Studies

There are excellent recent reviews of the development and status of clinical trials of

PDT of malignant glioma and other intracranial tumors, as well as the combination

of PDT with fluorescence-guided tumor resection [6, 53], so we will not repeat these

in detail here. During the 1990s and early 2000s the main effort was focused on

HpD-PDT in high-grade gliomas, administered to the resection cavity bed immedi-

ately following maximum conventional tumor resection, using the intracavitary

approaches described above (Fig. 9.3a, b). In all cases, patients were also given

standard postsurgical radiation treatment and chemotherapy: the latter changed

during this period, somewhat confounding the interpretation of the PDT responses.

The photosensitizer doses were based largely on the limiting skin photosensitivity,

and typically fixed at either 5 or 2 mg kg�1 body weight, depending on whether HpD

itself or the purified commercial version Photofrin®, respectively, was used. In the

1980s and 1990s a handful of phase I and II trials in some 300+ patients

demonstrated a significant improvement in mean survival of up to about 1 year

compared with standard therapies (surgery + radiation + chemotherapy). It should

be emphasized that these trials did not include prospective randomization of

patients, but rather compared the results with historical controls. Nevertheless, an

important observation was made was that survival post treatment appeared longer in

patients receiving more than the median light dose (80 J cm�2) than in those

receiving less than this dose. This led to an FDA-registered prospective, multicenter,

randomized phase III trial comparing 120 J cm�2 vs. 40 J cm�2 in recurrent tumors

and 120 J cm�2 vs. no PDT in primary tumors. This study was terminated at interim

analysis because no statistically significant differences in overall survival were

detected. This contrasted with the positive findings of another cohort of several

hundred patients treated in a single-center, non-randomized trial in Melbourne,

Australia [24], in which the survival was markedly increased, but in which much

higher doses, of up to 260 J cm�2, were used. The 120 J cm�2 dose limit in the

randomized trial was set by concern for PDT-induced edema and resulting increased

intracranial pressure, which had been seen in earlier clinical studies [37] and

also investigated in preclinical in vivo glioma models [15, 16]. However, the

Melbourne study demonstrated that escalated postoperative administration of

steroids controlled this problem satisfactorily, even for very high light doses. Clearly

then, a prospectively randomized trial of intracavitary HpD-PDT is needed,
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with doses of at least 200 J cm�2 in order to validate this treatment option for

high-grade glioma patients.

Phase I/II studies of PDT for glioma have also been reported with the photosen-

sitizer mTHPC [30]: this is a very potent sensitizer that requires typically tenfold

less drug dose than HpD. However, like Photofrin, it causes prolonged skin

photosensitization and, to date, the clinical studies have not been extensive enough

to know if it provides a significant advantage over HpD for glioma treatments, in

terms of either improved tumor destruction or tumor-to-normal brain selectivity.

The possibility of administering the photosensitizer directly into the tumor tissue

has been explored with mTHPC, in order to limit the skin sensitization and,

potentially, increase the effective drug dose in the target tissue.

In the above trials, PDT has been given simply as an adjuvant following standard

surgical resection. More recently, groups in Europe have combined ALA-PpIX-

based fluorescence-guided resection with PDT. Thus, Eljamel and colleagues found

increased survival (52.8 weeks) relative to controls (24.6 weeks) in high-grade

glioma patients receiving ALA-PpIX fluorescence-guided resection followed by

repetitive Photofrin-PDT [54]. Patients in both groups had surgical debulking of

tumor using standard techniques and all received postoperative radiation therapy,

so that the study and control groups were comparable. Kostron et al. [30] reported

increased survival (9 months) in recurrent malignant glioma patients receiving

mTHpc-based FGR + PDT relative to matched controls (3.5 months). These are

all encouraging early results. If the model posited in Fig. 9.2 is correct, then

the additional reduction of the residual tumor provided by fluorescence guidance

means that the subsequent application of PDT treatment should be more effective in

reducing the burden of disease. This should translate into improved survival and,

although not likely to be curative in high-grade glioma, would afford other

biological approaches such as chemotherapy, gene therapy, or immunotherapy a

better chance of complete tumor eradication.

As far as other intracranial uses of PDT are concerned, there have only been a

few studies reported to date, with limited numbers of patients. These include

ALA PpIX-based FGR and Photofrin-PDT in patients with metastatic brain tumors

[27, 28], for which the early results suggest that PDT is effective in tumor

destruction, so that this could represent a potentially viable minimally invasive

approach, even for deep-seated tumors.

9.4 Emerging Techniques for Intracranial PDT

The major unsolved challenges in intracranial PDT, especially for gliomas, revolve

around the need to achieve a higher level of tumor cell kill in deeper-lying areas of

invasion and a greater degree of tumor-to-normal specificity so that more aggres-

sive treatment, i.e., a higher drug•light product, can be administered safely to

achieve a greater degree of tumor control. Increasing the specificity is not, however,

simply restricted to increasing the concentration of photosensitizer in tumor vs.
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normal cells. Other potential strategies involve manipulating the microlocalization

of the photosensitizer and selecting for apoptotic tumor cell death in order to

minimize secondary damage to normal brain. These approaches may also require

development of novel light sources and delivery systems as well as on-line dose and

treatment-response monitoring. Other strategies that have been investigated in

preclinical glioma models are ways either to increase the antitumor effect or to

reduce the potential damage to normal brain, and there are also emerging concepts

to use PDT as a means to facilitate delivery of other antitumor agents in the brain.

9.4.1 Alternative Photosensitizers

As mentioned in the Introduction, a variety of photosensitizers have been explored

for PDT of brain tumors in preclinical models in vitro and in vivo. Examples are

given in Table 9.1, in which “conventional” PDT protocols have been used.

In general, with the exception of ALA-PpIX, none has shown remarkably better

specificity or efficacy than HpD, although individually they have other secondary

advantages. As in other PDT applications, longer wavelengths are useful to increase

the effective light penetration and, hence, the treatment depth for a given

administered dose. However, the increased penetration depth is modest beyond

about 650 nm in the case of brain, unlike more pigmented tissues (see Chap. 1).

Unlike other PDT applications, little work has been done to date to explore options

for targeted delivery of photosensitizers to brain tumors, such as the use of

antibodies or nanoparticles [55, 56]. The issue of how the bbb will affect such

delivery schemes will need to be addressed.

9.4.2 Low Dose-Rate/Metronomic PDT

There have been a number of studies in a variety of tumor models in which

the photosensitizer and/or light are delivered at very low dose rates in order to

achieve antitumor specificity through the different photobiological mechanism(s)

that are selected. This has been termed “metronomic,” mPDT [57], and must be

distinguished from treatments in which the light dose rate is somewhat reduced—

by perhaps a factor of 2 or 3—in order to avoid photochemical depletion of the

tissue oxygenation that limits the effective PDT dose delivered [4, 58]. Metronomic

PDT using ALA has been shown capable of producing (glioma) tumor cell killing

through apoptosis (i.e., programmed cell death) without inducing any measurable

damage to normal brain: this is illustrated in Fig. 9.4a, using a special stain for

apoptosis. Furthermore, there was no necrotic cell death seens even in the tumor.

This was an unexpected finding; its importance lies in the fact that necrotic cell

death triggers an inflammatory response, which may result in further, secondary

damage to normal brain. Subsequent in vitro studies [59] showed that specific
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genetic pathways are affected in mPDT compared with standard high dose-rate

treatments, even with the same photosensitizer. It is not known whether these

metronomic effects also occur with other photosensitizers of if they are unique to

ALA-PpIX. A second rationale for mPDT is that single high dose-rate PDT

treatments probably will not be able to deliver a tumoricidal dose beyond about

2 cm with current photosensitizers, due to inability to get a high enough light dose

at depth in a clinically acceptable treatment time, especially when PDT is given

intraoperatively to the surface of the surgical resection bed. However, delivering

the light over a much longer period (hours, days, or even weeks) relaxes this

constraint.

Madsen and colleagues have explored the low dose-rate PDT regime in detail

in vitro, using multicell glioma spheroids in which several thousand tumor cells

grow as a sub-millimeter diameter sphere. These cell aggregates have some of the

characteristics of solid tumors, in particular oxygen, nutrient, and photosensitizer

gradients that can affect the PDT response. Specifically, enhanced efficacy of ALA-

PDT at �10 mW cm�2 was shown in human glioma spheroids, and repetitive low

fluence rate treatments gave much higher tumor cell kill than single treatments, as

illustrated in Fig. 9.4b [60].

ALA and light have also been administered in intracranial glioma models in vivo

at very low dose rates [14, 61] and also demonstrated that mPDT is technically

feasible, safe, and can provide a degree of tumor control, as illustrated in Fig. 9.4c,

where the tumor cells were transfected with the luciferase (firefly) gene that allows

noninvasive tracking of the tumor growth and treatment response over time.

Typically, 100 mg kg�1 body weight day�1 of ALA and 0.5–2 mW of light (total

energy of ~200 J) were administered over several days in these studies. These

should be compared to the standard acute “high dose” regime of a single dose of

20–100 mg kg�1 of ALA, and 100 mW (100 J) of light. A particular advantage

of ALA for mPDT is that it can be taken orally, which simplifies long-term delivery.

It is seen in this particular response data that it is not the total amount of light that

matters, so much as the rate at which it is given, since all three treatments (0.5 mW

for 4 days, 1 mW for 2 days, 2 mW for 1 day) have the same total energy (86.4 J),

but only the lowest dose rate for the extended period to killed the tumor cells at a

rate that equaled or exceeded their proliferation rate.

Collectively, the photobiological findings to date provide a compelling rationale

to investigate mPDT to treat high-grade gliomas in patients. True mPDT, with

photosensitizer and light delivered continuously over an extended period, has not

yet been reported clinically. While repetitive dosing of gliomas has been done using

Photofrin-PDT following ALA-PpIX based fluorescence-guided resection in

patients [54], this used high light dose rates and, as noted above, it is not known if

ALA is the only agent that can achieve tumor cell-specific apoptosis at low dose rate.

Certainly, the continuous synthesis of PpIX through continuous or frequent low

dose ALA administration means that the PpIX is likely to be activated when it is

still in the mitochondria (the site of heme biosynthesis) and mitochondrial mem-

brane damage is known to be the primary mechanism of PDT-induced apoptosis

[1, 59].
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The technical questions that need to be addressed in applying mPDT clinically

are (a) can the ALA and light be administered such that rate of tumor cell death

exceeds the proliferation rate but still remain below the threshold for tumor cell

necrosis? and (b) how can the light be administered over a period of days or more?

The limited preclinical studies to date are encouraging with respect to the first issue

(see Fig. 9.4c). The same preclinical studies also showed that it is possible to implant

and immobilize optical fibers in brain tumor and have these connected to an external

diode laser or LED source through a burr hole in the skull (Fig. 9.4d). The option of a

balloon implant into the brain has also been demonstrated in patients for the purpose

of delivering brachytherapy [63], as illustrated in Fig. 9.4e, so that this should

be feasible also for PDT light delivery. Nevertheless, the light delivery remains a
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Fig. 9.4 Examples of low dose-rate/metronomic PDT. (a) Fluorescence microscopy of glioma

and normal brain tissue in an intracranial rat tumor model following mPDT, showing apoptotic

cells (green, TUNEL stain) confined to areas of tumor (red) [57], (b) in vitro ALA-PDT responses

in glioma spheroids showing suppression of spheroid growth following single low dose-rate

(2.5 mW cm�2) treatment or repetitive treatments (at weeks 0, 1, 2, and 3) [60], (c) in vivo

mPDT responses in an intracranial tumor model in rats [61] with the viable tumor monitored using

bioluminescence, (d) tether-less “backpack” light source for mPDT developed for use in such

preclinical models [62], (e) balloon applicators for extended light delivery to the surgical resection

cavity: these would be fiber-optic coupled to a laser similar to the applicator in Fig. 9.3b but would

be left in place following closure of the surgical wound [63]
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biomedical engineering challenge, for which the solution may depend on whether or

not the tumor has been surgically resected prior to mPDT being applied, since this

changes the required irradiation geometry.

9.4.3 Precision PDT Light Targeting

With standard established techniques for PDT light delivery (open-beam irradiation

of an accessible tissue surface or placement of interstitial fibers), and using contin-

uous (CW) irradiation, the light distribution is defined by the irradiation geometry

and by the tissue optical properties, and generally is highly diffuse (see Chap. 1).

This limits the spatial precision that can be achieved in targeting specific tissue

structures. One way in which the light delivery can be precisely targeted is to use

2-photon activation of the photosensitizer by an ultrashort (typically ~100 fs) near-

infrared (NIR) laser pulse. The very high instantaneous intensity (I > 109 W cm�2)

means that there can be a significant probability of two photons being absorbed

simultaneously by a photosensitizer molecule: thereafter, the photophysics and

photochemistry are the same as for 1-photon PDT. However, since light is highly

scattered, the intensity falls, and consequently the probability of 2-photon activa-

tion also falls, as 1/I2. Hence, efficient 2-photon activation only occurs within the

focal spot of the laser beam. Photosensitizers can be designed to have very high

2-photon cross section and also very low 1-photon absorption at the NIR wave-

length [64]. As a result, exquisite spatial confinement of the PDT effect can be

achieved. This has been demonstrated both in vitro and in vivo, for example, to shut

down single blood vessels [65]. The approach has not yet been explored for

intracranial applications, but it could be of value, for example, in skull base tumors,

in which the thin residual tumor layer could be safely ablated without damaging the

underlying critical normal tissues. Specialized laser sources and optical fiber

delivery would be required, as would image-guided robotic scanning in order to

realize the full precision and to safely and completely scan the entire target area.

9.4.4 PDT Response Modifiers

Widening the therapeutic window for PDT remains a major challenge in general,

but is particularly acute in the brain because of the functional consequences of

damaging normal tissues, either through primary photodynamic killing of brain

cells such as astrocytes and vascular endothelial cells (causing vascular shutdown),

or by inducing an inflammatory response that results in secondary neuronal dam-

age. Thus, either the responsivity of the tumor component needs to be enhanced

and/or the brain adjacent to tumor (i.e., unavoidably exposed to the PDT light in

order to destroy infiltrating tumor) needs to be protected. The former is in common

with PDT for any tumor target, while the latter is highly specific to brain. One
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example of recent work in the neuroprotection is the use of a statin (Atorvastatin)

that has been shown to reduce the functional deficits following stroke, intracranial

hemorrhage, or traumatic injury. When given after Photofrin-PDT, this drug

induced new blood vessel and synapse formation in damaged brain and promoted

functional restoration [66].

9.4.5 Other Potential Intracranial Uses of PDT

Here, we will first mention two ideas to use sublethal PDT to enhance the delivery

of other therapeutic agents in brain tumors. The first is based on the facts that the

intact bbb limits the delivery of any therapeutic agent but that the normal brain may

be exquisitely sensitive to PDT through damage to the vascular endothelial cells,

arising also because the intact bbb prevents transport of exogenous agents. Hence,

Hirschberg et al. [17] have proposed and demonstrated in a preclinical model that

ALA-PDT at an appropriate low dose can cause transient opening of the bbb in a focal

region defined by the light delivery. The bbb was found to be disrupted 2 h following

PDT and was 80–100% restored 72 h later, with no long-term damage evident

on histology. Enhanced delivery of the drug bleomycin, following PDT-induced

disruption of the bbb, was demonstrated in a preclinical model.

The second approach is that of photochemical internalization (PCI), which is

discussed fully in Chap. 11. Briefly, this is a novel approach inwhich photosensitizers

are used to improve the therapeutic efficacy of macromolecules that accumulate in

endocytic vesicles [67]. The concept is to localize the sensitizer and the macromole-

cule in vesicles of target cells, such as infiltrating glioma cells, followed by light

excitation. This results in release of the endocytically boundmacromolecules into the

cytosol, with subsequent therapeutic impact. In this case, the rapid attenuation of light

in the brain is an advantage, since restricting the macromolecule release to the

vicinity of the light irradiation should limit any side effects to adjacent nontarget

brain tissue. PCI requires the use of photosensitizers that localize in the plasma

membrane and the most efficient photosensitizers for this purpose, such as

disulfonated phthalocyanine (AlPcS2a), are those that have an amphiphilic structure

with a hydrophilic moiety that inhibits penetration through cell membranes.

The efficacy of PCI-mediated delivery of a chemotherapeutic agent (bleomycin)

was recently demonstrated in vitro in F98 rat glioma monolayers and human glioma

spheroids [68]. Treatment resulted in significant cell kill in both models using very

low light dose (1.5 J cm�2) and bleomycin concentration (0.25 mg mL�1), with

minimal toxicity from either treatment alone. This suggests that PCI could be a

viable technique for enhancing the efficacy of drugs that have previously shown to

be ineffective in the treatment of high-grade gliomas.

The use of PCI to enhance gene delivery represents another potential application

for intracranial PDT. Specifically in glioma cells in vitro, AlPcS2a-PDT has been

shown to increase delivery of tumor suppressor genes (e.g., PAX-6, PTEN) [69] by

a factor of 5–10 compared to controls. If this is translatable in vivo and to the clinic,

9 Intracranial Photodynamic Therapy 227

http://dx.doi.org/10.1007/978-1-4614-4978-2_11


it could prove valuable to accelerate the use of gene therapies in brain tumor

control: one might then envisage this being used after cytotoxic PDT in order to

“mop up” remaining tumor cells, both around the PDT treatment site and remote

from it.

Finally, there has been a recent resurgence of interest in photochemical bonding

of tissues, in which a photoactivatable dye is placed on the opposing tissue surfaces

and light is applied locally [70]. This causes photochemical cross-linking of

collagen, the main structural protein in tissues, resulting in immediate, mechani-

cally strong and leak-free joining of tissue structures, with excellent healing and

low fibrosis. Currently, this approach has focused mainly on the photosensitizer

Rose Bengal, which is activated by green light and most likely operates predomi-

nantly through Type I photophysics. Successful, suture-less bonding has been

demonstrated in a number of different tissues and for several distinct applications:

general surgery, joining of severed nerves, joining of blood vessels, and corneal

surgery. For some applications, e.g., joining blood vessels, the tissues may be

wrapped in a dye-loaded membrane (commonly human amniotic membrane) to

aid in alignment and stabilization before the light is applied. Clearly, these methods

could be of value in neurosurgical applications where speed, precision, surgical

wound integrity, and complication-free healing are paramount. Development of

photosensitizer and light delivery tools for these specific applications that optimize

the “geometry” of the bonding will pose interesting biophysical/bioengineering

challenges.

9.5 Summary and Conclusions

The principle of PDT is the use of energy-activated molecules, in which each

component alone has no effect but when combined can be used for targeted,

mechanism-selective cell/tissue destruction or modification. This concept remains

compelling and has led to exploration of a remarkable variety of potential clinical

applications across many medical specialties. Some of these have already come to

fruition, with substantial clinical and commercial impact, despite numerous false

starts and, with the benefit of hindsight, strategic mistakes that have to date limited

its adoption into widespread medical practice. Overall, progress in the development

and clinical evaluation/optimization of intracranial PDT of brain tumors has been

slow and limited to only a few centers and trials compared to other tumor sites and

to non-oncological applications. In part this is due to special challenges of photo-

sensitizer and light delivery in the brain compared to other tumor sites. However,

this PDT work has undoubtedly helped inform and drive the parallel development

of fluorescence-guided tumor resection, which is now emerging rapidly, not only in

neurosurgery but also in a variety of other surgical specialties. It seems likely that,

conversely, FGR will now drive further development of intracranial PDT for

oncologic neurosurgery.
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The many ongoing developments in PDT photosensitizers, photosensitizer

delivery systems, optical technologies, and photobiology will likely impact also

intracranial PDT applications, through improvements in photosensitizer selectivity/

targeting, light delivery and dosimetry, and biological approaches to enhanced

efficacy. At the same time, advances in other neurodiagnostic and neurointer-

ventional technologies (intraoperative imaging, robotics, gene therapies, etc.) will

undoubtedly facilitate and extend the applications of PDT. Thus, for example, the

increasing use of minimally invasive image-guided surgical robotics is highly

compatible and synergistic with the delivery of local selective treatments such

as PDT.

In summary, intracranial tumors present very difficult technical, biological, and

clinical challenges for PDT and its cousin fluorescence-guided surgery. Some of the

solutions will come from “mainstream” PDT research and rigorous clinical trials,

while others will either come from complementary areas of PDT or be enabled by

other sciences and technologies. The challenges continue to be intellectually

exciting and their solution, through interdisciplinary efforts, will ultimately be

important in extending survival and improving the quality of life of brain tumor

patients and in advancing the field of PDT, with concomitant benefit to other

clinical applications.
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Chapter 10

Nanoparticle-Mediated Photothermal

Therapy of Brain Tumors

Amani R. Makkouk and Steen J. Madsen

10.1 Introduction

10.1.1 Definition and History

The emerging field of nanotechnology has the potential to revolutionize diagnostic

and therapeutic medical applications. With a diameter ranging from 10 to 1,000 nm,

nanoparticles are solid colloidal particles with unique optical, chemical, and mag-

netic properties. The ability to tailor these properties by introducing material,

shape, and size variations has led to flexibility and diversity in their biological

applications [1–4].

Metallic nanoparticles were the first to unlock the nanotechnology field, follow-

ing the discovery of the colloidal nature of gold solutions in 1857. Though colloidal

gold has traditionally been used as a cure, its first application in nanotechnology

was in the development of the immunogold labeling technique by Faulk and Taylor

[5] in the early 1970s. Subsequently, the range of applications increased with

improved insight into their quantum properties and their manipulation [6].

Although there are a wide variety of nanoparticles, this review focuses on gold-

based particles since they have been used exclusively in photothermal therapy

(PTT) of brain tumors.

Gold nanoparticles are highly appealing for cancer diagnostics and therapy due

to the inert properties of gold (resistance to corrosion and low toxicity), in addition
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to the ease with which biocompatible ligands can be conjugated to their surface.

Ligands range from targeting agents that optimize tumor delivery, to chemothera-

peutic drugs. Furthermore, the tunable optical properties of the gold core govern

their applicability as diagnostic imaging or therapeutic thermoablative tools [7].

10.1.2 Advantages Over Fluorophores

Conventional fluorophores used in bioimaging include organic photoabsorbers such

as indocyanine green. Although in common use, they suffer from photobleaching

and low absorption cross-sections that require high irradiation energies [8].

In contrast, gold nanoparticles are highly photostable and have enhanced absorption

cross-sections and high light-to-heat conversion efficiencies. Additionally, their

optical absorption is variable and hence they can be tuned over a wide range of

wavelengths [9–11].

10.1.3 Types of Gold Nanoparticles

Gold nanoparticles have been synthesized in various shapes, sizes, and forms with

varying absorption wavelengths and cross-sections. These include gold nano-

spheres, nanorods and nanocages, gold–silica nanoshells, and gold–gold sulfide

(GGS) nanoparticles. Gold nanospheres are particularly popular due to their small

size (<100 nm) and ease of fabrication. Their absorption wavelength lies in the

visible spectral region at 500–600 nm but can readily be extended into the near

infrared (NIR) by increasing their size [12–14].

Gold nanorods have been widely studied in cancer applications because of their

absorption cross-section which is superior to all other gold nanoformulations. They

are similar in size to gold nanospheres but have two absorption wavelengths

(longitudinal and transverse) due to their distinctive shape, whereby their aspect

ratio (length/width) tunes their absorption within the NIR region [15]. For example,

peak absorption wavelengths range from approximately 650 to 950 nm for aspect

ratios of 2.4–5.6.

Gold–silica nanoshells were the first to be used in PTT of cancer. They consist of

a spherical dielectric silica core (50–500 nm), and a thin layer of gold (5–20 nm).

Their absorption wavelength can span both visible and NIR regions, and is easily

manipulated by varying the core-to-shell ratio, whereby decreasing the gold shell

thickness increases the wavelength (Fig. 10.1). Their ease of engineering within the

NIR region, where optical radiation has significant penetration in biological tissues,

makes them particularly attractive for in vivo studies [16, 17]. Most in vivo PTT

studies have used gold–silica nanoshells with cores of 100–120 nm and shells of

10–20 nm since these size distributions result in peak absorption at approximately

800 nm.
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Other nanoparticle formulations include hollow gold nanocages [18] and GGS

nanoparticles [19]. Gold nanocages are synthesized via galvanic replacement of

silver cubes, while GGS are made of gold sulfide cores coated with a thin gold shell.

Both are smaller in size than other gold nanoformulations, and therefore they are

more likely to traverse the leaky tumor vasculature. These nanoparticles also have

significant absorption in the NIR region which makes them ideally suited for PTT.

10.1.4 Applications in Cancer

Ongoing research has elucidated several advantages of gold nanoparticles over

other biodiagnostic tools such as quantum dots (QDs) and organic dyes. The use of

gold nanoparticles as thermoablative agents for various types of cancer, either

directly or with functional targeting to enhance tumor delivery has been the subject

of a number of in vitro and in vivo studies. A brief summary follows.

10.1.4.1 Diagnostic Applications

The use of gold nanoparticles has expanded rapidly in recent years to cover a wide

range of cancer diagnostic applications such as immunolabeling and bioimaging.

Detection techniques include, but are not limited to, light scattering, surface-

enhanced Raman scattering (SERS) and laser diffraction, all of which offer excel-

lent specificity and sensitivity [20].
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Immunolabeling with gold nanoparticles conjugated to antibodies dates back to

the 1980s, and ongoing research has shown promising results for the diagnosis of

various cancer types, including lymphoma, leukemia, and cancers of the lung, liver,

and breast. In addition to antibodies, other nanoparticle conjugates including

aptamers and folates have also shown promise as diagnostic agents.

The use of gold nanoparticles as contrast agents for bioimaging applications is

relatively recent, yet these particles have demonstrated potential in a number of

clinical applications. So far, research has focused on QDs as contrast agents;

however, gold nanoparticles are superior in that they display enhanced scattering

and are immune from photobleaching. Cai et al. [21] successfully used polyethyl-

ene glycol (PEG)-conjugated colloidal gold nanoparticles to visualize microvascu-

lature in mice using micro-CT imaging. Their results are promising for subsequent

tumor applications such as studying tumor angiogenesis. Recently, Noreen et al.

[22] employed bare gold nanospheres as contrast agents for investigating brain

tumor angiogenesis. Mice implanted intracranially with glioma cells were injected

intravenously with 25-nm gold nanospheres, which were able to diffuse through

leaky blood vessels and reveal their fenestration. Fourier-transform infrared (FTIR)

imaging was employed, which relies on the absorption of infrared radiation by

covalent bonds, while nanoparticles served as inorganic contrast agents.

Other in vivo imaging studies have employed SERS to detect Raman signals

emitted from specialized gold nanoparticles. In a similar fashion, nanoparticles

have been used as contrast agents for tumor bioimaging through biomarker

targeting, such as the EGFR [23]. This is particularly relevant for the imaging of

gliomas since these tumor cells have been shown to overexpress EGFR [24].

10.1.4.2 Therapeutic Applications

Conventional cancer therapies include surgery, chemotherapy, and radiation therapy.

While surgery is not an option for inaccessible tumors, and chemotherapy and

radiotherapy have serious side effects, PTT represents an attractive alternative.

In PPT, hyperthermia is induced following absorption of optical radiation by gold

nanoparticles. Conversion of absorbed light into heat generates high temperatures

and subsequent cell death.Due to the significant penetration ofNIR light in biological

tissues, nanoparticles with strong NIR absorption are preferred for PTT applications.

The goal of PTT is to induce rapid heating in tumor tissues while minimizing thermal

diffusion to surrounding tissues. The minimum temperature increase for effective

PTT ranges from 10 to 20�C [25], but higher temperature elevations (30–40�C)
may be required in hypoxic, low pH environments characteristic of many tumors.

A number of in vivo studies have shown that 10–20� temperature elevations are

achievable with gold nanoshell concentrations of 1–5 � 109 particles/mL, laser

power densities of 1–5 W/cm2, and treatment times of 1–5 min. It should be noted

that failure to achieve adequate heating may result in adverse effects due to the

production of heat shock proteins which confer resistance to tumor cells [26].
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Gold nanospheres are suboptimal for PTT since their optical absorption lies in

the visible region. Huang et al. [9] were able to successfully excite immunotargeted

gold nanospheres in the NIR region with a femtosecond laser at 800 nm; however,

the required high energy fluence was a major drawback.

Gold nanoshells, on the other hand, have been investigated extensively both

in vitro and in vivo due to their tunable NIR absorption. Hirsch et al. [27] were the

first to demonstrate PTT using gold–silica nanoshells. They showed that a 6-min

exposure to an 820-nm continuous laser was efficient in activating gold nanoshells

injected into subcutaneous tumors, resulting in irreversible thermal damage at a

4–6 cm depth. Using similar nanoshells, Stern et al. [28] observed 93% tumor

necrosis in a subcutaneous prostate cancer model, while Gobin et al. [29] observed

substantial tumor regression and a survival rate of>80% in nanoshell-treated mice.

Gold nanorods have been investigated by several groups for PTT of tumors, both

in vitro [15, 30–31] and in vivo [32–36]. In one study, Dickerson et al. [33]

demonstrated the feasibility of PTT of deep tissue tumors using pegylated gold

nanorods with NIR absorption at 800 nm. The nanorods showed preferential accu-

mulation in tumors resulting in tumor temperatures of approximately 45�C follow-

ing 10 min of 1.7–1.9 W/cm2 NIR laser irradiation. Not surprisingly, they observed

better tumor resorption when the nanorods were administered intratumorally rather

than intravenously.

10.2 Photophysics of Gold Nanoparticles

10.2.1 Photothermal Properties

When gold nanoparticles are exposed to light of a specific frequency, a resonant

collective oscillation of the free surface electrons results—a process known as

surface plasmon resonance (SPR) [12]. Gold nanoparticles optimally absorb inci-

dent light at their SPR wavelength, which is governed by their size, shape, and

surface composition [13, 38]. Furthermore, their absorption cross-sections exceed

by several orders of magnitude those of common organic dyes, such as indocyanine

green [39]. Following light absorption, surface electrons are photoexcited and the

resultant heated electron gas is dissipated within picoseconds to the surrounding

medium [15]. The resultant photothermal damage in biological tissues includes cell

membrane rupture, protein denaturation, impairment of DNA and RNA synthesis,

and apoptosis.

PTT efficacy depends on a number of factors, including intratumoral light

distribution. NIR penetration depths in normal and malignant human brain (ca.

0.5–1.0 cm) are relatively modest and hence effective PTT requires intratumoral

light delivery via optical fibers. Additional factors affecting PTT efficacy include

the distribution and concentration of nanoparticles within the tumor, which should

be optimized so as to produce temperatures sufficient for effective ablation.
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10.2.2 Effects of Size and Shape on Heating Efficiency

It has already been shown that the shape and size of gold nanoparticles govern their

optical properties, i.e., the SPR wavelength and the absorption cross-section.

For example, an increase in diameter results in absorption at longer wavelengths

and therefore, gold nanospheres suitable for NIR activation are rather large and are

thus less attractive for photothermal applications due to their limited passage

through the leaky tumor vasculature and reduced cellular uptake. Gold nanoshells,

on the other hand, can be kept at a constant overall diameter while adjusting the

ratio of shell thickness to silica core diameter. As the ratio decreases, the SPR

absorption shifts to the NIR region, thus facilitating control over their tunability

within the optical spectrum [13, 20].

For gold nanorods, their shape dictates two absorption wavelengths: a stronger

band in the NIR region along the longitudinal axis, and a weaker band in the visible

region along the transverse axis. Their absorption, however, is easily tuned via their

aspect ratio (length/width), and they have the highest absorption cross-sections of

all the gold nanoparticle formulations [10, 12].

10.3 Production of Gold Nanoparticles

Different synthetic methods are employed for the fabrication of gold

nanospheres, nanorods, and nanoshells. The basic method for synthesizing gold

cores was first reported by Turkevitch et al. [40], which is based on using citrate

to reduce gold in an HAuCl4 solution. Subsequent modifications led to better size

distribution and control, and one popular method is the Brust-Schiffrin bi-phasic

technique. Briefly, it involves forming gold clusters via transfer of gold ions

from water into toluene, followed by the addition of an organic thiol, which

results in thiolated gold nanoparticles. This technique offers the additional

advantage of multi-functionalization, whereby peptides and PEG can be easily

introduced to the thiolated nanosphere surface [7].

The two primary methods for gold nanorod synthesis are the template method and

the seed-mediated method. In the template method, gold is electrochemically depos-

ited within the pores of template membranes. The pore diameter controls the

nanorod’s diameter, while the amount of gold deposited controls the length. Although

this is a relatively simple technique, it results in low yields. The seed-mediated

method involves producing gold seeds via chemical reduction of a gold salt solution.

Nanorods are then grown from the seeds in a gold salt solution with a weak reducing

agent, and can be produced in larger yields than the template method [23].

The synthesis of gold nanoshells was developed by Oldenburg et al. [41]. First,

the dielectric silica cores are grown and functionalized with amine groups. Then,

the gold shell is added to the silica core through a seeded growth method, whereby

gold colloid is reduced on the surface from the HAuCl4 solution and gradually

grows into a complete shell. The shell thickness is controlled by the amount of

HAuCl4 added to the solution.
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10.4 Biodistribution and Toxicity of Gold Nanoparticles

10.4.1 Biodistribution Profiles and Brain Accessibility

The biodistribution of nanoparticles is a function of their size, surface charge, and

administration route. Not surprisingly, direct intratumoral injections result in the

highest tumor concentrations; however, this route is feasible for only a small

fraction of tumors. Consequently, research has focused on more clinically relevant

routes of administration such as intravenous delivery [42].

Following intravenous injection, the negatively charged gold surface leads to

opsonization, whereby the nanoparticles are bound to serum proteins (such as

complement C3b). This results in rapid removal by the reticuloendothelial system

of the liver and spleen, where the majority of nanoparticles accumulate regardless

of size [43]. It has been shown that gold nanoshells have higher accumulation in the

spleen compared to the liver [44], while the reverse is observed with gold nanorods

[45, 46]. Smaller nanoparticles (ca. 15 nm) have a wider organ distribution that

includes the kidney, heart, stomach, and brain. A number of studies, including those

of Sonavane et al. [47], have shown that 50 nm is the maximum gold nanoparticle

diameter for effective blood–brain barrier (BBB) penetration. Subsequently, it has

been hypothesized that 20 nm is the critical size for passive penetration of the BBB,

likely due to the 20-nm width of the gap between the capillary endothelium and

the end-feet of overlying astrocytes. Larger nanoparticles may cross the BBB via

receptor-mediated transport due to interactions between apolipoproteins adsorbed

on their surface and scavenger receptors located at the BBB [42].

Gold nanoparticles have been shown to be internalized by cells in a shape and

size-dependent manner. Chithrani et al. [48] reported that spherical gold nano-

spheres had better uptake than nanorods, and the optimal internalization size range

of 25–50 nm has been reported by several groups. This is of particular interest for

PPT, as greater internalization of nanoparticles by tumor cells is likely to induce

more effective heating.

10.4.2 Tumor Specificity

10.4.2.1 Enhanced Permeability and Retention Effect

Following systemic administration, gold nanoparticles accumulate in tumors either

passively or actively. Passive uptake occurs via enhanced permeability and reten-

tion (EPR). An expanding tumor mass induces rapid angiogenesis to supply the

proliferating cells. The newly formed blood vessels (often within the tumor’s outer

shell) are structurally defective and leaky, with inconsistent diameters and large

gaps (up to 600 nm) that allow nanoparticles to passively extravasate and accumu-

late in tumors. Due to faulty lymphatic drainage, nanoparticles are preferentially
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retained in tumor tissues, except for brain tumors since the brain does not have a

lymph system [16, 38].

Other factors that influence intratumoral penetration include size and surface

charge. Using gold nanoparticles conjugated with PEG, Perrault et al. [49] showed

that smaller nanoparticles (<60 nm) had better dispersion into tumors, while larger

nanoparticles (100 nm) remained within the perivascular tumor regions. Regarding

surface charge, Kim et al. [37] have shown that negatively charged nanoparticles

have better dispersion throughout tumor cylindroid models.

Though systemic administration routes allow for passive tumor targeting of

nanoparticles through the EPR effect, high concentrations are nevertheless observed

in the liver, spleen, and other organs. In a study by James et al. [44], it was shown that

<5% of injected gold–silica nanoshells reached the tumor. Moreover, passive

targeting allows very limited penetration to the tumor’s hypoxic center (where

resistant cells reside) because of the reduced blood flow to the tumor core [38].

Consequently, other approaches that enhance nanoparticle delivery have been

employed, including functionalization and cellular delivery.

10.4.2.2 Enhancing Delivery

One of the simplest approaches to improve the tumor biodistribution of gold

nanoparticles is to attach PEG to their surface, which provides steric stabilization.

The so-called PEGylated nanoparticles have higher circulation half-lives as a result

of reduced opsonization and phagocytosis, which has been shown to enhance efficacy

in a number of tumor models. Other functionalization schemes have employed active

targeting by attaching proteins (e.g., antibodies) that direct the particles to tumor cells

overexpressing antigenic biomarkers, such as HER2 [16, 50, 51].

In an in vitro model of human oral squamous cell carcinoma (HSC)

overexpressing alpha v beta 6 a(v)b(6) integrins, Kang et al. [52] used gold

nanospheres bioconjugated with an arginine-glycine-aspartic acid peptide

(RGD), which targets a(v)b(6) integrins on the tumor cell surface and allows

nanoparticles to enter the cytoplasm via receptor-mediated endocytosis. The

nanoparticles were also bioconjugated with a nuclear localization signal (NLS)

peptide allowing nucleus-specific targeting that disturbed the division of cancer

cells, causing cytokinesis arrest, DNA damage, and apoptosis.

Another promising delivery strategy, coined the “Trojan Horse,” was recently

developed by Choi et al. [53] for efficient delivery of gold nanoparticles into the

hypoxic core of tumors. This method is based on exploiting the ability of

macrophages to internalize nanoparticles and to migrate and accumulate within

tumor tissue. Using an in vitro breast cancer spheroid model, gold nanoshell-loaded

macrophages infiltrated tumor spheroids, reaching the hypoxic core within 3 days of

co-incubation.

Macrophages as cellular delivery vehicles are particularly suited for the

treatment of gliomas because of their ability to traverse the intact BBB. Attracted

by chemokines secreted by tumor cells, circulating monocytes migrate towards
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tumors and become tumor-associated macrophages (TAMs). In glioblastoma

multiforme (GBM), TAMs can constitute up to a third of the tumor mass [54],

and can thus serve as efficient carriers of nanoparticles through the BBB and the

blood–brain tumor barrier (BBTB). The migratory potential of macrophages has

been studied in vitro using a very simple model consisting of human glioma

spheroids embedded in collagen ([55]; Fig. 10.2).

10.4.3 Toxicity

Numerous studies have shown that gold is safe and ideally suited for human use: it

has relatively low toxicity and is highly biocompatible. In vitro cytotoxicity assays

have shown that gold nanoparticle toxicity is size-dependent, with smaller

nanoparticles (<5 nm) demonstrating higher toxicity. Furthermore, compatibility

of gold nanoparticles with the immune system has been shown to be largely

dependent on their surface chemistry. Nonetheless, biological applications com-

monly employ larger sized nanoparticles that are PEGylated, which improves

stability and reduces both cytotoxicity and immunotoxicity [7, 14, 56, 57]. The

clearance kinetics of gold nanoparticles has been studied in several animal models

and, collectively, the results suggest that small (<5 nm) nanoparticles undergo renal

excretion whereas larger particles are retained in the liver and spleen for up to 6

months without apparent deleterious effects [44, 46, 58, 59]. Goodrich et al. [45]

observed regions of chronic inflammation corresponding to areas of PEG-coated

gold nanorod aggregation in both the liver and spleen; however, the long-term side

effects of these lesions are unclear. Acute toxic effects of gold nanoparticles have

not been observed in any animal models thus far [14].

Fig. 10.2 (a) Light microscope image of collagen migration assay consisting of two collagen

layers, one containing a single tumor spheroid (white arrow) and the other containing distributed

macrophages (yellow arrow). (b) Two-photon fluorescence image demonstrating macrophage (red
cells) migration from the macrophage collagen layer towards the spheroid consisting of glioma

cells transfected with green fluorescent protein (GFP). (c) High-magnification tomographic image

demonstrating penetration of macrophages (red) into the GFP spheroid (green) [55]
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10.5 Photothermal Therapy of Brain Tumors

The standard therapy for malignant brain tumors such as GBM includes surgical

resection followed by radiation and chemotherapy [60, 61]. While hyperthermia is

not yet part of this standard therapy regimen, it has some advantages over conven-

tional treatment modalities, most notably the low probability of cells developing

thermal resistance. Although tumor cell selectivity is a major obstacle with con-

ventional photothermal therapies, the use of gold nanoparticles as photothermal

agents may overcome this limitation. Even though both healthy and tumor tissues

are exposed to optical radiation, thermal damage will be confined to tumors

containing high concentrations of nanoparticles [62].

Selective tumor damage can be achieved by controlling light irradiation parameters

(wavelength, fluence rate, and irradiation time) and nanoparticle parameters (size

concentration and tumor specificity) [25]. While different gold nanoparticle

formulations have been investigated for various cancer therapies, applications to

brain tumors have focused on gold nanoshells, probably because they have been

extensively investigated and, as such, their properties are better known compared to

other formulations. A summary of in vitro and in vivo gold nanoparticle PTT

applications for brain tumors is listed in Table 10.1.

10.5.1 In Vitro PTT Studies

Bernardi et al. [60] were the first to study the use of nanoshells as PTT agents for

brain tumors. In an effort to improve tumor cell selectivity, the authors tested

targeted nanoshells in two in vitro cell lines overexpressing different antigenic

biomarkers. Nanoshells bioconjugated to anti-HER2 antibody were tested in

Daoy human medulloblastoma cells overexpressing HER2, while nanoshells

bioconjugated to anti-IL13Ra2 were tested in U373 human high-grade glioma

cells overexpressing IL13Ra2. Using NIR laser irradiation at 80 W/cm2 for

2 min, the authors demonstrated in both settings that nanoshells selectively killed

tumor cells overexpressing the targeted biomarker, but not control cells that lacked

the expression. Furthermore, nanoshell toxicity was confined to areas exposed to

the laser, which further confirms the specificity of PTT requiring both the

nanoparticles and laser for efficient heating.

Baek et al. [63] used a different approach to improve nanoshell targeting to brain

tumors by employing the ability of macrophages to migrate through the extracellu-

lar matrix of solid tumors. Macrophages can thus act as delivery vectors of

nanoshells into the glioma microenvironment for subsequent NIR laser-induced

thermoablation. This technique was investigated in an in vitro model consisting of

multicell human glioma spheroids which are three-dimensional aggregates of tumor

cells that provide a more accurate representation of tumors in vivo than cells in

monolayer. Using visible and NIR absorption spectroscopy, it was shown that there
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was no significant shift in the absorption peak of gold nanoshells in solution

compared to aggregated nanoshells inside murine macrophages. Extensive uptake

of gold nanoshells by murine macrophages was observed within 24 h as revealed by

transmission electron microscopy (TEM; Fig. 10.3). Then, individual tumor

spheroids were co-incubated with empty or nanoshell-loaded macrophages for

2 or 18 h, followed by NIR irradiation (2–28 W/cm2) for 1, 5, or 10 min and

follow-up for survival and growth for 2 weeks.

Human glioma spheroids containing nanoshell-loaded macrophages demonstrated

significant growth inhibition following laser irradiation, unlike non-treated controls or

laser-treated controls containing empty macrophages (Fig. 10.4). This was seen at

laser irradiances as low as 7 W/cm2. At 14 W/cm2, complete growth inhibition was

seen,whereas an irradiance of 28W/cm2 resulted in complete obliteration of spheroids

within seconds of irradiation. The specificity of the approach was confirmed by the

observation that ablation was observed only in regions containing the nanoshell-

loaded macrophages, while the surrounding tumor cells remained viable ([63];

Fig. 10.5).

10.5.2 In Vivo PTT Studies

The three in vivo PTT brain tumor studies reported in the literature employed

PEG-coated nanoshells/nanocages to improve accumulation in tumors following

intravenous (i.v.) administration. In the first study, Day et al. [62], expanded on

their earlier in vitro results [60] by employing a subcutaneous model of the high-

grade glioma cell line U373, grown in immunodeficient mice. Following i.v.

administration, the authors waited 24 h as shown in biodistribution studies to be

sufficient for tumor accumulation of nanoshells. Then, NIR irradiation (4 W/cm2)

Fig. 10.3 TEM images of nanoshell-loaded murine macrophages. The nanoshells are aggregated

in vacuoles dispersed throughout the cytoplasm (a, b). Magnification of a vacuole in (a) shows the

high contrast nanoshells. White arrows in (b) indicate vacuoles containing nanoshells [63]
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was applied for 3 min, and mice were monitored daily for 3 months for survival and

tumor growth. PTT was able to induce complete responses in 57% of the mice,

whereas tumor growth progressed in the control group, none of which survived

beyond 24 days.

Fig. 10.4 Effects of laser irradiance on spheroid growth. Preformed spheroids incubated with

either empty (Tc + Ma) or nanoshell-loaded macrophages (Tc + Ma + NS) for 24 h and subse-

quently irradiated with varying irradiances for 10 min. D spheroid growth represents the mean

diameter 14 days postirradiation minus the initial pre-irradiation diameter

Fig. 10.5 Two-photon images of hybrid spheroids formed with 500 nanoshell-loaded

macrophages concentrated in the core of the spheroid. (a) PTT: 7 W/cm2, (b) PTT: 28 W/cm2.

Laser beam diameter 3 mm, spheroid diameter 0.7 mm, 1 min irradiation time. Images acquired

24 h following treatment. At high irradiance (b), the spheroid core was completely obliterated

(white arrow). Live/dead assay of these spheroids revealed that the surrounding cells in the outer

rim, which contained no nanosphere-loaded macrophages were largely unaffected by the irradia-

tion (yellow arrow). Images were acquired at a depth of approximately 80 mm. The field of view

for each image is 600 � 600 mm [63]
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Schwartz et al. [64] investigated PTT in an orthotopic model, using a non-brain

tumor cell line. The authors reported the successful use of passively delivered

nanoshells for PTT of canine transmissible venereal tumor (cTVT) in a canine

brain model. PEG-coated nanoshells were injected i.v. followed by a 24 h interval

to allow for sufficient intracranial accumulation. TEM studies revealed that

nanoshells accumulated along the capillary walls of the growing cTVT tumor.

This implies that the tumor’s leaky microvasculature allowed nanoshell passage,

an important observation as primary brain tumors have been reported to have

similar fenestrated vasculature. NIR irradiation was then delivered over 3 min at

3.5 W with an intratumoral optic fiber to ensure even heating. This resulted in

temperatures of ~66�C in the tumor tissue compared to sublethal temperatures of

~49�C in the contralateral hemisphere (control). Subsequent postmortem histology

revealed the effectiveness and selectivity of the applied PTT, as thermal ablation

was seen only in the tumor tissue, with minimal damage to adjacent normal tissue.

Chen et al. [56] investigated PEGylated gold nanocages for their ability to

induce hyperthermia in a bilateral subcutaneous model of human glioblastoma in

athymic mice. Biodistribution studies conducted 96 h postinjection revealed effi-

cient passive uptake of the nanocages by the tumors, reaching 5.7% of the injected

dose per gram of tissue (ID/g). Additionally, the nanocages were distributed

throughout the tumor, but at slightly higher concentrations at the periphery.

At 72 h postinjection, the authors irradiated tumors on the right flank for 10 min

(0.7 W/cm2), ensuring that the spot size covered the entire tumor. Surface

temperatures of 54�C were measured in tumors of the nanocage-injected mice,

while those of control mice (saline-injected) remained below 37�C.
PTT efficacy was evaluated noninvasively using functional [18F]fluorodeox-

yglucose positron emission tomography (18F-FDG PET). Though performed at an

early time point (24-h post-therapy), it nonetheless showed a significant reduction

of tumor metabolic activity in nanocage-injected mice as compared to that of

saline-injected mice. When normalized to untreated (contralateral) tumors, the

decrease in metabolic activity was 70%. Finally, histological examination identified

clear and extensive thermal damage to the nuclei of tumor cells and tumor

interstitium that was absent in tumors not exposed to laser irradiation or from

mice injected with saline.

10.6 Concluding Remarks

It is important to note that gold nanoparticles as PTT agents for tumors have already

reached the stage of clinical trials. As of 2011, gold nanoshells (under the commer-

cial name of AuroLase®) have an open Investigational Device Exemption (IDE)

with the US FDA to evaluate their safety and efficacy for the treatment of refractory

or recurrent head and neck cancers (www.nanospectra.com). While highly encour-

aging, additional studies will be required to assess the role of gold nanoparticles

(and PTT) in the treatment of brain tumors.
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Chapter 11

Photo-activated Cancer Therapy: Potential

for Treatment of Brain Tumors

Henry Hirschberg

11.1 Introduction

The resistance of high grade glioma (glioblastoma multiforme; GBM) to therapeutic

intervention is due to a number of factors. Among the most important are significant

genetic variations, including numerous deletions, amplifications, and point mutations

to receptor and suppressor genes. Additionally, the diffuse and infiltrative nature

of GBMs makes complete surgical resection virtually impossible. The propensity of

glioma cells to migrate along white matter tracts makes it clear that a cure is only

possible if the migratory cells can be eradicated. Despite the factors already men-

tioned, 80% of GBMs recur within 2 cm of the resection margin, and therefore a

reasonable starting point for improving the prognosis of GBM patients would be the

development of improved local therapies capable of eradicating glioma cells in

the margin, or brain-adjacent-to-tumor (BAT). Complicating successful therapy

further are variations in blood–brain barrier (BBB) patency throughout the tumor

and BAT volume—it is intact in some regions, while leaky in others and this has

significant implications for the delivery of therapeutic agents. The BBB controls the

passage of blood-borne agents into the central nervous system (CNS) and, as such, it

plays a vital role in protecting the brain against pathogens. Although this protective

mechanism is essential for normal brain function, it also poses a significant hindrance

to the entry of drugs into the brain. The protective function of the BBB is particularly

problematic for the treatment of infiltrating gliomas. Although surgery is used to

remove gross tumor, standard adjuvant therapies consisting of radiation and chemo-

therapy often fail to eliminate infiltrating glioma cells in or beyond the BAT region—

a zone that commonly extends several centimeters from the resection margin [1].

Infiltrating tumor cells are supplied with nutrients and oxygen by the normal brain
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vasculature and consequently, protected by the BBB: few anti-cancer drugs are

capable of crossing this barrier. The efficacy of any drug treatment depends on the

ability of the therapeutic agent to reach its target. Therefore, destruction of infiltrating

tumor cells is a crucial step for curing malignant gliomas. This cannot be accom-

plished until methods are developed to: (1) deliver drugs or carriers across the BBB at

a selected site, or (2) selectively disrupt in a site-specific manner this protective

barrier. Eradication of gliomas is highly unlikely without addressing the problems

posed by the BBB. Although a number of therapeutic strategies have been attempted,

the most popular include the local delivery of: (1) chemotherapeutic agents using

polymer wafers, and (2) ionizing radiation in the form of brachytherapy [2, 3].

Unfortunately, neither of these strategies has resulted in significant prolongation of

survival.

One potential method to improve drug delivery would therefore be to induce

increased vascular permeability to these agents in the local tumor environment.

Photodynamic therapy (PDT) is a treatment modality combining a photosensitizing

drug and light to activate the photosensitizer in an oxygen-dependent manner

resulting in oxidation of biomolecules in the light-exposed region. Details of the

mechanism and effects of PDT have been covered in Chap. 9.

PDT has been traditionally used to destroy tumor cells and surrounding vasculature

using localized light delivery and a photosensitizing drug. In contrast, low fluence

rate PDT has recently been shown to increase permeability of vasculature to chemo-

therapy agents in several animal models by modifying the cell’s cytoskeleton. This

in turn leads to alteration in the endothelial cell shape, the loss of tight junctions,

and ultimately an increase of vascular permeability [4–8]. Although the use of PDT

to selectively enhance the distribution of macromolecular therapeutics to tumors is

attractive, it remains a double-edged sword since it depends on optimal PDT

conditions in order to avoid vasospasm, vessel thrombosis, and tissue infarction.

In this chapter, several experimental light-based therapeutic modalities that could

potentially be employed in the treatment of gliomas are reviewed.

11.2 Photochemical Internalization

Photochemical internalization (PCI) is a special type of PDT that can be used to

enhance the delivery of macromolecules in a site-specific manner [9–14]. The

concept is based on the use of specially designed photosensitizers, which localize

preferentially in the membranes of endocytic vesicles. The photosensitizer, alumi-

num phthalocyanine disulfonate (AlPcS2a), a phthalocyanine derivative containing

two charged sulfonate groups linked to phthalic subunits in adjacent positions on

the Pc molecule and an Al metal ion coordinated at its center (Fig. 11.1), is well

suited for PCI. The most important and distinguishable property of AlPcS2a is its

amphiphilicity which refers to chemical compounds possessing both hydrophilic
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and lipophilic properties. Most phthalocyanine photosensitizers are lipophilic and

therefore insoluble in water, which makes them unsuitable for use in biological

systems. This problem has been solved by sulfonation and by hydroxylation of the

benzene rings in the phthalocyanine [15]. For example, while the phthalocyanine

skeleton of AlPcS2a is lipophilic, the two adjacent sulfonate groups attached to

the phthalocyanine molecule contribute to its hydrophilic nature. This amphiphilic

photosensitizer is perfectly designed to localize in the cellular membrane [16]. This

is achieved by inserting the lipophilic phthalocyanine skeleton of AlPcS2a in the

lipophilic interior of the cellular membrane and dissolving the sulfonate groups in

the hydrophilic outer layer of the membrane. AlPcS2a molecules first localize in the

cell membrane. During endocytosis, a partial cell membrane with previously

localized AlPcS2a molecules pinches inward to form an endocytic vesicle (endo-

some), and subsequently, the attached AlPcS2a molecules are transported into the

cell via the endosomal membrane.

Although a number of small molecule drugs can readily enter cells, they have

relatively low therapeutic specificity primarily due to their structural limitations.

Since hydrophilic macromolecules are taken up by the cell body through endocyto-

sis, they have to escape through the endosomal membrane into the cytosol in order

to exert their full biological effects. Unfortunately, macromolecules are generally

trapped in the endosome, and after endosome-lysosome fusion, are degraded by

powerful lysosomal enzymes thereby losing their therapeutic effects.

Since the main target of PCI is the membranes of endocytic vesicles, the choice

of membrane-localizing photosensitizer is important for effective PCI. In this

respect, photosensitizers with an amphiphilic structure are the most efficient since

the hydrophilic part of the photosensitizer prevents penetration through the cellular

membrane. Once the photosensitizer is securely localized in the cell membrane, it

will eventually be incorporated into the membranes of endocytic vesicles via the

process of endocytosis. The photosensitizer must maintain its position within

the endocytic vesicle, while the macromolecular drugs are trapped within the

vesicle in order to avoid photochemical destruction of the macromolecules.

Fig. 11.1 Structure of the

photosensitizer aluminum

phthalocyanine dilsulphonate

(AlPcS2a)
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11.2.1 Mechanisms of PCI

While specific amphiphilic photosensitizers (e.g., AlPcS2a) preferentially accumu-

late in the membranes of endosomes, upon light exposure the photosensitizer

interacts with ambient oxygen to produce singlet oxygen. Since singlet oxygen

has a very short range of action (< 20 nm), only the area of the vesicular membrane

where the photosensitizer is localized will be damaged by singlet oxygen-mediated

reactions with amino acids, unsaturated fatty acids, and cholesterol in the mem-

brane bilayer. Although the exact structure of the damaged endosomes has not yet

been elucidated, the results of vesicular membrane damage (either increased per-

meability or destructive opening depending on the light fluence and photosensitizer

concentration) are easily demonstrated. The previously trapped macromolecular

drugs can now be released from the endocytic vesicles into the cytosol in a fully

functional form and are free to diffuse to their intended targets to exert their

therapeutic effects. The PCI concept is illustrated in Fig. 11.2.

11.2.2 Advantages of PCI

PCI as a drug delivery technology has many advantages. (1) There are no restrictions

on the size of the molecules that can be effectively delivered, making PCI highly

suitable for a wide variety of molecules. (2) PCI also exhibits high site-specificity,

which limits the biological effect to only illuminated areas and lowers the potential

systemic side effects of the delivered drug. (3) PCI is a method that increases the

therapeutic efficacy of a wide range of macromolecules allowing for the possibility

of using lower drug doses to minimize morbidity. (4) PCI is well suited for combi-

nation with other modalities or strategies for targeted drug delivery, thus increasing

the potential for further therapeutic improvements. PCI has also been shown to

potentiate the biological activity of a large variety of macromolecules and other

molecules that do not readily penetrate the plasma membrane, including proteins

(e.g., protein toxins and immunotoxins), peptides, DNA delivered as a complex with

cationic polymers or incorporated in adenovirus or adeno-associated virus, peptide-

nucleic acids (PNA), and chemotherapeutic agents.

11.2.3 Blood Brain Barrier Opening

Localized opening of the BBB is a potentially useful application of both PDT and

PCI as it could enhance the delivery of therapeutic agents for the treatment of a wide

variety of brain diseases including cancer. Site-specific disruption of the BBB for

drug delivery into the brain has been accomplished using a number of approaches

including highly focused ultrasound [17] and laser-based techniques such as PDT
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[18] and PCI [19].These approaches are appealing for a number of reasons including

the highly localized nature of the BBB disruption: unlike the use of hyperosmolar

solutions, the BBB is only disrupted at sites subjected to sufficient laser power

densities which can be controlled by the user to coincide with the location of the

pathology. Through judicious choice of beam parameters, the affected volume can

be as small as a few mm3. Equally important are observations showing that these

highly focused approaches do not cause permanent damage to the BBB, as long as

incident power densities remain below threshold levels. Under these conditions, the

BBB may remain open for relatively long periods of time thus facilitating multi-

fractionated drug delivery. In contrast, repeated injections of hyperosmotic

compounds are required for extended treatment regimens since the BBB remains

open for only a few minutes following bradykinin administration [20].

Fig. 11.2 Schematic illustration of PCI. Left panel; Macromolecules (mm) taken up through

endocytosis and trapped in endosomes. Fusion with lysosomes (secondary endosomes) leads to

their degradation before they have exerted their action. Right panel: PCI is based on accumulation

of photosensitizer (PS) in endosomes. Light exposure causes rupture of the endo/lysosomal

membrane and releases the mm into the cytosol where they can exert their biological activity
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Localized BBB opening via PCI-mediated delivery of Clostridium perfringens
epsilon prototoxin (Clp) was recently investigated in Fischer rats [19]. The rationale

for using Clp is due to the ability of active toxin to cause widespread but reversible

opening of the BBB [21–23]. Following systemic administration, Clp prototoxin is

converted to fully active toxin by proteolytic cleavage. The experimental set up is

shown in Fig. 11.3.

The results demonstrated that Clp-PCI was capable of causing localized BBB

disruption at very low light fluences (1 J) as shown in Fig. 11.4.

Of particular interest was the time duration and evolution of the Clp-PCI BBB

disruption since this represents the therapeutic window for drug delivery. Based on

an analysis of MR images, enhancement volumes were observed to peak three days

following Clp-PCI suggestive of maximum BBB opening at that time (Fig. 11.5).

Thereafter, contrast volumes were observed to decrease, and by day 11, only trace

amounts of contrast were observed.

In a follow-on study using an orthotopic brain tumor model consisting of F98

glioma cells in Fischer rats, newly implanted tumor cells were used to mimic the

characteristics of infiltrating cells remaining in the resection margin usually found

following surgical removal of bulk tumor. PDT or PCI localized BBB opening was

performed 24 h after cell inoculation [24]. This is an insufficient time to allow for

the development of bulk tumor and BBB degradation, but long enough for the cells

Fig. 11.3 Experimental protocol for Clp-PCI BBB disruption. Rats were fixed in the stereotactic

frame and a skin incision was made exposing the skull. An optical fiber was placed in contact with

the surface of the skull to the right of the midline. Surface light irradiation was given approxi-

mately 60 min after Clp ip administration
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(doubling time of approximately 18 h) to form small, sequestered, micro-clusters

which are protected by an intact BBB. The survival of animals implanted with F98

tumor cells, as shown in Fig. 11.6, was significantly extended following BLM

chemotherapy with PCI-mediated BBB opening compared to controls that received

chemotherapy only.

Fig. 11.4 Effects of Clp-PCI on BBB and tissue disruption. Coronal a: H&E sections from rat

brains corresponding to T1 contrast MRI scans (b). The sections were taken 21 days post-treatment

and the T1- weighted post-contrast images were acquired 3 days post-treatment
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Fig. 11.5 Average time course of BBB opening induced by Clp-PCI. The animals (n ¼ 4 per

group) received i.p. injection of Clp at a concentration of 1:100, 1 mg kg-1 AlPcS2a. and a light

fluence of 1 J. Scanning was performed on days 1, 3, 5, 8 and 18 after treatment. All T1 post-

contrast images were taken 15 min following i.p. contrast injection
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11.2.4 PCI-Mediated Drug Delivery

The limited efficacy of chemotherapy in the treatment of gliomas is caused by many

factors, but two important ones are: (1) the blood brain barrier (BBB) which prevents

chemotherapeutic agents from entering the brain and (2) limited endosomal escape

of many drugs leading to their inactivation. Chemotherapeutics need to pass the

blood brain barrier (BBB) and then enter into cells through the cell plasma mem-

brane, which limits chemotherapeutic agents to mostly lipophilic or low molecular

weight compounds that passively diffuse into the cell cytoplasm. In contrast, many

highly effective chemotherapeutic agents are large and water-soluble and therefore

do not easily penetrate plasma membranes but are actively transported into cells by

endocytosis [25]. Their poor ability to escape from the resulting intracellular

endosomes leads to their inactivation. Therefore, in combination with modalities

leading to increased endosomal escape, the therapeutic effect of these agents would

be significantly increased. As outlined above, we have previously shown that

selective site-specific opening of the BBB could be obtained in the rat brain by the

PCI-mediated potentiation of the effects of known BBB-disrupting agents [19].

BLM administered to animals with targeted BBB opening results in a significant

increase in survival compared to drug-only controls. We have also examined the

second factor limiting the efficacy of BLM chemotherapy, i.e., endosomal entrap-

ment in in vitro experiments employing multicell tumor spheroids (MTS) formed

from human gliomas cells. In comparison to monolayer cultures, a significant

advantage of MTS is that their micro-environment more closely mimics the

in vivo situation and therefore gene expression and the biological behavior of the

cells are likely similar to that encountered in tumor cells in situ. The oxygen

gradients characteristic of MTS produce a heterogeneous population of cells that

differ in their response to oxygen-dependent therapies such as ionizing radiation,

PDT, and chemotherapy. In addition to oxygenation status, tumor response to these

therapies is controlled by a number of parameters including intercellular contact and

Fig. 11.6 Treatment protocol and Kaplan–Meier survival of tumor cell implanted animals. All

animals received 1�104 cells i.c. Three groups were followed: BLM 8 mg/kg only, Clp-PCI BLM

experimental groups (AlPcS2a, Clp, 1 J); BLM 4 or 8 mg/kg was injected i.p. twice daily for 3 days
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communication and susceptibility to apoptosis. The anti-cancer agent bleomycin

(BLM) was employed since the effects of BLM have been shown to be increased by

PCI on a number of cell types, but its potential use for the treatment of gliomas has

not been established [26]. The toxic effects on spheroid volume growth, evaluated

after 4 weeks in culture, of PCI BLM were compared to the effects of BLM alone

over a concentration range of 0.1–10 mg/mL (Fig. 11.7). As can be seen, PCI greatly

enhanced the effects of the drug and the effects of PCI with 0.1 mg/mL BLM were

equivalent to those observed at 10 mg/mL of drug alone.

The number of MTS showing growth after 3 weeks in culture out of a total of 24

replicate cultures in each group is shown in Fig. 11.8. These “survival” data can be

used to ascertain if PCI is synergistic or simply additive compared to the results

obtained for PDT or drug alone.

Synergism was calculated when analyzing PCI treatments. The equation shown

was used to determine if the PCI effect was synergistic, antagonistic, or additive.

a ¼ SFa � SFb

SFab

where a ¼ PDT, b ¼ BLM, and ab ¼ PCI/BLM.

In this scheme SF represents the survival fraction for a specific treatment. If two

treatments are to be compared, the survival fractions of each separate treatment are

multiplied together and then divided by the survival fraction when both treatments
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Fig. 11.7 Effects of BLM, and BLM PCI on human glioma MTS growth. Average spheroid

volume measured following 4 weeks of incubation as a function of BLM concentration,

0.1–10 mg/mL. 1 mg/mL AlPcS2a incubation for 18 h. Wavelength of 670 nm: radiant exposure

of 1.5 J/cm2; irradiance of 5 mW/cm2. Each data point represents the mean of 3 experiments. Error

bars denote standard errors
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were applied together. The resulting number (a) describes the cumulative effect.

If a > 1, the result is synergistic. If a < 1, the result is antagonistic, and if a ¼ 1

the result is simply additive. The a value for the data shown in Fig. 11.8 was

calculated to 3.8, a clearly synergistic effect.

11.2.5 Gene Therapy

Recent research has indicated that mutation or inactivation of tumor suppressor

genes in normal neural stem cells (NSC), transforming them into tumor stem cells

(TSC), is required and sufficient to induce malignant brain tumors [27]. NSC niches

in the brain may harbor TSCs where targeted therapy can be directed [28]. The

ability to insert functioning suppressor genes into tumor cells and TSCs would

therefore be of considerable interest as a potential treatment modality. Although

viral vectors have been used as gene carriers in clinical trials, nonviral vectors offer

several advantages. These include flexibility for versatile design, large payloads of

genes, and fewer safety concerns. In addition, nonviral vectors have the ability to

circumvent the immune response (occurring against viral proteins) allowing itera-

tive administration. One important limitation for cancer gene therapy though is the

insurance that the therapeutic gene reaches a sufficient number of tumor cells in a

high enough concentration to eliminate the tumor cells and at the same time leave

the normal cells unaffected. Since macromolecules, such as DNA plasmids deliv-

ered as a complex with cationic polymers, are taken up by cells through endocyto-

sis, they have to penetrate through the membranes of endosomes and into the

cytosol in order to exert their full biological effects (see Fig. 11.2). The degradation

of “trapped” macromolecules by powerful lysosomal enzymes following

Fig. 11.8 Viability of control

and treated human glioma

MTS after 4 weeks in culture.

1 mg/mL AlPcS2a incubation

for 18 h. Wavelength of

670 nm; radiant exposure

of 1.5 J/cm2, irradiance of

5 mW/cm2, and 1-hour BLM

incubation at a concentration

of 0.25 mg/mL. Each data

point represents the mean of 3

experiments. Error bars

denote standard errors
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endosome–lysosome fusion remains a major limitation of gene therapy hindering

its therapeutic potential. As previously mentioned, PCI has been shown to be a

highly efficient technology for induced endolysosomal escape in a time and site-

specific manner for gene therapy by enhanced delivery of various forms of RNA/

DNA to the cytosol or nucleus of the targeted cells [29, 30].

PTEN is one of the most commonly lost tumor suppressors in human cancer

[31]. Mutations and deletions of PTEN occur that inactivate its enzymatic activity

leading to increased cell proliferation and reduced cell death. Frequent genetic

inactivation of PTEN occurs in glioblastoma, endometrial cancer, and prostate

cancer; and reduced expression is found in many other tumor types such as lung

and breast cancer. The glioma cell line U251 MG is known to underexpress the

PTEN gene product and can be used to determine the effects of transfection with a

functioning PTEN gene. The utility of PCI for the delivery of the GFP indicator

gene on the same plasmid as a tumor suppressor gene (PTEN) was investigated

in monolayers of U251 human glioma cells. U251 monolayers were incubated in

AlPcS2a for 18 h. together with the plasmid and nonviral vectors. In all cases, light

treatment was performed with a diode laser at a wavelength of 670 nm. The

nonviral transfection agents, branched PEI or protomine sulfate (PS), were used

with the plasmid construct (GFP-PTEN: Fig. 11.9).

Since PCI is optimal with a light fluence level that allows 70–80% survival, we

performedAlPcS2a-mediated PDT at increasing light doses. Live/dead assay of

U251 following PDT is shown in Fig. 11.10 for 0, 0.75 and 1.5 J, respectively.

Fluence levels of 1.5 J cm-2 proved toxic killing more than 50% of the cells.

Fluence levels of 0.5–0.75 J cm-2 seemed optimal.

Fig. 11.9 Plasmid PTEN/GFP DNA construct
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11.2.5.1 Effects of PCI on Protamine-Sulfate/DNA Polyplexes

We have investigated utilizing a GFP DNA - protamine-sulfate (PS) polyplex to

transfect U251 glioma cells. The polyplexes enter the cell by endocytosis and are

sequestered outside the nucleolus in endosomes, resulting in very low transfection

rates (Fig. 11.11) [32]. The addition of PCI treatment demonstrated a tenfold increase

in transfection rate at optimum PS/DNA concentrations. These results clearly dem-

onstrate the ability of the PCI technique to greatly enhance endosomal escape.

U251 cell monolayers were transfected with the PTEN gene employing the gene

carrier bPEI. As seen in Fig. 11.12, the introduction of this tumor suppressor gene

inhibited cell growth. The growth inhibitory effect was significantly enhanced by

PCI treatment.

These results demonstrate the ability of PCI to increase transfection rates in

glioma cells as has been previously reported [33, 34]. Although bPEI is an effective

gene carrier, it is highly toxic and is not well suited for in vivo applications.

In contrast, PS is relatively non-toxic, but has relatively low transfection efficiency

[35, 36]. PCI of PS/DNA polyplexes though could demonstrate a tenfold increase in

transfection rate at optimum PS/DNA concentrations (Fig. 11.11). Nevertheless, PS

polyplexes enter cells in similar amounts compared to PEI [32]. The difference in

transfection efficiency between these two gene carriers is most probably due to

increased endosomal escape by PEI/DNA polyplexes. Since PCI greatly enhances

endosomal escape, the dramatic effects of PCI shown in Fig. 11.11 for PS/DNA

polyplexes support this interpretation. Collectively, the results suggest that AlPcS2a-

mediated PCI can be used to enhance transfection of tumor suppressor genes in

glioma cells or perhaps more importantly into transformed neuro stem cells [27, 28].

11.3 Photothermal Therapy (PTT)

The application of heat to destroy solid tumors (hyperthermia) has been used in

cancer treatment for a variety of tumors. Sources for heat generation include

microwaves, direct laser light, ultrasound, and near infrared activation of absorbing

Fig. 11.10 Live-dead assay of U251 cell monolayers following AlPcS2a PDT. Green live, red dead
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agents. The latter, called photothermal therapy (PTT), will be discussed briefly in

this portion of the chapter. A more detailed review of nanoparticle-mediated PTT

can be found in Chap. 10. Unfortunately, the majority of hyperthermia techniques

destroy both normal as well as diseased tissue limiting its usefulness. To overcome

this limitation, nanoparticles can be used as exogenous energy absorbers to provide

specific delivery of heat selectively to tumors. Particles delivered i.v. accumulate to

a degree in the tumor by virtue of the enhanced permeability and retention effect

(EPR) due to poorly organized and fenestrated vasculature as well as reduced

lymphatic drainage [37, 38].

Fig. 11.12 U251 cell growth measured 48 h. following PTEN gene transfection. bPEI/DNA

concentration 1 or 2 mg mL-1, PDT 0.75 J cm-2

Fig. 11.11 Effects of PCI on GFP gene transfection with protamine-sulfate/DNA polyplexes.

DNA complexed with protamine-sulfate, DNA concentration 1 mg mL-1, PDT 0.75 J cm-2. (a)

Upper panels: phase contrast images showing cell densities; lower panels: two-photon fluores-

cence images, (b) % of cells expressing GFP
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Nanoparticles are structures less than 500 nm in size which has sparked interest

with their novel properties (optical, magnetic, and thermal). Gold nanoshells (NS)

represent one class of photo-absorbing nanoparticles [39, 40]. They consist of a

spherical dielectric silica core (50–500 nm) surrounded by a thin (5–20 nm) gold

layer and have a tunable optical absorption within the visible and infrared regions.

Since nanoshells are roughly one million times more efficient at converting NIR

light into heat than conventional dyes such as indocyanine green, once localized to

the tumor and exposed to NIR light, they can generate sufficient heat to induce cell

death by mechanisms such as protein denaturation and rupture of cellular

membranes via thermal ablation.

As gliomas grow, their centers are largely necrotic, due to the rapid proliferation

of malignant cells within the core of the tumor at increasingly larger distances from

their nearest capillaries. Although this isolation of cells renders the hypoxic areas of

gliomas inaccessible to nanoparticle-based therapies where delivery into the tumor

is based on the EPR effect, this portion of the tumor is resected during surgery. It is

in the resection margins, partially protected by the blood brain barrier, that it

is desirable for the nanoparticles to accumulate. Since the vasculature in this region

can be more or less normal, the EPR effect will be insufficient to allow the

concentration of nanoshells, necessary for hyperthermia, to be reached. One

method to overcome this limitation would be to use cells such as stem cells or

macrophages to act as vectors.

Tumor-associated macrophages (TAMs) are frequently found in and around

glioblastomas in both experimental animals and patient biopsies [41, 42]. This

would indicate local synthesis of chemo attractive factors in gliomas and that

inflammatory cells can pass through an intact BBB. Monocyte trafficking into the

CNS occurs in a highly regulated fashion and is dependent on cell–cell interactions

that involve endothelial cells and astrocytes, as well as the local release of factors

that promote BBB permeability. Intravenously injected macrophages loaded with

iron oxide nanoparticles have been shown to target experimental brain tumors [43].

This would indicate local synthesis of chemo attractive factors in gliomas and that

inflammatory cells can pass through an intact BBB. Monocytes or macrophages

loaded with drugs, nanoparticles, or photosensitizers could therefore be used to

target tumors [44]. The use of macrophages loaded with gold nanoshells for thermal

ablation of GBM tumors is potentionally an attractive, relatively safe treatment

modality that is worth studying.

We have investigated the effects of exposure to laser NIR in vitro on multicell

human glioma spheroids infiltrated with empty (containing no nanoshells) or

nanoshell-loaded macrophages [45, 46]. The gold nanoshells (NS) used in this

study consisted of a 120 nm silica core with a 12–15 nm gold shell (Nanospectra

Biosciences, Inc., Houston, Texas). The resultant optical absorption peak was

between 790 and 820 nm for both bare and PEGylated particles. PEGylated

nanoshell solutions as supplied by the manufacturer are shown in Fig 11.13.

Gold nanoshells are often PEGylated to prevent their rapid uptake and removal

from circulation by the reticulo-endothelial system. The % uptake of PEGylated

nanoshells in murine macrophages was lower (3.96%) than that of bare nanoshells
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(15.74%). However, the PEGylated nanoshell solution was available in a much

higher concentration since they have a much lower tendency to aggregate compared

to bare nanoshells. Comparison was therefore between the respective numbers

of nanoshells taken up by a given number of macrophages. The total amount of

PEGylated nanoshells taken up by the macrophages was more than eight times that

of bare nanoshells. As seen in Fig. 11.14, macrophages could efficiently take up

PEGylated gold NS

Fig. 11.13 Absorbance curves of PEGylated nanoshell solutions

Fig. 11.14 Two-photon fluorescence micrograph of (a) empty or (b) nanoshell-loaded Ma. Cell

nucleus stained with Hoechst 33342 (blue), Cytoplasm stained with PKH26 Red Fluorescent (red),
nanoshell aggregates inside Ma shown by white reflectance (white arrows)
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The ability of NS-loaded Ma to infiltrate into multicellular tumor spheroids is

clearly illustrated in Fig. 11.15. The monocytes were labeled with a red fluorescent

dye and are shown in Fig. 11.15 at two magnifications developed by two-photon

microscopy. Mo/Ma were seen to be distributed through the spheroid. This is most

probably caused by chemoatractive agents produced by the tumor cells acting on

the Ma. NS-loaded macrophages infiltrated into glioma spheroids to the same or, in

some cases, to a greater degree than empty Ma [45].

NIR laser irradiation of spheroids incorporating NS-loaded macrophages

resulted in complete growth inhibition in an irradiance-dependent manner, while

spheroids infiltrated with empty macrophages had growth curves identical to

untreated controls following PTT treatment (Fig. 11.16).

Fig. 11.15 Light and two-photon micrographs of 48 h co-culture of human tumor spheroid and

NS-loaded labeled Ma. The Ma (red) are seen to migrate throughout the tumor cells (blue) making

up the spheroid. (a) Light microscope �10, (b) two photon �10, (c) two photon �40

Fig. 11.16 Kinetics of spheroid growth following PTT. Spheroids were formed containing 5�103

tumor cells. 48 h after formation, individual spheroids were co-incubated with 2�104 empty Ma or

NS-loaded Ma for 2 or 18 h. PTT: 14 W cm-2, 10 min. Ma/NS: nanoshell-loaded macrophages—

no PTT; Ma +PTT: empty macrophages +PTT
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11.4 Conclusions

Tumor resection is usually the first modality employed in the treatment of gliomas.

With the improved surgical techniques now available, the incidence of gross tumor

resection, as defined by a negative post operative MRI, has greatly increased

[47, 48]. Nevertheless, the great majority of glioma patients do suffer a recurrence

of their tumors leading to their poor prognosis. The therapeutic goal following

surgical resection therefore is the elimination of infiltrating tumor cells remaining

in the margins of the resection cavity, where most tumors recur, while minimizing

damage to normal brain. One of the many obstacles to effective treatment of

malignant brain tumors is limited transport of anti-tumor agents through both

brain and brain tumor capillaries due to the BBB and the blood–brain tumor barrier

(BBTB), the latter which retains many BBB characteristics. We have explored a

number of methods, as described in this chapter, for enhancing both drug delivery

and efficacy across the BBB and into tumors. Additionally, the ability of

macrophages to migrate and accumulate within, and at the periphery, of brain

tumors renders them attractive vehicles for the delivery of anti-tumor agents

including nanoparticles.

In a clinical setting, light delivered directly into the wall of the tumor resection

cavity is required for PCI, PDT, and PTT. Laser light applied through an indwelling

balloon applicator filling the resection cavity could meet this requirement [49, 50].
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