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Preface

Topics in Dynamics of Civil Structures, Volume 4: Proceedings of the 31st IMAC, A Conference on Structural Dynamics, 2013
represents one of the seven volumes of technical papers presented at the 31st IMAC, a conference and exposition on structural
dynamics, 2013, organized by the Society for Experimental Mechanics, held in Garden Grove, California, from February
11 to 14, 2013. The full proceedings also include volumes on nonlinear dynamics; experimental dynamics substructuring;
dynamics of bridges; model validation and uncertainty quantification; special topics in structural dynamics; and modal
analysis.

Each collection presents early findings from experimental and computational investigations on an important area within
structural dynamics. The dynamics of civil structures is one of these areas.

Understanding the dynamic response of large civil structures improves design and safety, extends life, and reduces
maintenance. IMAC has become a principal technical venue for dissemination of the latest techniques devoted to field
testing of civil structural systems and components, processing of response data and identification of dynamic structural
properties, calibration and validation of numerical structural models, and assessment of structural condition based on
dynamic properties.

The organizers would like to thank the authors, presenters, session organizers, and session chairs for their participation in
this track.
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Chapter 1
Accurate Damping Estimation by Automated OMA Procedures

C. Rainieri and G. Fabbrocino

Abstract Systems and techniques for fast damage detection based on vibration analysis are becoming very attractive in
different engineering fields. Modal-based damage detection algorithms are well-known techniques for structural health
assessment. However, the lack of automated modal identification and tracking procedures has been for long a relevant limit
to their extensive use. The development of several automated output-only modal identification procedures in the last few
years has led to a renewed interest in modal-based damage detection. However, robustness of automated modal identification
algorithms, computational efforts and reliability of modal parameter estimates (in particular, damping) still represent open
issues. In this paper, a novel algorithm for automated output-only modal parameter estimation is adopted to obtain reliable
and very accurate modal parameter estimates. An extensive validation of the algorithm for continuous monitoring application
is carried out based on simulated data. The obtained results point out that the algorithm provides fairly robust, accurate and
precise estimates of the modal parameters, including damping ratios. This may potentially lead to a standardized, extensive
characterization of modal damping ratios in structures, which is useful to gain knowledge about damping mechanisms in
structures and to develop predictive models.

Keywords Vibration based structural health monitoring ¢ Automated operational modal analysis * Damping ¢ Second
order blind identification * Stochastic subspace identification

1.1 Introduction

Vibration based Structural Health Monitoring (SHM) techniques are again gaining in popularity nowadays thanks to the
recent development of several algorithms for automated identification [1] and tracking [2] of modal parameters based on
Operational Modal Analysis (OMA) methods. Damage detection techniques based on changes of the modal parameters of the
monitored structure over time are well-established methods for structural health assessment [3], in spite of some limitations
in terms of damage localization and, above all, quantification, as well as drawbacks related to sensitivity to measurement
quality and environmental and operational factors [4]. Nevertheless, the continuous monitoring of modal parameters has
a large potential in performance and health assessment of civil engineering structures [5]. Applications range from prompt
detection of damage and degradation phenomena [6] to post-earthquake health assessment and emergency management [7, 8].
An automated, accurate estimation of modal parameters plays also a primary role in the assessment of the dynamic behavior
of complex structural systems such as geotechnical [9, 10] and historical structures [11, 12]. Even if several solutions for
automated output-only modal identification are currently available, they show different performance in terms of robustness
and accuracy of estimates. This can be addressed also to the drawbacks [1] typically encountered in the algorithms:

 threshold based peak and physical pole detection;
* need of a preliminary calibration phase at each new application;

C. Rainieri (>4) * G. Fabbrocino
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* static settings of thresholds and parameters which may be unsuitable to track the natural changes in modal properties of
structures due to damage or environmental effects;
e sensitivity to noise, problems of false or missed identification.

Moreover, a number of algorithms do not provide damping estimates; whenever they are able to estimate modal damping,
the resulting values are usually very scattered. The fairly large scatter associated to damping estimates, in comparison with
that of natural frequency and mode shape estimates, is well documented in the literature. Even if the scatter can be partially
addressed to inherent limitations of the estimators and the adoption of an equivalent viscous damping model [13], appropriate
data processing procedures have to be adopted in order to minimize the estimation error and enhance robustness and accuracy
of automated modal identification algorithms also with respect to the problem of modal damping estimation.

A thorough performance assessment of automated modal identification algorithms is rarely reported in the literature.
However, the evaluation of the quality of modal estimates automatically extracted from measurements of the dynamic
response of structures under operational conditions is a fundamental step in view of proper post-processing of modal
parameters for damage detection and performance evaluation purposes.

In the present paper, a procedure for fully automated output-only modal identification, based on the combination of
different OMA techniques, is described. The idea behind the novel approach is the simplification of the analysis and
interpretation of the stabilization diagram for the separation of physical from spurious poles taking advantage of the Blind
Source Separation (BSS) [14] operated by the Second Order Blind Identification (SOBI) [15, 16] procedure. The main
objective of the novel strategy is a robust and accurate identification of modal parameters in operational conditions, including
modal damping ratios even if in the limits of the adopted estimator. Its key feature is the absence of any analysis parameters
to be tuned at each new monitoring application. In the development of the algorithm, specific attention has been devoted to
the control of response time and computational efforts [17], also through a reduction of the length of the analyzed records,
without affecting the quality of the estimates. This is relevant, in particular, for SHM applications in seismically prone
areas [2].

A thorough performance assessment of the algorithm is attempted based on automated processing of a large number
of simulated datasets. The herein illustrated results show that the algorithm is characterized by a high success rate. The
performance assessment based on simulated data is still in progress. However, the preliminary results seem to confirm the
robustness and accuracy of the algorithm, which therefore has a potential in the continuous vibration based monitoring of
civil structures.

1.2 Theoretical Background of the Automated Modal Identification Algorithm

The core of the novel automated modal identification algorithm is the Stochastic Subspace Identification (SSI) [18] method
for OMA. However, it is not directly applied to the multivariate time series of the structural response but, after a pre-
processing step, to the single sources obtained from the Joint Approximate Diagonalization (JAD) [19] of a number of time
shifted covariance matrices.

SSI is classified as a time domain, parametric modal identification method. When parametric system identification
techniques are used for the estimation of the modal parameters of structures, the definition of the model order, equal to twice
the number of eigenfrequencies, represents the key issue. The control theory provides several techniques to automatically set
the model order in a way able to maximize the prediction capacity of the identified model [20]. However, when SSI is applied
in the context of experimental modal analysis, the attention is not focused on the prediction capability of the model as such,
but on the possibility to get accurate and reliable estimates of the modal parameters. In order to find the modal properties of
the system it is worth plotting a stabilization diagram. The order of the system is over-specified and the search for vertical
alignments of stable poles allows for the discrimination of physical from spurious modes. Even if the stabilization diagram
plays a primary role in experimental modal analysis, the selection of physical modes in the alignments of stable poles is
often not straightforward, since the quality of the stabilization diagram depends on a number of parameters (number of block
rows, maximum model order) and thresholds (allowable scatter between the modal properties evaluated at consecutive model
orders) [18, 21] resulting in a relevant role of the analyst’s judgement.

The stabilization diagram represents a useful tool for bias errors identification [22], such as the bias of the model,
related to spurious modes, and the bias of the modes. Spurious modes can be classified as noise modes, which arise due
to physical reasons—measurement noise, characteristics of excitation -, and mathematical modes, due to over-estimation of
the system order. The stabilization diagram allows for the discrimination of most spurious modes, since they often do not
fulfil stabilization criteria like in the case of physical poles. Other spurious poles can be identified and removed according
to physical criteria, for instance, the expected damping ratio range. The bias of the modes can be associated, on the other
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hand, to the under-estimation of the system order, so that a single identified mode is actually the combination of different
modes (either physical or noisy). If the stabilization diagram is plotted until appropriately high values of the model order, the
splitting of one column in the stabilization chart into two separate columns, starting from a given model order, is a commonly
observed phenomenon. Thus, the mode estimate is biased below this model order since it is the result of the combination
of different poles. A bias of the modes may occur also if, for a given maximum model order, the number of block rows is
over-specified. In [23] it is shown how, for a given maximum model order, the quality of stabilization first improves and
then gets worse for increasing values of the number of block rows. Thus, it is possible to carry out a sensitivity analysis for
different values of the number of block rows in order to set it in a way able to minimize the variance of the modal parameter
estimates at different model orders.

Evaluation and control of the accuracy of modal parameter estimates are critical in view of modal based damage detection.
This basically relies on the comparison between the modal parameters or the modal model of a structure in a damaged state
and those in a reference (undamaged) state. Shifts of natural frequencies, increases in damping, changes in mode shapes
and other similar damage sensitive features are key parameters to assess the health state of the monitored structure [3].
A comprehensive review of these methods and the issues concerning the removal of environmental effects that also lead to
changes in the modal parameters are out of the scope of the present paper. A number of methods for removal of environmental
effects can be found in the literature [24, 25]. However, inaccurate identifications of modal parameters may still occur, thus
negatively affecting the performance of damage detection algorithms [26], eventually leading to false alarms or missed
identifications.

A number of simulation studies have pointed out how the modal parameter estimates provided by parametric methods
such as SSI are by far more accurate than those provided by non-parametric procedures [27, 28]. However, the automated
interpretation of stabilization diagrams is a very complex activity and a lot of research efforts have been spent on this
task [28]. In the present paper a novel approach to the automated output-only modal parameter identification is proposed
and it is extensively tested in order to assess the robustness, accuracy and precision of estimates in view of continuous
monitoring applications. The method is based on SSI and the selection of physical poles in the stabilization diagram by
clustering techniques, but it takes advantage of the BSS operated by SOBI at a preliminary stage in order to simplify the
interpretation of the stabilization diagram. In fact, as a result of the BSS phase, the raw data associated to the measured
structural response are transformed into sources [15] which can be well-separated (they show the contribution of a single
mode to the structural response), not well-separated (noise or minor contributions from other modes could be superimposed
to the contribution of the main mode) or just noise sources [17]. The sources are obtained through JAD of p time-shifted
covariance matrices until the sum of the off-diagonal terms is under a user-defined threshold ¢ [19]. The idea under the
proposed approach for automated output-only modal identification is to take advantage of the BSS to simplify the analysis
of the data and the interpretation of the stabilization diagram by extracting the modal information from the single sources
and not the multivariate time series of raw data. The sources are analyzed one-by-one according to the SSI method and
the physical poles are separated from the spurious one by means of clustering techniques and mode validation criteria. The
interpretation of the stabilization diagram, therefore, becomes easier since it basically reports information about only one
mode at the time.

The flowchart of the proposed algorithm is shown in Fig. 1.1. The JAD phase leads to a preliminary discrimination
between modal contributions and noise. The sources, including both modal and noise sources, are then passed, one-by-
one, to the SSI-based step for the estimation of natural frequencies and damping ratios and identification of noise sources.
This step of the algorithm takes advantage of advanced clustering techniques [29] to identify the physical poles. For each
source, the poles provided by the SSI are grouped into clusters according to the hierarchical clustering method. The cluster
characterized by the largest number of elements is selected as representative of the mode. At the end of this phase a further
selection and validation of the poles in each cluster is carried out. Clusters that do not fulfil the validation checks are
removed from the dataset. In particular, the average damping ratio in each cluster has to be in the range 0+-5% and the
corresponding coefficient of variation not larger than 10%. The first limitation is based on an empirical observation about the
behaviour of civil structures in operational conditions, which are usually weakly damped. The second limitation comes from
the observation that physical modes are characterized by small standard deviations, while spurious modes show much larger
values of this parameter [28]. Checks about the physical significance of the estimates are also carried out (for instance, checks
of the sign of damping). As a final stage, the natural frequency and damping ratio estimates in each cluster are normalized
in the range [0, 1] and a k-means clustering algorithm with k = 2 cluster is applied, allowing the presence of empty clusters.
This last step eventually removes still present spurious poles and slightly improves the accuracy of estimates. It is worth
pointing out that the validation criteria have to be applied after the hierarchical clustering stage, since they might remove all
the spurious poles and a number of physical poles could be separated and lost as a result of the clustering stage.

The final values of the natural frequency and damping ratio for the identified modes are obtained by a sensitivity analysis
with respect to the number of block rows in SSI, for a fixed value of the maximum model order in the stabilization diagram.
The cluster characterized by the minimum variance of the estimates when i ranges in a certain interval with a certain step A
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Fig. 1.1 Flowchart of the
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is finally selected as the one providing the best estimate of the modal parameters for a given structural mode. Mode shape
estimates are finally obtained, in the current stage of implementation, from Singular Value Decomposition (SVD) of the
output Power Spectral Density (PSD) matrix at the previously estimated frequency of the mode [30].

The previous considerations about the automated identification algorithm highlight how the source separation at the first
step makes the discrimination of physical and noise modes easier and more reliable. The sensitivity analysis with respect to
the number of block rows and the grouping of the poles in clusters leads to a robust identification of modal parameters and
to a quantification of the precision of the estimates.

1.3 Performance Assessment of the Algorithm Against Simulated Data

The performance of the proposed algorithm in terms of accuracy and reliability of estimates has been investigated through a
statistical analysis of the results obtained from simulated data continuously generated through the application of a Gaussian
white noise to a 4-DOF system. The mass and stiffness matrices of the system are given by Eqs. (1.1) and (1.2):

5000
050 0

= k 1.1

[m] 0050 |8 (1.1)

00010
400 —200 O 0

200 400 —200 0 | N
KI=1""0" 200 400 —200 | m (1.2)
— — m
0 0 —200 600
[c] = ag [m] + a; [K] (1.3)

while Rayleigh damping is used to model structural damping. Thus, the damping matrix has been obtained as per Eq. (1.3).
The ap and a; coefficients in Eq. (1.3) have been computed by setting a value of 1% of the modal damping ratio for the
first and last mode of the system. Thus, the simulated 4-DOF system is characterized by the following modal properties
(Table 1.1):
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Table 1.1 Modal properties of Mode # Natural frequency (Hz)  Damping ratio (%)
the simulated 4-DOF system I 0.668 1.00

11 1.137 0.88

11 1.526 0.92

v 1.879 1.00

Table 1.2 Success rate of

. . . Mode #  Success rate (%)
automated modal identification

over 1000 runs 1 99.7
1I 99.6
I 99.5
v 99.8

Fig. 1.2 Sal.nple sequence of Sequence of natural frequency estimates | Frequencyvs.run # |, ,]
values of estimated natural -

frequencies in 1000 runs

— 1.8~
W}

[

e 9 £ e
0w o= B
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o
n

wo.2-
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Run #

The system matrices and, therefore, the associated modal parameters have been kept constant in all runs in order to focus
the attention only on the uncertainties associated to inherent limitations of the estimator. The performance of the method
when uncertain system matrices are adopted, so that the modal parameters can slightly change at each run as an effect of the
deviation of the system matrices from their nominal values, is out of the scope of the present paper and it will be discussed
elsewhere.

The system response to Gaussian white noise N(0,1) has been simulated 1000 times. The input has been applied at
DOF #1. Each simulated dataset consisted of four measurement channels; the total record length was 3600 s and the
sampling frequency was 10 Hz. Gaussian white noise has been added to the system response in order to simulate the effect of
measurement noise. The obtained datasets, characterized by a SNR equal to 5 dB, have been then processed by the proposed
algorithm in order to automatically extract the modal parameters of the system. The analysis of the simulated datasets has
been carried out considering a number of block rows i ranging between 20 and 80 with Ai =2 and considering a maximum
model order of 16 in the construction of the stabilization diagram for each analyzed source.

The analysis of the obtained results has pointed out that the algorithm carries out automated output-only modal
identification in a very robust way. In fact, a success rate [31] larger than 99% has been obtained for all modes (Table 1.2).
Just in a few runs the modal parameters have not been properly identified (Fig. 1.2). However, such wrong estimates can be
easily removed through the analysis of the extreme values in order to identify modal parameter estimates, which are outside
the 30 range.

In Tables 1.3 and 1.4 the results obtained from application of the proposed algorithm to the simulated data after removal
of extreme values (associated to wrong modal parameter estimates) are summarized. They point out how the estimates are
very close to the nominal values in at least the 50% of the cases. In fact, the median values are very close to the nominal ones
and the interquartile range is very narrow and in the order of 0.001 Hz for natural frequency estimates and 0.1% for damping
ratios.

Larger errors are associated to damping estimates, as expected. However, the analysis of the scatter of the natural
frequency and damping estimates with respect to the nominal values point out that, with the exception of the previously
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Table 1.3 Summary of automated modal identification results (after removal of extreme values): natural frequencies

Mode #  foomina Hz) ¢ (Hz)  of (Hz) fin (Hz) 25" centile 50" centile  75™ centile 95" centile i (Hz)

I 0.668 0.668 0.000745  0.666 0.667 0.668 0.668 0.669 0.670
1I 1.137 1.137 0.000901  1.135 1.137 1.137 1.138 1.139 1.141
I 1.526 1.526 0.001164  1.520 1.525 1.526 1.527 1.528 1.531
v 1.879 1.879 0.001467  1.873 1.878 1.879 1.880 1.881 1.884

Table 1.4 Summary of automated modal identification results (after removal of extreme values): damping ratios

Mode #  Epomina (%) Pg (%) 05 (%) Emin (%) 25 centile 50" centile 75" centile 95" centile  &px (%)

1 1.00 1.02 0.11 0.70 0.94 1.02 1.10 1.21 1.36
11 0.88 0.89 0.08 0.67 0.84 0.89 0.94 1.02 1.13
111 0.92 0.93 0.07 0.73 0.88 0.93 0.98 1.05 1.15
v 1.00 1.01 0.08 0.79 0.96 1.01 1.06 1.14 1.23
Table 1.5 Summary of Mode #  Afpin (%) 25" centile 50" centile 75" centile 95" centile  Afpya (%)

automated modal identification

results (after extreme values 1 0.000025 0.04 0.07 0.13 0.23 0.36
removal): frequency scatter 1I 0.000010 0.02 0.05 0.09 0.16 0.29

I 0.000036 0.02 0.05 0.08 0.15 0.38

v 0.000006 0.02 0.05 0.09 0.15 0.30
Table 1.6 Summary of Mode #  AEpin (%) 25M centile 50 centile  75% centile 95" centile Ay (%)
automated modal identification
results (after removal of extreme iI 88? ;; ;g 132 ﬁz ;g(l)
values): damping scatter ’ ) ’ ’ : :

III 0.01 2.6 5.5 9.0 15.5 24.3

v 0.01 2.4 5.1 8.7 154 22.7
Tabflﬁe 1.7 /?nalysis of ; Mode#  Vimm (%) 25" centile 50" centile 75" centile 95" centile  Ymax (%)
coefficient of variation o
identified natural frequencies 1 0.0003 0.002 0.004 0.01 0.03 0.18
(after removal of extreme values) I 0.0002 0.002 0.006 0.01 0.03 0.09

III 0.0002 0.003 0.006 0.01 0.03 0.07

v 0.0005 0.004 0.008 0.01 0.04 0.51
Tabfl; .1'8 Afnal){sis of " Mode#  Vemin (%) 25" centile 50" centile 75" centile 95" centile v max (%)
coefficient of variation o
identified damping ratios (after 1 0.03 4.24 4.81 5.75 6.92 9.66
removal of extreme values) I 1.21 1.82 229 3.05 4.19 6.99

I 0.18 0.91 1.19 1.63 2.57 5.51

v 0.15 1.18 1.52 1.99 3.28 9.14

mentioned extreme values which affect less than 1% of the estimates, in the 95% of the runs the error is lower than 0.25%
for frequencies (Table 1.5) and 23% for damping ratios (Table 1.6). Moreover, the typical scatter of damping ratio is in the
range [2%, 10%] (50% of the values of scatter associated to damping estimates are in this range).

The natural frequency and damping ratio estimates provided by the proposed algorithm are average values of the poles
grouped in a cluster representative of the identified mode. The analysis of their coefficient of variation shows that the modal
estimates provided by the algorithm are not only fairly robust and accurate, but also precise. In fact, the coefficient of variation
is typically well under 0.1% for natural frequencies (Table 1.7) and 10% (the rejection limit set in the algorithm) for damping
ratios (Table 1.8).

The distributions of the identified damping ratios after 1000 runs for the four modes are depicted in Fig. 1.3. The associated
means, modes and medians are reported in Table 1.9. They are very close each other and to the nominal values of modal
damping ratios. Taking into account the uncertainty associated to damping estimates, the mode of damping values is given
with one decimal place only.

The statistical analysis of the results can be eventually further refined by removing also outliers. However, the results after
outlier removal are very consistent with the previous ones (to this aim compare Tables 1.3, 1.4, 1.10 and 1.11). The marginal
refinements associated to outlier removal confirm the robustness and accuracy of the algorithm.
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Fig. 1.3 Histograms of modal damping ratio estimates (after removal of extreme values): mode I (a), II (b), I1I (¢), IV (d)

Table 1.9 Comparison of mean,

; ¢ . Mode # Ennminal (%) g (%) Emedian (%) Emnde (%)
mode and median of identified

damping ratios with the I 1.00 1.02 1.02 1.0
corresponding nominal values I 0.88 0.89 0.89 0.9
(after removal of extreme values) m 0.92 0.93 0.93 0.9

v 1.00 1.01 1.01 1.0

Table 1.10 Summary of automated modal identification results (after outlier removal): natural frequencies

Mode #  frominat Hz) pf(Hz) of (Hz) foin (Hz) 25" centile  50™ centile ~ 75™ centile  95% centile  finay (Hz)

I 0.668 0.668 0.000723  0.666 0.667 0.668 0.668 0.669 0.670
I 1.137 1.137 0.000863  1.135 1.137 1.137 1.138 1.139 1.140
I 1.526 1.526 0.001045  1.523 1.525 1.526 1.527 1.528 1.529

v 1.879 1.879 0.001339  1.875 1.878 1.879 1.880 1.881 1.883
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Table 1.11 Summary of automated modal identification results (after outlier removal): damping ratios

Mode#  Epominal (%) e (%) 0c (%) Emin (%)  25M centile 50" centile 75" centile 95" centile  Emax (%)

I 1.00 1.02 0.11 0.74 0.94 1.02 1.10 1.21 1.33
1I 0.88 0.89 0.08 0.69 0.84 0.89 0.94 1.02 1.09
I 0.92 0.93 0.07 0.73 0.88 0.93 0.98 1.05 1.12
v 1.00 1.01 0.07 0.82 0.96 1.01 1.06 1.13 1.20

1.4 Conclusions

A novel, hybrid approach to automated output-only modal identification for SHM applications has been described in the
present paper. It is based on the combination of selected OMA techniques and clustering strategies for the discrimination
between structural and noise modes and the selection of the dynamic properties of physical modes. Its performance has
been assessed against simulated data generated by a 4-DOF system excited by a Gaussian white noise. The results obtained
from 1000 runs have been analyzed in order to assess the performance of the algorithm in terms of robustness, accuracy and
precision. Encouraging results have been obtained, in particular as the possibility to estimate damping ratios in an accurate
and fully automated way is concerned. Further investigations are in progress to assess the performance of the algorithm in
the case of uncertain system matrices, when the modal parameters slightly change at each run as an effect of the deviation of
the system matrices from their nominal values. All these tests will provide an extensive characterization of the performance
of the algorithm in view of continuous, long term vibration based SHM applications.
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Chapter 2
Real-Time Structural Health Monitoring and Damage Detection

Yavuz Kaya and Erdal Safak

Abstract Structural health monitoring (SHM) contains continuous structural vibration monitoring, extraction of damage
sensitive features of structure from measurements, and statistical analysis of those features to detect and locate the damage in
structures. In other words, SHM involves data collection, continuous monitoring and analyzing them in real-time. Changes
in modal properties of structures during their service life are strongly related to damage in structures, which makes accurate
estimation of modal properties an essential step in SHM. Therefore, both monitoring and accurate identification of real-
time modal properties (modal frequency, damping ratio, and mode shape) are of crucial importance in order to have a good
estimate in SHM. In this paper, a real-time modal identification techniques along with a damage detection algorithm based
on inter-story drift calculation has been developed for SHM. The modal identification technique is based on the modification
of standard spectral analysis tools for real-time data, and utilizes running time windows to keep track of time variations of
structures’ modal properties. On the other hand, the damage detection algorithm makes use of inter-story drifts, which is
calculated by narrow-band filtering the recorded data around modal frequency and very sensitive to structural damage, by
estimating the contribution of each identified mode of structure. A software package called REC_MIDS is developed for
real-time modal identification. The software includes various user-selectable algorithms to identify modal properties, as well
as options to plot their time variations and animations. The software has been tested with the ambient vibration data recorded
from the Hagia Sophia Museum, a 1500 year-old historical structure in Istanbul, Turkey. Modal properties of the structure
have been identified accurately in real-time. Results of the Hagia Sophia test have been compared with the previous studies
conducted by different researchers. Comparison shows that the results of the REC_MIDS are in good agreement with that of
the previous studies.

Keywords Real-time data processing ¢ Modal identification ¢ Damage detection ¢ Structural health monitoring
* Inter-story drift

2.1 Introduction

The term SHM involves continuous monitoring of the dynamic characteristics of a structure by digital instruments (e.g.,
acceleration sensors). The main objective in SHM is to keep track of the changes in the dynamic characteristics of the
structural system in order both to detect and locate the damage, and to make a decision automatically whether the damage is
in dangerous level for the structure or not. Damage detection typically involves data processing to explore changes both in
the dynamic properties of structures (e.g., modal frequency, damping ratio, and mode shape), and inter-story drifts. Since the
damage in structures causes loss in their stiffness’s, and the dynamic properties of structure are directly related to the stiffness,
it is logical to use the changes in natural frequencies as a damage indicator [1]. However, analyses of recorded data from
structures clearly show that changes in natural frequency are not always a reliable indicator of damage as the response of the
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damaged structure is nonlinear, and in most case hysteretic. Moreover, various environmental factors (e.g., temperature) can
change natural frequency of structures without any damage in the structure. Likewise, the inter-story drifts, if not calculated
by integrating the band-pass filtered acceleration data, is not a reliable damage indicator as the errors generated by the noise
in the records are exponentially amplified during such integration.

In this research paper, an attempt is made both to keep track of changes in modal properties of structures, and to calculate
inter-story drifts accurately by utilizing the ambient vibration records, which are characterized by very low amplitudes
and signal-to-noise-ratio (SNR). Ambient vibration data are always available in the structure and their length can be made
infinitely long. These facts allow ambient records to be considered as stationary data (i.e., their frequency and temporal
characteristics do not change with time). Moreover, since the ambient vibration records contain large number of excitation
sources, it is quite reasonable to assume that the both the noise and the excitation are wide-band random processes, which
make it possible for advanced stochastic techniques (e.g., statistical signal processing) to be utilized.

In buildings inter-story drift refers to the relative displacement between adjacent floors. The accuracy of inter-story drifts
is extremely increased by narrow-band filtering the recorded data around modal frequencies before calculating the inter-
story drifts. As long as the ambient vibration data contains large amplitudes (e.g., data taken from high-rise building), the
developed algorithm to calculate inter-story drifts will yield accurate result. It should still be kept in mind that higher mode
contributions to inter-story drift calculation cannot be accounted for due to low SNR in higher frequencies.

A software package, REC_MIDS, is developed for both real-time modal identification and inter-story drift calculation.
The software includes various user-selectable algorithms to identify modal properties, as well as options to plot their time
variations and animations. The software has been tested with the ambient vibration data recorded from the Hagia Sophia
Museum, a 1500 year-old historical structure in Istanbul, Turkey. Modal properties of the structure have been identified
accurately in real-time. Results are compared with the previous studies carried out by different researchers. Comparison
shows that the results of the REC_MIDS are in good agreement with that of the previous studies.

2.2 Real-Time Data Processing and Modal Identification

A smart algorithm is developed to process the real-time data instantaneously. The developed algorithm works in the following
way. The real-time data are segmented using two separate windows: truncated window, and running window, one within the
other as show in Fig. 2.1. The real-time data in the fruncated window is processed by means of successive running windows.
The data in each running window is analyzed separately, and sequential analysis results are averaged in order to form the
overall output for the truncated window, which is almost identical to the output that would have been obtained if the truncated
data, free of noise, had been processed at a time. Once the analysis of the truncated window is finished, it is shifted in time,
as shown in Fig. 2.1, by predefined overlap ratio, and the above procedure is repeated.

The running window moves within the truncated window with predefined overlap ratio as indicated in Fig. 2.1. Increasing
the overlap ratio increases the number of successive running windows. The bigger the number of running windows the less
the effect of noise in the overall analysis result. In other words increasing the number of running windows increases the
accuracy in the overall output. However, increasing the overlap ratio also increases the elapsed time (i.e. total calculation
time) to estimate the overall output for the truncated window due to increase in the number of running windows. Time delay
in real-time operation occurs when elapsed time falls behind the real-time data streaming speed.

The length of running window is structure specific. It depends on the modal characteristics of the structure, especially
on the smallest modal frequency of the structure. It must be at least two times bigger than the maximum modal period of
the structure. Length of the truncated window, on the other hand, depends on the signal-to-noise ratio (SNR), also know
as noise level, of the real-time streaming data. If real-time data contains too much noise, then the length of the truncated
window should be such long that the affect of noise in the analysis result is minimized by means of increasing the number of
running windows, and averaging. Too long truncated window may not provide sufficient accuracy in case of sudden change
in environmental loads, whereas too short truncation window may not provide sufficient noise reduction due to decrease in
the number of averaging. Apparently there is no unique solution to determine the optimum length for the truncated window.
In order to define the optimum window lengths, it is strongly recommended to collect a set of experimental data (i.e. ambient
vibration data) from structure under consideration, and then analyze them with varying window lengths and other parameters.
Calculating the optimum window lengths is an ad hoc operation, which should be done separately for each structure by an
engineer.

Common practice to calculate the displacements using acceleration data is to take double integration of the recorded
acceleration data. Simple integration of acceleration signals produce significant amount of errors depending on the sampling
resolution [2], moreover, shows that the integration and subtraction exponentially amplify the errors generated by the noise
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Fig. 2.1 Running window moves within the truncated widow by a predefined overlap ratio. The data in each running window is analysed
separately, and sequential analysis results are averaged to form the overall output for the truncated window

in records, particularly for high frequencies. This is due to so-called Brownian motion where the variance of an integrated
noisy-signal (i.e. signal dominated by noise) increases by a factor of ¢ (time), which obviously causes the integration to go
to infinite. Thus this clearly demonstrates the fact that the integration will go to infinite because of existence of the noise in
the entire frequency band of the signal. One-way of overcoming this problem is to band-pass filter the real-time data around
each modal frequency (utilizing the frequency-band selections) to eliminate the frequency components that is dominated by
noise. Even though the noise is still present in the pass band of the filter, the SNR of the filtered data will be higher than that
of unfiltered one due to structural resonance effect within the pass band of the filter. This way one can make sure that the
integration of narrowband filtered data will not go to infinite but yields to the modal displacement of structure.

In multi-story buildings, the term inter-story drift denotes the relative displacement between two adjacent floors whereas
in this study the term refers to the relative displacements between any two sensors in a specified direction. Eventually inter-
story drift controls structural damage based on the lateral displacements in multi-story buildings. The inter-story drifts that
are calculated by taking the difference of double integrated acceleration data are usually inaccurate if the SNR of ambient
records are low. However, for large amplitude vibration data (i.e. ambient vibration data of a high-rise structure), such
inter-story drift values can be accurately calculated by narrow-band filtering the data around each modal frequency of the
structure. Such filtering provide high SNR ratio. Therefore, one can calculate the inter-story drifts for each modal response
of the structure by band-pass filtering though some of the higher mode contributions to inter-story drift cannot be calculated
such accurately. This is because of the fact that even though the data is band-pass filtered around each modal frequency,
the SNR of signal decreases at higher frequencies because the amplitude of modal response become such small that they
are still buried by noise at higher frequencies. Therefore one has to decide how many modal responses of the structure can
be calculated accurately and then the inter-story drifts are calculated simply summing up the contribution of all calculated
modal responses. An automatic algorithm developed to calculate the contribution of each modal response to inter-story drifts

The developed algorithm calculates the inter-story drifts based on the estimated modal displacements of the structure. Raw
data in running window is band-passed filtered separately around each modal frequency to calculate each modal response of
the structure. The resulting filtered data is then double integrated to calculate the modal displacements. The total displacement
of the structure is calculated by summing up the contribution of all of the calculated modal displacement. The calculated
inter-story drifts are compared with different threshold values that correspond to different damage levels (i.e. performance
levels) of the structure. The procedure is repeated for all inter-story drifts in the structure. Any inter-story drift exceeding
specified threshold values indicates damage in structure. More detail about real-time data processing can be found in [3, 4].
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2.3 Description of REC_MIDS

The capabilities of REC_MIDS include real-time data processing and analysis by using a large number of techniques,
varying from standard Fourier analysis to stochastic-adaptive filters; real-time identification of structure’s modal properties
(modal frequencies, damping, and mode shapes); displacements and inter-story drifts; and 3D animations of total and modal
responses. The software has the options to automatically give warnings when a response quantity exceeds specified threshold
levels, to save any of the measured or calculated output parameters, and to generate and send automatic warning email to
specified addresses.

A typical screen-shot of the REC_MIDS is shown in Fig. 2.2. The graphical display of the REC_MIDS is designed
to allow the user to monitor the recorded structural response characteristics in real time, along with the estimated modal
properties and the animations of vibrations in a single window.

Left-up window displays calculated displacements at user-selected sensor locations, whereas right-up window shows
the smoothed Fourier Amplitude Spectra of the user-selected signals over an adjustable frequency range. Two left-bottom
windows display the real-time calculated modal frequency and modal damping ratio of the structure. Right-bottom window
animates user-selected structural mode estimated in real-time. All these windows are continuously updated in real-time to
reveal the latest modal properties of the structure.

In REC_MIDS, the term inter-story drift refers to the relative displacement between any two sensors in a specified
direction. The inter-story drift calculated between these two sensors is linearly distributed to the stories between these
sensors. In ambient vibration conditions, noise can cause erroneous drift values, especially in higher modes, if the drifts
are calculated from the original signals. Therefore, the inter-story drift calculations are not done on the original waveforms,
but on modal waveforms in order to minimize the effects of noise in the signal. The band-pass filters are used to obtain modal
waveforms. Drift waveforms can be monitored in the main window of REC_MIDS (Fig. 2.3). In theory, one can define in
REC_MIDS as many inter-story drifts as the CPU of the computer can handle. However, the calculation of inter-story drifts
involves large number of computations, and therefore defining too many inter-story drifts may cause delays in keeping up
with the real-time data stream.

[ RN REC_MIDS  [STRUCTURAL HEALTH MONITORING SOFTWARE] ADB1
File View Go Help

y

[T] 26-Mar-2012 06:09:35

Fig. 2.2 A typical screen-shot of REC_MIDS that contains different windows to monitor the latest modal properties of the structure
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Fig. 2.3 The inter-story drift and threshold settings window. The user can define as many inter-story drifts as the CPU of the computer can handle

The Event Detection Settings window, shown in Fig. 2.4, is used to set up the channels and the threshold values that
will be used to detect possible damage, and to issue warnings and alerts in case of an event that pushes the response of the
structure to critical levels.

By default, the event detection algorithm embedded in REC_MIDS runs every 1 s using the past 4 s of data. These values
are user adjustable. A smart algorithm embedded in REC_MIDS determines how many inter-story drifts and acceleration
values exceeded the specified threshold values, as well as the top-floor displacement threshold value and wind speed threshold
value. Based on the different combinations of the threshold value exceedance, and an automatic notification message/email
are issued to user specified recipients. More detail about the event detection algorithm can be found in user manual [4], which
can be downloaded from www.koeri.boun.edu.tr.

2.4 Application of REC_MIDS at Hagia Sophia Museum

Hagia Sophia (in Turkish Ayasofya) as seen in Fig. 2.5 is one of the most magnificent buildings in Istanbul, Turkey. Hagia
Sophia museum suffered from several earthquakes and as a result partially destroyed. The eastern part of the dome collapsed
along with the arch and semidome on the side of the church on May 7", 1558. It is rebuilt with new design of the dome
(less shallow so as to reduce the lateral stresses). An earthquake damaged the western side of the building on February 9th
1869, which is repaired in 1879. A violent earthquake resulted in collapse of the western apse and caused partial damage to
the dome on October 25%, 1968. The church interior suffered very much in the Latin sack of Constantinople in 1204, when
it was stripped of all its sacred relics and other precious objects. During the Latin occupation, Hagia Sophia served as the
Roman Catholic cathedral of the city. Following the recapture of Constantinople by the Byzantines in 1261, Hagia Sophia
was re-consecrated as a Greek Orthodox sanctuary. In 1348, the eastern half of the dome collapsed, and was afterwards
repaired.

The imperial gate leads to the central nave of Hagia Sophia. The dome is approximately 55 m high and 32 m wide. Due to
repairs and earthquakes over the centuries, the dome lost its original shape and not completely circular anymore. The ceiling
is completely covered with mosaics. The dome rests on four large arches, which are supported by four pillars. Weight of the
dome is transmitted to semi-domes in the north and south, and to the lower sections. The interior contains 107 columns, 40
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Fig. 2.4 Event Detection settings window. The user can set up the channels and threshold values that is used to detect possible damage, and to
send automatic warning and alert emails in case of an event

of these are found on the ground floor and the rest are up in the gallery. Over the years, buttresses have been built outside,
against almost every wall, to lessen the stress of the building and to counteract the damage caused by earthquakes.

2.5 Instrumentation of the Structure

The first strong motion network that has been installed in the structure was in August 1991 though many changes have been
made since then. The latest instrument setup that is present at the museum can be seen in Fig. 2.2. The instruments basically
cover the three different levels of the structure. One instrument is at the ground level while four of them are located at cornice
level next to the springing points of the four main arches. The last four instruments are located at dome base level on the
crowns of the main arch. All instruments are Guralp system CMG-5 accelerometers that are compact triaxial, force-feedback
instruments, and suitable for rapid deployment.
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Fig. 2.5 General view of Hagia
Sophia

Fig. 2.6 Strong motion
instrumentation in Hagia Sophia
covers three different levels of the Instrument
structure: ground level, cornice Enst-West Axis
level, and dome base level

Instrument
Nort-South Axis

2.6 Data Collection and Results

Value of certain parameters of REC_MIDS has to be set up before analyzing the ambient vibration data of Hagia Sophia
Museum. The necessary parameters are the decimation order, the filter corner frequencies and filter order, smoothing window
length, frequency band limits, and modal property calculation methods. The sampling interval of the records is 200 Hz. All
records from structure are decimated by 2, and standard 4th order of band-pass Butterworth filter with corner frequencies of
0.2 and 20 Hz is applied to the decimated data.

The running window length is selected as 1 min. The truncated data is further divided into equal size of running windows
each have a length of 30 s. Each running window is overlapped with 90% and Hamming type of smoothing window is used
to smooth the calculated FAS. The optimum smoothing window length is estimated as seven.

Twenty three hour length of real-time ambient vibration data was collected from Hagia Sophia Museum and was analyzed
using REC_MIDS. The starting time of the real- time vibration data is 08:00 am, 17th of March, 2009 and the end time is
06:00 am, 18th of March, 2009. One-hour duration of real-time raw data is depicted in Fig. 2.7 for all stations installed in
Hagia Sophia Museum. It is observed that the maximum mean acceleration amplitudes at the top of main arches are amplified
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Fig. 2.7 Ambient vibration data of Hagia Sofia for 23 h and for all channels
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Fig. 2.8 Result of 23-h processing shows the variation of predominant modal frequencies and damping ratios of the structure with respect
to time (23 h)

by a factor of at least two in both East-west and in North-south directions when compared to that of the amplitudes at the
top of main columns. Modal frequencies can be clearly seen from the FAS of the recorded ambient data. Some of the modal
frequencies of the structure are estimated as 1.7, 2.26, and 2.75 Hz in North-south direction whereas 2.02 and 2.47 Hz in
East-west direction, respectively.

The result of the modal identification shows that the mean value of the first two predominant modal frequencies, as shown
in Fig. 2.8, for measurement location 1 during 23 h duration are 1.761 and 2.045 Hz in East-west and North-south directions,
respectively. Time variations of the first two predominant modal frequencies do not show any significant variations for
the measurement location number 1 as seen in Fig. 2.8. Nevertheless, these results could not be correlated with respect to
temperature and wind velocity because those data were not measured during the ambient vibration. The modal damping
ratios of the first two modes are very small. It is well known that the damping in structure is proportional to the amplitude of
the vibration. Since the amplitudes of the vibrations (real-time acceleration data) during the ambient vibration are not large
enough, the damping in the structure is not considerably large.
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2.7 Conclusion

For structural safety, it is important to detect and locate damage in structures as soon as they occur. SHM provides the best
tools for this. Accurate estimation of dynamic properties of structures is the critical component of SHM. Since the SHM data
flow in real time, the data analysis should also be done in real time. This study presents some tools and techniques for real-
time data analysis. It includes on-line data processing methods and real-time modal identification tools. A MATLAB-based
software is developed for this purpose. The developed software, REC_MIDS, has been tested using the data from the SHM
system at the Hagia Sophia Museum in Istanbul, Turkey. It has been proven that the model identification can be done with
significant accuracy by REC_MIDS. More detail about the software can be found in [4] on www.koeri.boun.edu.tr.
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Chapter 3
Improved Substructure Identification Through Use
of an Active Control Device

Charles DeVore, Erik A. Johnson, and Richard E. Christenson

Abstract Increasingly, researchers turn to substructure identification for civil structural health monitoring for a variety of
reasons. First, substructure identification provides inherent damage localization. Second, substructure identification provides
greater numerical conditioning than full structure identification because only a small subset of the degrees of freedom are
considered in each analysis. Third, substructure identification is perfectly suited for a decentralized implementation within a
network of wireless sensors. This implementation can realize cost savings in installation and operation.

While the benefits of substructure identification are many-fold, current research shows that certain structure-substructure
combinations admit poor performance. Research demonstrates that single story substructures in a shear building are poorly
identified (if at all) when interstory acceleration response is low in a specific frequency range. This result shows that portions
of the structure are unable to be identified properly with substructure identification.

To overcome these results, this paper temporarily re-purposes a structural control device to change the global dynamics of
the structure to improve substructure identification at a particular story. A control law for an active mass damper is developed
to increase the interstory response at a particular story, which, when implemented, will improve substructure identification
of that story. The control law is developed in simulation and will later be tested experimentally on a four story, 12 ft. steel
building excited by base motion.

Keywords Structural Health Monitoring ¢ Structural Control ¢ Structural Dynamics ¢ Damage Detection * Experimental
Methods

3.1 Introduction

Following a major earthquake, it is imperative to check buildings for damage. Current practice requires visual inspection to
determine if a building is safe, damaged, or unsafe [1]. This practice suffers from three deficiencies. First, visual inspection
is costly, requiring teams of trained inspectors. Second, visual inspection is time-intensive because it often takes weeks or
months to inspect damaged buildings in an area. Third, visual inspection is inherently subjective and cannot detect damage
that is hidden behind partitions and other obstructions.

To overcome the limitations of visual inspections, many researchers have turned their attention to structural health
monitoring (SHM). SHM includes automated and data-driven techniques that use measurements of the building response
to determine if damage has occurred. Within the class of SHM techniques, several researchers have turned to substructure
identification as a way to detect common forms of structural damage. Substructure identification works by identifying a
reduced order model of a portion of the structure and detecting damage through stiffness changes. This approach is uniquely
beneficial because it reduces the complexity of the analysis model which often makes identification more sensitive to
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structural damage when compared to global modal methods. In the past two decades, researchers advanced substructure
identification through a variety of techniques including an extended Kalman filter (EKF) [2], an auto-regressive moving
average with exogenous input (ARMAX) model [3], substructure isolation methods [4], and others.

This study focuses on substructure identification of a shear building in the frequency domain. Zhang and Johnson [5, 6]
proposed a method to identify a single story of a shear building by treating it as a single degree of freedom (SDOF) system and
using measured accelerations. Within this study, the authors observed that different stories within a uniform shear building
exhibit different identification performance. In a follow-up study, Zhang and Johnson [7, 8] proposed using a structural
control device to temporarily change the closed-loop dynamics of the structure in a specific way to improve the identification
of a particular story.

This paper uses the results of DeVore et al [9] to design a feedback controller to improve identification of the second
story of an experimental structure. In DeVore et al [9], the authors use substructure identification to detect damage in a
four story, shear, laboratory-scale experimental building, showing that substructure identification was unable to identify the
second story stiffness. Therefore, this paper details the design of a feedback controller to improve substructure identification
of the second story.

3.2 Substructure Identification

This section describes the derivation of the substructure identification estimator. First, the reduced order model is described.
Second, the estimator is formulated using Newton’s second law. Third, the derived estimator is implemented using estimated
frequency response functions and least squares estimation. Finally, an approximate error prediction is discussed.

3.2.1 Reduced Order Model

The reduced order model (ROM) used in this study is a shear building model. This model assumes that each floor level can
be treated as an independent degree of freedom (DOF) that moves laterally with no rotation. Furthermore, the restoring force
provided by the columns is linear in displacement and velocity of the adjacent floor levels. This model is appropriate for civil
buildings that have a high beam to column stiffness ratio.

Within the context of substructure identification, the shear building ROM suggests using a single story as the substructure
model. Thus, the model function is a SDOF oscillator with transfer function given by

1

Hyiop(s) = ————— (3.1)
R =

This model function will be used to estimate the story stiffness and damping parameters (k; and c;) of the i*" story.

3.2.2 Estimator Formulation

To generate an estimator suitable for the ROM and the selected model function, start with the equation of motion (EOM) for
the i*" story.

m;iX; 4 ¢; (X — Xi—1) + ki (6 — xi—1) + i1 (X — Xi1) F Kip1 (X5 —Xi41) =0 (3.2)

Next apply the Laplace transform and various identities to realize Hyop(s).

1 B Hy, i, (s) — Hy, i, () (33)
¢ kT i i ’
T+os toe —Hi g (s) + [Hi i, (s) — Hy, i, ()] (% + %)

Herein, the right side of (3.3) is referred to as the function of estimated quantities, Hgsr(s). This function relates the

acceleration response of the i and adjacent stories to the model function. As such, Hgsr(s) will be used to transform
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measured acceleration to the model function. It is noted that Hgsr(s) requires a priori knowledge of the parameters k; 1 and
ci+1 of the story above, which can be provided by a top-down identification where the top story is identified by exploiting
free surface boundary conditions. Then, the identified stiffness value is used for identification of the story below and repeated
down the height of the structure.

3.2.3 Estimator Implementation

To implement the substructure identification estimator derived in the previous section, an identification functional is created
that evaluates the distance between Hropm (s) and Hest(s). Thus, for a given value of k; and ¢;, the identification functional is,

J = /|HM0D(jw) — Hpst(jo)*do (3.4)

Here the integral is evaluated along the imaginary axis as s = jw. This allows for frequency response functions (FRFs) to
be used that are more easily estimated from acceleration records.

In a realistic SHM scenario, the excitation is not measured, which precludes the estimation of input-output FRFs. Instead,
Hgst(jw) can be formulated to use the interstory FRF, H; 3 , with acceleration at the n'" floor taken as input and
acceleration at the m'" floor taken as output. Moreover, by using the acceleration from the identified and adjacent floors
(¥;—1, X;, and X; 41), the estimation of Hgsr(jw) can be decentralized and written three ways. For example,

1 —Hy 5,
jci ki
I+ (H’.éi-ﬁ-l’}éi—l — Hy, %)) (d + _+12)

m;w m;w

HégiT_l)(Hfiﬁi—l’H55i+1,55i—1’jw) = 3.5)

where Hé'giT") is Hgst with the floor below, the (i —1)™ floor, chosen as the input signal. By formulating the FRF substructure
estimator in three separate ways, the estimator can be designed to use, at each frequency, the most accurate of the three
formulas. This is implemented by using as the input, the signal that has the highest power at a particular frequency, which
corresponds to a higher signal to noise ratio (SNR).

Finally, with Hgst(jw) estimated, k; and ¢; can be estimated using nonlinear least squares estimation. The least squares
estimate (LSE) is found by minimizing the sum of the squares error between Hyop(jw,) and Hgst. The sum of the squares
error is

N
S(0) =Y _|Hyon(jon. 0) — Hyst(jo)? (3.6)

n=1

where 8 = [k;, ¢;]" is the vector of identified quantities.

3.2.4 Error Prediction

There are certain structure—substructure combinations that lead to poor identification performance as predicted [5] and
observed [9]. This study argues that poor identification performance is predicted when there is low magnitude of the interstory
acceleration response in the frequency range near interstory natural frequency w; o = /k;/m;. For the test bed structure
(Fig.3.1a), a pole—zero cancellation is observed at the interstory natural frequency, which, combined with low damping,
makes identification of the second story stiffness impossible with substructure identification. This behavior is observed in
the frequency response graph in Fig. 3.1b.

3.3 Methods

This section describes the methods used in this study. First, the experimental apparatus is introduced, including the structure,
excitation source, and sensors. Next, the the control design procedure is detailed and a feedback controller is designed.
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Fig. 3.1 (a) Experimental structure and (b) plot of interstory acceleration FRF for each story in the structure. Markers indicate frequency values
that are used in nonlinear regression and the red dashed line indicates the maximum response of Hyop(j@). Nominal parameters are used

Table 3.1 Nominal story k: 126.3 kKN/m
parameters for four story cf 65 3 N/(m/s)
structure ! ’

m; 84.3 kg

3.3.1 Experimental Apparatus

The experimental apparatus is based on a previous experimental study performed at the University of Connecticut [9].
The structure is a four-story, uniform shear building that is symmetric in both plan directions. The building is formed by
supporting steel floor plates by four threaded rod columns at the corners. The columns are secured with nuts and lock
washers installed above and below each floor plate to ensure the columns behave as fixed-fixed at each story. The nominal
parameters for each story level are computed and summarized in Table 3.1.

The excitation source is base motion provided by a 3 ton, uniaxial, 2 m X 2 m shake table. It is run in displacement control
and provides a band-limited white noise base excitation. The command signal is pre-filtered such that the shake table achieves
a nominally flat acceleration response. The average power of the excitation is characterized by the standard deviation of the
table acceleration which is 0.1 m/s.

The response of the structure is measured by PCB capacitive accelerometers installed on each floor along the plan
centerline in the direction of excitation. The accelerometers are sampled at 256 Hz for 512 seconds for each trial. A noise
analysis is performed and the accelerometers are found to have SNR of 30 dB.

3.3.2 Control Design

To improve the identification performance of the second story stiffness parameter, a feedback controller for an active mass
driver (AMD) is designed consistent with the error analysis described in Section 3.2.4 and [7]. The AMD is installed on
the top floor of the structure and it is assumed that the AMD is able to apply a perfect force command. This assumption is
unrealistic but control design can be later extended to use an experimentally-derived transfer function from AMD command
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Fig. 3.2 (a) Second story interstory acceleration frequency response with and without control. The interstory natural frequency is marked by a
dashed line. (b) Histogram of identified second story stiffness values expressed as a percentage of the nominal stiffness. The total number of
samples is 10,000 with 876 outliers for the uncontrolled system and 78 outliers with controlled system. Outliers are defined as identification results
outside the range of (99%, 105%)

to AMD force or, more generally, structural response. A shear building model is used with the nominal parameters found
in the previous section, which was found to have good agreement with experimental values [9]. In this study, it is assumed
that perfect state estimation is available and, therefore, closed-loop poles p are used as the search space for control design.
This innovation allows specifying the closed-loop poles and finding a feedback gain K(p) using pole placement. As such,
the controller is found by minimizing the functional

1.2(4)()
arg max /
p 0.8wp
ith

where H K 2’.)._ . is the closed-loop interstory acceleration frequency response function for the ;" story given closed-loop
Xi Xz—lvug

2
W(jo) Hg® . (jo)| do 3.7)

Xi—X;

poles p and W(jw) is a weighting function that assumes the shape of a SDOF oscillator. The minimization is subject to the
constraints that the real component of the closed loop poles are less than the largest real component of the uncontrolled poles
and that the damping of the closed loop system be larger than 10% in each mode (i.e., Re p; < —0.1|p;|). An additional
constraint that the force applied be less than 100 N is used but is found to be an inactive constraint as the force levels were
significantly smaller. Numerical optimization is provided by the MATLAB® command fmincon using an interior-point
algorithm.

The damping constraint was found to have a significant effect on the controller design by limiting the maximum response
below —30 dB. Likewise, the control functional had the effect of placing two poles near the interstory natural frequency
(6.16 Hz). The effect of the controller on the second story interstory acceleration response is shown in Fig. 3.2a.

3.4 Results

To verify the improved identification performance of controlled substructure identification, Monte Carlo simulation is used.
Acceleration time histories are generated and then analyzed using the substructure identification methods described in
Section 3.2.3 to find the second story stiffness parameter. The stiffness parameter is recorded and the process is repeated
10,000 times for both the uncontrolled and controlled systems.

The results of Monte Carlo simulation are summarized by the statistics in Table 3.2 and the histogram in Fig. 3.2b.
Gaussian sample statistics (mean and standard deviation) are reported with robust statistics (median and inter-quartile range
(IQR)) because, while the identified stiffness parameter converges to a Gaussian distribution, there are significant outliers.
By direct comparison of the statistics and visual inspection of the histogram, it is evident that the controlled system exhibits
increased accuracy and decreased variance, whereas the uncontrolled identification has significant bias as well as large
deviations.
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Table 3.2 Identification statistics for second story stiffness with and without
control expressed as a percentage of the nominal value

Mean St. dev. Median IQR
Uncontrolled 107.12 13.43 103.79 0.53
Controlled 99.72 441 100.11 0.08

3.5 Conclusions

The results indicate that the identification accuracy and precision of the second story stiffness is much greater using the
designed feedback controller. Further, there are fewer trials for which identification fails, evidenced by a decreased number
of outliers (876 decreased to 78). While the controller enables superior identification performance, it relies on full state
estimation which will not be available in a laboratory setting. Prior to implementation in experiment, it is necessary to design
and simulate the effects of a state observer on identification performance. Experimental verification is planned using the
developed feedback controller.
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Chapter 4
Hybrid MPC: An Application to Semiactive Control of Structures

Wael M. Elhaddad and Erik A. Johnson

Abstract In clipped LQR, a common strategy for semiactive structural control, a primary feedback controller is designed
using LQR and a secondary controller clips forces that the semiactive control device cannot realize. However, when the
primary controller commands highly non-dissipative forces, the frequent clipping may render a controller far from being
optimal. A hybrid system model is better suited for semiactive control as it accurately models the passivity constraints by
introducing auxiliary variables into the system model. In this paper, a hybrid model predictive control (MPC) scheme, which
uses a system model with both continuous and discrete variables, is used for semiactive control of structures. Optimizing
this control results in a mixed integer quadratic programming problem, which can be solved numerically to find the optimal
control input. It is shown that hybrid MPC produces nonlinear state feedback control laws that achieve significantly better
performance for some control objectives (e.g., the reduction of absolute acceleration). Responses of a typical structure
to historical earthquakes, and response statistics from a Monte Carlo simulation with stochastic excitation, are computed.
Compared to clipped LQR, hybrid MPC is found to be more consistent in the reduction of the objective functions, although
it is more computationally expensive.

Keywords Structural control ¢ Semiactive dampers * Hybrid systems ¢ Model predictive control * Clipped LQR

4.1 Introduction

In the past few decades, extensive research was conducted to study structural control and its application in natural hazards
mitigation [1], with the main focus of protecting buildings and bridges against strong earthquakes and extreme winds.
Significant efforts were devoted in realizing structural control systems for real-life applications, to protect structural systems,
and consequently, human lives; such an application is of great social and economic importance. Today, many buildings and
bridges around the world employ structural control systems for vibration reduction [2]. Researchers have investigated the
application of different control strategies in structures, such as passive, active, hybrid and semiactive control. Although,
passive control strategies [3] are the best established and most well-accepted for structural vibration reduction, they are not
the most efficient control technique as they cannot adapt to different loading events and structural conditions. On the other
hand, active control strategies are more adaptive and efficient in vibration reduction, though they suffer from reliability issues
[1] since they can render a structure unstable and can demand power that might not be available during an extreme loading
event such as an earthquake or severe wind exposure.

Recently, semiactive strategies based on controllable passive devices have emerged as an alternative for vibration
reduction in structures. Controllable passive devices are ones that exert forces through purely passive means, such as a
controllable damper or controllable stiffener, but have controllable properties that affect those forces. Some examples of
controllable passive devices are variable orifice dampers, variable friction devices, variable stiffness devices and controllable
fluid dampers (e.g., magnetorheological (MR) and electrorheological (ER) fluid dampers) [1,2,4-6].
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Thus, the main benefits of using semiactive control are its inherent stability, as it does not introduce energy into the
controlled structure, its ability to focus on multiple (and possibly changing) objectives, exerting a force that can depend on
non-local information, as well as the low power requirement that is critical in the case of natural hazards like earthquakes
[7]. In addition, it has been shown that semiactive control is capable, in some cases, of achieving performances comparable
to that of a fully active system [7]. It is, thus, beneficial to advance the understanding of the behavior of structural systems
controlled with such devices, to be able to take full advantage of their capabilities.

Since both active and semiactive control systems have the ability to adapt to different operating conditions, they rely
on control algorithms to achieve this adaptability. Both strategies make use of measurements and observations of current
structure state, as shown in Fig. 4.1. The measurements are then provided as a feedback to the controllers that are responsible
for making a decision about how the device should adapt to the current state of the system in order to efficiently reduce its
future vibrations.

4.2 Motivation

The design process of semiactive control for vibration reduction of structures is crucial in order to obtain an effective use
of the control device. Different feedback control strategies can be used to minimize vibrations in structures controlled with
semiactive devices [8]. Some examples of these control laws are neural/fuzzy control strategies [9], Lyapunov control [8, 10,
11], pseudo-negative stiffness control [12], performance-guarantee approaches [13, 14] and LMI control [15]. Many other
applications of semiactive control are based on the clipped-optimal control technique [7], where the desired control input
is determined by initially assuming an unconstrained device force model. Then, any non-dissipative force is clipped from
the desired control, as shown in Fig.4.2a, to ensure that the resulting input is dissipative and realizable by the semiactive
device. However, when the desired control is highly non-dissipative, the frequent clipping may render the clipped control
strategy far from being optimal, as the design methodology does not, and cannot, consider the semiactive control device’s
inherent passivity constraints — i.e., that it can only exert dissipative forces regardless of the command it is given. For that
reason, the design of control with such a method is inconsistent in the minimization of the objective functions. The result of
such inconsistency is the use of heuristic approaches that usually involve large scale parametric studies [16, 17] and is not
guaranteed optimality.

Model predictive control (MPC) has been employed for control design in different applications. MPC has been widely
adopted in industrial engineering in the past three decades [18]. The method is an iterative scheme that seeks to control the
future outputs of a dynamical system by using a model to predict those outputs throughout a finite horizon in the future. The
MPC scheme attempts to optimize the future outputs of the dynamical system by manipulating the future inputs, given the
current state of the system. When the optimal sequence of future inputs is determined, only the first input is implemented and
the whole process is repeated again to determine the next optimized input. Today, the MPC method lends itself to different
control applications, including applications in automotive, aerospace and process industries.

The main idea of MPC is minimizing a quadratic cost function written in terms of the predicted states and control input in
the future time steps, which is why the method is sometimes called in the literature the receding horizon method. The number
of steps used to predict system states in the future is called the prediction horizon, whereas the number of steps over which
a control input is considered is called the control horizon. The control and prediction horizons for this study are assumed to
be equal, which is the case in many applications of MPC. The resulting optimization problem is a quadratic programming
problem in terms of the control inputs at each time step of the control horizon. This optimization process is repeated at each
time step, which requires that the system analysis be performed fast enough so that the result can be obtained during the
sampling time and the control input can be implemented in real time. Although, this can readily be implemented for simple
models with a few degrees-of-freedom (DOFs), it can be computationally expensive for higher order or nonlinear systems.
Standard MPC has been successfully applied for active control of civil structures, but cannot be easily and directly applied to
semiactive strategies because of the nonlinear inequality constraint that arises from the passivity requirements of controllable
passive devices.
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The application of MPC in structural control has been investigated previously by Mei et al. [19]. In their study, the potential
of MPC in structural control was demonstrated on building models with active tendon systems with full state feedback, later
extended [20] to use acceleration feedback. Those implementations are, however, not suitable for structures controlled with
semiactive devices as they fail to handle the nonlinear passivity constraints that characterize the behavior of such devices.

Hybrid systems are time evolving systems that exhibit mixed dynamics due to interacting physical laws, logical conditions
and/or different operating modes [21]. Hybrid systems can be represented in different forms, such as piecewise affine
functions [22], discrete hybrid automata [23] and mixed logical dynamical (MLD) system models [24] — all mathematically
equivalent [25]. In this paper, MLD systems are used to model structures controlled with a semiactive device as a hybrid
system.

A hybrid system model is well suited for the design of semiactive control as it can accurately reflect the nonlinear
constraints of a semiactive device by introducing auxiliary variables into the system model. Hybrid MPC is an MPC scheme
that finds optimal control strategies for a hybrid system model. Optimization of this control results in a mixed integer
quadratic programming (MIQP) problem, which can be solved numerically to find the optimal control input. The resulting
control force satisfies the passivity constraint and no longer needs clipping as shown in Fig. 4.2b. The on-line implementation
of hybrid MPC must solve the optimization problem during the sampling time of the system, which is a computationally
challenging problem with a complex system model and/or anything but the shortest time horizons. On the other hand, an
off-line implementation will carry out most of the computations a priori, resulting in less demanding computation, such as a
table look-up, to be carried out in real time during the sampling time.

As shown subsequently in the numerical example, hybrid MPC is readily applied to structural systems with a few degrees-
of-freedom. In contrast with control laws derived from unconstrained system models (e.g., clipped LQR), hybrid MPC
produces nonlinear state feedback control laws that can achieve significantly better performance for some control objectives
(e.g., the reduction of absolute accelerations). Despite the nonlinear nature of the control laws, it is found that they satisfy
the homogeneity property (i.e., they scale linearly when the state vector is scaled). This property can be exploited to reduce
the dimension of table look-ups. The resulting off-line implementation of hybrid MPC is orders of magnitude faster than
the on-line implementation, which enables rapid computation of response statistics from a Monte Carlo simulation with
stochastic excitation. Compared to clipped LQR, hybrid MPC is found to be more consistent in the reduction of the objective
functions, which can help avoid using heuristic approaches and parametric studies in the structural control design. However,
it is computationally expensive to design for large structural systems with the current implementations and optimization
tools; further research is required to facilitate application to more complex structures.

4.3 Formulation

Consider a structure with n degrees of freedom that is subjected to an external excitation and is controlled by some devices
to reduce its response. The equations of motion for such a structure can be written in matrix form as:

Mx(7) + Cx(¢) + Kx(t) = B,w(t) + Byu(t) 4.1

where M, C and K are the mass, damping and stiffness matrices of the structural system, respectively; x is the displacement
vector of the structure relative to the ground; w is the external excitation (e.g., ground acceleration or wind forces) with
influence matrix By; u is the damping force exerted by the control device with influence matrix B,. The same set of equations
can also be written in continuous-time state space form as follows:

z(t) = Az(t) + Byw(t) + Byu(?) 4.2)
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where z is the state vector, A is the state matrix, By, is the influence matrix of the excitation and B, is the influence matrix of
the control force.

4.3.1 Clipped-Optimal Control

Generally, the optimal control design for a linear unconstrained system can be obtained using LQR, where the objective is to
minimize an infinite-horizon quadratic performance index of the form:

o0
J = / [2'Qz + 22"Nu + u"Ru] ds (4.3)
0

in which Q, R and N are weighting matrices for the different objective terms. If the external excitation is assumed to be white
noise with zero mean, the certainty equivalence property [26,27] of stochastic control theory will apply, and the stochastic
optimal control is equivalent to the optimal control obtained from deterministic analysis that assumes an initial condition and
ignores the excitation. The LQR control design is a quadratic programming problem, whose optimal solution is a linear state
feedback controller [28] with feedback gain Ky gr:

uges (1) = —Kpgrz(r) = —[R7'BTP + NT)] z(r) 4.4)
where P is the positive definite solution of the algebraic Riccati equation given by:
(A—BR'NH)TP + P(A —BR!NT) —PBR'B'"P + Q —NR"!NT =0 (4.5)

Assuming the states of the structural system (i.e., displacements and velocities) can be measured or estimated, then (4.4)
can be used to determine the required control input, and the device can be commanded with the desired damping force.
However, semiactive devices can only exert dissipative forces; any non-dissipative forces commanded will not be realized.
For that reason, the previous design does not generally result in optimal control forces for controllable passive devices unless,
of course, the desired control forces are purely dissipative. This technique is called the clipped-optimal control algorithm [8]
because a primary controller is obtained assuming unconstrained damping forces (i.e., the passivity constraints of semiactive
device is ignored in this stage), and the device will only exert the desired forces that are dissipative. This behavior can be
modeled in simulations as if a secondary controller exists that clips the nondissipative control forces.

Different semiactive devices have different constraints on the achievable damping forces; however, they all share the
passivity constraint. For the sake of generality, an idealized model is adopted for modeling the passivity constraint, as
illustrated graphically in Fig. 4.3. It is assumed that all dissipative forces are realizable by the device and all nondissipative
forces are infeasible. The passivity constraint is a nonlinear constraint that can be written as:

Ugdes * Viel = 0 (4.6)
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where ug4es is the desired control force and vy is the relative velocity across the semiactive device (chosen with sign
convention such that a positive dissipative force resists motion in the positive velocity direction). The resulting control
force, that the semiactive device will realize, can be calculated as follows:

Udess Udes * Vrel = 0

Usa = Udes * H [Uges * Viel] = .7
s Udes * Vrel < 0
where H [-] is the Heaviside step function.
4.3.2 Hybrid MPC for the Design of Semiactive Structural Control
Generally, a discrete time form of a mixed logical dynamical system can be written as [21]:
Ziyr] = Azk + ﬁullk + ]§38k + ﬁvvk (4.8a)
Es8; + Eyvi <Eyzu; + E,z; + E (4.8b)

where z; is the state vector at time kAt¢; and At is the sampling time of the system. §; and v; are auxiliary vectors that
are binary indicator (i.e., 0 or 1) and real vector functions, respectively, of the states and inputs, and are governed by the
inequality in (4.8b). It will be shown later in the numerical example that the nonlinear passivity constraint described in (4.6)
can be transformed to linear inequalities as in (4.8b). Note that the certainty equivalence is assumed, similar to the previous
section, where the optimal stochastic control can be obtained from deterministic analysis that assumes an initial condition
and ignores the excitation.

An MPC scheme based on hybrid model (4.8), can be used to determine the optimal input for semiactive control devices
[29]. Such a method is denoted, herein, a hybrid MPC. The main idea is to minimize a quadratic cost function similar to the
one used in (4.3) for LQR design; however, this scheme should consider the hybrid system model in order to account for
the passivity constraint. Since the hybrid system used here is in discrete form, hence the cost function must be written as a
summation for p steps, instead of an integral, such as:

p—1
A
J(&.20) £2,Qp2, + Z [2;Qzx + 22;Nu; + u{Ruy] (4.9)
k=1
where § = [u, 87,0, ... ,u;_l , 8;_1 , VE_ ,]T is a vector that concatenates the optimization parameters together, including

both the control inputs and the auxiliary variables at all time steps within the horizon [29]; and zj is the current state vector
of the system. The first term in (4.9) is the terminal cost term, which is added to emulate an infinite horizon cost function,
where Q), is the solution of the Riccati equation associated with the discrete LQR problem that minimizes an infinite horizon
quadratic cost as in:

o0

min [2{Qz« + 22{Nuy + u;Ruy | (4.10)
LQR

k=1
Note that a horizon of p = 1 step results, then, in a control identical to clipped LQR. Cost function (4.9), which is quadratic,
must be minimized subject to the linear equality in state equation (4.8a) and to inequality constraints (4.8b), written in terms
of both binary and real variables. The resulting optimization problem is a MIQP problem that, when solved, will provide the

optimal control input [21].

4.4 Numerical Example

In this section, a numerical application to a single degree of freedom (SDOF) structural model is presented to demonstrate the
potential of hybrid MPC in optimization of semiactive control design. Control designs were performed using both clipped
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LQR and hybrid MPC; their respective control performances are compared for various ground motion records and for a
Gaussian white noise excitation. The SDOF structural model considered here is shown in Fig. 4.4 with equation of motion:

mX 4+ cx +kx =—mX, —u “4.11)

where X, is the ground acceleration.

The model parameters used for this structure are m = 100 Mg, k = 3.948 MN/m and ¢ = 62.833 kN-s/m, which results
in natural frequency @ = 27 rad/s and damping ratio { = 0.05.

First, semiactive control is designed using the clipped LQR strategy discussed previously in section 4.3.1. The objective
of the control design is the minimization of the absolute acceleration of the structure; this is accomplished by using the

weighting matrices:
ot 2w’ w*/m -
= , N= d R=
Q |:2§'a)3 48207 20w/ m an "

The dissipativity constraint of the semiactive device can be incorporated into the hybrid MPC formulation (which is not
possible for the design of the primary LQR controller for clipped-optimal control). Additionally, without loss of generality,
the optimization converges faster with limits on the responses and the control force. Together, these result in three pairs
of inequality constraints. (1) The nonlinear passivity constraint in this case is ux > 0. Using auxiliary binary variables
8, = 08z, = H[Xx] and 8,, = H [uy], the passivity constraint can be expressed as a single equality constraint 6;, = J,, or,
to be consistent with the inequality constraints in (4.8b), as the pair of inequalities §;, < J,, and §;, > J,,. (2) A constraint
on the velocity can be expressed as a single nonlinear inequality |X;| < vyax Or, amenable for use in (4.8b), a pair of linear
inequalities X; < vpaS;, (constraining Xx when it is positive) and Xx > —vmax (1 — 85, ) (When X is negative) using the
auxiliary binary variables. (3) A constraint on the control force can be expressed similar to the velocity: nonlinear |uy| < tmax
or the linear pair ux < UmaxGy, and ux > —umax(1 — 8y, ). In this example, vinax = 10 m/s and s/ m = 100 m/s2. The
resulting MLD system, similar to (4.8), is then:

Ziy1 = Az + By (4.12a)
Esé; < Eyur + E,z; + Eo (4.12b)
where
[ —Vma 0] [ 0] [0 —1] 0 ]
Vmax O 0 0—1 Vmax
8 0 iy, —1 0 0 0
Sy =| %] ef0,1}, Esz= max g, = , E,= d Eo=
g |:8L4k1| { } ’ 0 Umax 1 “ 0 0 an 0 Umax
1 -1 0 0 0 0
-1 1] | 0] [0 0] 0]

In order to design the control using hybrid MPC, an optimization problem as in (4.9) must be solved subject to equality
constraint (4.12a) and inequality constraint (4.12b). The control for this structural model was designed using both clipped
LQR and hybrid MPC; the resulting control forces as functions of the state vector are shown in Fig. 4.5. The hybrid system
model of the SDOF structure was generated in MATLAB® using a toolbox called YALMIP [30], which can be used for fast
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Table 4.1 Minimum cost for p Cost
various hybrid MPC prediction -
horizons I 4L49
5 4419
10 40.55
15 33.17
20 31.49
25 3122
30  31.01
40  30.93
50 30.84
# =CLQR

prototyping of optimization problems, and is used here to solve the resulting MIQP problems. This toolbox relies on one of
several supported external solvers to perform the optimization. In this study, two different solvers were used: IBM CPLEX
[31] and Gurobi Optimizer [32]. As a verification of the numerical optimization, both solvers were found to give the same
solution for the MIQP problems involved in the presented examples.

For hybrid MPC, a suitable prediction horizon needs to be selected. A parametric study was performed, using the
Northridge 1994 (Rinaldi) earthquake record as the excitation, to study the effectiveness of the control obtained from hybrid
MPC for different prediction horizons. For a time step of 0.02 secs, the parametric study is shown in Table 4.1. Based on the
parametric study, the prediction horizon selected in this study is 30 steps, 0.02 secs each, which provides a good compromise
between accuracy and computational expense.

The two control inputs obtained from clipped LQR and hybrid MPC show drastic differences. The control law obtained
from LQR is a linear function of the states as in (4.4), and a significant part of it gets clipped when the linear control law
commands non-dissipative forces as shown in Fig. 4.5a. On the other hand, the control obtained from hybrid MPC scheme
is nonlinear and is generally more dissipative. The differences suggests that the hybrid MPC strategy is using the damping
device more efficiently; however, in order to quantitatively compare both strategies, the controlled structure must be simulated
under the effect of excitation.

Simulations were performed for the SDOF structure subjected to several historical earthquakes, including the 1940 El
Centro and 1995 Kobe records. Simulation results are compared in Table 4.2, including peak responses, control force and
values of the objective function. The results show that the hybrid MPC strategy results, consistently, in lower peak responses
and cost values. Although, the control was designed to minimize the absolute acceleration, the results show that hybrid MPC
can achieve significant reduction, compared to clipped LQR, in the displacements and velocities as well, which suggests that
the clipped LQR strategy is not using the damping device effectively.

The previous simulations illustrate the efficacy of the proposed hybrid MPC for control design of structures subjected
to earthquakes. It is also beneficial to examine the efficacy of the resulting control when the structure is subjected to wind
loading. The loads induced on structures by winds are random and often assumed to be a wide-band stochastic process.
Without loss of generality, the wind is approximated here as a Gaussian white noise. In order to quantify the control
strategies’ efficacy for wind response mitigation, a Monte Carlo simulation is carried out where the controlled SDOF model
was subjected to 8 second samples of zero-mean Gaussian white noise excitation, which was a sufficient time for the system
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Table 4.2 Comparison of peak El Centro 1940 Kobe 1995
responses, control force and cost

values using historical CLQR HMPC Al%] CLQR HMPC A [%]

earthquakes Xmax [cm] 5.58 4.29 —23 6.717 4.73 —30
Xmax [cm/s] 39.82 32.80 —18 34.08 24.12 —-29
328 [em/s?] 221.3 189.5 —15 268.5 202.7 —24
Umax/mg [%]  22.13 17.21 —22 27.25 18.99 —30
cost [m?/s3] 4.761 4.117 —14 3.761 2804 =25

Note: A is the percent change from Clipped LQR to Hybrid MPC; negative
numbers are improvements

Table 4.3 Root-mean-square response using Monte Carlo simulation with 1 million realizations

(a) Idealized model I (b) Idealized model I1
Response CLQR HMPC A [%] Response Passive-on CLQR HMPC A [%]
Xaps [cm/s?]  36.88 32.68 —11 Xabs [cm/s?]  37.79 38.95 33.56 —14
u/mg [%] 4.078 3472 —15 u/mg [%] 3.109 2.302 2325  +1
x [cm] 1.374 1.041 —24 x [cm] 0.488 1.215 0.849 =30
Fig. 4.6 More realistic model c .V
for passivity constraint U ges A

Feasible

Non-feasibl
on-feasible iy

Feasible Non-feasible
6,=6,=0

to reach a stationary response. Responses were obtained for 1 million randomly generated samples and output statistics were
computed and compared. Root mean square (RMS) statistics for the stationary response are presented in Table 4.3.

In addition to the idealized model for the semiactive device, described in Fig.4.3, another idealized model shown in
Fig. 4.6 1s also considered in the Monte Carlo simulations. This model considers a minimum and maximum energy dissipation
in the damping device, which is considered a more realistic representation of a smart damper (e.g., MR damper), and is
helpful in this study to illustrate the inconsistency in the clipped LQR design of semiactive control. In this section, the model
in Fig. 4.3 is denoted “idealized model I’ and the model in Fig. 4.6 is denoted “idealized model I1.” For idealized model II, it
is assumed the maximum and minimum damping coefficients are cax = 10*kN-s /mand ¢y, = 1kN-s/m which represents
areal MR damper.

Despite the fact that hybrid MPC can be implemented in real-time for the SDOF model, the on-line implementation is
not computationally practical for carrying out a Monte Carlo simulation with 1 million realizations. In order to make Monte
Carlo simulation computationally less demanding, an off-line implementation of hybrid MPC is employed, which speeds up
the computation by two orders of magnitude. The implementation suggested here uses table look-up and linear interpolation
and exploits the property that the nonlinear control input in Fig. 4.5b is a homogeneous function of order 1 (i.e., it scales
linearly when the state vector scales) and, hence, can be written using radial coordinates in the form:

ugmpc(x,X) = u(r,0) = r -u(0), wherex =rcosf and X = rsin6 (4.13)

The nonlinear function u(#), shown in Fig. 4.7, can be determined a priori (before hybrid MPC is implemented), so that
most of the computational effort is done off-line and only limited computations are performed during the simulations. The
off-line implementation used here is based on a one-dimensional table lookup for the function u(6).

The results from Monte Carlo simulation for idealized model I (Table 4.3a) shows that hybrid MPC achieves 11%
reduction in the stationary RMS absolute acceleration compared to clipped LQR. In addition, hybrid MPC reduces RMS
displacement by 24%, compared to clipped LQR. Not only does the hybrid MPC strategy reduce the structural response,
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but it does so with a RMS device force that is smaller by 15%, which suggests that hybrid MPC is, in fact, making a more
efficient use of the damping device. Results from idealized model II (Table 4.3b) show a similar pattern in the achievable
reduction of response. Compared to clipped LQR, hybrid MPC reduces RMS displacements and absolute accelerations by
30% and 14%, respectively. The required damping force, on the other hand, has increased very modestly by 1%. Table 4.3b
also shows the results for a passive-on case, for which the it was assumed the damping device is a viscous damper with a
damping constant cy,y; this represents a semiactive device being operated at its maximum dissipative power. Although the
passive-on case is more efficient in reducing displacement compared to the two semiactive control strategies, it must be noted
that the main objective used in the control design in this example is the reduction of absolute accelerations. One of the most
important observations in Table 4.3b is the fact that the passive-on case performs better than the clipped LQR strategy in
reducing the absolute acceleration. In fact, this is the main reason why the design of semiactive control using clipped optimal
strategy is performed using heuristic approaches involving large parametric studies, because the clipped optimal method is
not consistent in minimizing the cost functions and the control optimality is not guaranteed.

4.5 Conclusions

In this paper, the design of semiactive structural control using hybrid MPC method was investigated. The performance of
this control design was compared to clipped-optimal control design for a SDOF structural model. The following conclusions
can be drawn from the results:

1. Clipped-optimal control strategies are based on unconstrained force models, which might not provide an optimal control
performance for semiactive structural control.

2. The nonlinear passivity constraints that characterize semiactive dampers can be taken into account by using a hybrid
system model, resulting in a set of linear constraints that makes optimization more tractable, which can be employed by
MPC for control design.

3. The optimal control laws for semiactive structural control are generally nonlinear and can achieve higher performance
compared to clipped-optimal control strategies for some control objectives.

4. Although better semiactive control designs can be achieved using hybrid MPC, the method is computationally intensive if
an on-line implementation is used because MIQP problems have to be solved during the sampling time of the system. Off-
line implementations can be more practical for large structural systems, where most of the computations can be carried
out a priori, resulting in less demanding computations to be carried out during the sampling time.
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Chapter 5
Findings with AVC Design for Mitigation of Human Induced
Vibrations in Office Floors

Donald Nyawako, Paul Reynolds, and Malcolm Hudson

Abstract In recent years, there have been extensive active vibration control (AVC) studies for the mitigation of human
induced vibrations in a series of office floors, in which such vibrations are deemed to be ‘problematic’ and have been found
to affect only certain sections of the floors. These floors are predominantly open-plan in layout and comprise of different
structural configurations for their respective bays and this influences their dynamic characteristics. Most of the AVC studies
have comprised extensive analytical predictions and experimental implementations of different controller schemes. The
primary measures of vibration mitigation performance have been by frequency response function (FRF) measurements,
responses to controlled walking tests, and in-service monitoring, all tests with and without AVC.

This paper looks at AVC studies in three different office floor case studies in past field trials. Some of the estimated
modal properties for each of these floors from experimental modal analysis (EMA) tests are shown as well as some selected
mode shapes of fundamental modes of vibration. These reflect the variability in their dynamic characteristics by virtue of
their different designs and thus the potential for their ‘liveliness’ under human induced excitation. An overview of some of
the controller schemes pursued in the various field trials are mentioned as well as a brief insight being provided into some
challenges encountered in their designs and the physical siting of the collocated sensor and actuator pairs used in the field
trials. The measure for the vibration mitigation performances in this work is in the form of uncontrolled and controlled point
accelerance FRFs which show attenuations in the target modes of vibration between 13 and 18 dB. These tests also show the
variability in vibration mitigation performances between the various controllers.

Keywords Active vibration control ¢ Vibration mitigation * Frequency response function * Experimental modal analysis

5.1 Introduction

The liveliness in many contemporary floor structures under human induced loading is often the result of advancements in
materials, design and construction technologies that lead to progressively longer, structurally more efficient and slender
floors. They also tend to be more open plan and with fewer internal partitions [1, 2], which in turn contributes to their low
internal damping characteristics as well as low and closely spaced natural frequencies, sometimes falling within the range of
frequencies produced by human activities.

Active vibration control (AVC) technologies are emerging as an attractive means of controlling human-induced vibrations
in floors based on recent field trials. When compared with alternatives such as tuned mass dampers, AVC technologies make
use of much smaller units, provide quicker and more efficient control, have the ability to adapt to changes in the structural
dynamic properties and can tackle multiple modes simultaneously [3, 4]. However, at present they suffer from initial high
installation costs and the need for regular maintenance and a constant power supply.

Primary requirements for an AVC system for mitigation of human-induced vibrations in floors is that it should be simple,
reliable and low-cost, which actually are typical requirements for AVC systems that are demanded for any application.
Additional challenges imposed by modelling errors, control and observation spillover influences, time delay issues, changes
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in structural properties over time as well as control design errors must be addressed in order to achieve AVC systems that
offer robustness with respect to the vibration mitigation performance and stability [4, 5].

AVC studies for mitigation of human induced vibrations in floors have focused mainly on direct output feedback (DOFB)
approaches in collocated sensor and actuator pairs and more recently the tendency is towards trials with model-based
controllers. Typical controller schemes that have been investigated in both laboratory and field trials include direct velocity
feedback (DVF), compensated acceleration feedback (CAF), response dependent velocity feedback (RDVF), on-off velocity
and acceleration feedback schemes, integral resonant control, and pole-placement type schemes [3, 6—12].

To date, there has been a fairly good understanding of the requirements for AVC systems needed for mitigation
of human-induced vibrations in floors. The sensors used in past and on-going studies are piezoelectric accelerometers
with integral signal conditioning, while the actuators are commercially available APS Dynamics models 113 and 400
electrodynamic shakers. This paper examines some selected past AVC field trials in a number of office floor structures
which suffer from vibration serviceability problems under human induced dynamic loading. An overview of the office floor
configurations in past field trials is provided as well as some results from experimental modal analysis (EMA) tests, being
point accelerance frequency response function (FRF) measurements and some selected mode shapes from modal parameter
estimates. Additionally, the controller schemes used in the field trials are outlined and uncontrolled and controlled FRF
measurements from the field trials are presented. Finally, some conclusions are set out.

5.2 Floor Configurations Tested

Three different floor configurations, for which AVC studies have been undertaken in past field trials are briefly described
here. All these floors have sections or bays which are susceptible to human-induced vibrations or transmission problems
from human-induced activities in upper floors. All these floors are fully fitted out with office furniture, partitions, suspended
ceilings and false flooring. Floor 1, shown in Fig. 5.1a, is a composite steel-concrete floor in a steel framed office building.
The primary beams span approximately 12 m between the column lines, the secondary beams span between the primary
beams and the composite slab spans between the secondary beams. Columns are located along the two sides of the building
as well as along the centreline. The point numbers, TP1 to TP46 are the locations that were selected for EMA tests. Four
excitation points were used (TPs 04, 07, 31 and 36) and responses were measured at all TPs, resulting in 4 columns of the
FRF matrix. Figure 5.2a shows the point accelerance FRFs.

Floor 2 is also a composite steel-concrete floor in a steel framed office building. This structure is highly irregular by
design with the primary beams varying from 7.193 to 10.013 m in length and spanning between the column lines as shown
in Fig. 5.1b. The secondary beams also vary in length between 9.53 and 13.0 m whilst spanning across the primary beams,
and the composite slabs span one-way between these secondary beams. Columns are again located along the two sides of the
building as well as along the centreline. The point numbers, TP1 to TP69 are the locations that were selected for the EMA
tests. Four excitation points were used (TPs 20, 32, 39 and 59) and responses were measured at all TPs, again resulting in 4
columns of the FRF matrix. Figure 5.2b shows the point accelerance FRFs from the EMA.

The structure on which floor 3 is built on is a fairly regular steel-framed building that has been constructed on top of
a reinforced concrete building. Figure 5.1c shows a plan view of this floor and with the numbered locations being the test
points for the EMA tests. Within the steel-framed building, the primary floor beams, 6.0 m in length, span between the
column lines. The secondary beams, 9.8 m in length, span between the primary beams and the composite slab spans between
the secondary beams. The point numbers, TP1 to TP81 on the college floor are the locations that were selected for the EMA
tests. TPs shown using the parenthesis indicate points both on the college floor and gym floor above. Four excitation points
were used (TPs 29, 33, 49 and 53) and responses were measured at all TPs, also resulting in 4 columns of the FRF matrix.
Figure 5.2 shows the point accelerance FRFs from EMA.

In the EMA tests, four APS Dynamics electrodynamic shakers were used (2x model 400 and 2x model 133) to excite the
floors. They were driven with statistically uncorrelated random signals so that FRFs corresponding with individual shakers
could be evaluated. The shaker forces were measured using Endevco 7754A-1000 accelerometers that were attached to the
inertial masses. Responses were measured using arrays of 20—24 Honeywell QA750 servo accelerometers that were mounted
on levelled Perspex base plates, and these were ‘roved’ over the entire floor areas. Data acquisition was carried out using
a Data Physics Mobilyzer II digital spectrum analyser with 24 24-bit input channels and 4 output channels to supply drive
signals to the shakers.

For all floors, the locations marked in blue were deemed to be the liveliest sections and for which the AVC studies were
focused. Floors 1 and 2 are susceptible to human-induced vibrations from people walking within the office, whilst floor 3
suffers from transmission of vibrations from human activities in a gymnasium floor above. In all these floors, the EMA tests
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Fig. 5.1 Floor plans for each of
the floor configurations. (a) Floor

1; (b) Floor 2; (¢) Floor 3
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Fig. 5.2 Point accelerance FRFs for each of the three floors. (a) Floor 1; (b) Floor 2; (¢) Floor 3

undertaken enabled their modal properties to be estimated, i.e. the natural frequencies, modal damping ratios, mode shapes
and modal masses of the modes of interest. Figure 5.3 shows some selected mode shapes, identified from EMA tests, of some
low modes of vibration in each of the floors. These are mode shapes from global modes identified from shakers at TPs 4 and
7 in floor 1, TPs 20 and 32 in floor 2, and TPs 29 and 33 in floor 3. Table 5.1 shows the fundamental modes estimates from
ME’scope software for each of the floors.

5.3 Active Vibration Control Designs and Feasibility

AVC controllers for each of the three floors are described comprised of collocated sensor and actuator pairs at pre-selected
locations deemed to be most lively under human-induced loading as highlighted in Fig. 5.1. These are TPs 4 and 7 on floor
1, TPs 18 and 20 on floor 2, and TPs 29 and 33 on floor 3. Typical installations of the actuator and sensor pairs in each of
these floors are shown in Fig. 5.4a—c. Note that TP 18 was selected in floor 2 as it was inconvenient to site the collocated
actuator-sensor pair for in-service monitoring at TP32 due to obstruction from ‘services’ and desks. The global mode at
TP32 was also observable and controllable at TP18 as can be seen in Fig. 5.3. The actuators used in the AVC tests were two
APS Dynamics model 400 electrodynamic shakers with four Endevco 7754 A-100 accelerometers, where two accelerometers
were used for providing the response/feedback signals and the other two being used to monitor the control forces. There is
a limitation in this work on the number of actuators that can be deployed, which is a maximum of 2. All of the control
schemes in the experimental study are implemented in dSPACE hardware (an Advanced Control Education Kit, ACE1103,
consisting of a DS1103 PowerPC GX/1 GHz controller board and CLP1103 LED panel) and National Instruments Kits (2
NI cRIO-9081 chassis with 2 sets of NI9215 and NI19263 input and output modules).

Amongst the controller schemes investigated in these studies to mitigate human-induced vibrations have comprised of
DOFB approaches, for example, DVF without and with compensation, RDVF, PI (proportional-integral, similar in principle
to CAF), Integral Resonant controllers and model-based controllers, for example, pole-placement, LQG, IMSC types.
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Fig. 5.3 Typical mode shapes of vibration for selected modes. (a) Floor 1 (Shaker at TP7, TP7) Mode 1 (5.20 Hz, { = 1.74 %), Mode 5 (6.36 Hz,
{=2.93 %); (b) Floor 2 (Shaker at TP20, TP32) Mode 1 (5.24 Hz, { = 4.15 %), Mode 3 (6.53 Hz, { = 2.27 %); (c) Floor 3 (Shaker at TP29, TP33)
Mode 2 (6.87 Hz, { = 1.50 %), Mode 3 (7.58 Hz, { =1.70 %)

Table 5.1 Summary of estimated modal properties for first five modes for floors 1, 2 and 3

Floor 1

Floor 2

Floor 3

Mode Natural frequency (Hz) Damping ratio (%)

Natural frequency (Hz) Damping ratio (%)

Natural frequency (Hz) Damping ratio (%)

4.86
5.20
5.34
5.76
6.36

[ N R

1.7
42
1.4
23
2.9

5.24
6.00
6.53
7.70
8.63

42
1.8
23
2.0
2.9

6.56
6.87
7.58
8.54
8.97

1.2
1.5
1.7
1.3
1.1

Full details of these past controllers and associated designs can be seen in [7—12]. All the controllers used were designed
with adequate stability margins and a typical DVF scheme with inner loop actuator compensation as is shown in Fig. 5.5.

Amongst the key challenges encountered in these designs included:

a. Limits being placed on the design feedback gains, particularly with DOFB approaches to prevent actuator stroke saturation

instability as well as prevent high frequency instabilities, for example, with DVFE.

b. Determination of suitable reduced order models (ROM) for reduced-order controller designs from EMA tests. EMA tests
with the present actuators and for different floor structures are often limited to a narrow frequency bandwidth and good

judgment of obtaining ROM is necessary for robust controller designs and predictions of closed-loop performances.
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TP29 — floor 3

Fig. 5.4 Typical collocated sensor and actuator pairs at TPs 4, 18 and 29 in floors 1, 2 and 3 (a—c), respectively (note that the additional shaker

here is used for uncontrolled and controlled FRF tests only)
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Fig. 5.5 Direct velocity feedback with an inner loop actuator compensator, where: Gy (s), Floor model; G (s), Actuator model; Gy, (s), Band
pass filter (2™ order Butterworth); C,(s), Transfer function of outer loop; C; (s), Transfer function of inner loop; x,(t), Displacement of actuator
moving mass; X, (), Acceleration of actuator moving mass; r (¢); Reference signal; j(¢), Structural acceleration response; y (), Structural velocity
response; f(t), Actuator force; v(¢), Final control voltage signal; v, (), Initial control voltage signal; d; (¢), Input disturbance; e(¢), Error signal;
g (v,); Saturation nonlinearity

All field trials comprised of FRF tests, monitoring of responses to controlled walking tests and in-service monitoring
studies with and without AVC. A variety of controller schemes were also investigated in each of the floors. This paper only
shows findings from the point accelerance FRF tests at the pre-selected locations on each of the floor structures. Figure 5.6
shows the uncontrolled and controlled FRFs measured experimentally, which were found to be identical to the analytically
predicted ones for the controller schemes selected in each floor scenario.

In each of the FREF tests in Fig. 5.6, there is considerable enhancement in damping characteristics for each of the floors
with the AVC system in operation. Attenuations of between 13 and 18 dB in target vibration modes were realised. The noisy
nature of the FRF measurements in Fig. 5.6¢ for TPs 29 and 33 associated with floor 3 were as a result of the on-going
activities in the upper gymnasium floor when these tests were being undertaken.

A quick observation of some of the selected mode shapes in Fig. 5.3 reflects their different characteristics. Some modes of
vibration are quite localised whilst others engage several bays. These features influence their controllability and observability
properties during AVC design, and as a result would dictate the feasible number of actuators and sensors needed to effectively
control a given floor area. For example, considering Fig. 5.3c based on floor 3, a single actuator sited at TP29 would not
be effective in controlling the dominant mode at TP33 and vice versa as the vibration modes are quite localised. Effective
control of this floor would entail use of multiple combinations of actuator and sensor pairs. Considering Fig. 5.3b based on
floor 2, some global vibration modes can be controlled either at TP20 or TP32 as they are observable in both locations. This
floor can be controlled adequately to some extent using the two actuator-sensor pairs available. This is often an additional
challenge with designing AVC systems for floor structures.
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Fig. 5.6 Uncontrolled and controlled FRFs measured in field trials (DVF + Comp — Direct velocity feedback with compensation, DVF + Acc
Comp — Direct velocity feedback with acceleration compensator, DVF + Disp Comp — Direct velocity feedback with displacement compensator).
(a) Floor 1 (TP4); (b) Floor 2 (TP18, TP20); (c) Floor 3 (TP29, TP33)

5.4 Conclusions

These field trials reveal AVC as a viable and potential technology for mitigation of human-induced vibrations in problem
floors as can be seen in Fig. 5.6. There are challenges, however, that must be overcome before it can be fully realised,
stemming from higher installation and maintenance costs. Additional challenges imposed by modelling errors, control and
observation spillover influences, time delay issues, changes in structural properties over time as well as control design errors
must be addressed in order to achieve AVC systems that offer robustness with respect to the vibration mitigation performance
and stability. Comprises also have to be made with respect to location of services and hence inability to locate actuators at
desired locations.

A further pertinent issue as pertains to the realisation of AVC schemes mainly arises from controllability and observability
conditions which mainly arise from floor configuration, which is in turn influenced by its design. This governs how many
actuators and sensors are feasible to control a given problem floor. As seen in this work, in some floors, e.g. floor 3, where
the global vibration mode extends over several bays, it is possible to use a local point for control. In other floors, e.g. floor 2
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where vibration modes are pretty much localised, there would be a need for multiple actuators to control all problematic
modes. A judicious decision must therefore be made on the combinations of actuators and sensors needed to effectively
control human-induced vibrations in a floor considered as being ‘problematic’ under human-induced vibrations.
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Chapter 6
Power Requirements for Active Control of Floor Vibrations

M.J. Hudson, P. Reynolds, and D.S. Nyawako

Abstract Recent research has made significant developments towards improved Active Vibration Control (AVC) technology
for the mitigation of annoying vibrations in floor structures. However, there are very few examples of permanent AVC
installations in floor structures; this is in part due to the requirement of a continuous power supply and the ensuing electricity
costs. This paper investigates potential improvements to AVC from the perspective of the choice of control algorithm. Firstly,
the use of model-based controllers as opposed to the direct output feedback controllers that have been used in most prior
research effort is considered. For a model-based (MB) controller, because the controller can be designed to target modes
within a specific frequency band of interest, it is possible that control effort is used more effectively for a given reduction
in response. Secondly, the potential benefits of using a switching-off rule to reduce the actuator effort during periods of low
structural response is investigated. Future actuators and amplifiers could incorporate a switching-off rule similar to this in
order to minimise the overhead costs associated with running the amplifier. The changes in potential electricity consumption
for the previously declared control laws are experimentally determined through direct measurement of the power drawn by
the actuator. The results from these analyses are compared and conclusions drawn.

Keywords Active vibration control power experimental

6.1 Introduction

There have been numerous papers in recent years examining the use of Active Vibration Control (AVC) for the mitigation of
annoying vibrations in floor structures [1-4]. These have been shown to be very effective at reducing the vibration responses
of the floors. However, when real floor structures are observed to require vibration mitigation, it is generally only passive
technologies such as Tuned Mass Dampers (TMDs) that are utilised; very rarely is AVC considered as it is still at a relatively
new stage for this application.

Whilst AVC is a fairly well developed technology in other fields, e.g. aeronautics, space and marine, its use for the
mitigation of floor vibrations is still emerging. This is one of the reasons why the hardware associated with it is typically
expensive. In addition to this, AVC has on-going costs associated with running the active devices. Over the life of a building
this could amount to substantial electricity costs. The research in this paper investigates the issue of on-going electricity costs
from the perspective of controller design.

Much research into AVC for floors has focussed on the use of direct output feedback controllers. For example,
Direct Velocity Feedback (DVF) has been the basis of much research [1,5, 6]. Here, the structural acceleration from the
accelerometers is integrated and a constant gain applied to the resulting velocity. In the absence of actuator dynamics this
results in a predominanty augments the structural damping. However, actuator dynamics have a destabilising effect for high
feedback gains. Developments from DVF have included: Response Dependent Velocity Feedback (RDVF) [7]; Compensated

M.J. Hudson (B<)) » D.S. Nyawako
Department of Civil and Structural Engineering, University of Sheffield, UK
e-mail: m.j.hudson@sheffield.ac.uk; d.s.nyawko @sheffield.ac.uk

P. Reynolds
Full Scale Dynamics Limited, Sheffield, UK
e-mail: p.reynolds @sheffield.ac.uk

EN. Catbas et al. (eds.), Topics in Dynamics of Civil Structures, Volume 4: Proceedings of the 31st IMAC, A Conference on Structural 45
Dynamics, 2013, Conference Proceedings of the Society for Experimental Mechanics Series 39, DOI 10.1007/978-1-4614-6555-3_6,
© The Society for Experimental Mechanics, Inc. 2013


mailto:m.j.hudson@sheffield.ac.uk
mailto:d.s.nyawko@sheffield.ac.uk
mailto:p.reynolds@sheffield.ac.uk

46 M.J. Hudson et al.

Acceleration Feedback (CAF) [3]; DVF with a feedthrough term [4] and On-Off nonlinear control [8]. These developments
all utilise the key benefit of DVF, namely that the structural damping is effectively enhanced, but offer some improvement.
For example, RDVF effectively employs an automatic gain selection for DVF, whilst CAF and DVF with a feedthrough term
deal with some of the instability issues brought about through the dynamics of the actuators. The On-Off nonlinear control
aims to eliminate stability issues that can arise through non-optimal feedback gain choice when using DVE.

Alongside these developments, model-based controllers are being investigated for this application; research in this field
for the application of floor vibrations is on-going however presently available literature is much less common. For example,
an LQR controller was examined by Nyawako [2] which used the threshold of human perception of vibrations and output
constrained control for the optimisation procedure. Further to this, Independent Modal Space Control (IMSC) and Pole-
Placement technologies have been investigated by [9] to isolate individual problematic modes in an attempt to reduce
spillover instability and improve robust performance.

There are two aspects from the currently developed control laws that have potential to facilitate savings in power
requirements for AVC of floor vibrations. Firstly, there is the possibility of using a model-based controller that utilises
known structural dynamics in order to control specific modes of vibration. For example, IMSC provides a framework
through which one can control low frequency modes that are more likely to be problematic whilst leaving higher frequency
modes uncontrolled. In theory, this could allow the controller to reduce the energy used for control purposes whilst still
achieving vibration mitigation performance for critical structural modes of vibration. Secondly, the use of a switching-off
rule as used in the on-off control could be utilised. This would allow the actuator to become inactive during periods of low
structural response and only be active when the response exceeded a particular threshold. This paper investigates these two
ideas through experimental research performed on a laboratory slab structure. A specially developed power meter is used to
measure the RMS real power drawn at the mains socket while the actuator is operating. Measuring at this point accounts for
all losses within the amplifier and actuator circuit and is indicative of the amount of electricity the user would be charged.

The structural system and walking force applied to the structure are described in Section 6.2. The development of the
control algorithms is discussed in Section 6.3. Following from this, the results from the experimental tests are provided in
Section 6.4. Finally, conclusions are drawn in Section 6.5.

6.2 System Description

6.2.1 Modal Properties (EMA)

The structure used for this testing is a laboratory slab strip at the University of Sheffield. Thisis a 11.2m x 2.0m x 0.275m
reinforced concrete slab spanning 10.8m between knife edge supports. The modal properties of this structure were determined
through a forced vibration test using one APS dynamics model 400 shaker located 2.7m from the support and 0.2m from the
long edge of the slab, and 21 Honeywell QA accelerometers located on 3 x 7 grid throughout the structure. The data were
processed in ME’Scope and modal parameters identified using global curve fitting with the Ortho Polynomial method. The
resulting mode shapes are shown in Fig. 6.1 and modal parameters in Table 6.1.

Mode 1 Mode 2 Mode 3

‘ PN € | "f ,

Mode 4 Mode 5 Mode 6

Fig. 6.1 First six modes of vibration of slab strip
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6 514 2.3 2600
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6.2.2 Walking Force

The aim of this paper is to determine and compare the typical power demand from the active control system due to walking
excitation. However, in order that comparisons may be accurately made, the excitation must be repeatable which human
walking is not: there is both intra- and inter-person variability with walking excitation [10]. Therefore, it was decided that
the excitation would be provided by another inertial mass actuator generating a force representative of walking. This is done
by converting a walking force time history into a command voltage such that when this is used to drive the actuator a force
representative of walking is generated.

The force time history for a pedestrian walking at around 2.2Hz to 2.3Hz was measured using an instrumented treadmill
[11]. This frequency of walking has a second harmonic that will excite the first structural mode of vibration. However, it
is very difficult to generate the 2.3Hz component of this walking because of the stroke limits of the inertial mass actuator.
As this frequency component is not actually exciting the structure in any way, it was deemed justifiable to remove this
component from the time history through the use of an 8th order high-pass Butterworth filter at 3Hz. It is worth noting that
a high order filter, such as this, significantly modifies the phase of the signal. However, it has been shown that the phases
between walking harmonics are random [10] so this additional phase contribution is not a problem.

The inverse of the actuator dynamics were modified with the use of a 2nd order high-pass Butterworth filter at 0.5Hz to
avoid magnification of low frequency components. The result of this filtering is shown in Fig. 6.2. Here, the measured force
time history after filtering at 3Hz is shown along with the force measured from the actuator when simulating this force time
history. A close correlation is observed between the experimental force and the filtered treadmill data, with the exception
that the amplitude of the sharp peaks are slightly reduced for the experimental force. This is not a problem as these peaks
correspond with excitation at 2.25Hz, i.e. the component that we have tried to filter out because they do not contribute to
excitation of the structure. Therefore this difference does not preclude the actuators from generating an effective walking
force.
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Fig. 6.3 Control architecture for Excitation Force
the DVF controller
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6.3 Active Controllers

6.3.1 DOFB

The direct output feedback controller used in this study is a modified form of Direct Velocity Feedback (DVF). Here, the
acceleration signal from the accelerometer is passed through a 2nd order high-pass filter at 1Hz to remove low frequency
components before being integrated to yield a velocity signal. A 1st order low-pass filter is also included at 50Hz to avoid
the actuator attempting to control very high frequency modes and noise. Finally, an actuator compensator is included to
artificially reduce the natural frequency and increase the damping ratio of the actuator. The feedback gain is chosen such that
a gain margin of 2 and a phase margin of 30° are achieved. A saturation non-linearity at 2V is included in the command signal
in order to reduce the chance of stroke saturation occurring at low frequencies and to avoid force saturation. In addition to
this, for some of the tests a switching-off rule has been incorporated to deactivate the actuator when the RMS of a previous
block of data is below a threshold value. The schematic for this controller is shown in Fig. 6.3.

6.3.2 MB

The model based controller used in this study is an Independent Modal Space Control (IMSC) design, as described by
Nyawako et al. [9]. The active control configuration is very similar to that described in this study. It was demonstrated that one
actuator and two accelerometers can control the first mode of vibration whilst leaving the second mode un-attenuated. Here,
the simple dynamics of the structure are utilised to simplify the design process. The structural mode shapes’ orthogonality
condition is utilised, resulting in the actuator being located at one third span and the two accelerometers at third and two-
third spans respectively. In this way, the accelerometers and actuators are located at nodal points for modes 3-6, as shown
in Fig. 6.1 and the phase of the second mode differs by exactly 180° between the two accelerometers. This means that the
acceleration signal from each accelerometer can be combined and the resultant signal will only feedback to control the first
mode of vibration. The controller schematic is shown in Fig. 6.4.

6.4 Experimental Results

The power demand of the actuator and amplifier was measured through the use of a custom built power meter. This device
samples the mains voltage and current supply at 2.8kHz to calculate the average power over 5 mains cycles (0.1 seconds).
The power meter was used to monitor the APS Electrodynamics model 124 EP extended power amplifier when this was
used to drive the APS Electrodynamics model 400 shakers with attached reaction masses. Monitoring the power at this point
accounts for all losses within the amplifier and actuator circuit and therefore is indicative of the amount of electricity the
device is drawing from the grid.
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Both controller types were configured on the laboratory slab structure as described in Section 6.3, and FRF measurements
were taken to validate the controllers were performing as expected. The results of this are shown in Fig.6.5. Here it is
observed that DVF successfully reduces the magnitude of response for both modes, whilst IMSC reduces the response for
mode 1, but does not reduce the response of mode 2. In fact, a slight increase in the response is noted for mode 2. It is
believed that this is due to the assumption that the shape function at the location of both accelerometers is exactly equal and
opposite for mode 2. However, slight differences could be expected in reality which may result in the slight deterioration in
response at this frequency.

As previously discussed, the aim of this paper is to investigate the power demand of AVC for human-induced floor
vibrations. Therefore, two different walking time histories were synthesised using the actuator: one at around 2.25Hz in
order to achieve resonance with the first mode of vibration through the second harmonic of the walking force, and one at
2.5Hz in order to impart as much energy into the system at higher frequencies as is realistic. The idea behind this second time
history is that the impulses due to each footfall will significantly excite the second mode of vibration and so the difference
between DVF and the IMSC controller (which controls the first mode but does not control the second mode) should become
apparent. In addition to these forces, real walking was conducted on the slab strip for comparative purposes. This set of
walking types was applied to the structure with 1) no control, 2) control using DVF controller, and 3) control using IMSC
controller. Note that the gain for both DVF and IMSC had to be reduced to 80% of the original value for the case of the real
walking excitation in order to avoid stroke saturation from the quasi-static structural response to the 2.25Hz component of
the force.

Typical time histories for the acceleration response and the power demand are shown in Fig. 6.6, whilst the maximum
response measured and average power for each of the experiments is shown in Fig.6.7. The maximum response is
characterised by the R factor which is the maximum of the running one second RMS of the W), frequency weighted
acceleration signal, normalised by 0.005m /s which is taken as the perceived limit of human perception of vibrations.

These results show that both controllers reduce the maximum R factor recorded for all walking excitation types, as should
be expected. However, it is particularly interesting to note the results for the 2.25Hz excitation which aimed to target the first
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Fig. 6.6 Acceleration and
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mode of vibration. Here, IMSC does not reduce the response of the structure as much as DVF despite the FRFs in Fig. 6.5
showing the magnitude of response for the first mode to be approximately equal for these two controllers. This is because
this excitation also has significant higher frequency components that excited the second mode of vibration. Considering the
power demand, it is important to note that the amplifiers were left running but had no command voltage applied to them
for the uncontrolled case. This is the reason why all uncontrolled cases reported an average power of 114W - these are the
overhead required for the amplifier to run itself. A marginal improvement in the power demand for IMSC over DVF was
observed for all three excitation types. However, the response of the structure is significantly higher with IMSC.

6.4.1 Variations in DVF Feedback Gain

In order to explore this area further, the feedback gain of the DVF controller was systematically decreased and the experiment
repeated. The resulting changes to the controlled structure’s FRF are presented in Fig. 6.8, and the results for these controllers
subject to the walking excitation are shown in Fig. 6.9

It is apparent that by varying the feedback gain for DVF we have arrived at a set of controllers that all lie closer to
the utopian goal of zero response for zero power demand than the IMSC controller. This means that for this structure the
DVF controller is the preferred choice and this is due to the significant contribution to the structural acceleration from the
second mode of vibration. It is crucial to note that this does not mean that DVF is “better” than IMSC or other model-
based controllers; it means that there is no benefit in designing a model-based controller to intentionally not control higher
frequency modes (within a range excitable by human walking) with the idea of reducing power consumption because little
power saving is made and the structural response can be significantly higher.

6.4.2 Use of a Switching Off Rule

The effect of using a switching-off rule is considered next. The idea here is to prevent the actuator from working when the
response of the structure is below a threshold, such that power savings can be made whilst keeping the large responses low.
The nature of the excitation/structural system in this study is such that high response levels are achieved and maintained
for the entire test duration. This means that the switching-off rule must be set relatively high so that its effect can be seen.
A range of different thresholds were chosen, namely from R = 4 to R = 8 (with frequency weights applied assuming
the response is dominated by the first mode of vibration). In addition to this, a range of time periods used to calculate the
RMS response were considered - 1s, 0.5s and 0.25s. A 2nd order low pass filter at 1Hz was used to remove low frequency
components of the measured acceleration before the RMS block was calculated. The differences in both vibration response
and average power are very small for the controllers tested. This means that the results are more strongly influenced by both
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external excitation and variance in the amplifier overhead. Therefore, in order to improve reliability of the experiments, each
test was repeated several times and averages of the results were taken. These averaged results from all the tests with the
switching-off rule for DVF are shown in Fig. 6.10 where they are compared with the results for varying the gain in DVE.

Here it is seen that by using a high threshold, i.e. a higher level of response is permitted before the actuator turns on,
the maximum response is increased and the average power is decreased. This effect is observed for all RMS block sizes.
However, when compared with a simple linear decrease in the gain for DVF it is seen that reducing the gain is a more
effective solution for this situation; the average power required for a certain level of response is high when using a switching
off rule. The reason for this can be found by examining the time history of the power demand and structural response, as
shown in Fig. 6.11.

The threshold for the switching-off rule in the controller shown in Fig.6.11 is at an RMS acceleration of 0.042m /s>
which approximately equates to an R factor of 8. The power demand for the switching-off controller rises rapidly to a high
level as soon as the threshold is exceeded. As the response reduces below the threshold the controller switches off. However
the continuous excitation will cause an increase in the response. This means that at the instant in time when the response
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increases above the threshold again, the controller will have to work harder to reduce the response than if it had been working
all the time. In addition to this, the delay introduced by having to wait one second to determine the RMS of the acceleration
means that the response could actually be higher than the threshold. Evidence of this is seen in Fig.6.11 where the same
threshold values are used for each block size, but the response factor measured is lower for the smaller blocks. The continuous
nature of the excitation used in these tests meant that the response alternated between being under and over the switching-off
threshold relatively rapidly. This increases the proportion of power spikes relative to the total duration. As Fig. 6.11 shows,
the power demand is low when the response is below threshold, high immediately after the response exceeds the threshold,
and approximately the same as the controller without a switching-off rule once the response has exceeded the threshold for a
short duration. Therefore, the effectiveness of using a switching-off controller is dependent on the ratio of low to high levels
of response.

Finally, a relatively simple deadzone was considered. This is effectively a special case of the switching off rule where
the block size for calculating the RMS of the acceleration is one sample. Thresholds varying from R = 1 to R = 8 were
considered (with the same assumption of frequency weighting being for the first mode of vibration as in previous tests). The
results of this are shown in Fig. 6.12.

Here, again the compromise between increase in response and reduction in power is observed as the deadzone threshold
changes. However, all the solutions lie further from the utopian goal compared with simply changing the DVF gain.
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6.5 Conclusions

The power requirements of various active control configurations have been investigated. A repeatable walking force has been
generated by inertial actuators and this facilitates direct comparisons between controller types for the same excitation input.

It immediately becomes apparent that there is a high power demand from these actuators when the force output from the
actuator is zero. These overheads contribute a significant portion of the total average power demand from the shakers: the
largest average power recorded was about 270W indicating that, for these tests, at best the overheads accounted for 40%
of the total. Future work should certainly investigate the use of improved amplifiers that have much lower overheads. If it
is possible to reduce, or even remove this overhead completely, possibly through the use of Class-D amplifiers, then very
significant power savings can be realised.

With regards to specific controllers tested, it was observed that no significant power savings were made by using IMSC
to intentionally not control the second vertical mode of vibration, when compared with a simple DVF controller. Indeed, the

marginal power savings made are far outweighed by the increase in response despite the relatively high frequency of this
mode.
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For this excitation type the most effective way to reduce the power requirements of the controller are to use a simple DVF
controller with a reduced feedback gain. Although the use of a switching off rule did achieve power savings, the structural
response was higher than DVF for any given average power requirement. However, other excitation types may not result in
the same conclusion: the effectiveness of the switching off rule is dependent on the proportion of time the controller switches
from inactive to active resulting in large transient increases in power demand. The use of a deadzone (i.e. a switching off rule
with block size of one) was similarly not as effective as a simple reduction in feedback gain for DVFE.

Future work should consider working towards predicting the power requirements of an AVC system based on the
command signal without the need for a power monitor device. This would then allow predictions for typical power requirents
of AVC due to in-service loading in real structures and thus enable predictions for how much electricity would be required
for AVC during the building’s operational life. In addition to this, there is the potential to achieve material savings through
the design of AVC into new floors whose design is governed by vibration serviceability. The overall cost savings due to
fewer materials being used in construction, both financial and environmental, should be calculated for these structures and
compared with the ongoing costs associated with AVC to determine the cost effectiveness of this strategy.
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Chapter 7
Tuning TMDs to “Fix” Floors in MDOF Shear Buildings

Jennifer Rinker

Abstract Many researchers have examined the optimal design of tuned mass dampers (TMDs) for vibration reduction in
single-degree-of-freedom (SDOF) and multiple-degree-of-freedom (MDOF) systems. This work focuses on the design of
damped TMDs to “fix” selected floors of a harmonically base-excited building in shear such that the vibrational amplitudes
of the selected floors are zero. This method does not require the fixed floors, referred to as “fixed nodes,” to coincide with
the floors to which the TMDs are attached. This paper presents the proposed tuning method and addresses the feasible
arrangements of the fixed and TMD floors. The proposed tuning method is demonstrated with a simulation of a 3-DOF shear
building, along with a discussion on the effects of mistuning on the TMD performance.

Keywords tuned-mass dampers * shear buildings ¢ tuning procedure ¢ base excitation ¢ enforcing nodes

7.1 Introduction

Tuned mass dampers (TMDs) are spring-mass-damper systems that are attached to a primary system to divert energy and
lessen the vibration of the primary system. Ideally, the primary system is being excited harmonically and the excitation
frequency is known exactly. The selection of the TMD parameters, referred to as the “tuning” of the TMDs, can be done
in a variety of ways. The most classical tuning method was introduced by Den Hartog [1], who tuned the TMDs to keep
the amplitude of the primary mass small. Many other researchers have also used a variety of optimization techniques to
determine the optimal TMD parameters for a selected cost function [2—4].

A different method for tuning TMDs selects the TMD parameters so that locations of zero vibrational amplitude, referred
to as “fixed nodes,” are enforced at desired locations in the system. This method has been investigated by Cha for elastic
systems [5], systems with multiple excitation frequencies [6], and damped Euler-Bernoulli beams [7]. The fixed nodes and
TMDs need not be collocated, and any number of fixed nodes may be enforced in a continuous system with the same number
of attachments. Cha’s tuning procedure first determines the steady-state forces the attachments must apply to the system in
order to enforce the fixed nodes at the desired locations. Once these required attachment forces are known, it is trivial to
determine the steady-state deflection of the system subjected to the attachment forces, check that the required attachment
forces are passive, and then solve for the TMD parameters.

The research presented in this paper focuses on modifying this tuning procedure to be used in a discrete system. This
modified tuning procedure is derived and presented in Section 7.2, simulation results for an example 3-DOF shear building
are presented in Section 7.3, and the work is summarized in Section 7.4.
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7.2 Theory

Consider a discrete primary system with N degrees of freedom that is excited harmonically at N s locations with a single
frequency. It is desired to enforce N, fixed nodes in the system, which requires tuning N, attachments. After replacing the
attachments with their unknown restoring forces, the equation of motion in generalized coordinates x is

[M]i +[C]% + [K]x = F 7.1)

where F contains contributions from the external forcing and from the attachments.
Assume that the external forcing is harmonic with frequency w and that the system is in steady-state, in which case

F = Feéi“', (7.2)

x = X, (7.3)
where - indicates phasor notation, and j = +/—1. Substituting these equations into Eq. (7.1) and simplifying yields
(—0’M]+jolC]+[K]) X = F. (7.4)

Separating the forcing vector into the external and attachment forces yields

F=F,+F, (7.5)

where I?_‘e has Ny nonzero entries and Fa has N, nonzero entries that correspond to the N, attachments to be tuned and/or the
N, fixed nodes to be enforced. Defining the impedance matrix as [Z] = —w?[M] + jw[C] + [K] and combining Egs. (7.4)
and (7.5) yields

¥ =[Z]"" (F. + F,). (7.6)

Note that I*:e and [Z ]_l are known, 14:,, is to be determined, and the fixed node enforcement will set the corresponding entries
of x to zero.
Define two “selection matrices” [S,] and [S,] of ones and zeros such that:

Fo=[Sfe.  0=[S,]%, (1.7)
where fa is a vector of the N, attachment phasors that are required to enforce the desired fixed nodes. Note that [S,] € RVa*V
and the ith row contains a one at the ith fixed node location; [S,] € R¥*N« and the jth column contains a one at the jth
attachment location.

Combining Eqgs. (7.6) and (7.7) yields the following expression for the required attachment forces:

fu=—(SAZ)'[S2) " [SA)12] 7 Fe. (78)

Once the attachment forces have been found they may be substituted into Eq. (7.6) to determine the steady-state deflection
of the system x.

At this point it is necessary to verify that the required attachment forces can be delivered by a passive system. In particular,
the phase of the required restoring force at a particular location must lag behind the steady-state deflection at that point by
no more than 180°. In other words, once fa has been found, one must verify that

0<”x; — Zf:” < (7.9)

for all attachment locations i. Note that this matches the result in Cha and Rinker [7].

Because the complex relationship between X; and f,; is known but there are three unknown TMD parameters, the designer
must chose one parameter and subsequently solve for the other two. This paper follows the method laid out in Cha and
Rinker [7], prescribing the absolute displacement of the TMD |x; + d;|, where d; is the relative displacement of the ith
TMD. However, one could easily choose any of the TMD parameters (e.g. the stiffness k; or damper value ¢;) and solve for
the other TMD parameters. From the referenced paper,
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m; = L (7.10)
w?|%; + d;|
_ (ai2 + b,.2 —aim;0*)m;w?
Y b+ (4 — mw?)?

, (7.11)

—bim?w3

N blz + (Cl,’ —m,-a)z)z ’

¢ (7.12)

where a; = 9R( f;’ /X;) and b; = J( f;’ /X;). Once the TMD parameters have been chosen, the matrix governing equation for
the system with the tuned attachments can be assembled and the fixed node enforcement verified.
The tuning procedure may then be summarized as follows:

. Select a fixed node and attachment arrangement.

. Use Eq. (7.8) to solve for the required attachment forces.

. Determine the steady-state deflections with Eq. (7.6) and verify passivity with Eq. (7.9).
. Choose an amplitude for the TMD.

. Solve for m;, k;, and ¢; using Eqgs. (7.10)—(7.12).

W AW =

7.3 Example

Consider a 3-DOF shear building with the parameters shown in Table 7.1. The building is subjected to a harmonic base
excitation x (t) = X,el®!, where X, = 0.1 m and w = 20 rad/s. Then,

m; 0 O 1001 0 O
M]=] 0 my O | = 0 999 0 kg, (7.13)
L O 0 ms 0 0 1000
(ki +ky —ko 0 891 —441 0
K] = —ky ko + ks —kz | = | —441 908 —467 | kN/m, (7.14)
L O —k3  kj 0 —467 467
[c14+cy —co O 117 =63 0
[C] = —Ccy Cr+c3—c3 | = —63142 —79 | kN/m, (7.15)
L 0 —Cc3  C3 0 =79 79
B _)Eb(kl + jwcy) 45 + 0.108;j
F, = 0 = 0 kN. (7.16)
L 0 0

Consider the case where a single TMD is attached to the first floor and it is desired to enforce a fixed node at the second
floor to remove its vibration. Using the procedure laid out in Section 7.2 with |d;| = 0.3 m, the resulting TMD parameters
are m, = 375.0 kg, k, = 150.0 kN/m, ¢, = 0 kg/s, and the deflected shapes of the building with and without the TMD
are shown in Fig. 7.1.

There are two items of note in this example. The first is that the TMD is now undamped, despite the fact that this is a
damped system, and the second is that this arrangement of the TMD and desired fixed node leads to vibration suppression in
all three floors of the building, not just the second. These two facts are not unrelated, and explaining the latter observation
will produce an explanation for the former.

Table 7-_1 .Parameters for 3-DOF Parameter Floor 1  Floor2  Floor 3
shear building example m; (kg) 1001 999 1000
ki (kKN/m) 450 441 467

c¢; (kgls) 54 63 79
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Fig. 7.2 Plots of the amplitude (m) of vibration for (a) Floor 1, (b) Floor 2, and (c¢) Floor 3 as w s varies

This fixed node and TMD arrangement is not the only arrangement that produces these same values for the TMD
parameters and the same vibration suppression in all three floors; in fact, any arrangement that places the TMD on the
first floor of the building yields these parameters and the vibration suppression in all floors. This is logically intuitive. If the
TMD enforces a fixed node at the first floor, then no vibration can be transmitted to the higher floors. Thus, enforcing fixed
nodes at the second or third floors is equivalent to enforcing a fixed node at the first floor. In that case, this particular example
reduces to the system where the TMD and desired fixed node are collocated on the first floor, in which case the solution
features no damper [7]. Note that, by extension, this is true for all cases where the desired fixed node is located on the same
floor or above the floor where the TMD is attached.

On the other hand, if the desired fixed node is located below the attachment location, then the required attachment
force violates passivity and the TMD/fixed-floor arrangement is infeasible. However, while this was true for all possible
arrangements in this particular system, it is not necessarily true for other shear building systems. For example, if F, =
[10 60 70]” N, it is possible to place the TMD on the second floor but enforce a fixed node on the first floor. However,
this results in an amplification of the third-floor oscillation, so care should always be taken to examine the global system
behavior.

Lastly, it is useful to examine what consequences could result from mistuning (i.e., if the actual forcing frequency
differs from the tuning frequency). Let w be the true forcing frequency of the system and w, be the frequency used in
Eqgs.(7.4), (7.11) and (7.12). A plot of the amplitudes of vibration of the floors for varying values of w/w, is shown in
Fig.7.2. Note that if w/w, = 1 then the system is perfectly tuned and all floors have zero vibration, which matches the
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earlier result. It is interesting to see that, even with mistuning, if the variation in w is approximately less than 5% of the
tuning frequency, the system with the TMD features less vibration than that without the TMD. However, if the variation in
wj is less than this bound, the system with the TMD has much larger vibration on all three floors.

7.4 Conclusions

This paper develops a procedure to choose the parameters of TMDs in harmonically forced discrete systems to enforce
locations of zero amplitude in the system. A 3-DOF shear building with harmonic base excitation and a single TMD is
presented as an example. It is shown that fixing floors at or above the TMD location results in zero vibration for all floors at
and above the TMD location, whereas placing the TMD above the fixed node is an infeasible arrangement. The paper also
includes an examination of the effects of mistuning upon the system with the TMD and shows that if the error in frequencies
is less than 5%, then the system with the TMD features less vibration than the system with no TMD, though the floors are
no longer perfectly fixed.
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Chapter 8
Precise Stiffness Control with MR Dampers

Marcin Maslanka and Felix Weber

Abstract Magnetorheological (MR) dampers can be used not only as controllable damping devices but also to emulate a
controllable positive or negative stiffness in combination with the dissipative force. However, the dissipative nature of MR
dampers constrains the stiffness control. This work formulates the problem of combined stiffness and damping control with
MR dampers if the damper is subjected to pure harmonic motion. A new method is presented that ends up in precise stiffness
emulation with MR dampers, also when the sum of the stiffness and dissipative forces is constrained by the semi-active
nature and residual force of MR dampers. The new control concept is applied to a semi-active tuned mass damper with an
MR damper (MR-STMD). The numerical and experimental results demonstrate that the MR-STMD outperforms the passive
TMD significantly.

Keywords MR damper ¢ Stiffness ¢ Control * Semi-active * TMD

8.1 Introduction

Magnetorheological (MR) dampers are controllable damping devices with MR fluid that continuously and reversibly changes
from a free-flowing state to a semi-solid state under the application of a magnetic field. If constant current is applied to a
coil that creates a magnetic field in the MR damper, the actual MR damper force under harmonic excitation can be roughly
modeled with the Bingham model as the sum of a Coulomb friction force and a viscous damping force [1]. However, by
controlling the current in the MR damper coil, and thus forcing the MR fluid to change its properties over time, it might be
possible to obtain any desired damping force characteristics with MR dampers. In order to track the desired control force
with MR dampers, the usual method is to use a feed-forward force tracking control. In this approach an inverse model of an
MR damper is used to calculate, in real time, the current that should be applied to the MR damper coil to get the actual MR
damper force as desired [2]. In this way, the real-time controlled MR damper may accurately track the force of e.g. a viscous
damper [3], or any other desired control force calculated by different control algorithms, provided that the desired control
force is fully dissipative and within the controllable force range of the MR damper. In particular, recent research has shown
that MR dampers can be used to emulate a controllable positive or negative dynamic stiffness. Negative stiffness control
with MR dampers has received especially great interest due to its role in increasing the damping efficiency [4]. However, the
dissipative nature of MR dampers significantly constrains the stiffness control. If the desired control force is active during
some parts of a vibration cycle, it cannot be tracked with MR dampers and the usual method is to clip active desired forces
to zero. The clipping operation represents a significant constraint in stiffness control with MR dampers. The stiffness control
with MR dampers is further constrained by the MR damper and current driver dynamics and by the MR damper residual
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force, i.e. the force at zero current. This paper aims to show how to compensate for the constraints due to clipping and
residual force in stiffness control with MR dampers under harmonic excitation.

The next section formulates the problem of combined stiffness and damping control with MR dampers. Later, a new
method is presented which guarantees precise stiffness emulation with MR dampers, even in cases when the desired control
force is constrained by the clipping and the residual MR damper force. The method is validated both by simulations
and experiments in a semi-active tuned mass damper with an MR damper (MR-STMD). The paper is closed with
conclusions.

8.2 Combined Stiffness and Damping Control with MR Dampers Under
Harmonic Excitation

The goal of the combined stiffness and damping control with an MR damper is to generate the desired positive or negative
dynamic stiffness and, at the same time, to dissipate the desired amount of energy to realize the damping. In other words,
the goal is to emulate, with an MR damper, the dynamic behavior of the parallel configuration of a spring, with positive or
negative stiffness, and a passive damper. Assuming harmonic excitation, this goal can be achieved by different approaches.
The desired control force to be tracked with the real-time controlled MR damper can be defined directly as the sum of a
positive or negative stiffness force and a viscous damping force, which then necessitates the clipping of active desired forces
to fulfill semi-active requirements (Fig. 8.1a). This approach of semi-active stiffness and damping control was first studied in
[5] where the semi-active hydraulic damper was used to generate negative stiffness and the approach was denoted as pseudo

a

negative stiffness force viscous damping force desired control force semi-active force
k<0 : clipping of 5
8 8 8 active forces 8 :
Sl + 8i 1= 3 - 5t \-‘J .
displacement displacement displacement displacement
b
clipped negative stiffness force  viscous damping force desired control force semi-active force
g g ~ g no additional clipping
L t ool 1 8l _
displacement displacement displacement displacement
€ negative stiffness force friction force desired control force semi-active force
g g _ g no clipping
5 L] B EHEEEEEEREEE = 50 e,
displacement displacement displacement displacement
d negative stiffness force friction force desired control force semi-active force
: clipping of :
8 8 ' _ 8 active forces 8
displacement displacement displacement displacement

Fig. 8.1 Negative stiffness and damping control for MR dampers under harmonic excitation: clipped stiffness-viscous damping force (a), clipped
stiffness force plus viscous damping force (b), stiffness-friction force (c), clipped stiffness-friction force (d)
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negative stiffness control. The term ‘pseudo’ indicates a different mechanism of semi-actively realized dynamic stiffness.
It is underlined in [6] that semi-active dampers cannot actively ‘push’ the structure in the same direction as the structural
displacement, and therefore cannot realize ‘true’, but only ‘pseudo’ negative stiffness. Nevertheless, the negative stiffness is
generated and, as a result, the high damping performance of this approach was reported e.g. in [7]. The desired control force
can also be defined as the sum of an already clipped stiffness force and a viscous damping force (Fig. 8.1b). However, these
two approaches are always constrained by clipping and give lower stiffness and higher energy dissipation than desired. The
increase in energy dissipation due to the clipping of active forces is graphically illustrated by an area constrained by the force
displacement loop, which is larger after clipping than before clipping (Fig. 8.1a).

Alternatively, the desired control force can be composed of a stiffness force and a Coulomb friction force. In this approach
the desired control force does not necessitate clipping and can be fully tracked with MR dampers if the Coulomb friction
force is larger or equal to the maximum stiffness force (Fig. 8.1c). This method was investigated e.g. in [8]. The method
guarantees precise stiffness emulation with MR dampers but it requires large friction forces that might result in excessively
large energy dissipation. However, if the friction force is lower than the maximum stiffness force, it also ends up in clipping
(Fig. 8.1d), and the resulting stiffness is lower and damping (energy dissipation) higher than desired. Since the stiffness and
damping that result from the semi-active force in Fig. 8.1a—d are coupled quantities, the independent control of one of them,
which does not affect the other, is not possible.

This paper shows that by necessary modification of the approach presented in Fig. 8.1d the equivalent stiffness resulting
from the semi-active force might be equal to the desired stiffness despite clipping and residual force constraints.

8.3 Precise Stiffness Control with MR Dampers when Desired Control Force is Composed
of Stiffness and Friction Forces

8.3.1 Desired Control Force and Resulting Semi-active Force

The desired control force f;.s that is to be tracked by the real-time controlled MR damper is the sum of a desired stiffness
force and a desired Coulomb friction damping force

fdes = Kges X4 + Fd]:” sgn (xd) 8.1

where x, is the MR damper relative displacement which is assumed to be harmonic, X, is the corresponding velocity, ks
is the desired positive or negative stiffness, and F| dfes is the desired friction force. For harmonic motion, the desired friction
force is calculated such that it is energy equivalent to the desired viscous damping coefficient ¢,

f i
Fc‘les = Z Cdes Wd Xd (82)
where wy is the circular frequency and X is the amplitude of the MR damper displacement x,;.

As indicated in Sect. 8.2, if the magnitude of the desired stiffness force |ky.s| X4 is larger than F fe ,» the desired control
force (8.1) becomes partially active during a vibration cycle and the active forces are clipped to zero (Fig. 8.1d). Besides the
clipping, fyes is also constrained by the residual force of MR dampers, which is typically considered as pure friction force
Fj. Both constraints result in the semi-active force f;,

F() : fd” < Fo, )'Cd >0
fsa = _FO : fdes > —Fo, ).Cd < 0. (83)
Sfaes © otherwise

If f, is not constrained, i.e. if F d];s > |kaes| Xa + Fo, the equivalent stiffness k., and the equivalent viscous damping
coefficient c.,, which might be derived from f,, are equal to their desired counterparts kq.; and c4es. This situation is
depicted in Fig. 8.1c for zero residual force.
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8.3.2 Equivalent Stiffness and Equivalent Viscous Damping

Figure 8.1d shows the semi-active force for F dfe o < |kaes| Xq. This situation is illustrated in detail in Fig. 8.2 for the case
when the residual force Fj is higher than zero. It can be noted that the clipping of the active forces, which would result in
zero force for |x4| > |x4c| and fz.s X4 < 0, does not constrain the desired force as strong as the residual force Fy.

Assuming harmonic motion, the equivalent stiffness resulting from the semi-active force in Fig. 8.2 can be derived from
the potential energy that is stored and released by the device during half a cycle. This is one of the methods used in the
linearization of nonlinear springs. The potential energy V| stored at maximum displacement is equal to the work done from
point (A) to point (B) (Fig. 8.2a). For the positive desired stiffness ks.s > 0, V] is

Xa
Vi = / fra dxa = F, Xq + 0.5 X2 Kqes.- (8.4)
0
The potential energy release V5 from point (B) to point (D), also for k., > 0, is

2
° (Fis ~ )
vy = /fsadxd =—FXg - ——F—"—

(8.5)
2kdes
Xa
The sought equivalent stiffness is k., = (V1 + V2)/X 5 which yields
1 Fl —F (Fdf - Fo)2
_ - des — 10 fo s
Keg = kies o (Kaes) =24 —sgn (Ff,, = Fo) =5 e (8.6)

where the signum functions are added such that (8.6) is valid for positive and negative desired stiffness as well, and also for
the case when the desired friction force F 0{” is smaller than Fy, but larger or equal to — |kges| X4 + Fo.

Finally, the general expression for the equivalent stiffness resulting from the semi-active force (8.3) can be written in the
form

Kaes 5 : Fd]; > |kdes| X4+ Iy
/ Fl —F
— 1 F, —F g ( des 0) -
keq Ekdes + sgn (Kges) MX—d —sgn (Fdfes - Fo) ra X2 D= |Kaes| Xa + Fo < Fgfes < |Kkaes| Xa + Fo
es Ay
0 : Fdj;s < —|kdes| Xa + Fo

8.7)

The equivalent stiffness k., (8.7) is equal to the desired stiffness k4., if the force (8.1) is not constrained by clipping
and/or the residual force. Otherwise, if F dfe o < |kges| Xa + Fo, the equivalent stiffness k., is always lower in absolute value
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than the desired stiffness. If the residual force is larger than the maximum value of the desired force (8.1), the stiffness control
is not possible, and therefore the equivalent stiffness becomes zero.

Since stiffness and damping cannot be controlled independently with MR dampers, the precise stiffness control (PSC)
approach is presented, which leads to k., = kg.; with an additional increase in energy dissipation.

8.3.3 Formulation of Precise Stiffness Control (PSC)
The basic idea is to replace ky., in (8.1) by the corrected stiffness k™ which yields the corrected desired force £ as follows

fiy = k*xq + Fj, sgn(ig). (8.8)

£, generates the corrected semi-active force £, that is constrained by the clipping of active forces and the residual force
Fo, similarly to f;, (8.3). The corrected stiffness k* should be calculated such that the equivalent stiffness resulting from f,*
is equal to the desired stiffness, thus ke*q = Kges.

The equivalent stiffness of the corrected semi-active force f,» becomes

: 2
f F; —F
* 1 * * Fdes — FO f ( des 0)
keq=§k +Sgn(k )X—d—Sgn(Fa}es—F())W. (89)

The sought k* can be obtained by substituting kges for k7, in (8.9) and solving the quadratic equation which finally
yields the feasible solution k* = sgn(kaes) (—b + Vb2 —4a c) /2a witha = X2, b = 2X, (Fdf —Fo— Xy |kd”|)

. . 2 .
and ¢ = —sgn (Fdfes — FO) (FdfeY — FO) . Since stiffness correction is only needed when f,* is constrained, i.e. if Fdfes <

|kdges| Xa + Fo, the general formulation of the corrected stiffness becomes

Fl —F
Kaes : |kdes| = Xg :
k* = 2 2 /
es g ” . F _F
wthie) §—(Ff,, — Fo— Xa lkaol) + \/ (o= Fo = Xa lkaesl )+ sn (Fity = Fo) (Fity = Fo) { + haes] > S

(8.10)

The proposed approach guarantees that the resulting equivalent stiffness equals its desired value. This method yields
correct resulting stiffness and increases resulting energy dissipation.

8.4 Precise Stiffness Control in Application to a Semi-active TMD

8.4.1 A Semi-active TMD with an MR Damper (MR-STMD)

We consider a semi-active TMD with an MR damper (MR-STMD) proposed in [9]. The MR-STMD is composed of its mass
my, a spring k», and the real-time controlled MR damper which operates in parallel with the spring. The mass and the passive
spring of the MR-STMD are tuned to the target mode of the main structure according to Den Hartog’s classic formulae as
follows [10]

my = umi (8.11)
u
ky=kj——— (8.12)
(n+1)?

where u is a chosen mass ratio, m is a modal mass and k; is a modal stiffness of the main structure.
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The MR damper in the MR-STMD is used to adjust the natural frequency and damping of the MR-STMD according to
Den Hartog’s formulae to the actual frequency of the main structure. The desired MR damper force is the sum of the stiffness
force and the Coulomb friction force (8.1), where the desired stiffness and the desired friction force are calculated for the
actual frequency of vibration w,, and actual MR damper displacement amplitude X, as [9]

m

Kges =k1———— —k 8.13
des l(/l + 1)2 2 ( )
Cdes = A (2 & my ww) (8.14)
FL =2 cpoy o Xa (8.15)

4

where @ < 1 enables damping reduction (note that in [9] « is fixed to 1), and the parameters ji and EZ are given by

2
i=p (“’—) (8.16)
w1
N 37
= [——" 8.17
& Sl (8.17)

The original concept of the MR-STMD proposed in [9] is used to validate the PSC approach by simulations and
experiments. Both in the original MR-STMD and the MR-STMD with PSC, the desired stiffness and damping are calculated
from (8.13) and (8.14). The desired control force for the MR-STMD is calculated from (8.1) and for the MR-STMD with
PSC from (8.8) and (8.10).

8.4.2 Simulation Model and Experimental Setup

In simulations, a lightly damped mass—spring—damper model subjected to harmonic force excitation is considered, with a
mass m; = 1,681 kg, a stiffness k; = 656.48 kN/m, a natural frequency f; = 3.145 Hz and a damping ratio ¢; = 0.4 %. The
system is fitted with an MR-STMD of a mass m, = 26.325 kg, a passive spring with a stiffness k£, = 9.966 kN/m and an MR
damper modeled as ideal semi-active damper with a residual force Fp =2 N. The force excitation amplitude is F,, = 105 N
and the frequency of excitation ranges from 2.3 to 3.8 Hz. For each simulated frequency a dynamic amplification factor
X1/ X1—=static [10] is calculated from the steady state amplitude X; of the primary structure as X; k;/F,,. The simulations
were run in MATLAB" /Simulink with an ode5 solver and a fixed step size of 1 ms.

In experiments, the same setup and testing procedure were used as in [9]. The setup consists of a prototype MR-STMD
(Fig. 8.3a) installed on a rack at the anti-node of the first bending mode of the laboratory bridge at Empa with a main
span of 15.6 m (Fig. 8.3b). The prototype MR-STMD consists of its mass, four compression springs and a rotational MR
damper connected with the MR-STMD mass by a cantilever beam and a force sensor that measures the actual MR damper
force. The displacement sensor measures the relative displacement of the MR-STMD mass. The bridge is excited by the
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Fig. 8.5 Simulated MR damper force versus displacement for MR-STMD and MR-STMD with PSC at two selected excitation frequencies

electrodynamic shaker placed on the bridge deck, also at the anti-node position. To evaluate the MR-STMD performance,
the measured dynamic amplification factor is derived in the same way as in simulations from the steady state amplitude
of the measured anti-node bridge displacement X; and the amplitude of excitation force which is calculated as the product
of the inertial shaker mass and its acceleration. The identified modal parameters of the bridge in its nominal configuration,
and the parameters of the MR-STMD are as those used in simulations. The MR damper force is controlled as in [9], using
a model-based feed-forward approach with an additional force feedback and the superior decision-based negative current
control. The real-time control environment comprises the dSPACE" controller board and MATLAB® /Simulink Real-Time
Workshop. The MR damper current is controlled by the KEPCO" current driver operating in the voltage-input current-output
mode.

8.4.3 Simulated and Measured Vibration Attenuation Performance of the MR-STMD
Jor a Nominal Bridge

The bridge, with its nominal mass and known modal parameters that were used in the design of passive elements of the
MR-STMD based on (8.11) and (8.12), is denoted as nominal. For this configuration, Fig. 8.4 presents the simulated and
measured responses of an optimally tuned Den Hartog’s TMD [10], in comparison to the responses of the MR-STMD
without and with PSC obtained for o« = 0.7 (8.14). Figure 8.4 shows that the peak response for the MR-STMD is, both in
simulations and experiments, visibly lower than for TMD. The observed improvement is related to the damping reduction
in the MR-STMD and can be even larger for lower « [11]. It is also evident from Fig. 8.4 that the MR-STMD with PSC
performs better than the MR-STMD without PSC and the measured improvement reaches 10.5 %.

In order to explain the differences observed between the simulated and measured responses in Fig. 8.4, the MR damper
force at selected frequencies is presented in Figs. 8.5 and 8.6 and discussed. The frequencies chosen for the analysis are
depicted in Fig. 8.4 with gray arrows.

Figure 8.5 presents the simulated MR damper force which precisely follows a semi-active force given by (8.3). For
frequencies smaller than f; = 3.145 Hz (Fig. 8.5a, b), the MR damper emulates negative stiffness, around f; the MR damper
exerts pure friction force, and for frequencies larger than f; positive stiffness is emulated (Fig. 8.5¢c, d). The numbers given
in the plots in Fig. 8.5 indicate that, for the MR-STMD with PSC, the equivalent stiffness k., calculated from the simulated
MR damper force is always equal to the desired stiffness, but the equivalent viscous damping coefficient c,, is larger than for
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Fig. 8.6 Measured clipped desired control force and actual MR damper force versus displacement for MR-STMD and MR-STMD with PSC at
two selected excitation frequencies
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the MR-STMD without PSC. The increase in energy dissipation due to PSC limits the performance of the MR-STMD with
PSC which would be better if the energy dissipation in the MR damper was smaller. Further discussion on this topic is given
in [11], and especially in [12], where the semi-active vibration absorber with as low as possible damping is realized.

Figure 8.6 shows how the measured actual MR damper force differs from the ideal semi-active force. For instance, in
negative stiffness control (Fig. 8.6a, b), the most difficult part is to track the sharp edges in the desired control force at
maximum displacements since the fast increase in the MR damper force is limited by the MR damper and current driver
dynamics. In positive stiffness control (Fig. 8.6c, d), the most difficult part is to quickly decrease the MR damper force from
its absolute maximum value to zero. The actual MR damper force cannot be step decreased to zero due to the remanent
magnetization effect in the MR damper, which results in nonzero residual force. The residual force in Fig. 8.6d is higher than
2 N assumed in the simulations. These force tracking errors explain why the measured responses in Fig. 8.4 differ from the
simulated ones.

8.4.4 Simulated and Measured Vibration Attenuation Performance of the MR-STMD
Jor a Lighter Bridge

Despite the deteriorating effects due to force tracking errors, the performance of the MR-STMD with PSC is better than
without PSC, especially for large desired stiffness. This is illustrated both by simulations and experiments in Fig. 8.7, where
the responses due to TMD and the MR-STMD with and without PSC are compared for a lighter bridge, i.e. the bridge with
its mass decreased such that the natural frequency of its first bending mode is shifted by 4-10.87 %. It should be noted that
the concentrated mass of the bridge (Fig. 8.3) was changed without any changes in the MR-STMD or its control algorithm.
In this configuration the TMD is detuned and the responses of the MR-STMD with and without PSC are much better than for
TMD. Figure 8.7 indicates that the peak response of the MR-STMD with PSC is 61.5 % better in simulations than for TMD,
and 52 % better in experiments. In addition, the peak response of MR-STMD with PSC is lower than for the MR-STMD
without PSC by 20 % in simulations, and by 17.4 % in experiments. These results are obtained for o = 0.7.
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8.5 Conclusions

The proposed precise stiffness control (PSC) method is valid for harmonic excitation and can be used in stiffness control with
MR dampers when the desired stiffness and the desired viscous damping are known. The method results in the equivalent
stiffness which is equal to the desired stiffness even if the desired control force is constrained by the clipping of active forces
and the MR damper residual force. The dynamic stiffness generated with the MR damper due to PSC is nonlinear and the
equivalent stiffness is calculated from the potential energy balance during half a cycle of harmonic vibrations. The PSC
method increases the energy dissipation in the MR damper which is recognized as a drawback.

The method is validated in application to a semi-active TMD with an MR damper (MR-STMD) attached to the laboratory
bridge. Both the simulated and the measured results confirm that the MR-STMD with PSC performs better than without
PSC. The measured improvement due to PSC is of about 10 % in the nominal bridge and 17 % in the lighter bridge with the
natural frequency increased by 10.87 %. It is expected that further improvement would be achieved if the PSC method was
accompanied with as low as possible energy dissipation in the MR damper [12].
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Chapter 9
Employing Hybrid Tuned Mass Damper to Solve Off-Tuning Problems
for Controlling Human Induced Vibration in Stadia

Nima Noormohammadi and Paul Reynolds

Abstract A key objective in the design of any sports stadium is to include maximum number of spectators with minimum
obstruction in the visual cone. This functional requirement often results in employing one or more cantilevered tiers, which
in turn culminates in more slender grandstands often with relatively low natural frequencies and modal damping ratios.
These natural frequencies may sometimes fall in the range of frequencies of human movement which can possibly excite
the structure in resonance resulting in vibration serviceability issues. One of the available techniques to reduce excessive
responses is to use passive vibration control techniques such as Tuned Mass Dampers (TMD). However, the off-tuning
problem is a substantial drawback of this technique, whereby changes in natural frequencies caused by crowd-structure
interaction may detune the TMDs. This paper presents a study into the possibility of using hybrid (combination of active
and passive control) technology to augment the vibration serviceability of sports stadia. It shows a comparative analysis of
vibration mitigation performances that are likely to be attained by utilising a passive TMD and the proposed HTMD. An
appropriate control scheme is utilised with the proposed HTMD to deal with the off-tuning issues in TMDs caused by crowd
loading, and is shown to be effective.

Keywords Human induced vibration * Hybrid control ¢ Active/passive control ¢ Hybrid tuned mass damper « HTMD

9.1 Introduction

It is well known that there is a possibility for concert arenas and grandstands to be vulnerable to human activities such as
jumping and bobbing. This is evident mainly in relatively slender structures as a result of expansion in material technologies
and structural design skills, rising and increasing utilisation of sport stadia for live music performances and also more
energetic and active audiences who have more synchronised movements [1-5].

In order to deal with this problem and satisfy vibration serviceability criteria, various kinds of control methods have been
proposed and executed including passive, active, semi-active and hybrid vibration control.

Passive vibration control is an established method to improve the performance of a structure by dissipating vibration
energy by applying additional dissipating materials or equipment to the structure and, as a result, the damping and
occasionally stiffness of the structure increase. They have relatively simple design and there is no requisite for external
power sources [6]. However, they might not be completely engaged especially at low levels of vibrations [7, 8]. In addition,
they also have the possible drawback of off-tuning [9-11], which is mostly due to the change of natural frequency of the
structure in the presence of human occupants [12, 13].

Hybrid control contains an integration of passive and active control systems. It is created by the combination of active
and passive segments (also known as composite active-passive controllers) to reduce structural response mostly by energy
dissipation through the passive part, whereas the active part is included to improve its performance. In hybrid control systems
the active part is smaller and less power is required than for a fully active system [8, 14].

N. Noormohammadi (P<) * P. Reynolds

Vibration Engineering Section, Department of Civil and Structural Engineering, University of Sheffield,
Sir Frederick Mappin Building, Mappin Street, Sheffield, S1 3JD UK

e-mail: nima.noor @sheffield.ac.uk; p.reynolds @sheffield.ac.uk

EN. Catbas et al. (eds.), Topics in Dynamics of Civil Structures, Volume 4: Proceedings of the 31st IMAC, A Conference on Structural 71
Dynamics, 2013, Conference Proceedings of the Society for Experimental Mechanics Series 39, DOI 10.1007/978-1-4614-6555-3_9,
© The Society for Experimental Mechanics, Inc. 2013


mailto:nima.noor@sheffield.ac.uk
mailto:p.reynolds@sheffield.ac.uk

72 N. Noormohammadi and P. Reynolds

The work presented here demonstrates the effect of employing a passive control method (Tuned Mass Damper (TMD))
and a proposed hybrid control strategy (TMD with active element), which aims to improve the vibration performance of a
typical stadium structure. A suitable control algorithm is developed with the proposed HTMD to deal with off-tuning issues
in TMDs produced particularly by crowd loading. The dynamic properties of the employed stadium here are obtained from
past stadia modal testing [12]. Also, in order to have more accurate outcome from both active and passive spectators in
stadium, the suggested model in [13] was occupied.

9.2 Model of Grandstand

The structure considered in this study is a 7 m cantilevered upper seating tier situated in the corner of a football stadium
located in United Kingdom (Fig. 9.1) [12]. In-service monitoring during a lively music performance confirmed that the
highlighted area was quite lively and had a maximum acceleration higher than the guidance recommended at the time.

The first vertical natural frequency of the structure is 4.34 Hz derived from both ambient test and updated finite element
(FE) model (Table 9.1) [12, 13]. However, due to the measured human-structure interaction phenomenon and also from the
model of the stadium in the presence of both active and passive spectators, the frequency of the structure dropped from
4.34 to 3.2 Hz [13, 15]. This placed the structure in the second harmonic of the music’s frequency which has the frequency
of 1.6 Hz. It should be noticed that in [12, 13] the frequency of the full structure is 3.80 Hz. This difference is due to the
assumption of choosing the number of occupied people in this paper, which are only the first seven rows of the tier (i.e. only
the cantilever part).

A state space approach is employed [15] in order to use the three-degree-of-freedom (3DOF) model (Fig. 9.2) that was
proposed in [13]. The states of the system (Eq. 9.1) are [15]:

All dimensions are approximate.

I cantilevered
tier
disabled B,

iy ¥ ~=—
viewing area
it Rkt \\\prop
strengthened
column
7.5m 10.3 m

Fig. 9.1 View of the modeled seating deck (l/eft) and cross section of the tier (right) [12]

Table 9.1 Dynamic properties of the stadium

Structure  Frequency (Hz)  Damping ratio (%) Modal mass (kg) Modal damping (Ns/m)  Modal stiffness (N/m)

Empty 4.34 3.70 82,811 167,105 61,578,233
Full 3.20 11.00 108,019 567,396 61,578,233
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Fig. 9.2 3DOF model of the
structure [15]
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In Fig. 9.2, my is the mass of the empty structure, m,; is the total mass of active spectators and m ,, is the total mass
of passive spectators. Also ¢y, cqy, Cps and Ky, kyy, k ¢ are the respective damping coefficients and stiffnesses of the empty
structure, active and passive spectators. P, is the motion induced force produced within the body unit [3]. Xy, X4, X are
the accelerations associated with the masses of the structure, active and passive spectators, respectively. Further, X, X4s, X ps
and x;, x4y, X s are velocity and displacement of the structure, active and passive spectators, respectively.

The state space representation of Fig. 9.2 is given in Eq. (9.2) where Y), ¥, and Y3 are the displacement, velocity and
acceleration of the main structure, respectively.
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9.3 Hybrid Tuned Mass Damper (HTMD)

Figure 9.3 illustrates the model of a HTMD attached to the stadium structure with both active and passive people. This
HTMD (Fig. 9.4) consists of a passive TMD integrated with an active element (i.e. actuator). The vibration energy dissipation
is achieved by the passive part whereas the active part helps the system to improve its performance by dealing with the off-
tuning problem and low-level vibration issues.

Using the equations of motion derived by the authors in [15], the state space approach of the HTMD system is shown
in Eq. (9.3). It should be noticed that as shown in [15], the DOF of the active part of the HTMD can be replaced by the
inertia force of the actuator (i.e. F ,) in the equations of motion of the system. This force is derived using a transfer function
between the actuator’s input voltage (V;,) and its inertia force (F7 ) [15]. This transfer function is included in the state space
matrix in Eq. (9.3).

@ Active Part

(Actuator)
K_a o Ca

Passive Part

LIJC_as K_ps _L‘JC ps (TMD)

Active Spectators Passive Spectators

Empty Structure

L= Cs

Fig. 9.3 HTMD attached to the
stadium cantilever

Fig. 9.4 Laboratory HTMD
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where mp, cp, k, and m,, ¢4, k, are mass, stiffness and damping of the passive and active part of the HTMD respectively. &
and w, are respective actuator’s low pass filter element and force-voltage characteristic. Y4, Y5, Y are displacement, velocity
and acceleration of the passive part of HTMD respectively. In addition, Y3, Y14, Y15 are associated with displacement,
velocity and inertia force of the active part of HTMD.
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As was discussed in [15], for the proposed HTMD, two feedback gains including G; and G, are employed. The role
of these are to produce a “Driving Force” which enhances the TMD’s inertia force and also provides an “Active Damping
Force” which regulates the damping force of the HTMD respectively. Herein, in addition to these previous two gains, another
two extra additional feedback gains are introduced (G3 and G4), which are displacement and acceleration feedback of the
passive part of the TMD respectively. The role of these two is to change the dynamic properties of the TMD which leads to
tune it to the new frequency. In another words, these two gains deal with off-tuning of the HTMD.

Driving Force = G * X

Active Damping = G, * )'cp' 9.4)
Tuning Force = G3 * x,
Tuning Force = G4 * X,

9.4 Analytical Study

In order to compare the performance of the HTMD with passive TMD under the off-tuning problem, an analytical simulation
was implemented in the MATLAB/Simulink software. The same random white noise signal was applied as an external
excitation to the uncontrolled structure, the structure with a passive TMD and finally to the structure with an HTMD. As an
evaluation method, frequency response function (FRF) plots were produced. The occupied TMD and HTMD’s properties
(i.e. mass, stiffness and damping ratios) are in Table 9.2. The passive TMD in [15] was tuned to the situation where the ratio
of active/passive people in the stadium was 40:60. Also, the frequency of the structure in this case was 3.20 Hz. Figure 9.5
shows the FRF of the system when the passive TMD is tuned to 3.20 Hz. As was shown in [15], the HTMD performs better
compared to an equivalent passive TMD, even when it is properly tuned to the structural frequency.

To investigate the effect of off-tuning due the changes in the frequency of the structure, the percentage of the active
spectators in stadium was changed to various ratios from 1% to 99%, as indicated in Table 9.3. This resulted in a change of
the total mass of the DOF of active spectators (i.e. m,;), which leads to a variation in the frequency of the main structure. As
is shown in Table 9.3, the frequency of the structure varies from 2.68 to 5.18 Hz whilst the passive TMD is tuned to 3.20 Hz.

As the result of the changing frequency of the main structure, the TMD becomes detuned and its effectiveness is reduced.
However, the proposed HTMD can deal with this off-tuning by employing the introduced feedback gains. In order to select
the appropriate gain, firstly root locus analyses were performed for individual gains separately to achieve the range of the

Table 9.2 Dynamic properties of the HTMD and TMD

Mass ratio (%)  Frequency ratio (%) Frequency (Hz) Damping ratio (%) Mass (kg) Damping (Ns/m)  Stiffness (N/m)

TMD 2.6 98.40 3.15 5.1 2,174 4,412 850,786
HTMD 2.6 98.40 3.15 5.1 2,174 4,412 850,786
3 x 107
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25 Uncontrolled Structure

Z

% ) f\vf\

£ /\

Q

ERE / -

] e

E /

< 1

&3

=4

[

0.5
0L—

Fig. 9.5 FRF of the structure 1 2 3 4 5 6 7 8 9 10

with natural frequency of 3.20 Hz Frequency (Hz)



9 Employing Hybrid Tuned Mass Damper to Solve Off-Tuning Problems for Controlling Human Induced Vibration in Stadia 77

Table 9.3 Properties of the structure with different ratios of active people

Active Mass of active Mass of passive Frequency of the Changing of the frequency of

Scenario people (%) people m,s (kg) people nys (kg) structure (Hz) the main structure (%)
1 1 970 96005 2.68 —15

2 5 4849 92126 2.68 —15

3 10 9698 87278 2.78 —12

4 20 19395 77580 2.86 -9

5 30 29093 67883 3.04 =3

6 40 38790 58185 3.20 0

7 60 58185 38790 3.52 +12

8 80 77580 19395 4.14 +31

9 99 96005 970 5.18 +64

Table 9.4 Comparison of the TMD and HTMD performance in off-tuning

TMD peak HTMD peak TMD reduction HTMD reduction
Scenario Gy G3 G, Gy reduction (%) reduction (%) at resonance (%) at resonance (%)
1 0 0 —44 -2 4 40 4 44
2 0 0 —41 -2 1 33 1 36
3 0 0 —36 -2 5 28 9 34
4 0 0 —28 —1 7 22 9 27
5 0 0 —17 -1 10 19 22 22
6 —40 —4125 —61 —11 15 24 26 31
7 —40 —1375 —22 -2 7 24 8 36
8 —10 —4400 —8 -2 3 10 3 17
9 -5 —8250 —55 —1 1 8 1 11

gains to guarantee stability of the system. Following this, a manual sensitivity approach (considering the effect of changing
the gains on the response) was applied by combining the gains and achieving the minimum peaks in the calculated FRFs.

Table 9.4 shows the selected HTMD gains and the percentage of the response reduction compared with the uncontrolled
structure and the structure with passive TMD. For the comparison between TMD and HTMD, both peaks of the FRF and also
the response of FRF at the structural resonant frequency have been considered. As is noted in Table 9.4, below the frequency
of the tuning, since the differences in the frequency (e.g. 15%) are not high compared to those above 3.20 Hz, it is sufficient
to just employ one of the tuning gains, G4 (i.e. acceleration of the TMD), in addition to HTMD damping force gain, G, to
deal with off-tuning and to reduce the response over the frequency band encompassing the structural mode. However, above
the tuning frequency (3.20 Hz), due to larger differences in the frequencies (up to 64%), in addition to off-tuning, the HTMD
needs to expend more effort to enhance its performance which is the reduction in the response. Hence, another off-tuning
gain G3 in addition to driving force gain (i.e. G) is applied to the HTMD to drive the HTMD more compare to the less sever
scenario (less than 3.20 Hz).

In addition to this, Fig. 9.6 shows plots of the FRF amplitudes for different scenarios. It demonstrates that the performance
of TMD is reduced when the structural frequency changes, whereas the HTMD is able to compensate for the detuning.

9.5 Conclusions

Dealing with off-tuning stadium structures is an important concern for vibration control of stadia. This might occur due to
changing number of spectators and even by changes in the number of active and passive people during a single event. Passive
tuned mass dampers as a conventional method for vibration control have reduced effectiveness in the presence of off-tuning,
since a change in the frequency of the primary structure leads to a detuned TMD.

Employing an HTMD in a grandstand has been investigated here by altering the percentage of the active and passive
people which leads to modification of the resonant frequency of the primary structure. It has been shown that the proposed
HTMD has the capability to deal with off-tuning when the frequency of the primary structure changes.
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Chapter 10
Semi-Active TMD Concept for Volgograd Bridge

Felix Weber, Johann Distl, and Marcin Maslanka

Abstract The Volgograd Bridge in Russia is known not only for its record length but also for the large amplitude vibrations
induced by wind in May 2010. This paper describes the development of a new semi-active TMD with a magnetorheological
damper (MR-STMD) that was installed on the Volgograd Bridge in fall 2011. The main feature of the MR-STMD concept
is that the real-time controlled MR damper emulates a controllable stiffness force and a controllable friction force. The
controllable stiffness force augments or diminishes the stiffness of the passive springs and thereby tunes the MR-STMD
frequency to the actual frequency of the bridge. The controllable friction force generates frequency dependent energy
dissipation. The small-scale prototype was experimentally tested on the 19.2 m long Empa bridge for various modal masses
and disturbing frequencies. After that, the full-scale MR dampers were tested at Empa by hybrid testing for the expected
frequencies and amplitudes of the bridge. Finally, the frequency controllability of one full-scale MR-STMD was verified
at the University of the German Armed Forces, Munich. All tests confirm that the new technology can compensate for the
frequency sensitivity of passive TMDs and works at high efficiency.

Keywords Bridge * Vibrations ¢ Control ¢ Semi-active * TMD

10.1 Introduction

Volgograd Bridge in Russia with its total length of 7.1 km and maximum span of 155 m is one of the longest road bridges
in Europe (Fig. 10.1a). The bridge was opened for traffic in October 2009. In May 2010, intensive wind-induced vibrations
of the bridge occurred with a maximum amplitude of 400 mm (Fig. 10.1b). Later analysis showed that the first three vertical
bending modes of the bridge with their nominal frequencies of 0.45, 0.57 and 0.68 Hz have to be damped with multiple mass
dampers. The tuned mass dampers (TMDs), consisting of a mass, a spring and a viscous damper, are passive devices that are
successfully installed in many bridges. However, the TMD has to be precisely tuned to one targeted mode of the bridge and,
if the natural frequency of this mode varies with time, the TMD loses its efficiency, and may no longer provide sufficient
protection from vibrations. Since Volgograd Bridge is designed in a very slender way and is made of steel, the uncertainty
of its bending modes natural frequencies due to the influence of ambient temperature has to be taken into account. With
natural frequency uncertainty of several percent, passive TMDs do not represent the best solution. Therefore, in late fall
2011, Volgograd Bridge was fitted with the world’s first installation of adaptive semi-active tuned mass dampers with MR
dampers (MR-STMDs). This paper describes the research work carried out on the MR-STMD development.
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Fig. 10.2 A conceptual sketch (a) and a photograph (b) of the MR-STMD prototype [1]

The next section presents the main features of the MR-STMD concept which was first presented in [1]. Later, the results of
experiments on a small-scale MR-STMD prototype are briefly discussed. After that, the full-scale MR dampers and full-scale
MR-STMDs for Volgograd Bridge are described together with the results of their experimental tests. The paper is closed with
conclusions.

10.2 The Concept of MR-STMD

10.2.1 General Description

The basic idea of the MR-STMD is to replace the passive oil damper in the TMD by a real-time controlled MR damper
which is used to adjust both the natural frequency and the damping of the MR-STMD to the actual frequency of the main
structure. A characteristic feature of the MR-STMD is that the MR damper is used not only to control the damping but
also, or primarily, to control the stiffness of the MR-STMD. For this goal, the MR damper force is controlled in real time
to track the force which is the sum of the stiffness force and the friction force. A conceptual sketch of the MR-STMD
attached to the primary structure is shown in Fig. 10.2a. The controlled stiffness force in the MR damper augments or
diminishes the stiffness of the passive springs and thereby tunes the natural frequency of the MR-STMD to the actual
frequency of the primary structure. The controlled friction force in the MR damper generates frequency dependent energy
dissipation.
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10.2.2 Small-scale MR-STMD Prototype for Laboratory Testing

Figure 10.2b presents the MR-STMD prototype. It consists of a mass supported by four compression springs and the
rotational MR damper with maximum torque of 45 nm. The springs and the housing of the MR damper are fixed to the steel
rack, which is designed to easily attach the MR-STMD to the primary structure. The rotational MR damper is connected to
the mass by a 150 mm cantilever beam and a vertical rod with a force sensor which measures the actual MR damper force
applied to the mass. The displacement sensor measures the relative displacement of the mass. The mass 7, and the passive
springs stiffness k, of the MR-STMD are tuned as described in the following section.

10.2.3 Mass and Springs Stiffness of the MR-STMD

The mass m; and the passive springs stiffness k, of the MR-STMD are tuned to the target mode of the primary structure
according to Den Hartog’s tuning law [2] as

my = pm, (10.1)
"
ky =k —H (10.2)
(n+1)y7°

where m; and k; are the modal mass and modal stiffness of the primary structure target mode and p is the predefined mass
ratio. The mass ratio is the main design parameter that determines the peak efficiency for both TMD and MR-STMD. A
typical mass ratio for TMDs installed in civil engineering structures is of about 1-2%.

10.2.4 Desired Force for the Real-time Controlled MR Damper

The desired force f;.; which is to be tracked by the real-time controlled MR damper is the sum of the stiffness force and the
Coulomb friction force

fdes = kdes X4 + Fdfes sgn (xd) (103)

where k ., is the desired stiffness, F dfes is the desired friction force, x, is the relative displacement of the MR-STMD mass
and X, is the relative velocity, of which only the sign is needed.
The desired positive or negative stiffness in (10.3) is calculated as

m

Kdes = ki ——— — k»
(i +1)°

(10.4)

where the parameter ji depends on the actual frequency of vibrations w,, = 27 f,, and the nominal natural frequency of the
primary structure target mode w; = /ky /m1 as follows

fi = p (@, /o) (10.5)

Assuming harmonic excitation, the desired friction in (10.3) is calculated such that the MR damper dissipates the same
energy during one cycle of vibrations as a viscous damper with the desired viscous damping coefficient ¢, thus

b/
Fl = 7 Cdes 0 X4 (10.6)

where X, is an amplitude of x; and the desired viscous damping coefficient c,; is calculated based on Den Hartog’s tuning
law [2] which is slightly modified to make it dependent on the actual frequency of vibrations w,,
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Cdes =2 8 my (10.7)

s 30
Y VT 10.8
=43 i+ 1) (10.8)

It should be noted that (10.4) and (10.6) represent the conservative tuning approach for the MR-STMD. For example, if
the actual frequency of vibrations w,, is equal to wy, the desired stiffness ky.s (10.4) is zero, and the MR-STMD operates
as a passive Den Hartog’s TMD where the MR damper is used to track the pure friction force which is energy equivalent to
the optimal Den Hartog’s viscous damper (10.7). In this case, better performance of the MR-STMD could be achieved with
reduced friction force (10.6).

10.2.5 Semi-active Control Force that Takes into Account the MR Damper Constraints

The desired force (10.3) can be fully tracked with the MR damper only if it is fully dissipative and if it is larger than the
residual MR damper force, i.e. the force at zero current applied to the MR damper. The desired force (10.3) is fully dissipative
if the magnitude of the desired stiffness force |kges| X4 is equal or smaller than F dfes, ie. if |kges| < (T/4) Ches Wy
Otherwise, if the desired force becomes active during some parts of a vibration cycle, the active desired forces should be
clipped to zero to fulfill the semi-active requirements of the MR damper. The clipped semi-active force is further constrained
by the MR damper residual force which is often modeled as a friction force Fy. Hence, the semi-active control force f;, that
takes into account both the clipping and the residual force of the MR damper, and can therefore be tracked by the real-time
controlled MR damper, is expressed as

Fo : fdes < Fo, )'Cd >0
fsa = _FO : fdes > _FOa ).Cd <0 (109)
fdes © otherwise

The clipping and the MR damper residual force make the MR-STMD performance lower since the equivalent stiffness
and the equivalent damping that result from the clipped semi-active forces are no longer equal to their desired counterparts
as further discussed in [3, 4].

10.2.6 MR-STMD in the Event of Power Breakdown

As underlined in [5], semi-active or active damping systems must be able to provide protection of the primary structure even
if their control systems fail. The MR-STMD was designed to fulfill this requirement. Since the mass, and especially the
passive springs of the MR-STMD, are tuned as for Den Hartog’s TMD (10.2), the efficiency of the MR-STMD in the event
of power breakdown is similar to the efficiency of the TMD with a small viscous damping coefficient. Without a control
signal, the residual MR damper force depends on the MR fluid properties and the MR damper structure design [6] and can be
shaped in the MR-STMD design process by both of these. However, from the control point of view the residual force should
be as small as possible, so that there is a trade-off between the fail-safe large and the control-motivated low residual force.

10.3 Experimental Validation of the MR-STMD Prototype

10.3.1 Experimental Setup

The MR-STMD prototype was validated on a 19.2 m long laboratory bridge at Empa (Fig. 10.3a). The MR-STMD was
attached at the anti-node position of the first vertical bending mode of the bridge. The mass m, =26.325 kg and passive
springs stiffness k» = 9.966 kN/m of the MR-STMD were tuned to the identified natural frequency f; = 3.145 Hz and modal
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Fig. 10.3 A photograph (a) and a sketch (b) of the experimental setup [1]

mass m; = 1681 kg of the first vertical bending mode. The electrodynamic shaker with an inertial mass of 32.5 kg was
also placed on the bridge at the anti-node position to realize harmonic force excitation with its amplitude and frequency
commanded manually with a signal generator.

The setup, together with its measurement and control system, is schematically depicted in Fig. 10.3b. The control
algorithm for the MR damper was implemented and run in MATLAB®/dSPACE®. The desired force (10.3) was calculated in
real time based on the measured relative displacement x,;, which was also used to estimate the actual frequency of vibrations
o, needed in (10.5) and (10.6). The MR damper force tracking control was realized by using an inverse model of the MR
damper and a proportional force feedback to ensure good agreement between the desired and the actual MR damper force.

10.3.2 Testing Procedure

The goal was to validate the damping performance of the MR-STMD for the case when its mass and passive springs stiffness
are tuned to the target mode of the bridge as well as for the case when they become de-tuned due to changes in the
natural frequency of the target mode. The changes in the natural frequency were realized by adding or removing masses
from the bridge deck without any changes in the MR-STMD configuration or its control algorithm. For each tested bridge
configuration, the measured performance of the MR-STMD was then compared with the performance of a Den Hartog’s
TMD tuned to the target mode. In order to make this comparison fair, the TMD was realized with exactly the same mass and
passive springs as in the MR-STMD and the optimal Den Hartog’s viscous damping force was precisely emulated with the
MR damper. At each excitation frequency ranging from 2.3 to 3.8 Hz, a dynamic amplification X/ X1—garic = X1k1/Fy
was calculated from the steady-state displacement amplitude X; measured at the anti-node of the target mode and from the
force excitation amplitude F), calculated with the measured acceleration of the inertial mass of the shaker.

10.3.3 The Performance of MR-STMD and TMD for a Bridge with Natural
Frequency Uncertainty

Figure 10.4 presents the collection of the measurement results obtained for the bridge with different masses and therefore
different natural frequencies of its first vertical bending mode under consideration. Both the MR-STMD and the TMD are
tuned to the nominal frequency f; = 3.145 Hz and therefore, when f; does not change, the dynamic amplification around f; is
approximately the same for the MR-STMD and TMD. The important features of the MR-STMD are demonstrated when the
natural frequency of the target mode is subjected to uncertainties. Due to the natural frequency shift ranging from —12.2% to
+10.9% of fi, the passive TMD becomes detuned and consequently a significant deterioration of its damping performance
is observed in Fig. 10.4a. For the same natural frequency shifts, the damping performance of the MR-STMD is visibly better
(Fig. 10.4b). The measured reduction of the peak response due to the MR-STMD is of 56% for the natural frequency shift
of —12.2%, and 63% for the shift of 4-10.9%. These results confirm the high damping potential of the MR-STMD concept
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Fig. 10.4 Measured dynamic amplification for TMD (a) and MR-STMD (b) for a bridge with natural frequency uncertainty

when compared with the passive TMD. Further improvement of the MR-STMD performance is notified in [3] where the
so-called precise stiffness control approach is applied and the controlled friction force in the MR damper is reduced.

Although in all the experimental tests the natural frequency shift was realized by adding or removing masses to or from
the bridge deck, it is expected that similar results would be achieved if the natural frequency shift was due to changes in the
bridge stiffness.

10.4 Semi-active Damping System for Volgograd Bridge

The MR-STMD was chosen by the customer for the mitigation of the Volgograd Bridge because of the promising results
shown in [1] and since several resonance frequencies can be targeted due to the real-time tuning of the MR-STMD to
the actual frequency of vibration. This feature allows reducing the mass of the MR-STMD compared to the mass of the
passive TMD.

The solution for Volgograd Bridge comprises twelve fully controlled MR-STMDs installed on the bridge girder at three
locations. At each location, there are four MR-STMDs, which are pre-tuned to one of three targeted vertical bending modes
of the bridge. The three locations were chosen such that the MR-STMDs always act at the anti-node of the targeted mode.
Each MR-STMD consists of a mass of 5,200 kg, springs, and a rotational MR damper. The mass ratios of four MR-STMDs
together targeting one of the three modes with nominal frequencies of 0.45, 0.57 and 0.68 Hz are 0.84%, 0.97% and 1.14%,
respectively. The focus of the next sections is on the full-scale MR dampers and MR-STMDs installed on the bridge.

10.5 Hybrid Testing of Full-scale MR Dampers

10.5.1 Full-scale MR Damper, Experimental Setup and Tests Performed

Figure 10.5a presents one rotational MR damper with gearing that is used in the MR-STMD for Volgograd Bridge. The MR
damper comprises a cylindrical disk surrounded by the MR fluid with properties dependent on the applied magnetic field. The
restoring torque of the MR damper is controlled with the current in the MR damper coil that creates the magnetic field. The
gearing transmits the controllable restoring torque of the MR damper into the controllable force acting on the MR-STMD
mass. The maximum MR damper force measured in this configuration is of 6 kN.

Before installation on Volgograd Bridge, the MR dampers with their sensors and control hardware were tested at Empa
laboratories in a setup presented in Fig. 10.5b. The housing of the MR damper was attached to a strong floor and the hydraulic
cylinder was used to impose a controlled displacement. The MR dampers were first tested at constant currents to determine
their inverse models from the measured steady-state force displacement characteristics. Later, the force tracking control with
MR dampers was developed and optimized. Finally, each of the real-time controlled MR dampers was subjected to series
of hybrid simulation tests to validate its operation under 12 various motion scenarios that can occur in the bridge. The tests
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Fig. 10.6 Clipped desired force and actual MR damper force versus displacement, and current versus time, for three frequencies: force (a) and
current (b) at nominal frequency, force (c¢) and current (d) at frequency decreased by 20%, force (e) and current (f) at frequency increased by 27%

were carried out with exactly the same autonomous control system configuration as later installed on the bridge and with a
complete control algorithm developed at Empa and running on a programmable real-time controller (Fig. 10.5¢).

10.5.2 Clipped Desired Force and Actual Force of Real-time Controlled MR Damper

Figure 10.6 presents the selected results of tests of the MR damper for MR-STMD targeting mode 1 with a nominal
frequency of 0.45 Hz. The tests aimed to verify the adequacy of the MR damper force tracking control at various frequencies
and amplitudes of motion. In Fig. 10.6a, b the desired force (10.3) and the actual MR damper force together with the
corresponding current are presented under harmonic displacement with an amplitude of 125 mm and a nominal frequency
that results in zero desired stiffness (10.4). The desired pure friction force in Fig. 10.6a is precisely emulated with the MR
damper.
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If the frequency of excitation is lower than f;, the desired stiffness (10.4) is negative. In this case, tracking of the clipped
desired force with the MR damper requires a fast increase in the MR damper force at maximum displacements (Fig. 10.6c¢),
which is a challenging task. Satisfactory agreement between the clipped desired force and the actual force in Fig. 10.6c was
achieved using a high quality current driver that enabled a fast increase of the MR damper current (Fig. 10.6d). Furthermore,
the very low residual force in Fig. 10.6¢c was achieved due to the application of negative current which helps to compensate
for the remanent magnetization effects in the MR damper.

If the frequency of excitation is higher than fj, the desired stiffness (10.4) is positive. In this case, the clipped desired force
quickly changes from its maximum value to zero, which is easier to achieve with the MR damper even if the desired stiffness
is large as in Fig. 10.6e. The presented results confirm the satisfactory quality of the developed force tracking control scheme.

10.6 Experimental Validation of Full-scale MR-STMDs

10.6.1 A Full-scale MR-STMD

One MR-STMD for Volgograd Bridge, consisting of a mass of 5200 kg, a set of 12 springs, and a rotational MR damper
installed in the middle of the mass, is shown in Fig. 10.7a. The MR-STMD is equipped with two sensors: a displacement
sensor, which measures the relative displacement of the mass (Fig. 10.7b), and the MR damper force sensor (Fig. 10.7¢c).
The MR-STMD in Fig. 10.7 is one of four MR-STMDs which target mode 2 of the nominal frequency 0.57 Hz. The
MR-STMDs for mode 1 and mode 3 have different springs but the same mass with its maximum displacement of 300 mm.

10.6.2 Forced Vibration Tests that Validate the Adaptive Features of the Full-scale MR-STMD

The forced vibration tests of the full-scale MR-STMD for Volgograd Bridge were performed at the University of the German
Armed Forces, Munich, Germany. The hydraulic cylinder with controlled displacement was connected in the middle of the
MR-STMD mass, as shown in Fig. 10.7c. The MR-STMD targeting mode 2 was tested at different frequencies around the
nominal frequency 0.57 Hz. The goal of the tests was to verify if the controlled MR-STMD is able to adapt its resonant
frequency within the desirable range. For the purpose of these tests, the control code was slightly modified. The desired
stiffness was calculated not for the actual frequency w,, as in (10.4), but for the manually prescribed resonant frequency of
the MR-STMD such that the total MR-STMD stiffness, which is the sum of the passive springs stiffness and the stiffness
controlled in the MR damper, gives the resonant frequency of the MR-STMD as prescribed. All the remaining parts of
the control algorithm were not changed. At each tested excitation frequency the magnitude of frequency response of the

------ 1 MR damper :'
(inside) it

2>
MR-STMD targeting mode 2

L i/ S g

Fig. 10.7 Single full-scale MR-STMD: general view (a), displacement sensor (b), MR damper installation and force sensor (c)
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MR-STMD was evaluated as rms(x;)/rms(f...), where x, is the measured steady-state displacement of the MR-STMD mass
and fy. is the measured excitation force. The test was fulfilled if the frequency response showed the peak value at the
prescribed frequency. Figure 10.8 presents the obtained frequency responses for the three selected out of the total of 11
prescribed resonance frequencies that were tested. The presented results confirm that the full-scale MR-STMD has the
ability to adaptively change its resonant frequency by controlling the MR damper force. The tests demonstrated that the
natural frequency of the MR-STMD for mode 2 of Volgograd Bridge could be lowered to 0.47 Hz, which corresponds to the
frequency shift of —18%, and increased to 0.68 Hz, which corresponds to the frequency shift of +20%.

10.7 Conclusions

This paper describes the concept of a semi-active tuned mass damper with real-time controlled MR damper (MR-STMD) that
was installed in the Volgograd Bridge, Russia (Fig. 10.9), by the industrial partner of the project in fall 2011 to protect the
bridge from vibrations that occurred for the first time in May 2010. The system consists of 12 MR-STMDs. The mass spring
systems of always four devices are designed to the nominal frequency of one targeted mode, i.e., 0.45, 0.57 and 0.68 Hz.
However, all 12 devices are controlled in real-time to the actual frequency of vibration, hence all 12 MR-STMDs mitigate the
actual mode of vibration. As a direct result, the MR-STMD concept generates approximately the same vibration reduction
in the bridge as if passive TMDs with approximately twice as much mass were installed.

In order to guarantee robustness of the MR-STMD system, the control code of the MR-STMDs in the Volgograd Bridge
is extended by self-diagnostic procedures and actions to be undertaken in case of fault detection. The control hardware is
accessible via Internet that allows controlling variables remotely and re-programming code if necessary. The power supply
includes a backup system for a maximum of 48 h.
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The experimental validation of the MR-STMD concept at the University of the German Armed Forces, Munich,
demonstrated that the MR-STMD concept allows for frequency tuning within a frequency band of roughly +18% of
the nominal target frequency. The tests at the Empa bridge, Switzerland, showed that the MR-STMD concept is able to
compensate for the frequency sensitivity of the passive TMD and the maximum improvement between the MR-STMD and
the passive TMD is on the order of 50% for frequency shifts of approximately +10%.
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Chapter 11
A New Shape Memory Alloy-Based Damping Device Dedicated
to Civil Engineering Cables

G. Helbert, L. Dieng, T. Lecompte, S. Arbab-Chirani, S. Calloch, and P. Pilvin

Abstract Most of civil engineering cable structures are subjected to potential damages mainly due to dynamic oscillations
induced by wind, rain or traffic. If vibration amplitudes of bridge cables for example are too high, it may cause a fatigue
phenomenon. Recently, researches had been conducted dealing with the use of damping devices in order to reduce vibration
amplitudes of cables. Thin shape memory alloy (SMA) NiTi (Nickel-Titanium) wires were used as a simplified damping
device on a realistic full scale 50 m long cable specimen in Ifsttar (Nantes - France) laboratory facility, and its efficiency was
shown. It has been done using finite element simulations, as well as experimental test methods. The aim of this work is to link
the wire material behavior with the local damping induced along the cable qualitatively. Indeed, thermomechanical energy
dissipation of the NiTi-based wires enables their damping power. The hysteretic behavior in NiTi-based alloys demonstrates a
consequent dissipation because of an exothermic martensitic transformation and then an endothermic reverse transformation.

Keywords Civil engineering cable ¢« Shape Memory Alloys ¢ Dampers ¢ Vibration * Modal analysis

11.1 Introduction

Cables of civil engineering structures are subjected to two kinds of damage mechanisms : fatigue and corrosion. Furthermore,
when cables are subjected to high amplitude vibrations, there is friction between steel wires or between wires and the
anchorages [1-6]. This phenomenon is called fretting-fatigue [7, 8].

To avoid fatigue and fretting-fatigue phenomena, one needs to reduce cable oscillation amplitudes by increasing the cable
damping ratio. Indeed, stay cables have quite a low intrinsic damping capacity (less than 0.01%). The most conventional
way of limiting or eliminating high amplitudes cable-stay vibration consists in increasing their structural damping capacity
by fitting special devices. Currently, different sorts of passive damping devices have been set up on bridges on duty [9, 10].

However, the damping systems described in [10] are not appropriate for too high amplitudes and frequencies. To expand
the damping range and to get a better efficiency, a Ni-Ti-based Shape Memory Alloys damping device (SMA) was used as a
damping device in the same way as the external dampers kind presented in [11, 12] and [13].

SMA are part of the smart material class, because they accommodate their response (mechanical and thermomecanical
behaviors) according to the stimulations (natural or induced). In particular, NiTi SMA owns interesting properties because
of the solid-solid martensitic transformation : the superelastic behavior (significant reversible strains at fixed temperature,
Fig. 11.1) and a strong damping capacity, especially during the martensite transformation. The first one offers a structural
fatigue resistance, whereas the second one enables the material to reach faster the threshold stress of the vibrating
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components. Some studies have been dealt with damping power of NiTi-based structures. A study led by Piedboeuf and
Gauvin in [14] deals with the strain amplitude, the frequency and the temperature effects on the damping behavior of a NiTi
alloy and a recent paper of Branco [15] deals with the NiTi applications in civil engineering, in particular with the cycling
behavior of NiTi wires. A paper of Zbiciak was about the dynamic analysis of a pseudoelastic NiTi beam [16]. Recently, the
efficiency of the SMA damper in controlling the cable displacement was assessed and compared with the tuned mass damper
(TMD) device, using numerical models. The numerical results presented by Ben Mekki in [17] show the efficiency of the
SMA damper to mitigate the high free vibrations and the harmonic vibrations on short cables (less than 5 m) better than an
optimal Tuned Mass Damper (TMD).

The first aim of this paper, consists of the numerical approach of the dynamic response of a pre-stressed horizontal civil
engineering steel-made cable, after the release of a transverse force induced in the middle of the cable.

The second aim is to model the NiTi-based damper device effect set up perpendicular to the cable. The device is located
at the same level as the induced force. The emphasis is layed on the wire energy dissipation effect on the dynamic behavior
of the system, thanks to the finite element simulation. In particular, the SMA superelastic behavior is modelled in a different
way than the Auricchio’s model used in [17]. The model developped by Bouvet et al. in [18] is adapted to a NiTi-based alloy
and is implemented in a Finite Element code MSC Marc & Mentat, thanks to a user subroutine.

11.2 Finite Element Analysis

The Finite Element simulations are modelled on experimental tests realized in Ifsttar Laboratory facilities (Fig. 11.2a, b).

11.2.1 Numerical Modelling of a Civil Engineering Cable

In the experimental set up, two laser sensors were used in order to get the vertical displacement of the cable. The first one
was located near the damper location and the second one near the force location. Hence, the interest of the finite element
simulations is to get information at each element node. In order to validate the simulation, the attention is focused on the
transverse displacement of the cable, on the modal frequency values and on the damping ratio along the cable.

The finite element model was computed using Marc & Mentat finite element code. The cable is modelled using beam
elements. This beam element is a straight, Euler-Bernoulli beam in space, which allows linear elastic and nonlinear elastic
and inelastic material response. Indeed, two nodes element is the most common element used in the model of high pre-
stressed cables according to Thai and Kim [19]. Large curvature changes are neglected in the large displacement formulation.
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Fig. 11.2 (a) Experimental
set up (b) Bench test (Ifsttar
facilities)

Table 11.1 Physical and

. o Characteristics Length L Diameter D Mass density
geometrical characteristics of the
“experimental cable” specimen Real cable 50m 55mm 16.1kg/m
and the “numerical cable” Numerical beam 50m 50.19mm 8136.9k g.m—3

Fig. 11.3 Numerical set up

Linear interpolation is used along the axis of the beam (constant axial force) with cubic displacement normal to the beam
axis (linear variation in curvature). For this type of element, three parameters need to be defined: the section area A4, the
moment of inertia of section about local x-axis (/) and the moment of inertia of section about local y-axis (/). Input
model parameters are calculated in agreement with the experimental cable values. Thus, Young’s modulus E is lower than
steel modulus (E£=190 GPa) cause of the slip between the wires, which affects the stiffness of the cable, and Poisson’s ratio v
is the 0.3 steel value [20]. The bending stiffnesses of the section are calculated as E Iy, and EI,,. The torsional stiffness of
the section is calculated as ﬁ(lxx + I,,). The effective cross-section A* must take in account the empty space between
the wires. The bending stiffness is assumed to be 33% lower than in steel case, according to experimental tests [20].

(ED)* = (g) EI (11.1)

So the effective cross-section of the beam and the corresponding diameter have to be reevaluated. Table 11.1 reports the
parameters used on the numerical model compared to real cable characteristics.

The 50m-long numerical cable is meshed into fifty 1m-long beam elements. The mechanical behavior of these elements is
supposed to be elastic and linear. Initially, a vertical force is applied around the middle point of a horizontal cable. To put the
“numerical cable” on vibration, the force is suddenly released in 0.05 s, according to the experimental tests. The force took
several values during the experimental tests (2kN, 3kN, 4kN and 5kN). The “numerical cable” is assumed to be fixed-end :
the end nodes have no degrees of freedom. An initial stress affected to the whole elements corresponds to an axial tension
T of 900kN, in accordance with the experimental value. The sag-effect in the cable is neglected unlike in the Ben Mekki’s
work.

Figure 11.3 show a figure of the vibrating numerical set up.
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Fig. 11.4 (a) Displacement at the middle of the cable (b) Fourier frequency spectrum at the middle of the cable

Anatically, the following differential equilibrium equation of a chord, governs the mechanical behavior of the cable.

FPye,r) [ Py,0)  pdyer)

El
ax* or? L 0x2

(11.2)

where E[ is the bending stiffness.

When the dimensionless parameter { = % \/ %, obtained from the previous equation (11.2), is well below 1, the bending

stiffness can be neglected. Thus, the cable can be considered as a chord on the dynamic behavior aspect. Thanks to this
assumption, the modal frequencies values can be determined from the equation (11.3).

n T

fo=ar B (11.3)

where 7 is the mode rank, T is the tension in the cable, L is the cable length and u is the mass per unit length of the cable.
Anatically, the value of 2.34 Hz is found for the 1°’ mode of the “cable system” from equation (11.3).

Two preliminary analysis were conducted with different dynamic methods (such as modal and transient analysis) in order
to validate the cable modeling. Modal analysis and transient dynamic analysis give approximatively the same first mode
frequency values : 2.43 Hz (modal) and 2.39 Hz (transient dynamics), against 2.34 Hz experimentally, according to the Fast
Fourier Transform (FFT) spectrum (Fig. 11.4-b)).

Furthermore, a second study plots the vertical displacement of each node on the cable thanks to a transient dynamic
analysis, based on the Newmark-Beta dynamic operator [21]. It reveals an intrinsic damping ratio of 107% which will be
neglected compared to the cable intrinsic damping ratio. This integration scheme is less dissipative than that of Houbolt [22]
and therefore better suited to the solve of the linear and non-linear problems of mechanical vibration [23]. Furthermore,
Newmark-Beta is a very stable method.

Initially, a Rayleigh viscous damping, corresponding to the first mode damping ratio of the free cable experimental
configuration, is assigned on the whole cable elements to represent the intrinsic damping of a cable, due to the friction
between the strand wires [24]. Indeed, the damping ratio (corresponding to the 1*' mode) evaluated from the experimental
curves does not depend on the location along the cable. The Rayleigh viscous damping is presented in relation (11.4).

[C] = a [M] + B[K] = 2w (11.4)

With C the Rayleigh damping matrix, M the mass matrix and K the stiffness matrix of the system “cable”, & the modal
damping ratio and o the natural pulsation. The mass coefficient « and the stiffness coefficient 8 are determined respectively

bya = éjw’ﬁ)’ and 8 = Ewi tor with wi—; ; the natural angular frequency of the k' " mode of vibration. Here, & = 7.521073

and 8 = 1. 4310_5, for w; = 15.016rad.s~" and w, = 30.032rad.s™", and £ = 0.00033.
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Fig. 11.5 Training of the NiTi Training of NiTi wires (0.056 Hz)
wire realized in IFSTTAR 800
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The evaluation of the experimental and the numerical transient analysis damping ratios £ consisted of plotting the
logarithmic decrement § from the Hilbert envelop of the displacement signal.

5
§= 21 fiT

(11.5)

With f; the natural frequency of the n’ considered vibration mode.

Figure 11.4a, b show the comparison between experimental and numerical curves of the vertical displacement at the
middle of the cable and the associated Fast Fourier Transform spectrum. The finite element model adequately approaches
the experimental signal in terms of amplitude and damping ratio (Fig. 11.4a). The error, which is reflected in the amplitude,
is resulting from the difficulty of representing the distribution of the force along the cable, which is not well-extracted
from the experimental tests. The numerical Fourier spectrum is coherent with experimental results and gives closed modal
frequency values (Fig. 11.4b). Even-number ranking modes are not visible in the numerical spectrum because the signal was
taken and the force was exerted at L/2 (common nodes of all even-number ranking nodes), which is not exactly right in
the experimental case for practical reasons : the displacement sensor and the force could not be exactly located in the cable
middlepoint. The first mode is the main mode (or the most energetic according to the FFT spectrum) because the signal is
taken at its antinode, exactly where the force was located.

11.2.2 Action of the NiTi-Based Damping Device

11.2.2.1 Presentation of the Damping Device Model

The final aim of this study is to evaluate the consequences of the set up of a damping device on the cable damping behavior.
The damping device consists of two NiTi-based alloy wires, fixed at the ground on one hand and at a specific location on the
cable on the other hand. The wire is 1.20m long and its cross-section area is 5.3 10™%m?.

The material used for all the experimental tests is a NiTi polycristalline SMA (Ni : 56.3 % at., C : 40ppm, N+O : 0.0210
% at., Co < 0.005 % at., Cu < 0.005 % at.,Cr < 0.005 % at., Nb < 0.005 % at., H < 0.001 % at., Ti : balance) provided by
Memry (Bethel, Connecticut). Wires are in austenite state at room temperature and above. The real mass density is affected
to the “numerical wire”. Before its use, the NiTi wire specimen was trained in the Ifsttar Laboratory in order to stabilize the
hysteretic stress-strain curve (Fig. 11.5).

The wire is modelled by a single truss element. A truss element is defined as a deformable, two-nodes element with a
linear interpolation along the length that is subjected to loads in the axial direction. The loads can be tensile or compressive.
The element has three degrees of freedom per node. There is a single integration point at the centroid of the element. The
mass matrix uses two-points integration. The element is 1.20m long and its cross-section-area is equal to the cross-section
area of the two experimental wires (10.6 10~°m?) to simplify the model.



94 G. Helbert et al.
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Table 11.2 Parameters of the material modeled
Parameters o® (MPa) y E (GPa) §™in (MPa) 8™ (MPa) R™" (MPa) R™* (MPa)
Physical description Yield stress Maximal transformation Young - - - -
strain-modulus
Value 140 6.9% 35 12 10 0 237

11.2.2.2 Superelastic Model General Description

The superelastic behavior available at a fixed temperature is implemented in the Marc & Mentat code via a user’s subroutine.
Superelasticity means the possibility for a material to be significantly stretched without any remaining strain after loading.
In NiTi, this behavior is possible thanks to a crystal rearranging. The phenomenological model was developped by Bouvet
et al. [18] from the generalized plasticity frameworks with two yield surfaces corresponding respectively to the martensitic
and austenitic elastic domains. The intersection of the two surfaces is associated to the elastic domain for the mixture of both
phases.

The hardening functions corresponding to the direct and reverse martensitic transformations are determined from the
100" cycle (not visible in the Fig. 11.5). The hardening directe g,4;, and the hardening reverse g, of the model are governed
respectively by a polynomial function and a hyperbolic sinus-based function.

We have to note that dynamic behavior change of NiTi alloy, induced by strain rate and temperature effects, are not taken
in account in the model, and this aspect will be the topic of future works.

In the following parts, the parameters adopted, as shown in the Fig. 11.6, are given in Table 11.2.

11.2.3 Numerical Model of a Civil Engineering Cable Equipped with a “Damping Device”

One node of the “numerical” wire is linked to the middle point node of the cable constitutive elements. Displacement and
force are totally transmitted between the two linked nodes. The other node of the wire truss element has no degree of freedom
because it is assumed to be clamped in the ground.

The truss which follows the superelastic behavior is initially pre-stressed by a force of 1kN, in order to stretch it and to
increase the mean value of displacements subjected by the wire, in the same way as the experimental tests. It enables the
shape memory alloy to undergo the martensitic transformation faster.

Because of a low diameter, the wire has to avoid any compression load because of the buckling phenomena which could
be disastrous for its mechanical resistance. Indeed, a special device was established to impose that the device works only in
tension during experimental tests. The outline of the real damper was presented in a previous study [12]. Thus, the model
does not allow any compressive behavior : if the stress is a compression stress, the code removes the stress. This point
involves an assymetric oscillation of the damping device, as shown in the section 11.3.
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11.3 Numerical Results

The aim of this section is to compare the numerical with the experimental results in the case where the applied force (of
4kN) and the damper is located at the cable middlepoint.

11.3.1 Qualitative Comparison Between Experimental and Numerical Results

Experimental and numerical displacements of the cable midpoint, with and without the damping device, are represented in
the time domain in Fig. 11.7a, b and in the frequency domain in Figs. 11.8a, b and 11.9a, b. The Fig. 11.8a, b represent the
Fast Fourier Transform spectrum for the ten first seconds, whereas the Fig. 11.9a, b represent the five following seconds.
Indeed, two phases of vibration are considered because of the shape of the decrement logarithmic where two damping phases
(two straight lines) can be observed, as shown in Fig. 11.10.

The SMA damper allows a very fast reduction of the amplitude of the displacement after less than 10 seconds of vibration.
In the “whithout damper” case, the cable is still vibrating after 120 seconds, according to numerical and experimental
approaches. One can note that the logarithmic decrement is higher (Fig. 11.10a, b), and amplitudes of vibration are hardly
limited from the beginning of oscillations (Fig. 11.7a, b), with the introduction of the damper. Furthermore, the symmetry
does not exist any more because of the set up of the one-way damping device, even if the phenomenon is more obvious on
the experimental curve.

The frequency spectrum response obtained by FFT shows the value of the first mode frequency (2.34 Hz), when the device
is not introduced. The signal spectrum “With damper” contains only one main frequency at about 3Hz and noise (Fig. 11.8).
The random presence of other peaks seems to predict an evolution of the first mode frequency indirectly related to time.
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Fig. 11.8 (a) Experimental signal (b) Numerical signal
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Fig. 11.11 (a) Experimental signal (b) Numerical signal

Wigner-Ville Transform (Fig. 11.11a, b) is used to study the frequency evolution : it shows an increase of the first modal

value during damping effect. In Fig. 11.11, the maximum of Wigner-Ville Transform value at each given increment time and
the corresponding frequency was extracted from the Wigner-Ville spectrogram. The Fig. 11.11a, b show the decrease of the
Wigner-Ville Transform values, corresponding to an energy dissipation. The signal spectrum of the second phase corresponds
to the end of the frequency evolution (Fig. 11.8a, b), and the first mode peak has clearly decreased.
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Table 11.3 Modal parameters Configuration fi F &
Experimental tests Without SMA 2.34 Hz 11 0.00033
With SMA (1% stage [0, ~ 10s]) 3 Hz 3 0.0116
With SMA (2"¢ stage [~ 10, 15s]) 35Hz 2 0.003
Numerical tests Without SMA 2.4 Hz 10 0.00036
With SMA (1 stage [0, ~ 10s]) 3 Hz 6 0.023

With SMA (24 stage [~ 10, 15 s]) 3.6 Hz

—_

0.004

For the cable with SMA damper, f; increases from about 2.7 to 3.5 Hz, during the fifteen seconds after releasing of the
cable. An interesting observation can be done about the time evolution of the numerical first modal frequency according
to the Wigner-Ville Transform : the average frequency increases in the same way than in the experimental case but the
frequency takes the “whithout damper” value of 2.4Hz at each oscillation, during the period when the damper is disabled
(stress removed by the code).

On the qualitative point of view, numerical model is in good accordance with experimental observations. One can
observe a small difference between the two initial amplitudes which can be explained by an imprecise spatial and time
load distribution on the cable at t=0, in the numerical model. Once the cable is released by the force, the cable takes a
coherent chord-like shape and the two signals become similar.

11.3.2 Modal Parameters Extraction

The relation (11.6) is one solution of the differential equilibrium equation of a chord given in equation (11.2) [10].

N
y(0) =Y Aysin (?) exp (—2&,7 f,1) sin (2nfn J1—g2 + ¢>,,) (11.6)

n=1

The parameters of the analytical equation (11.6) providing the displacement of each cable point according to time are :
the modal frequencies f,,, the modal damping ratios &, and the amplitudes A,,, associated to each node rank n. One can add
the magnitudes of the Fourier frequency spectrum F,,. These parameters are chosen to compare experimental and numerical
results. ¢, is the modal phase. Only modal parameters values of the first mode (n = 1) are presented in the Table 11.3, while
its contribution in terms of amplitude is more important in this damper configuration.

Qualitatively, the same phenomenon can be observed, between numerical and experimental results, which shows a
coherence between the two approaches of the study. In both approaches for the case “with damper”, the first frequency
increases, damping ratio is high and decreases during the signal. The damping phenomenon can be illustrated by the FFT
magnitude values.

Quantitatively, numerical results are in good accordance with experimental results, which enables to certify the finite
element model. One can observe that the damping ratio is higher for the numerical approach despite low precision offered
by the logarithmic decrement method. This comparison can be illustrated by a stronger Wigner-Ville Transform decrease in
the previous Fig. 11.11b than in Fig. 11.11a. Furthermore, the NiTi superelastic model whose the parameters are determined
on average, overestimates the damping ratio at the beginning of the signal because the strain rate is high and its effects on the
hysteresis area are not taken in account. Indeed, the more the strain rate (beyond about 30%/min that is the case here), the
less the strain dissipated energy density [15,25]. The last part of the paper is dealing with the link between damping power
and hysteresis loop area, thanks to the Finite Element simulation.

11.3.3 Effect of Energy Dissipation on the Damping Power for the Numerical Approach

The additional damping ratio of the numerical modeling “cable + damper” compared to the numerical cable only can be
directly linked to the mechanical energy dissipation of the NiTi wire. The energy dissipation can be quantified by measuring
the hysteresis area of the different loops that one can see on the stress-strain curve of the wire in Fig. 11.12. Thus, Piedboeuf
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Fig. 11.12 Mechanical behavior

of NiTi wire during damping
(finite elements)
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et Gauvin defined, according to the defined variables, presented in Fig. 11.13, the loss factor for a non-linear material by the
equation (11.7).

1 2AW (11.7)
" w—Taw ‘
The approximation of the damping ratio £ is:
n =2¢§ (11.8)

For the loops in Fig. 11.12, £ evolution is given in Fig. 11.14.

Damping ratio calculated for each loop hysteresis area slightly decreases, according to the relation (11.7), but not directly
with the loop area evolution. This shows that the damping ratio is not directly proportional to the hysteresis loops area but
also depends on their “height” on the o — € plane. The damping ratio evolution can be related with the frequency evolution
as considered by Schmidt and Lammering in [26]. Furthermore, the approximated damping ratio purposed by Piedboeuf and
Gauvin agrees with the classical damping power calculation of a NiTi-based damping device, given in the previous section,
as shown in Fig. 11.14.

One can draw a parallele between the damping ratio phases identified in Fig. 11.10a, b and the two domains undergone.
During the first phase, when the damper is established, one can observe the martensitic transformation and a strong damping
ratio. During the second phase, only the elastic austenitic domain is undergone and the slope of the decrement logarithmic is
equivalent to for the “without damper” configuration (Fig. 11.10). In the second phase, the cable can be considered as totally
damped. Here, the border between the two phases is exactly the exit of the last loop, i.e. the end of the last oscillation when
the wire stress has reached the yield stress. The second phase can not be plotted in Fig. 11.14 by “hysteresis area damping
ratio” method because there is no hysteresis loop left.
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Better results could be obtained, knowing perfectly the mechanical behavior of the NiTi wires at the start of the
experimental tests, which is not the case here for instrumentation practical reasons.

11.4 Conclusion

In this paper, a NiTi-based damping device dedicated to civil engineering cables is presented. A brief description of an
application of a simplified SMA damper to mitigate oscillations artificially induced in realistic cables, as well as the
corresponding finite element model are detailed. The cable consists of an assembly of beams, while NiTi wire is a single truss
element whose a SMA superelastic model is attached. The efficiency of the system is shown and the corresponding finite
element transient analysis is validated, as regards modal analysis. The emphasis is layed on the wire mechanical behavior
effect on the device damping power, and on its dissipation energy in particular. The points to pay attention to and the future
leads to optimize the damper set up on civil engineering cables are mentionned. The improvement of the SMA model could
be the key of future works, in order to take in account NiTi strain rate and self-heating phenomena. set up of simplified
damping devices could be done on bridges in use.

Acknowledgements Thanks to Daniel Bruhat, Richard Michel, Christophe Mingam and Grégoire Laurence for their participation in the
experimental set up and the measurements.

References

1. Matsumoto M, Shiraishi N, Kitazawa M, Knisely C, Shirato H, Kim Y, Tsujii M (1990) Aerodynamic behavior of inclined circular cylinders-
cable aerodynamics. J] Wind Eng Ind Aerod 33(12):63-72

2. Matsumoto M, Shiraishi N, Shirato H (1992) Rain-wind induced vibration of cables of cable-stayed bridges. J Wind Eng Ind Aerod 43(1):
2011-2022

3. Matsumoto M, Saitoh T, Kitazawa M, Shirato H, Nishizaki T, Response characteristics of rain-wind induced vibration of stay-cables of cable-
stayed bridges. ] Wind Eng Ind Aerod 57(23):323-333

4. Matsumoto M, Daito Y, Kanamura T, Shigemura Y, Sakuma S, Ishizaki H (1998) Wind-induced vibration of cables of cable-stayed bridges. J
Wind Eng Ind Aerod 74:1015-1027

5. Matsumoto M, Yagi T, Shigemura Y, Tsushima D (2001) Vortex-induced cable vibration of cable-stayed bridges at high reduced wind velocity.
J Wind Eng Ind Aerod 89(78):633-647

6. Zuo D, Jones NP (2010) Interpretation of field observations of wind - and rain-wind-induced stay cable vibrations. J] Wind Eng Ind Aerod
98:73-87

7. Perier V, Dieng L, Gaillet L, Tessier C, Fouvry S (2009) Fretting-fatigue behaviour of bridge engineering cables in a solution of sodium
chloride. Wear 267(1-4):308-314

8. Perier V, Dieng L, Gaillet L, Tessier C, Fouvry S (2011) Influence of an aqueous environment on the fretting behaviour of steel wires used in
civil engineering cables. Wear 271:1585-1593



100 G. Helbert et al.

9. Jensen CN (2002) Optimal damping of stays in cable-stayed bridges for in-plane vibrations. J Sound Vib 256(1):499-513

10. Chaussin R, Bournand Y, Chabert A, Demilecamps L, Demonte A, Jartoux P, Labouret P, Le Gall D, Lecinq B, Lefaucheur D, Neant C (2001)
Cip recommendations on cable stays. Report, SETRA, Nov 2001

11. Torra V, Isalgue A, Martorell F, Terriault P, Lovey FC (2007) Built in dampers for family homes via sma: An ansys computation scheme based
on mesoscopic and microscopic experimental analyses. Eng Struct 29:1889—-1902

12. Torra V, Isalgue A, Auguet C, Carreras G, Lovey FC, Terriault P, Dieng L (2011) Sma in mitigation of extreme loads in civil engineering:
damping actions in stayed cables. Appl Mech Mater 82(539):539-544

13. Torra V, Isalgue A, Carreras G, Lovey FC, Soul H, Terriault P, Dieng L (2010) Experimental study of damping in civil engineering structures
using smart materials (niti sma): application to stayed cables for bridges. In: 1st international conference on mechanical engineering (ICOME),
p 6, Virtual forum, 7-21 May 2010, Zurich, Switzerland

14. Piedboeuf MC, Gauvin R, Thomas M (1998) Damping behaviour of shape memory alloys: strain amplitude, frequency and temperature effects.
J Sound Vib 214(5):895-901

15. Branco M, Guerreiro L, Mahesh KK, Braz Fernandes FM (2012) Effect of load cycling on the phase transformations in niti wires for civil
engineering applications. Construct Build Mater 36:508-519

16. Zbiciak A (2010) Dynamic analysis of pseudoelastic sma beam. Int J Mech Sci 52:56-64

17. Ben Mekki O, Auricchio F (2011) Performance evaluation of shape-memory-alloy superelastic behavior to control a stay cable in cable-stayed
bridges. Int J Non Lin Mech 46(1):470-477

18. Bouvet C, Calloch S, Lexcellent C (2004) A phenomenological model for pseudoelasticity of shape memory alloys under multiaxial
proportional and nonproportional loadings. Eur ] Mech A/Solids 23:37-61

19. Thai HT, Kim S (2011) Nonlinear static and dynamic analysis of cable structures. Finite Elem Anal Des 47:237-246

20. Brignon and Gourmelon (1989) Les ponts suspendus en france

21. Newmark NM (1959) A method for computation of structural dynamics. J Eng Mech (ASCE) 85(1):67-94

22. Gmur T (1997) Dynamique des structures ‘Structural Dynamics’. Presses Polytechniques et Universitaires Romandes

23. Marc (2008) Volume A: theory and user information. MSC Software, USA

24. Yu A-T (1952) Vibration damping of stranded cable. Proc Soc Exp Stress Anal 9:141-158

25. Dayananda G, Subba Rao M (2008) Effect of strain rate on properties of superelastic niti thin wire. Mater Sci Eng A 486:96-103

26. Schmidt I, Lammering R (2004) The damping behaviour of superelastic niti components. Mater Sci Eng A 378:70-75



Chapter 12
Using Pall Friction Dampers for Seismic Retrofit of a 4-Story Steel
Building in Iran

Seyed Mehdi Zahraei, Alireza Moradi, and Mohammadreza Moradi

Abstract Past earthquakes in Iran have caused severe damage to existing steel buildings without adequate resistance and
ductility against earthquakes. Competent methods for seismic retrofitting are required in order to prevent damage and
casualty. Among effective seismic retrofit methods, passive control reduces seismic vulnerability by mitigating seismic
demand and increasing ductility. One of the most suitable methods in passive control system is to use pall friction damper in
the braced steel structures. Main advantage of this friction damper is its almost rectangular force-deformation hysteretic loops
with high-energy dissipations, without any need to specific technology. In this paper, while introducing the performance of
pall friction dampers and their design, seismic retrofit of an existing 4-story steel simple frame in Iran is investigated by
using such dampers.

Keywords Seismic design and retrofit ¢ Pall friction damper ¢ Passive control ¢ Ductility * Steel frame

12.1 Introduction

All the damages and losses during recent severe earthquakes have causes the concern of finding an appropriate solution to
stand against this natural disaster. Nowadays, applying new methods in structural seismic design, and improving the quality
of the structural materials, are among the common approaches to accomplish this objective. Recent methods, which are based
on distributing energy in structures, have been developed to control seismic vibrations and reduce the effect of the earthquake
force. The large amount of energy is exerted into the structures during an earthquake, including potential and kinetic energy,
which somehow needs to be damped in the structure. If there is no damping system, the structure vibrates continuously.
But, in practice there is a damping system caused by structural properties, which creates some reactions against structural
vibration. Moreover, performance of the building can be improved by installing an energy absorber (damper). In this method,
dampers absorb and dissipate part of the earthquake energy.

In this study, first, seismic vibration control of structures is presented and then, by considering friction dampers as one of
the seismic vibration control methods, analytical evaluation of the effects of Pall friction dampers on the seismic response of
the steel frame during earthquake is discussed.
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12.2 Seismic Vibration Control of Structures

Structural vibration control is actually an attempt to reduce structural displacement or acceleration, which are the main
sources of structural damage during earthquake. There are several classifications to facilitate investigations about different
control systems. These classifications are based on either dynamic properties of structures or location and distribution
of the control system in the structures. Based on the latter classification, there are four control systems: Passive, Active,
Semi-Active and Hybrid.

12.2.1 Passive Control Systems

A passive control system operates without requiring an external power source. This system consists of one or more devices
designed to modify the structural properties such as ductility and stiffness and dissipate energy, leading to reduction in
structural vibrations. Friction damper is a type of passive Control system [1].

12.2.2 Active Control Systems

Unlike passive control system, active control systems require an external power source for operation and controlling structural
vibrations. In these systems, special devices generate and apply forces to the structure. These forces act opposite direction
of the destructive forces and work as a damper. These systems need special equipments such as hydraulic actuator (as the
external stimulator) and accurate control systems (sensitive receptor and hardware and software equipment) [1].

12.2.3 Semi-Active Control Systems

Comparing the performance of the active and passive control systems leads to development of semi-active control systems.
In this system, the control force is developed through appropriate adjustment of the mechanical properties of the semi-active
control system devices without applying external forces. These devices can be defined as the passive control dampers. Since
these devices are able to actively control the vibration without requiring high-level external power force, they have been used
a lot recently. Some of these semi-active systems have the ability to operate just by using battery, which is a remarkable
property, since it is probable that the main power source becomes disconnected during earthquake [1].

12.2.4 Hybrid Control Systems

Using the combinations of active and passive control is called hybrid control system. The objective of developing such
a system is to enhance the efficiency of the passive control system and to reduce the required external power in active
control system. These systems work similar to active control systems during low amplitude excitation (weak and medium
earthquake). Actually in low amplitude excitation, external excitation is not large enough for appropriate performance of
the passive control systems and active control system operates just by low level of external force. The hybrid control
systems work similar to passive control systems during high amplitude excitation (strong earthquake). During high amplitude
excitation, active control systems do not perform properly because of the saturation limits on generating external power while
the passive control system operates efficiently. Although, hybrid control system are more expensive, they are more efficient
and have a better performance than the passive and active control system [1].



12 Using Pall Friction Dampers for Seismic Retrofit of a 4-Story Steel Building in Iran 103

Fig. 12.1 Details of the Pall Tension Brace
friction damper \ /

Compression Brace

——>> Force

— Displacement

12.3 Pall Friction Dampers

The most effective, reliable and economical method to dissipate energy and extract kinetic energy from a moving body is
the friction brake. In 1979, the principle of friction brake inspired Pall and his colleagues and they started to develop the
friction dampers for structures. Actually, friction dampers use the mechanism of solid frictions to dissipate energy. Similar
to automobiles, the motion of vibrating building can be reduced by dissipating energy in friction. These studies led to the
development of the Pall friction damper in 1982 [2, 3].

The Pall friction damper is made of a set of special steel plates, which can create the convenient frictional performance.
These plates are bolted together with a high strength screws and they are designed not to slip during wind. These dampers
slide over each other at the determined optimum slip load prior to yielding of structural members and dissipate the big portion
of the earthquake energy. This makes the structure remain in the elastic range or delay the yielding of the structural member
during major earthquake [4]. Figure 12.1 shows the details of the pall friction damper.

Figure 12.2 shows five stages of behavior of the pall friction dampers during a typical load cycle including deformed
shape of the frame in each stage. Response of the frame member in each stage is described below [5]:

First stage: Both braces are active and behave elastically in tension and compression.

Second stage: The compression brace buckles while the tension brace continues to behave elastically in tension.

Third stage: Before yielding is started in the tension brace, the device is designed to slip. When slippage occurs, the four links
are activated and deform into a rhomboid shape; this deformation pattern eliminate the buckled shape of the compression
brace. Therefore, after the slippage, the compression brace is still straight and the axial force in compression brace equals
to buckling load.

Fourth stage: The straightened brace can immediately absorb energy in tension when the load is reversed.

Fifth stage: Load in brace 1 becomes more than the buckling load and the second stage is repeated. This is followed by the
third stage and cycle is completed.

It should be noted that the Pall fiction dampers works properly if the device slips before the structural members and
tensional brace yields or compressive brace deforms significantly. Moreover, to be more efficient, slip load should be set
such that the friction mechanism does not work during weak and medium earthquakes [5].

12.4 Using Pall Friction Dampers to Retrofit a 4-Story Steel Frame

In this study, one of the internal frames of a 4-story steel frame is chosen for retrofitting. Since the old buildings in Iran do
not have bracing as the lateral resistance system, a simple frame with hollow-tile as the floor system is considered. It should
be mentioned that the existing infill panel is considered as a support for lateral resistance system. The building is hospital in
a region with high risk of earthquake and the soil is type 3. Since the building is old, it was just designed for gravity load
and not the lateral load. Dead load for the floors and roof are 650 and 600 kg/m? respectively and live load for the floors
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Fig. 12.2 Idealized hysteretic behavior of a simple one-storey friction damped frame [5]

and roof are 300 and 150 kg/m? respectively. These values are defined based on the Iranian National building regulation
part 6: Loading. Figure 12.3 shows location of pall friction dampers in the frame and floor plan. All the spans are 5 m and
each storey has 3 m height in the steel frame. Frame was designed using ETABS-9.1.4 based on AISC-ASDS89 specification.
Table 12.1 shows the information of the structural members.

12.5 Design of the Pall Friction Damper

The crucial part of the design of friction dampers is to determine the optimum slip load. The movement of the damper in
an elastic brace constitutes nonlinearity. Moreover, the amount of energy dissipation is proportional to the displacement.
Therefore, nonlinear time history dynamic analysis, which is used in this study, is an accurate procedure to find the value of
the optimum slip load. In this method, structural response can be evaluated during and after earthquake [3, 6].

Hysteresis loop of the damper is similar to the rectangular loop of the material with elastic perfectly plastic behavior.
Therefore, sliding load is considered as virtual yielding force in bracing. PERFORM-3D [7] is used for nonlinear time
history dynamic analysis of the frame with the dampers. The analyses are based on the Iranian Standard Seismic Code No.
2800 third edition [8]. Three accelerographs, as presented in Table 12.2, are used in these analyses. H1 components are used
for the analysis of this study.

In the analyses, yielding stress of the brace in tension is assigned equal to the stress in braces during sliding. The maximum
displacements of the stories are considered as the frame response in nonlinear dynamic analysis. This procedure is performed
for different values of yielding stress in tension. The sliding design load, which corresponds to the minimum structural
response, is considered as the optimum sliding load.

Figure 12.4 shows the maximum story drift in terms of sliding load. It can be seen that displacement is reduced by
increasing the sliding load and after passing the sliding load of 25 ton, displacement increases. Therefore, optimum sliding
load is equal to 25 ton in all the stories.
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Floor Beams Interior columns  Exterior columns
4 IPE330 + PL120 x 5 BOX 100 x 5 BOX 100 x 5
3 IPE330+PL130x 10 BOX 150 x 10 BOX 120 x 8
2 IPE330 +PL130x 10 BOX 150 x 10 BOX 120 x 10
1 IPE330 +PL130x 10 BOX 200 x 10 BOX 150 x 10
Earthquake Year  Station Direction PGA (g) Soil type  Duration (s)
Tabas 1978 9101 H1 0.836 I 32.84
H2 0.852
Imperial Valley 1979  Bonds Corner  Hl 0.588 I 37.61
H2 0.775
Cape Mendocino 1992 89156 Petrolia  H1 0.590 I 36

H2 0.662
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12.6 The Effect of the Pall Friction Damper on the Roof Lateral Displacement

Figure 12.5 shows the hysteresis loop of the Pall friction damper under Tabas earthquake. The area under this hysteresis
graph represents the amount of the energy, which is absorbed by the friction damper. Figure 12.6 shows top floor drift for the
frame with and without Pall friction damper under the Tabas, Imperial Valley and Cape Mendocino earthquake. As a case
in point, it can be seen that installing Pall friction damper in the frame reduces the maximum displacement 80% for Tabas
earthquake. This reduction is the result of the frame ductility caused by Pall friction damper absorbing in fact most portion
of the earthquake energy that means the beams and columns absorb less energy and remain in elastic range. This leads to
reduction of floor drift in the frame with Pall friction damper compared to the simple frame without Pall friction dampers.

12.7 Conclusion

Since Pall friction dampers are cheap and have simple mechanism, they are considered as one of the decent methods in
structural vibration control. In this paper, a simple 4-story steel frame, which had a weak performance against earthquake,
was retrofitted by adding pall friction damper. Nonlinear time history dynamic analysis was performed on the frame by
applying the Tabas, Imperial Valley and Cape Mendocino earthquake based on the 2800 Iranian seismic code. Here is the
result:

e Optimum sliding load equal to 25 ton is achieved by performing time history dynamic analysis
» Top floor drift is reduced in the frame with Pall fiction damper compared to the frame without damper. This is the reason
of dissipation of large portion of the earthquake energy by Pall friction damper.
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Chapter 13
Modal Identification of a 5-Story RC Building Tested
on the NEES-UCSD Shake Table

Rodrigo Astroza, Hamed Ebrahimian, Joel P. Conte, Jose I. Restrepo, and Tara C. Hutchinson

Abstract A full scale five-story reinforced concrete building was built and tested on the NEES-UCSD shake table. The
purpose of this experimental program was to study the response of the structure and nonstructural systems and components
(NCSs) and their dynamic interaction during seismic excitation of different intensities. The building specimen was tested
under base-isolated and fixed-based conditions. In the fixed-based configuration the building was subjected to a sequence
of earthquake motion tests designed to progressively damage the structure. Before and after each seismic test, ambient
vibration data were recorded and additionally, low amplitude white noise base excitation tests were conducted at key stages
during the test protocol. A quasi-linear response of the building can be assumed due to the low intensity of the excitation
and consequently modal parameters might change due to the structural and nonstructural damage. Using the vibration data
recorded by 72 accelerometers, three system identification methods, including two output-only (SSI-DATA and NExT-ERA)
and one input-output (DSI), are used to estimate the modal properties of the fixed-base structure at different levels of
structural and nonstructural damage. Results allow comparison of the identified modal parameters obtained by different
methods as well as the performance of these methods and studying the effect of the structural and nonstructural damage on
the dynamic parameters. The results show that the modal properties obtained by different methods are in good agreement
and that the effect of structural/nonstructural damage is clearly evidenced via the changes induced on the estimated modal
parameters of the building.

Keywords System identification ¢ Full-scale specimen ¢ Shake table test ¢ Structural damage * Non-structural
components

13.1 Introduction

Vibration-based damage detection has attracted attention in the field of earthquake engineering over the past 30 years because
it potentially allows to identify and locate the damage by means of studying the variation of the dynamic characteristics of
a structure from an initial state to a state after the structure has been excited by natural or human-made loads, or simply
because the structure has suffered aging or cumulative deterioration in some components. Experimental and operational
modal analyses are the main techniques to estimate the modal parameters (natural frequencies, damping ratios and mode
shapes) from recorded structural vibration data. The identification results can be further used to apply vibration-based damage
detection techniques, comparing the modal properties at different damage states of a structure. A comprehensive and detailed
literature review on vibration-based damage detection can be found in [1, 2].
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In the case of buildings structures, because of the high risk and difficulty to perform progressive damage tests as well
as the scarcity of heavily damaged and densely instrumented buildings, shaking table tests have produced important, high
quality and unique data to assess the dynamic properties of buildings at different states of damage [3-6].

In this study the measured vibration response of a full-scale five-story reinforced concrete (RC) frame building outfitted
with a wide range of nonstructural components and systems (NCSs), built and tested on the Network for Earthquake
Engineering Simulation at the University of California San Diego (NEES-UCSD) shake table, is analyzed. The modal
properties of the test specimen are identified using output-only and input-output methods with ambient vibration and low
amplitude white noise base excitation data at different damage states, which were induced by seismic base excitations of
increasing amplitude.

13.2 Description of the Specimen

The test building is a full-scale 5-story cast-in place reinforced concrete frame building (special moment resisting frame). It
has two bays in the longitudinal direction (direction of shaking) and one bay in the transversal direction, with plan dimensions
of 6.6 by 11.0 [m]. The building has a floor-to-floor height of 4.27 m, a total height, measured from the top of the foundation to
the top of the roof slab, of 21.34 [m] and an estimated total weight of 4420 [kN], including the structure and all nonstructural
components but excluding the foundation (which has a weight of 1870 [kN] approximately). A pair of identical moment
resisting frames in the North and South bays provides the seismic resisting system. Different structural detailing is adopted
for the beams located at the different floors, however, their strengths are consistent at each floor. The specimen has six 66 x 46
[cm] columns reinforced with 6#6 and 4#9 longitudinal bars and a prefabricated transverse reinforcement grid (baugrid). The
floor system consists of a 20.3 [cm] thick conventionally reinforced concrete slab at all levels. There are two main openings
on each slab to accommodate a steel stair assembly and a functioning elevator, each of which run the full height of the
building. Two transverse concrete walls 15.2 [cm] thick provide the support for the elevator guiderails. Detailed information
about the structural system, nonstructural components and their design considerations can be found in [7]. Figure 13.1 shows
the test specimen and schematic plan and elevation views.
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13.3 Instrumentation Plan and Dynamic Tests

13.3.1 Instrumentation Plan

A dense accelerometer array is deployed in the building, consisting of four triaxial accelerometers per floor (one at each
corner). In addition, two triaxial accelerometers are installed on the platen of the shake table and one at the bottom of the
foundation block of the shake table. In this study, the acceleration response of the building measured by the 72 accelerometers
is used to identify the dynamic properties of the test specimen. The data are sampled at 200 Hz and the acceleration time
series are detrended and filtered using a band-pass order 4 IIR Butterworth filter with cut-off frequencies at 0.15 and 25 Hz,
frequency range which covers all the modes participating significantly in the response of the system.

13.3.2 Dynamic Tests

A sequence of dynamic tests is applied to the building during the period of seismic testing of the fixed-base structure (May
2012), including ambient vibration and forced vibration tests (low amplitude white noise and seismic base excitations) using
the NEES-UCSD shake table. The seismic input motions correspond to spectrally matched motions, except the ICA motion,
which were defined using different seed records. The input motions are defined based on global and local performance
criteria with selection and order of application targeted towards progressively damaging the building-nonstructural system.
Ten minutes of ambient vibration data are collected before and after each seismic test. In addition, white noise base excitation
is imposed on the structure at key states of damage. Table 13.1 summarizes the seismic test protocol and the recorded data
used in this study.

13.4 System Identification Methods

In order to estimate the modal properties of the building specimen at different damage states, two state-of-the-art output-only
system identification methods, both assuming broad-band excitation, are used for the ambient data: Data-Driven Stochastic
Subspace Identification (SSI-DATA) and Natural Excitation Technique combined with Eigensystem Realization Algorithm
(NEXT-ERA). For the low amplitude white noise base excitation data, in addition to the two abovementioned output-only
methods, one input-output method is considered: Combined Deterministic-Stochastic Subspace Identification (DSI).

Table 13.1 Dynamic data used Date Description Name Damage state
in this study - —
May 7, 2012 Ambient vibration 1 AMBI1 DSO
6 min WN (1.5%g RMS) WNI1A DSO
Canoga Park (1994 Northridge earthq.) FB:1-CNP100
Ambient vibration 2 AMB?2 DS1
May 9, 2012 LA City Terrace (1994 Northridge earthgq.) FB:2-LACI100
Ambient vibration 3 AMB3 DS2
ICA 50% (2007 Pisco earthq.) FB:3-1CA50
May 11,2012  Ambient vibration 4 AMB4 DS3
ICA 100% (2007 Pisco earthq.) FB:4-1CA100
6 min WN (1.5%g RMS) WN2A DS4
Ambient vibration 5 AMBS DS4
May 15,2012 TAPS Pump Station 67% (2002 Denali earthq.) FB:5-DEN67
6 min WN (1.5%g RMS) WN3A DS5
Ambient vibration 6 AMB6 DS5
TAPS Pump Station 100% (2002 Denali earthq.)  FB:6-DENI100
Ambient vibration 7 AMB7 DS6
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The three methods used in this paper work with the state-space formulation of the equation of dynamic equilibrium (state
equation), which, in conjunction with the measurement equation, define the state-space model:

Xk+1 = Ag X Xg + Bg X ug + wg (13.1)

yk = Cq X xx + Dg X ug + vi (13.2)

Where xy: state vector at time k

yk: output vector at time k

Wy process noise vector at time k

By: discrete input matrix

Dq: discrete direct feed-through matrix

uy: input vector at time k

V. measurement noise vector at time k

Ag: discrete state matrix (dynamical system matrix)

Cq: discrete output matrix

From the relationship between the discrete and continuous state matrices (Aq = € , where At is the sampling time) it
can be proven that their eigenvectors (V) are identical, while the continuous and discrete eigenvalues (A; and j; respectively)
satisfy the condition:

Ac XAt

_In(ui)
b= (13.3)

Then, from the eigenvalues and eigenvectors of the discrete state matrix (Aq) and the discrete output matrix (Cq4), the
modal frequencies, modal damping ratios and mode shapes of the system can be obtained by using respectively:

Re (A;)
[Ail

wi = [N & =- ®=Cygx WU (13.4)

SSI-DATA and NEXT-ERA correspond to output-only system identification methods (ux =0 in Eq. 13.1) while DSI is
an input-ouput method. The three methods assume that vy and wy are zero-mean white vectors. The order of the model is
defined by using stabilization diagram, with criteria of Af <1%, A& <5% and (1-MAC) < 2%. Exhaustive explanations for
SSI-DATA, DSI and NEXT-ERA can be found in [8] and [9].

13.5 System Identification Results

13.5.1 System Identification Based on Ambient Vibrations

Figures 13.2 and 13.3 show the natural frequencies and damping ratios obtained for the ambient vibration data recorded
at different damage states using SSI-DATA and NExXT-ERA. It can be seen that the natural frequencies estimated by SSI
and NExT-ERA are in very good agreement for all the damage states. Also, the natural frequencies decrease as the damage
increases in the system. The higher modes seem to be less sensitive to low levels of damage than lower modes, which begin
to decrease from the initial states of damage.

The damping ratios have a good agreement, being better at lower modes than higher modes, however their variability is
larger than those of the natural frequencies. The estimated damping ratios do not show a clear trend as the damage progresses,
but they are in the range 0—5%, which is in agreement with previous studies in similar structures.

It is important to note that in the undamaged state (DS0), the lowest frequency corresponds to the mode 1 —T + To.
Because the seismic motions excite the building along its longitudinal direction, from DS1 onwards, mode 1-L has the lowest
associated natural frequency (see Fig. 13.2). This is because most of the structural and nonstructural damage is produced in
the direction of seismic excitation; therefore the lateral stiffness in this direction degrades faster than the transversal direction.
A similar observation can be observed for the higher modes (2 —T + To, 2 — L and 2 — L 4 To).

Since the mode shapes identified with the methods used in this work are complex-valued, the realized modes are computed
using the method proposed by [10]. The polar plot of the mode shapes are shown in Fig. 13.4, while the realized modes are
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presented in Fig. 13.5. It is observed that the first five longitudinal, the first three torsional and two coupled translational-
torsional modes can be identified using the ambient vibration data, and most of these mode shapes are identified as almost
perfectly classically-damped.

The MAC coefficient proposed by [11] is used to compare the modes shapes estimated by SSI and NExT-ERA for the
test AMB1 (Fig. 13.6). Most of the values in the diagonal (corresponding modes) reach values close to one, therefore it can
be concluded that the mode shapes between both methods are consistent. A similar pattern is repeated for all the states of
damage. In the same way to the damping ratios, the agreement between mode shapes is better for the lower modes than for
the higher modes. This is due to the fact that the participation of the higher modes is less compare to the lower modes and
consequently the signal-to-noise-ratio (SNR) is lower for the higher modes.
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Fig. 13.5 Mode shapes
identified for AMB1 (undamaged
state DS0O) using SSI-DATA

Fig. 13.6 MAC values for
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13.5.2 System Identification Based on White Noise RMS = 1.5 %g

At damage states DS0, DS4 and DS5, 6 min of white noise base excitation with a RMS acceleration of 1.5 %g was applied
to the test specimen. Figures 13.7 and 13.8 show the natural frequencies and damping ratios obtained for the white noise
data recorded at the three damage states using SSI-DATA, NExT-ERA and DSI. Similar to the case of ambient vibrations,
the natural frequencies estimated by the different methods are in very good agreement and they decrease as the damage
progresses in the system, however frequencies associated with the longitudinal modes have greater reductions than the other
modes. This is because, as explained before, most of the structural and nonstructural damage is produced in the direction of
the excitation. It is noticed that for all the white noise tests, the mode with the lowest natural frequency corresponds to the
first longitudinal mode (1-L). Comparing the natural frequencies obtained by ambient vibration and white noise data at the
same damage states, it is seen that they decrease in a similar percentage if they are normalized with the respective undamaged
state DSO.

The damping ratios are higher than the corresponding values obtained using ambient vibrations, but the discrepancies
between the methods are also larger, especially between the output-only and input-output methods. The estimated damping
ratios do not show a clear trend as the damage progresses and they are in the range of 0—10%. The longitudinal modes present
higher values of damping ratio.

The polar plot of the mode shapes are shown in Fig. 13.9, while the realized modes are presented in Fig. 13.10. Most of
the mode shapes, especially the lower modes, are practically classically damped and by comparing the mode shapes obtained
from ambient vibration and white noise data it can be seen that they are in good agreement. Because the excitation of the
white noise is only in the longitudinal direction of the building, the identification process of the modes having components
in the transversal direction (including torsional modes) is more difficult than the identification of the longitudinal modes.

The MAC coefficient is used to compare the modes shapes identified by the three different methods (Fig. 13.11). Most
of the values in the diagonal (corresponding modes) reach values close to one, therefore it can be concluded that the mode
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Fig. 13.9 Polar plot of mode
shapes identified using WN1A
(undamaged state DSO) using
DSI

shapes between the methods are consistent. A similar pattern is valid for all the states of damage. Similarly to the damping
ratios, the agreement between mode shapes is better for lower modes than for higher modes. As explained previously, this

is due to the fact that the participation of the higher modes is less compared to the lower modes and consequently the
signal-to-noise-ratio (SNR) is lower for higher modes.
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Fig. 13.10 Mode shapes
identified for WN1A (undamaged
state DSO) using DSI
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Fig. 13.11 MAC values for WN1A

13.6 Conclusions

A full-scale five-story RC frame building outfitted with a wide range of NCSs was built and tested on the NEES-UCSD
shake table. While it was rigidly fixed to the shake table, the building was subjected to a sequence of earthquake motion tests
designed to progressively damage the structure and NCSs. By using the ambient vibration data recorded before and after each
seismic test and low amplitude white noise base excitation data conducted at key states of damage, the modal properties of
the test specimen are identified using output-only (SSI-DATA) and (NExT-ERA) and input-output (DSI) methods. Because
of the low intensity of the excitations, a quasi-linear response is assumed and consequently the identified modal parameters
basically change due to the structural and nonstructural damage induced by the seismic motions.

The results show that the natural frequencies decrease as more damage is induced in the nonstructural and structural
components. The magnitude of reduction, which is due to the degradation of the stiffness of the system, is greater in the
longitudinal modes, which correspond to the direction of the excitation. The damping ratios do not show a clear trend as a
function of the damage, but longitudinal modes reach higher values compared to coupled translational-torsional and torsional
modes.

Finally, the correlation between the mode shapes obtained by different methods is studied using the MAC coefficient. The
results show a good agreement between different methods for each state of damage.
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Chapter 14
Modal Testing of a Repaired Building After 2010 Chile Earthquake

Manuel Archila, Ruben Boroschek, Carlos E. Ventura, and Sheri Molnar

Abstract A 24 storey reinforced concrete residential building in the city of Concepcion, Chile, was severely damaged
during the 2010 My 8.8 Maule earthquake. After the earthquake structural elements at the base of the building were repaired
in an attempt to restore the structure to its original state. A modal test using ambient vibrations was conducted on this
repaired building to determine its dynamic properties. Additional studies using ambient vibrations at near free field locations
confirm that ground conditions may have contributed to seismic amplification of the ground shaking at frequencies that
were dominant in the seismic response of this high-rise building. This amplification of ground shaking can be considered an
important contributing factor to the damage suffered by this building.

Keywords Ambient vibration * Microtremor * Modal testing ¢ Site period ¢ Earthquake damage

14.1 Introduction

On February 27, 2010 at 3:34 am local time a My 8.8 megathrust earthquake struck off the coast of Chile causing strong
shaking and triggering a tsunami that affected cities along the Pacific Coast of Chile. The city of Concepcion, located at an
epicentral distance of 100 km was severely impacted by this earthquake. The aftermath of this earthquake left many high-rise
buildings with severe seismic damage, including the collapse of a residential 15 storey building shown in Fig. 14.1. Many
studies are still underway to determine the causes of the structural damage of buildings throughout Chile.

Field investigations have led engineers to suggest that walls in high rise Chilean buildings subjected to large axial
compressive forces and bending action during the 2010 My 8.8 earthquake induced high stresses on the concrete and
steel rebars, such that the concrete crushed and rebar buckled under these demands [1]. There is concern that building
code provisions in Chile for design and detailing of reinforced concrete walls need to be improved to prevent this type of
widespread damage.

After the earthquake, many damaged buildings were repaired to make them safe and allow for re-occupancy. The first and
fourth authors visited the city of Concepcion in January 2012 to perform ambient vibration tests on the ground surface and
in repaired structures. These ambient vibration tests were conducted to estimate the natural frequency of the subsoil, i.e. site
period, and the modal properties of a repaired residential building. This paper presents and discusses selected results of our
ambient vibration testing campaign in Concepcion.
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Fig. 14.1 Photo of a 15 storey
reinforced concrete building in
Concepcion city that collapsed
during 2010 Chile earthquake
(Photo courtesy of Perry Adebar)

Fig. 14.2 Geologic profile m.a.s.l.
across city of Concepcion and
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14.2 Ground Conditions at Concepcion City

The city of Concepcion is surrounded by the Bio Bio River to the South, and rock formations elsewhere. A large part of
the city of Concepcion is founded on a valley of alluvium sediments. These sediments have settled within a graben (basin)
structure. Figure 14.2 shows the La Polvora and Chacabuco Faults, which delineate the graben boundary. This deep deposit
of soil under the city has given rise to seismic amplification of earthquake shaking in past earthquakes.

The depth of this deposit varies across the city, decreasing towards the rocky edges of Concepcion and deepening towards
downtown Concepcion as shown in Fig. 14.2. This varying profile of soil deposit depth results in different levels of subsoil
dynamic amplification and natural frequency of vibration across the region. The subsoil fundamental frequency decreases
from the edge of the city towards downtown Concepcion as determined from a campaign of free-field ambient vibration
measurements [2].

14.3 Site Fundamental Frequency

The fundamental frequency of the soil deposit at different locations across the city of Concepcion was retrieved from
microtremor measurements using the H/V ratio analysis technique developed by Nakamura [3]. This processing technique
makes use of vertical and horizontal components; this is a cost-effective method to determine the fundamental frequency
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Fig. 14.3 Top panel: locations of
three free-field ambient-vibration
test sites denoted by coloured
circles. Bottom panel: H/V
spectral ratios from average
ambient vibration and 2010 My
8.8 earthquake (solid line)
recordings
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of a soil deposit. The frequency of the peak H/V spectrum ratio is a proxy of the fundamental frequency of the
ground.

The microtremor measurements were conducted with a single triaxial seismometer (TROMINO®), which was temporarily
installed on the ground to record ambient vibrations for 20 min at a sampling rate of 128 Hz. The spectral ratio of average
horizontal to vertical motion was calculated with the Geopsy program [4]. The spectral ratio analyses were performed
using 60-s time windows that were 5%-cosine tapered and fast Fourier transformed to 10% proportionally smoothed
spectra.

The results from free-field microtremor measurements at three sites are presented in this paper. Figure 14.3 shows site
1 is located south of the La Polvora fault, site 2 is located immediately north of the Chacabuco fault and site 3 is located
closest to the centre of downtown Concepcion. Figure 14.3 also shows the average ambient-vibration H/V ratio results for
these three sites; site 3 exhibits the lowest peak frequency (0.70 Hz) related to thick basin deposits, whereas sites 1 and 2
exhibit higher peak frequencies (1.16 and 0.97 Hz, respectively) towards the basin edges.

The 2010 My 8.8 earthquake was recorded by the strong-motion instrument at site 3. The highest recorded peak
acceleration here was 0.40 g, which corresponds to a very strong shaking. The H/V ratios from the ambient vibration
measurement (solid line) and the strong motion earthquake record (dashed line) are compared in Fig. 14.3. The average
ambient-vibration peak frequency is 0.72 Hz and the strong motion peak frequency is 0.70 Hz. Significant differences are
observed in the shape of the H/V ratio curve.

14.4 Buildings Description and 2010 Chile Earthquake Damage

14.4.1 Building 1

A modern 12 storey reinforced concrete which exhibited severe damage in structural and non-structural components is shown
in Fig. 14.4. The construction of this building was finalized in 2006. This building was located within a distance of 80 m
from measurement site 1 described above. The building has an L-shape and comprises two separate building towers, one
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Fig. 14.5 Elevation of 24 Storey Building and ambient vibration measurements

tower has approximate plan dimensions of 28 m long by 12 m wide and the other is 35 m by 12 m. The structural system
provided to withstand earthquakes was shear walls.

The pictures in Fig. 14.4 show that the windows of the panoramic elevator suffered extensive damage. Partial collapse
of the roof structure above the elevator was observed. The base of the walls above ground showed extensive cracking in
horizontal and diagonal patterns. This building was considered inhabitable after the earthquake and has been slated for
demolition. No access was allowed to this building; however the fundamental frequency of a shear wall building can be
estimated using a rule of thumb described in equation 1.

1 1 1

I = = 00N~ 00755 12)

=1.11 Hz (14.1)

where N is equal to the number of storey above ground level. Comparing the fundamental frequency of site 1 of 1.16 Hz and
the estimated fundamental frequency of this building, it is clear that seismic amplification of motion could take place due to
resonance. This correlation confirms that ground conditions played an important role on the seismic damage caused by the
earthquake which rendered the building inhabitable.

14.4.2 Building 2

A 24 storey repaired reinforced concrete building for residential occupancy was subject to modal testing. The building has
23 stories above ground level and one basement storey. The approximate plan layout dimensions are 40 m by 15 m. The
structural system to withstand earthquake and gravity loading is comprised of slender reinforced concrete walls. Figure 14.5
shows pictures from the building and the ambient vibration tests performed on the ground (site 2) and the building.

The building had been opened only for a month before the Chile earthquake of February 27, 2010. Residents evacuated
the building as the shaking was very strong. No apparent damage was observable on this building from the outside, however



14 Modal Testing of a Repaired Building After 2010 Chile Earthquake 123

Table !4-1 Summary of modal Mode Frequency (Hz)  Damping ratio (%)
properties Mode 1  0.61 1.901

Mode 2 0.66 1.783

Mode 3 0.85 1.893

Mode 4 2.79 1.551

Mode 5 3.10 2.004

Mode 6 3.46 1.694

posterior inspection of the structure showed that the walls at the base of the building were severely damaged. The structure
was subsequently repaired.

14.5 Description of the Modal Test on Building 2

14.5.1 Testing Technique

Output-Only Modal analysis (OMA) techniques were used in this study [5]. The modal properties sought were natural
frequencies, mode shapes and damping ratios. Input excitations were not recorded and ambient vibrations were recorded
only. The Enhanced Frequency Domain Decomposition (EFDD) method available in the program ARTeMIS v. 4.1 [6] was
used to process the data.

14.5.2 Test Setup

The test was conducted using a set of 3 triaxial high-resolution accelerometers (TROMINO®), the same sensors as used
for the free-field microtremor measurements. The internal clocks of the sensors were synchronized to a common reference
time through a Global Positioning System (GPS). A reference sensor was located at the roof of the building and two roving
sensors were placed at each one of the following floors: 1, 5, 9, 13, 17, 20 and 23. Because there was no satellite visibility
from inside the building, the accelerometers were synchronized at the roof level with satellite visibility readily available.
After synchronization, the accelerometers were placed inside of the building to perform the corresponding measurement at
different floor levels. Recordings of ambient vibrations were taken for periods of 20 min at each floor using a sampling rate
of 512 Hz. An illustration of the different test setups is shown in Fig. 14.6.

14.6 Modal Model

The model was developed using the seven different setups depicted in Fig. 14.6. The peak picking method was used to
select frequencies from the singular value decomposition plot shown in Fig. 14.7. Six modal frequencies were identified.
The summary of the modal properties obtained are listed in Table 14.1. The fundamental frequencies of the translational
modes are 0.61 and 0.85 Hz in the transverse and longitudinal directions, respectively. The damping ratios range between
1.5% and 2.0% which is expected at the ambient vibration level. The corresponding modal shapes are presented in Fig. 14.8,
only floors where measurements were taken are shown for clarity.

The fundamental frequency of the soil profile at site 2 where the building is located was determined to be 0.97 Hz
(Fig. 14.2), and the dominant frequencies of vibration of the repaired building range between 0.61 Hz to 0.85 Hz. The
frequencies are comparable and confirm that ground conditions also played an important role on seismic amplification of
demands on the building that led to the severe earthquake damage observed.

There is no information available regarding the condition of the building before the 2010 My 8.8 earthquake. The building
blueprints are not publicly available, and this prevents creation of any computer model to estimate the dynamic properties of
the original building. Notwithstanding it is clear that the ambient vibrations measurements show that torsion is present in the
dominant modes which might be a consequence of the earthquake damage.
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Fig. 14.6 Location of sensors
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Fig. 14.8 Modal shapes of repaired high-rise building

14.7 Remarks

The estimates of the fundamental frequency of the ground at different locations across the city of Concepcion correlated well
with the dominant frequencies of vibration of surrounding buildings which experienced severe damage during the 2010 My
8.8 earthquake. This close relation confirms that ground conditions had an important role in amplifying the seismic demands
that were exerted upon high rise buildings.

The mode shapes retrieved from the ambient vibration measurements of the 24 storey repaired building were strongly
influenced by torsional vibration. There is no evidence available to confirm if this condition of torsional response
corresponded to the original state of the building or was inflicted by the earthquake damage. As an engineering practice
in active seismic regions ambient vibrations should be performed on structures to monitor mode shapes throughout their
different states, undamaged, damaged and repaired, to assess severity of damage and confirm the effectiveness of repairs in
restoring the structure to its original condition.
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Chapter 15
System Identification and Displacement Profiles of Multi-Span Skewed
Bridges with Seat Type Abutments

Seku Catacoli, Carlos E. Ventura, and Steve McDonald

Abstract Skewed bridges are classified as irregular structures due to the geometry of the deck and bents. The evaluation of
their dynamic response is challenging as it requires a combination of several modes of vibration. In this study, the results of
ambient vibration tests performed on four bridges in British Columbia, Canada are used to identify the dynamic properties
and the displacement profiles of multi-span skewed bridges with seat type abutments. The frequencies of vibration, the
modes of vibrations and the modal dampings are identified using frequency and time domain techniques. In addition, the
directionality in the transverse and longitudinal response for skewed bridges with different levels of lateral restraint and deck
flexibility is discussed. This paper improves the understanding of the dynamic response of skewed bridges, in particular their
lateral response to seismic loads. This understanding contributes to having a better assessment of the seismic demands that
skewed structures will undergo and to the development of displacement based design methods for these structures.

Keywords Skewed bridges * Ambient vibration tests * Displacement profiles ¢ Seat type abutments

15.1 Introduction

Skewed bridges are irregular structures due to the geometry of the deck and bents (Fig. 15.1). A good understanding of the
dynamic properties and the lateral displacement demands is needed in the current displacement-based design procedures
for skewed bridges [1], in which the displacement demand is directly compared with the provided displacement capacity
to ensure the desirable seismic performance. This is particularly important in skewed bridges with seat type abutments, in
which, given their support details, pounding between the deck and its abutments is more likely to happen in many cases
leading to the unseating of the superstructure.

Skewed bridges have different stiffnesses and strengths depending upon the orientation of the axes along which these
properties are determined. An accurate estimation of the transverse and longitudinal demands is connected to a proper
identification of the so called “preferred response directions”. The preferred response directions are the directions in which
the critical transverse and longitudinal demands respectively occur [2, 3]. These directions are given by the predominant
directions of the transverse and longitudinal modes of vibration. A number of authors have conducted experimental and
analytical studies to identify the dynamic parameters of skewed bridges with integral abutments [4-7]. However, a better
understanding of the dynamic properties and the displacement profiles of skewed bridges with seat type abutments is required,
and will improve the evaluation of the maximum displacement demands for these structures.

The University of British Columbia (UBC) and the Ministry of Transportation (MoT) have undertaken a study to evaluate
the seismic response and the effects of Soil-Structure-Interaction (SSI) on skewed bridges. In this study, the whole soil-
foundation-structure and embankment-abutment-structure systems are simulated using 3D finite element and simplified
numerical models. The results are complemented with ambient vibration tests conducted at typical skewed bridges. This
paper discusses the results for four multi-span skewed bridges with seat type abutments.
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Fig. 15.1 Typical multi-span skewed bridge

Fig. 15.2 Highway 99 and 24th avenue underpass (HWY 24th)

15.2 Description of Bridges

15.2.1 Highway 99 and 24th Avenue Underpass (HWY 24th)

The structure was built in 2006 and is located along Highway 99 in Surrey, British Columbia, Canada (Fig. 15.2). The bridge
is 48 m long, 19 m wide, and has two continuous spans with seat-type abutments. The superstructure consists of a concrete
deck slab supported on 0.8 m deep precast concrete box stringers. The substructure consists of 0.8 m diameter, 3.3 m high
multi-column frames with concrete cap beams. The abutment and pier foundations consist of strip footings.
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Fig. 154 Highway 1 and Lougheed highway underpass (LHH-EB underpass)

15.2.2 Highway 10 Underpass (HWY 10)

The structure was built in 1985 and is located along Annacis Highway in Surrey, British Columbia, Canada (Fig. 15.3). The
bridge is 71 m long, 22.1 m wide, and has two spans with seat-type abutments. The superstructure consists of a concrete
deck slab supported on nine 1.9 m deep, concrete I-girders. The superstructure is discontinuous and fixed-connected to the
cap beam at midspan. The substructure consists of a multicolumn frame with a set of five concrete columns which are 1 m
in diameter. The foundations consist of steel pipe piles filled with concrete.

15.2.3 Highway 1 and Lougheed Highway Underpass (LHH-EB Underpass)

The underpass was built in 2012. It is located in Burnaby, B.C. at Highway 1 and Lougheed Highway. The three-span bridge
is approximately 135 m long and 26 m wide. Its construction consists of a concrete deck slab supported on 2.2 m deep steel
girders, which are supported by multicolumn frames with a set of eight columns which are 1.22 m diameter. Both ends rest
on bent abutments, and are connected by approach slabs. There are also expansion joints on all four spans. The foundation
consists of 1.22 m diameter steel pipe piles (Fig. 15.4).
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Fig. 15.5 Douglas road underpass (Douglas Rd)

Table 15.1 Summary of bridge characteristics

Spans Substructure
Length Lengths Clearance Skew angle

Structure (m) No. (m) Width (m) (m) (degrees)  Type Abutments Superstructure type

HWY 24th 48 2 2323 19 4.9 37 Multi-column-frames Seat type Continuous—concrete box
($=0.8m) girders

HWY 10th 71 2 36-36 22.1 9.1 31 Multi-column-frames Seat-type Discontinuous—reinforced
(¢=1.0m) concrete I-girders

LHH-EB 135 3 37-58-37 26 5.0 54-57 Multi-column-frames Bent seat-type Continuos—concrete steel

Underpass (b=1.22m) girders

Douglas Rd 83 4 12-22-21-21 17 4.6 28 Multi-column-frames Seat-type Disontinuous—concrete

(6=0.6m) box girders

15.2.4 Douglas Road Underpass (Douglas Rd)

The underpass, built in 1962, is located at Highway 1 and Douglas Road. It is four spans with a total length of 83 m and a
width of 17 m (Fig. 15.5). The superstructure consists of a concrete slab deck with precast post-tensioned box girders. The
substructure has multicolumn frames with four columns, which are 0.6 m in diameter. Pad footings are used for the piers.
The abutments are seat-type; and the slab is discontinuous at midspan, whereas the girders are discontinuous at all supports.
At the internal piers, expansion bearings exist; but at the abutments there are fixed bearings.

The following table summarizes the characteristics of the structures tested (Table 15.1).

15.3 Field Testing

Ambient Vibration Testing involves measuring a structure’s response to typical forces that it is subjected to every day. These
ambient forces can be wind, traffic, human activities, etc. This method of testing provides a cheap, non-invasive, and non-
destructive method for obtaining modal parameters of large structures. With Ambient Vibration Testing you avoid having
to physically excite the structure with heavy equipment, which results in the disruption of the structure’s typical operation.
The response that you obtain from these tests is characteristic of the true operating conditions of the structure. To obtain the
modal parameters of the structure, Modal Operational Analysis algorithms are used to process the data [4, 9].

Ambient vibration testing is typically carried out by using sensitive accelerometers or other types of sensors, along with a
multi-channel data acquisition system. Some inconveniences in using the sensors involve cable handling, sensor balancing,
signal clipping, and power supply issues. The Earthquake Engineering Research Facility (EERF) at the University of British
Columbia (UBC) carries out ambient vibration tests with its nine wireless Tromino sensors. These instruments were set to
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Fig. 15.6 Typical test setup for
HWY 24th
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record high gain velocities, low gain velocities and accelerations at 128 samples per second. The Trominos are equipped with
GPS and radio antennas for time synchronization.

In 2012, members of the EERF-UBC team carried out ambient vibration tests on the HWY 24th, HWY 10th, LHH-EB
Underpass and Douglas Rd bridges. During the tests, one unit stayed at the same location and is called a reference sensor,
while the others are moved along the bridge to cover different testing locations and are called roving sensors. Figure 15.6
shows a typical test setup for HWY 24th. All the bridges were open to traffic. There were 20 testing locations along the
sidewalks of HWY 24th, 32 along HWY 10th, 59 along LHH-EB Underpass and 38 along Douglas Rd. In addition to this,
there were two testing locations at each approach and at least one free field measurement for all the bridges. All measurements
were taken for 30 min in each setup.

It is important to point out that LHH-EB underpass was partially open to traffic, and did not have sidewalks. As a result,
the test could only be conducted on the two southbound lanes that were closed to traffic.

15.4 Data Analysis and Results

The natural frequencies, mode shapes and dampings of the bridges were identified using the ARTeMIS Extractor [8].
For convenience, the presentation of results is divided into the identification of the dynamic properties in the vertical
direction and the identification of the in-plane dynamic properties.

15.4.1 System Identification in the Vertical Direction

The Enhanced Frequency Domain Decomposition (EFDD) technique was used to undertake the modal identification analysis.
For the Highway 99 and 24th Avenue Underpass seven modes of vibration in the vertical direction were clearly identified. For
this two span continuous structure, Fig. 15.7 displays well-defined vertical antisymmetric, vertical symmetric and torsional
modes. The system identification in the vertical direction undertaken for all the bridges is summarized in Table 15.2.

15.4.2 In-plane System Identification and Lateral Displacement Profiles

As traffic was the main excitation on the bridges, mainly the vertical modes are excited during the test and the identification
of the in-plane motions (transverse, longitudinal and rotation) becomes more challenging. In order to identify the in-plane
modes of vibrations, which are fundamental for seismic assessment, the Stochastic Subspace Identification (SSI) technique
[9] was used, in addition to the Enhanced Frequency Domain Decomposition (EFDD) technique.

The frequencies and modes of vibration obtained using both techniques are similar (Tables 15.3 and 15.4). The frequencies
are consistent with the boundary conditions of the bridges in each direction. For instance, HWY 24th has strong shear keys
at abutments in the transverse direction and is seated on expansion bearing in the longitudinal direction. Consistently, the
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Fig. 15.7 Vertical and Torsional modes of vibration for HWY 24th

transverse frequency of vibration is 10.66 Hz, and the longitudinal 0.97 Hz. Similarly, HWY 10th, which is also a two span
bridge seated on expansion joints but with weaker shear keys, has a transverse frequency of 4.76 Hz, and a longitudinal
frequency of 1.09 Hz. The consistency observed between the frequency of vibration and the level of lateral restraint in each
direction, also suggests that the modal response of skewed bridges could be uncoupled in each direction.

The frequency of vibration for in-plane rotation could only be identified for the HWY 24th (Table 15.3). The value
obtained (11.72 Hz) is considered high, and is close to the transverse frequency identified (10.66 Hz). The damping ratios
of the bridges tested are also similar in both techniques, EFDD and SSI. The estimated modal dampings vary from 0.24 %
to 3.63 % (Tables 15.3 and 15.4). These in-plane damping ratios are similar to the values reported for straight bridges using
ambient vibration tests [10].

The transverse and longitudinal modes of vibration are used to study the lateral displacement profiles of skewed bridges for
different configurations and boundary conditions. As presented in Table 15.2, the transverse and longitudinal displacement
profiles of a two span skewed bridge with seat type abutments and continuous deck as HWY 24th, is in agreement with a
rigid deck assumption. In the same way, the transverse displacement profile of a three span skewed bridge with bent type
abutments, expansion bearings, and continuous deck as LHH-EB Underpass, is consistent with a rigid deck profile.

In contrast, the transverse displacement profiles of a two span skewed bridge with discontinuous deck as HWY 10th, has
a parabolic shape more in agreement to what is expected for a flexible deck. A similar flexible transverse profile is observed
for Douglas Rd which is a four spans skewed bridge with discontinuous deck.

The transverse and longitudinal modes of vibration are also used to study the directionality in the lateral response of
skewed bridges. The predominant direction of the mode is defined as the azimuth in which the mode tends to move. The
predominant direction for each mode was estimated by comparing at abutments and at mid-span, the nodal coordinates of
the undeformed geometry with respect to the nodal coordinates of the mode of vibration. The evaluation of the predominant
direction of response for the bridges tested illustrates that the predominant direction of the transverse response occurs in the
azimuth of the skew bents, whereas the predominant direction of the longitudinal response is perpendicular to the azimuth
of the skew bents (Tables 15.3, 15.4 and 15.5).
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Order Freq. (Hz) Mode characteristic

HWY 24

1 5 Ist Vertical Antisymmetric
2 5.88 1st Torsional

3 7 2nd Torsional

4 8.25 3rd Torsional

5 8.34 2nd Vertical Symmetric

6 10.69 4th Torsional

HWY 10

1 5.406 Ist Vertical Antisymmetric
2 5.688 2nd Vertical Symmetric

3 7.406 1st Torsional

4 7.781 2nd Torsional

5 10.41 1st Torsional-Vertical

6 10.78 2nd Torsional-Vertical

7 13.97 Torsional-Longitudinal
LHH-EB Underpass

1 2.31 1st Vertical

2 2.77 1st Torsional

3 4.05 2nd Torsional

4 4.20 Torsional

5 5.06 Vertical

6 6.34 Vertical-Torsional

7 6.84 Vertical-Torsional

8 8.69 Torsional

9 9.59 Torsional

10 10.44 Vertical

11 11.63 Vertical

12 12.52 Vertical

Douglas Rd

1 1.938 1st Torsional (Third Span)
2 2.625 Ist Vertical

3 3.625 Longitudinal-Vertical

4 4.625 Longitudinal-Vertical

5 4.875 2nd Vertical Symmetric

6 5.313 3rd Vertical

7 6.688 Torsional

8 8.0 Vertical-Transverse

9 8.813 Vertical Antisymmetric-Transverse
10 9.063 Vertical Symmetric-Transverse
11 9.375 3rd Vertical

12 9.813 Vertical-2nd Transverse

The traditional approach for the assessment of the lateral demand of multi-span skewed bridges with seat type abutments
considers that the transverse and longitudinal responses are coupled. In contrast, the result of the ambient vibration tests
conducted in this research for bridges with different level of transverse restraint indicate that the lateral response can be
uncoupled by using the transverse and longitudinal modes of vibration and their predominant directionalities. The results
illustrate that the predominant direction of the transverse mode occurs in the azimuth of the skew bents; whereas the
predominant direction of the longitudinal mode is perpendicular to the azimuth of the skew. These results were validated

using analysis with the EFDD and the SSI methods.

In addition, the lateral displacement profile of the skewed bridges with continuous deck studied is in good agreement
with the profile described by a rigid deck motion. On the other hand, the lateral displacement profile of the bridges with
discontinuous deck seems to be more in agreement to the profiles described by flexible decks. Finally, in the vertical direction,
the ambient vibration study captured the frequencies and modes of vibration below 13 Hz for all the bridges tested.
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Table 15.3 Summary of in-plane system identification using the EFDD technique

Mode of vibration  Freq. (Hz) & (%)  Description (plan view)

HWY 24th Ist Longitudinal 0.97 1.96
1st Transverse 10.66 1.53
In-plane Rotation ~ 11.72 0.51 3
HWY 10th 1st Longitudinal 1.09 0.57
1st Transverse 4.67 1.71
LHH-EB Underpass 1st Transverse 1.72 3.05
Douglas Rd 1st Longitudinal 2.31 2.36
Ist Transverse 0.42 0.90
Table 15.4 Summary of Mode of vibration  Freq. (Hz) £ (%)
in-plane system identification HWY 24th Ist Loneitudinal — —
using the SSI technique £
Ist Transverse 10.52 2.15
In-plane Rotation  12.44 3.63
HWY 10th st Transverse 4.69 1.96
LHH-EB Underpass  1st Transverse 1.96 1.90
Douglas Rd Ist Transverse 0.42 0.75
1st Longitudinal 2.32 0.24
'l‘.able. 15.5 Predominant Azimuth of transverse mode (degrees)  Skew angle, ¢ (degrees)
direction of transverse response HWY 24th 39 1042 37
HWY 10th 32 to 34 31
LHH-EB Underpass 54 to 56 54-57
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Chapter 16
Robustness of Modal Parameter Estimation Methods Applied
to Lightweight Structures

Kristoffer A. Dickow, Poul Henning Kirkegaard, and Lars V. Andersen

Abstract On-going research is concerned with the losses that occur at junctions in lightweight building structures. Recently
the authors have investigated the underlying uncertainties related to both measurement, material and craftsmanship of timber
junctions by means of repeated modal testing on a number of nominally identical test subjects. However, the literature on
modal testing of timber structures is rather limited and the applicability and robustness of different curve fitting methods
for modal analysis of such structures is not described in detail. The aim of this paper is to investigate the robustness of
two parameter estimation methods built into the commercial modal testing software B&K Pulse Reflex Advanced Modal
Analysis. The investigations are done by means of frequency response functions generated from a finite-element model and
subjected to artificial noise before being analyzed with Pulse Reflex. The ability to handle closely spaced modes and broad
frequency ranges is investigated for a numerical model of a lightweight junction under different signal-to-noise ratios. The
selection of both excitation points and response points are discussed. It is found that both the Rational Fraction Polynomial-Z
method and the Polyreference Time method are fairly robust and well suited for the structure being analyzed.

Keywords Lightweight structure * modal analysis * parameter estimation ® robustness  finite element

16.1 Introduction

Currently, lightweight building techniques are advancing due to an increasing awareness regarding the use of environmentally
friendly materials combined with low production costs, quick installation and easy transportation. However, lightweight
building structures suffer serious drawbacks in terms of poor low frequency sound insulation, due to the low mass of
the constructions. As the trend is going towards increasing demands to the acoustic performance of building elements,
inaccurate prediction methods and poor performance calls for over-dimensioning of the elements. This increases both
weight and cost, which contradicts the idea of using lightweight elements in a building. Modern production techniques
with prefabricated lightweight modules are rapidly evolving, and encourage re-thinking the design of building elements.
On-going research is concerned with the losses that occur at junctions in lightweight structures. Recently the authors have
investigated the underlying uncertainties related to both measurement, material and craftsmanship of timber junctions by
means of repeated modal testing on a number of nominally identical test subjects [1]. However, the literature on modal
testing of timber structures is rather limited and the applicability and robustness of different curve fitters for modal analysis
of such structures is not described in detail. Lightweight structures often have non-linear properties, and since conventional
modal analysis is based on linear theory, the applicability of modal analysis of such structures depends on how well the
principle of superposition of modes fits the dynamic behavior of the structure. Furthermore, closely spaced modes and broad
frequency ranges of interest needs to be dealt with in the process of modal parameter estimation.

The present paper compares two different curve fitting methods implemented in the commercial software Pulse Reflex
Advanced Modal Analysis from Briiel & Kjar. One is the Rational Fraction Polynomial-Z method, and the other is the
Polyreference Time method. Both are global higher order curve fitting methods, generally well suited for a wide range of
analyses.
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Fig. 16.1 Experimental setup
used for measurements in [1]

The robustness of each of the two methods is investigated by applying increasing amounts of noise to the frequency
response functions (FRFs), which are being analyzed in Pulse Reflex. The ability of each method to correctly capture all the
modes—when influenced by noise—is used to judge the robustness of the methods. The frequency response functions are
obtained from a non-linear numerical model made with the finite element (FE) code Abaqus [2]. The structure being modeled
is a T-junction between a particleboard plate and a spruce beam (as subjected to measurements in [1], see Fig. 16.1). The
only non-linearities included in the FE model are the contact properties of the junction itself. The materials are assumed to
have linear elastic properties. A comparison of modes found by modal analysis of the non-linear model, to modes found by
the (computationally) much simpler Lanczos Eigenvalue solver—which is built in to Abaqus—is included, to demonstrate
why linear perturbation analysis does not work for this type of structure.

The use of a numerical model—rather than actual measurements—has been chosen to ensure a controlled environment,
such that the initial FRFs are unbiased by measurement error and noise. However, there is a tradeoff, since the numerical
model may introduce numerical error, and/or may not mimic the behavior of actual real life wooden junctions in sufficient
detail. By using a dynamic implicit time domain solver in Abaqus, the model accounts for non-linear contact properties in
the coupling.

In Section 16.2 the methodology is described in detail. Sections 16.3 and 16.4 present and discuss the results, while ideas
for future work are proposed in Section 16.5. Finally, findings are summarized and conclusions drawn in Section 16.6.

16.2 Methodology

The analyses presented here consist of three main stages:

1. A series of measurements for modal analysis is simulated by a numerical FE-model in Abaqus. Impact testing using three
excitation points and 32 response points is simulated by utilizing an implicit dynamic solver.

2. The response time signals for each degree-of-freedom (DOF) at each impact are exported from Abaqus as acceleration
signals. These are then imported into Matlab, where Gaussian white noise is added before applying an exponential window
and calculating the FRFs by means of the fast Fourier transform (FFT).

3. The resulting FRFs are imported in Pulse Reflex Advanced Modal Analysis where they are analyzed using each of the
two curve fitting methods being investigated in the present paper.

The following sections describe each step of the analysis in detail.
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Fig. 16.2 FE mesh model in
Abaqus

16.2.1 Computational Model in Abaqus

The T-junction is modeled in the commercial FEM package Abaqus. The model consists of just two parts; the plate and the
beam. The two parts are supposed to be connected to each other by three screws, which for simplicity are modeled as full
surface ties at three 5 mm by 5 mm square interfaces. The contact between the remaining parts of the surfaces is assumed
to have a tangential friction coefficient of 0.5, while the normal behavior is modeled using linear pressure-overclosure with
contact stiffness 50 GN/m.

All parts are modeled using solid continuum finite elements. 20-node brick elements with quadratic spatial interpolation
of the displacement are adopted. The mesh size is put to 50 mm to ensure a sufficiently high resolution of the model in the
investigated frequency range. The mesh is designed such that the nodes constituting the plate mesh align with the nodes on the
frame structure. The mesh is shown in Fig. 16.2. As three-dimensional solid continuum elements have no rotational degrees
of freedom, only displacements are considered. Free-free boundary conditions are assumed. Isotropic and homogeneous
materials are assumed if not directly stated otherwise.

The material properties are the same as used in [1]. The properties of the beam are: Young’s modulus £ = 8.5 GPa,
Poisson ratio v = 0.3, density p = 480 kg/m>. Damping is set to 5% of the stiffness. The damping is applied as structural
damping, i.e. the damping forces are assumed proportional to the forces caused by stressing of the structure. This simulates
the effects of friction in the timber. Generally a spruce beam would not be expected to have isotropic material properties,
but since it (in terms of stiffness) mainly contributes in one direction in the present experiment, it is assumed to be isotropic.
Regarding the material properties of the particleboard plates, experiments have shown that they behave in an orthotropic
manner, which may be related to the way such plates are manufactured. As a crude estimate, a quick fit has been made
by adjusting the Young’s Moduli and shear moduli until a decent fit between measurement and model (in terms of natural
frequencies and modeshapes) was obtained. The resulting values are: Young’s moduli E; = 3.45 GPa, E, = 3.00 GPa and
E; = 4.00 GPa, Poisson ratio vi; = vj3 = vp3 = 0.2, shear moduli G|, = 1.35 GPa and G|3 = Gy3 = 1.20 GPa, density
p = 645 kg/m?. Damping is set to 2% of the stiffness.

Each impact has been modeled as a concentrated force in a single node located at the bottom of the plate, while the
responses are taken at nodes on the top of the plate. The responses are extracted as acceleration in nodes corresponding to
where accelerometers had been placed in [1]. Likewise, the impact nodes correspond to positions of excitation used in [1].
The (transient) impact signal is a narrow Gauss shaped signal:

—(t — 19)?
y=a-e 2:b2 (16.1)

where a = 100N, tp = 0.01 s, and b = 7- 107 s. By utilizing dynamic implicit time integration in Abaqus/Standard and
requesting output a time points with a sample rate of 10 kHz for a time period of two seconds after each impact, acceleration
time signals are obtained for each DOF for each of the three impacts. From these time signals, the FRFs can be calculated
and subjected to modal analysis, which will be described in the following sections.

16.2.2 Post Processing in Matlab

The time signals from Abaqus are imported to Matlab, where the transformation from time domain to frequency domain
is carried out by means of the fast Fourier transform. Before applying the FFT, noise is added to the signals by means
of the Matlab function awgn () — Add White Gaussian Noise. After adding noise, an exponential window is applied
before performing the FFT. Finally, frequency response functions are obtained as the frequency domain ratio of response
(acceleration) to excitation (force). SNRs from 50 to 0 dB are considered in 5 dB steps.
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Fig. 16.4 Driving point frequency response function with and without added Gaussian white noise (SNR 5 dB)

Figure 16.3 shows an example of a time signal obtained from Abaqus before and after applying noise and windowing.
The signal depicted in the figure is a driving point response, and the amount of noise added is such that the signal-to-noise
ratio is 5 dB. The corresponding FRFs are shown in Fig. 16.4

16.2.3 Modal Analysis in Pulse Reflex

The FRFs are imported to B&K Pulse Reflex Advanced Modal Analysis, where they are subjected to modal parameter
estimation by two different methods: The Rational Fraction Polynomial-Z method and the Polyreference Time method. The
frequency range of analysis is 20-250 Hz. Both methods are global higher order methods and all settings have been left at
their default values.

Figure 16.5 shows the geometry as seen in Pulse Reflex with 32 response DOFs and three impact DOFs. Analyses have
been carried out using all three impacts at once as well as for each impact alone.

Once a stability diagram is generated, the built-in automatic mode select function is used to obtain an unbiased selection
of modes. An example of such a stability diagram is given in Fig. 16.6, which shows a screen dump from Pulse Reflex. After
the mode table have been generated by the automatic procedure, the modes are examined one by one in order to reject falsely
selected modes.
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16.3 Results

Figure 16.7 shows the modeshapes of the structure within the frequency range of interest. Notice how two of the shapes
are nearly identical — this behavior has been observed in measurements [1] of a number of nominally identical structures in
previous investigations. It is believed that this behavior is caused by the first torsional mode of the beam exciting the second
bending mode of the plate, and vice versa.

Each of the two curve fitting methods has been tested with various amounts of noise added to the signal before analysis.
In Pulse Reflex the ‘auto’ mode select feature has been utilized to ensure objective results without user interference. The
auto-generated mode table has been compared to the reference case (i.e. the noise free case) and based on either low MAC
value (see [3]) or extreme complexity, some of the modes have been rejected. The results are depicted in Fig. 16.8, where the
numbers of ‘correctly found’ modes are plotted against the signal-to-noise ratios for each of the two methods. The results
are shown for four cases; 1) All three impact DOFs are used, 2), 3) and 4) only one impact DOF is used for the analysis.

Figure 16.9 shows a comparison of modal parameters found by the two curve fitters being investigated. The data are for
the case of using all three impacts for analysis and the plots show mean value and standard deviation for signal-to-noise
ratios ranging from 50 dB to 0 dB in 5 dB steps.

Finally, Table 16.1 shows a comparison of natural frequencies for modes found by modal analysis of the non-linear model
to those found by using a linear perturbation in Abaqus (Lanczos solver). Since contact properties cannot change during a
linear perturbation, only the ‘screw’ interfaces are tied, while the remaining parts of the plate and beam are free to move,
regardless of wether it is physically possible or not.
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16.4 Discussion

From Fig. 16.8 it is seen, that no single impact point sufficiently covers the all of the modes, while in the case of using
all three impact positions, both the Rational Fraction Polynomial-Z and the Polyreference Time method are fairly robust in
regards to capturing all the modes even when the ‘measurements’ are contaminated with noise at relatively high levels. At
relative noise levels up to SNR 5 dB, all modes are found by both methods (except at SNR 35 dB, where the polyreference
time method misses one mode). The Rational Fraction Polynomial-Z method, however, selects more ‘false’ modes than the
Polyreference Time method does.

Looking at the modal parameters shown in Fig. 16.9, it is seen that the two methods are in good agreement with each other
at both natural frequencies and damping values. The results are similar and the standard deviations are low. For the complexity
it is seen that the Rational Fraction Polynomial-Z method is better at capturing the sixth mode, while the Polyreference Time
method is slightly better at the third mode. However, at the third mode both methods have significantly higher standard
deviation than at the other modes.

Regarding the damping values, it should be emphasized that the exponential window adds significant amounts of damping,
especially at the lower frequencies.
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Finally, from Table 16.1 it is demonstrated how a linear perturbation analysis is not directly applicable for this type of
junction, unless action is taken to account for the interaction between the two parts of structure, e.g. by assuming a linear
elastic relation, which may or may not work depending on the type of junction considered. Notice how the structure is
much stiffer at two modes with the strongest coupling between torsion of the beam and bending of the plate (mode numbers
four and five), compared to what is predicted by the linear perturbation analysis. In the linear perturbation, the first torsion
mode of the beam is only lightly coupled to the plate (at 43 Hz), while the actual mode (when including non-linear contact
properties) is to be found at 130/136 Hz.
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Table 16.1 Natural frequency of the first ten modes found by Pulse Reflex (non-linear contact
properties) and linear perturbation in Abaqus, respectively

Mode no. 1 2 3 4 5 6 7 8 9 10

Reflex [Hz] 32 49 80 130 136 164 166 177 180 229
Lanczos [Hz] 32 45 81 43 103 164 165 175 171 227

16.5 Future Work

Modeling the true behavior of screw connections in wooden junctions is not an easy task, since effects like friction, elasticity,
damping and deformation may be important factors subject to great variation between nominally identical junctions. An
extension of the work presented here would be to include bolt loads instead of surface tie constraints for the screw connections
in the Abaqus model. By using bolt loads, the behavior of screw connections may possibly be closer to how real connections
behave. However, plastic deformation of the wood will probably have to be taken into account as well. Preferably, a decent
linear approximation should be found (if possible), since this would simplify the computations significantly.

Furthermore, it still seems that measured signals are significantly more damped than the simulated responses from the
present analysis. The effect of added damping from the surrounding air needs to be investigated.

16.6 Conclusion

The robustness of two parameter estimation methods built into the commercial modal testing software B&K Pulse Reflex
Advanced Modal Analysis has been investigated in the present paper. The investigations were based on simulated impact
tests inspired by actual measurements done by the authors in a previous paper [1]. The structure being modeled was a T-
junction between a particleboard plate and a spruce beam, connected to each other by screws. The simulations were utilizing
an FE model made with the commercial FE code Abaqus. The FE model included non-linear contact properties, and the
effect of those were discussed.

Two different parameter estimation methods were compared: The Rational Fraction Polynomial-Z method and the
Polyreference Time method. The robustness of each of the two methods was investigated by applying increasing amounts of
noise to the frequency response functions, before they were analyzed in Pulse Reflex. The ability of each method to correctly
capture all the modes—when influenced by noise—was used to judge the robustness of the methods. To ensure unbiased
mode selection, the built-in automatic mode selection feature of Pulse Reflex was used.

It has been found that both the Rational Fraction Polynomial-Z method and the Polyreference Time method are fairly
robust and well suited for the structure being analyzed. Overall, the Rational Fraction Polynomial-Z method seems to perform
slightly better than the Polyreference Time method, but at the cost of including more ‘false’ modes in the auto selected mode
table.

The investigations showed that no single impact position was sufficient in capturing all of the modes within the observed
frequency range.

It should be noted, that the robustness of the underlying Abaqus time domain solver has not been thoroughly investigated.
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Chapter 17
A Comparative Study of System Identification Techniques Under
Ambient Vibration

Muhammad S. Rahman and David T. Lau

Abstract This paper presents the dynamic properties of the Confederation Bridge extracted by four output-only system
identification algorithms applied to vibration monitoring data. The purpose of this study is to evaluate the efficiency and
accuracy of different modal identification methods, particularly in the presence of high level of uncertainty and noise related
to field measurement data. The modal estimates obtained using these alternative approaches are compared and verified against
the modal properties from the finite element model.

Keywords Ambient vibration ¢ Operational modal analysis * Structural health monitoring * System identification ¢
Continuous monitoring

17.1 Introduction

Accurate and timely assessment of maintenance and repair requirements of bridges is important for ensuring public safety and
for efficient allocation of limited resources by bridge engineers and transportation authorities. Recently the topic of vibration
based structural health monitoring (VBSHM) has attracted considerable interest, which offers the possibility of obtaining
more accurate and objective information with respect to the deterioration and damage condition of instrumented structures.
The comprehensive monitoring project of the Confederation Bridge in eastern Canada represents a unique opportunity
to advance the development of VBSHM techniques for performance assessment because of the availability of long-term
continuous monitoring information covering not only the dynamic responses of the structure but also other important
variables such as concrete temperatures, material properties, weather data, etc. The comprehensive datasets help to better
understand and characterize short and long-term structural behaviour of the bridge. Furthermore, due to its particular location,
the bridge is exposed to harsh environmental condition including high wind and moving ice floes as well as wide range of
seasonal environmental fluctuations which make it an ideal setting for studying the practical applicability of VBSHM due to
high level of uncertainties present in the environmental and loading conditions. Previously, Stochastic Subspace Identification
(SSI) method was employed to extract the modal information and verify the expected dynamic behaviour of the bridge under
different loading scenarios [1].

The latest development of promising output-only modal identification technique, PolyMAX allows new capabilities in
automatic data processing for the estimation of modal parameters due to its ability in providing a clear stabilization diagram
of the system poles of the monitored structure.

In this context, this present work is focused on the analysis of the ambient vibration data of the Confederation Bridge
with the purpose of obtaining insights on the accuracy and efficiency of four different identification methods: the Frequency
Domain Decomposition (FDD) [2], Eigensystem Realization Algorithm [3], SSI [4] and PolyMAX [5] methods. FDD,
ERA and PolyMAX methods have been added to the existing Confederation Bridge monitoring software platform, Signal
Processing PLatform for Analysis of Structural Health (SPPLASH) [6] and the results obtained by these four identification
algorithms are compared with finite element model of the bridge.
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17.2 The Confederation Bridge

The Confederation Bridge is a prestressed concrete box girder structure, spanning the Northumberland Strait, linking Borden,
Prince Edward Island, and Cape Tormentine, New Brunswick in Eastern Canada. To cover the 12.9 km long shore-to-shore
distance the bridge is divided into 21 approach spans, two transition spans of 165 m each and 43 main spans of 250 m
each at a typical height of 40 m above the mean sea level. The main-span portion of the bridge is comprised of 22 repetitive
structural frame modules of 500 m length each. Each module is composed of a 440 m portal frame, made up of a 250 m centre
span and two 95 m overhangs, one on each side of the centre span, plus a 60 m simply supported drop-in expansion span
(Fig. 17.1). The portal frame is constructed of four types of prefabricated component units, pier base, pier shaft, main girder
and fixed drop-in span girder. A continuous frame structure is constructed by post-tensioning of the individual structural
pieces together. The bridge girders are single cell trapezoidal box girders with section depth varying from 14 m above the
piers to 4.5 m at mid-span of the drop-in girder, and a cross-section width varying from 5.0 m at the bottom to 7.0 m at the
top, with 2.5 m deck overhangs.

17.3 Continuous Monitoring System

A comprehensive long-term monitoring system on the Confederation Bridge has been in operation since the bridge opening
in 1997 in order to collect data and information about its behaviour and performance. The monitoring system measures
and records both environmental and bridge response data related to ice forces, short and long-term deflections, thermal
effects, corrosion and dynamic responses. The sensors of the monitoring system are installed on two adjacent spans of the
bridge, a drop-in span and a rigid frame. The dynamic responses of the structure, due to the effects of wind, traffic, ice
floe, and earthquake loadings are captured by 62 accelerometers distributed over the instrumented section of the bridge. In
this study, the recorded signals from 50 of these accelerometers are used, which are shown in Fig. 17.2. The sensors and
data loggers operate in continuous buffered data collection mode, which upon triggering by detection of specific dynamic
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Fig. 17.2 Location of accelerometers in the Confederation Bridge monitoring system
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events, such as heavy traffic or high winds, or simply upon user request, store the acceleration time history response data
at the sampling rate of 125 Hz. Otherwise, only statistic information determined from the time history data, such as mean,
maximum, minimum and standard deviation, are stored. A detailed description of the continuous monitoring system has been
presented in [7].

17.4 Monitoring Datasets

A total of 14 data sets, sampled at 125 Hz, have been selected from the Confederation Bridge monitoring database for the
present study. The first twelve datasets are recorded within a short period of time (2 days) during which the environmental
conditions and loading scenarios can be considered constant. Figure 17.3 shows that the average temperature of the concrete
at the instrumented section of the bridge and the wind speed at the bridge site at the time of the 14 datasets. It shows that
average temperature and wind speed are relatively consistent during the time of the 12 datasets. The range of average concrete
temperature is -2.7 °C to -1.4 °C, while the average wind speed range is 7.2 m/s to 14.8 m/s. The ranges of these values,
1.3 °C and 7.6 m/s are reasonable when compared to the yearly variations of 45 °C and 30 m/s for the typical annual average
environmental conditions at the bridge site. The remaining 2 events are characterized by high wind scenario. The average
wind speed was 35 m/s and the bridge was closed for traffic during these wind events.

17.5 System Identification

The following processing tasks on the data as well as the system identification are carried out using SPPLASH:

* Baseline adjustment of the acceleration time histories by removing any voltage drift from the accelerometer signals.

* Low pass filtering with a cut off frequency of 9 Hz using a Chebyshev type II filter of order 12. This eliminates the high
frequency noise and signal components, enhancing response signal in the band of interest (0-5.5 Hz). The filtering is
performed in the forward and reverse directions to eliminate nonlinear phase distortion. The low-pass filtering also serves
as an anti-aliasing filter for the subsequent down-sampling of the data.

* Down-sampling of the data to 1/3rd of the original sampling rate of 125Hz corresponding to a sampling time of 24 ms.
To enhance the frequency resolution of the Frequency Domain Decomposition (FDD) method data are down sampled 5
times resulting in a sampling interval of 40 ms.
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Fig. 17.4 Stabilization diagram. (a) SSI method; (b) PolyMAX method

17.5.1 Stochastic Subspace Identification (SSI)

Four vertical and two lateral sensors at monitoring locations 7 and 9 are used as reference sensors for cross-correlation
computation. These sensors are suitable references because of their relatively high response amplitudes and because their
locations do not simultaneously coincide with modal nodes of any of the important vibration modes of the bridge. In the
present study, proper models are identified by the SSI method with a model order of 150 i.e. models containing 75 modes.
Even though the actual model order of the data analyzed here is typically around 40, a relatively high maximum model is
used in the construction of the stabilization diagrams to allow for a clear visualization of stabilized trends. The number of
block rows used in the construction of the Hankel matrix which forms the basis of the system identification, is taken as 250
for all datasets analyzed. In the assessment of the stabilized modal parameters, a stabilization limit of 0.5% is chosen for
frequency identification, whereas for mode shape and damping the limits are 1% and 15% respectively. Figure 17.4a shows
the stabilization diagram for dataset 1obtained by SSI method.

17.5.2 PolyMAX Method

Here, the primary identification data, positive power spectrum is estimated via the correlogram approach with 2048
correlation lag time. The same 6 sensors (4 vertical and 2 lateral) at monitoring locations 7 and 9, selected in the SSI
method are used as reference sensors here. To reduce the error due to leakage, a 1% exponential window is applied prior to
correlogram spectrum estimation. To generate the stabilization diagram by the PolyMAX method, the model order between
150 and 200 is selected and the same stabilization criteria as in the SSI method for frequency, mode shape and damping
are employed. Figure 17.4b shows a typical stabilization diagram for one of the dataset obtained by the PolyMAX method.
The stables poles can be easily picked from clear stabilization diagram. Interesting to note that there are gaps in some of
the vertical line indicating these frequencies are not being identified within a specific band of model order. Furthermore,
PolyMAX needs higher model order to stabilize poles.
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17.5.3 Eigensystem Realization Algorithm (ERA)

For the ERA method, the correlations calculated with respect to the same 6 sensors at monitoring locations 7 and 9 (4 vertical
and 2 lateral sensors) are used as identification data. A Hankel matrix of the dimension 8750x600 corresponding to 9.3 s of
“free response” data is evaluated. As can be seen in Fig. 17.5 there is no “gap” in the singular value i.e. it is very difficult to
determine the number of modes being excited by just examining the singular value plot. In most of the datasets, the truncation
of block Hankel matrix is carried out with the model order of 50 to 60 so that approximately 25-30 modes are identified.
As the frequency range of interest is 0-5.5 Hz, only the frequencies below 5.5 Hz are considered in the system identification
analysis. Modes with high damping ratio are discarded. A threshold of 5% damping ration is established for the present
study. Repeated modes are eliminated based on the lowest energy content given by the singular values. Frequencies within
20% of each other and MAC value of 0.8 are used to identify such modes.

17.5.4 Frequency Domain Decomposition (FDD)

The spectra are estimated via Welch periodogram method using 2048 points FFT with a Hamming window of 50% segment
overlap. This results in a frequency resolution of 0.0122 Hz for singular value plot. For each dataset, two spectral matrices
were calculated, one for vertical and another one for lateral accelerations. Then, a singular value decomposition of the
spectral matrices was performed to evaluate the corresponding non-zero singular values. Figure 17.6 shows the average
singular values of all datasets for both directions. Damping estimate is performed in time domain assuming a SDOF around
a peak via enhanced FDD.

17.6 Analysis Results from Monitoring Data

Modal vibration frequencies, mode shapes and damping ratios obtained by four system identification methods of the fourteen
monitoring datasets described earlier are presented here. The results are also compared to the theoretical values based on the
calculated finite element model [8] to examine the correlation between extracted and analytical modal properties.

17.6.1 Modal Frequencies

Table 17.1 presents a summary of the modal frequencies extracted from the monitoring data and the corresponding values
from the shell finite element models. Both SSI and PolyMAX algorithms are able to identify 21 modes below 5.5 Hz.
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Fig. 17.6 Average singular value of spectra matrix in the vertical and lateral direction

The ERA method fails to detect a mode at 0.55 Hz whereas in case of FDD method; two modes namely at 0.55 Hz and 0.84 Hz
are not identified. The finite element modal frequencies based on the field measurement of concrete modulus (E. = 43 GPa)
are in close agreement to the measured values with an overall observation of estimated frequencies being slightly lower
than the theoretical frequencies. Furthermore, the good agreement between the measured modal frequencies and the updated
finite element model values show that the field observed structural dynamic properties as related to stiffness and mass are
reasonably close to the design values.

In Table 17.1 the column labelled “number of identification” lists the number of monitoring datasets from which the
corresponding eigenfrequencies and mode shapes have been identified. The numbers give an indication of how frequently the
vibration modes are being well excited under the typical loading scenarios and thus participate significantly in the measured
structural responses. The relevance of this information is for practical structural condition assessment and damage detection
based on continuous structural health monitoring data, where not every theoretical vibration mode of the structure is available,
but rather one is forced to rely on the subset of modes which can be retrieved consistently from the monitoring data. It is
observed that 8 out of the 21 identified modes are consistently excited regardless of different loading variability while some
modes, particularly the two modes at 0.55 Hz and 5.01 Hz are seldom excited.

Table 17.1 also shows information regarding the variability of the modal frequencies extracted from the monitoring
datasets. In particular, the SSI method offers a more consistent frequency estimate compared to other algorithms. The
variation in the identified frequencies relative to the mean appears to be higher for the lower frequency vibration modes
and shows a decreasing trend for higher frequency modes. This observation has very important significance since the
lower vibration modes often represent the dominant vibration behaviour of most structures under typical dynamic loading
conditions, and thus can impact on the proper selection of vibration based algorithms for health monitoring purposes.

17.6.2 Mode Shapes

Modal Assurance Criteria (MAC) values between extracted and theoretical mode shapes are presented in Table 17.2. These
values are computed between the mean of normalized extracted mode shapes and the corresponding theoretical mode shape.
For the computation of the mean extracted mode shape, the mode shapes extracted from different datasets are normalized
by their maximum coefficient. For all 4 algorithms, the average MAC value between extracted and theoretical mode shapes
is greater than 0.80, especially for SSI; the average MAC is 0.89 indicating very good correlation. ERA method, with an
average MAC of 0.88 is as good as SSI at least in terms of mode shape estimation.

Figure 17.7 shows some of the important vibration mode shapes extracted by system identification process from the field
monitoring data by SSI method and a comparison with the expected behaviour from the finite element model. The overall
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agreement of the experimental results with the expected values is generally good, especially considering the complexity of
the structure and with the use of output-only system identification methods in processing of ambient vibration data. As may
be observed in Fig. 17.7, at the expansion drop-in span, discrepancies between the identified and theoretical mode shape tend
to be relatively larger. This fact stems probably from less perfect modeling of the actual drop-in span support condition.

17.6.3 Modal Damping Ratios

The averages and standard deviations of the damping ratios of the vibration modes identified by different algorithms are
presented in Table 17.2. In general, the standard deviations obtained for the damping ratios are much higher than those
obtained for the modal frequencies especially for ERA and FDD methods; the high variance on damping estimate is quite
noticeable. In case of FDD method, damping estimate for low frequency modes are unrealistically high, an indication of
high leakage bias in spectra computation. In fact, the closeness of the modes and the relatively low frequency resolution
adapted to guarantee significant number of averages which is essential for good performance of FDD technique, leads to
an unaccepted biased spectra estimation. On the other hand, both SSI and PolyMAX methods provide comparable damping
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estimate. The average modal damping ratio by SSI method is 1.62% corresponding to 53% standard deviation of the mean
while for PolyMAX; these values are 1.67% and 62% respectively. It is worth noting that the mean extracted modal damping
ratios show a slight decreasing trend with increasing frequency.

17.7 Conclusions

In the present study, a total of fourteen field monitoring datasets from the Confederation Bridge monitoring database
have been analyzed by four different output-only system identification techniques and the extracted modal properties are
investigated against expected design values.

From the output only system identification analysis of the monitoring data, twenty one vibration modes are identified in
the frequency range 0-5.5 Hz, exhibiting an overall very good correlation with the modal properties previously calculated
using the design finite element modelling. The identified modal frequencies differ by less than 1% on average from the
expected design values and the extracted mode shapes are reasonably similar to those expected from the design except for
some localized discrepancies at the drop-in-span where the actual asymmetrical support conditions are more complex than
those assumed in the finite element models of this study.

Among all the methods, SSI algorithm seems to be more consistent in frequency, damping and mode shape estimate.
The application of PolyMAX and SSI methods to the ambient vibration data results in a very similar estimate for natural
frequencies and damping ratios while for mode shape estimation, SSI outperforms PolyMAX method. The more traditional
identification algorithm, ERA method provides comparable results at least in terms of frequency and mode shape estimation.
Furthermore, all 4 algorithms exhibit higher variance in damping estimate especially for ERA and FDD, it is quite noticeable.
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Chapter 18
Some Implications of Human-Structure Interaction

Lars Pedersen

Abstract On structures, humans may be active which may cause structural vibrations as human activity can excite structural
vibration modes. However, humans may also be passive (sitting or standing on the structure). The paper addresses this subject
and explores the implications of having passive humans present on the structure. It is not conventional to model the presence
of passive humans when predicting structural response, but nevertheless it is instructive to investigate which effect they do
in fact have on structural behavior and modal characteristics of structures. Such investigations are made in the present paper.

Keywords Human-structure interaction ¢ Footbridge vibrations ¢ Serviceability-limit-state * Passive damping * Bridge
damping

Nomenclature

[0) Mode shape function
o Dynamic load factor
T Integration period

& Bridge damping

& Human damping

ayrvy  Maximum transient vibration value
aypy  Vibration dose value
aypy  Root-mean-square value

e Ratio

N Bridge frequency
b Human frequency
I Step frequency

G Pedestrian weight
m Bridge modal mass
my Human modal mass
p Modal load

T Observation period
v Walking velocity
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18.1 Introduction

One type of action of an active person on a structure is walking. This scenario may take place on a footbridge, and this paper
considers a footbridge subjected to walking loads; and vertical walking loads in particular.

Basically, the problematic scenario for a footbridge is that the serviceability limit state might not be acceptable.
Accelerations levels might be too high rendering the bridge unfit for its intended use. But there are different acceleration
properties that might be used for evaluating the serviceability limit state of human-occupied structures. It is not the intention
of this paper to evaluate which acceleration property is the right one to use, but at least ISO 2631-1:1997 [1] brings forward
acceleration properties such as the RMS-value (root-mean-square-value), the VDV-value (vibration-dose-value), and other
values as will be outlined.

One intension of this paper is to evaluate how these properties might be influenced by the presence of a passive person
(such as a person passively standing at bridge midspan). Such presence would not be an unlikely event, and the passive
person might well be the acceleration receiver potentially finding acceleration levels unacceptable (rather than the active
person; the pedestrian).

However, experiments not reported here (but in [2—6]) strongly suggest that the passive person alters the dynamic system
brought into vibrations by the pedestrian in that the passive person will act as an auxiliary system attached to the bridge
mass. That a passive human may be modelled as a dynamic system is in agreement with findings in biomechanics [7].

Hence, this would be expected to change bridge acceleration levels. It is therefore found of interest to do a parametric
study in which bridge response predictions are made for the scenario without the passive person and for the scenario where
the passive person is present on the bridge. From the bridge response time series, a set of different acceleration properties
defined in [1] (RMS, VDV, etc.), are then extracted for both scenarios allowing an evaluation to made as to how the different
acceleration properties are influenced by accounting for the passive person when modelling the dynamic system.

Another scope of the paper is to do a similar parametric study, but whereas the first study focused on the bridge
acceleration response at the feet of the passive person, the second study will focus on the bridge acceleration response
at the feet of the pedestrian. Generally speaking there are two types of receivers that may be present on a footbridge: The
passive person and the pedestrian. As they are not positioned at the same location on the bridge, the vibrations entering
at the feet of the two persons will be different. Hence, also the extracted acceleration properties (RMS, VDV, etc) will be
different, and the focus of the second study is, as for the first study, to investigate how the different acceleration properties
are influenced when accounting for the potential presence of a passive person.

It is believed to be the first published parametric study aiming at quantifying the influence of passive person embracing
a number of potential serviceability-limit-state judgement parameters (acceleration properties) and accounting for two
potential receivers of vibration.

For the study, a number of assumptions are needed (bridge model, walking load model, and how to model passive persons),
and the model assumptions are outlined in Sect. 18.2. Section 18.3 outlines the acceleration properties in focus and how they
are extracted from acceleration time series, and Sect. 18.4 presents results of the study followed by a conclusion.

18.2 The Models Considered for the Study

18.2.1 The Footbridge

In order to keep focus on the primary mechanisms for investigation in this paper, it is chosen to employ a quite simplistic
bridge for the investigations. In other words it is not the complicity of the bridge model that is to pollute the interpretation of
results, which might be the case, if a quite complex bridge was employed.

Therefore it was chosen to consider a simple pin-supported bridge, with the dynamic characteristics (natural frequency,
damping ratio, and modal mass) of its first bending mode given in Table 18.1.

Table 18..1. Dynamic fi (Hz) &1 (%) my (kg)
characteristics

Footbridge
6 04 2,500
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Fig. 18.1 Model of the l_

combined bridge-human system m

p(0) %1 Hlj
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Table 18..2. Dynamic £ (Hz) &r (%) m, (kg)
characteristics
Passive person
7.5 30 60

One item to notice is that it is a bridge, which can resonate as a result of pedestrian traffic, in that the first bending mode
can be excited by the third harmonic component of walking loads (with a mean step frequency close to 2 Hz as suggested in
(8, 9D).

Another item to notice is that the bridge is very lightly damped making it a bridge which potentially is problematic in the
serviceability limit state.

The bridge length, L, was set to 11 m, which is realistic, considering the dynamic characteristics given in Table 18.1.

18.2.2 The Interaction Model

As indicated in the introduction, there are a number of indications that the mass of a passive person present on a footbridge
will interact with the footbridge mass, hereby altering the dynamic system and its dynamic characteristics, compared to those
introduced in Sect. 18.2.1.

Therefore, for the present studies also an interaction model (combined bridge-human model) is considered, in which a
human mass (the mass of a passive person) is attached to the modal mass of the bridge by a linear spring and dashpot.

Figure 18.1 shows the model considered for the present studies as an alternative to the SDOF model of the bridge presented
in Sect. 18.2.1. The load p(¢) represents the vertical load action of a pedestrian.

The grounded SDOF subsystem represents the bridge and the attached SDOF system represents the dynamics of a passive
person.

The dynamic characteristics of the bridge are those already presented in Table 18.1, whereas the values assumed for the
passive person (natural frequency, damping ratio and modal mass) are shown in Table 18.2.

These properties are not be interpreted as mean values for a passive (standing) person, but the dynamic properties represent
a result (values) derived from tests with an arbitrary standing person. In that sense they are realistic, at least as an example.

18.2.3 Pedestrian Load

A Fourier-series expansion was used to model walking loads from the pedestrian, see Eq. 18.1.

3
f(©) =G+ GaisinQin fir — ;). (18.1)

i=1

where G represents the static weight of the pedestrian. The properties «i are the dynamic load factors, and for the present
study the first three dynamic load factors (harmonics) were considered.
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The first dynamic load factor («i) was modelled as being dependent on step frequency (f;) as suggested in [10], see the
relationship in Eq. 18.2.

ar (fs) = —0.2649£3 + 1.306 /¢ 4 1.7597 fs + 0.7613, (18.2)
and the two other load factors assumed the values:
oy = 0.07 and o3 = 0.05. (18.3)

The phases were randomly selected. It is a load model by far more reasonable than that found in some design guide lines,
although it is possible to make it even more complex and realistic.

The modal load, p(), associated with the first bending mode (considered to be the dominating mode) is then determined
using Eq. 18.4.

(1) = f)e, (18.4)
where the mode shape function is determined as:
¢ = sin(zwvt/L), (18.5)

where v is walking velocity and L is the length of the bridge.

There are various ways to model the walking velocity, but it seems established that it depends on step frequency (f;), even
though some design guides do not recognise this to be the case. So as to employ realistic relationships for the studies of this
paper, a relationship between step frequency and walking velocity was monitored for a walking person. The relationship is
shown in Eq.18.6.

v=0,386(2—0,1217f; +0,381. (18.6)

I can be shown that the monitored relationship has much resemblance with findings in [11], but the monitored relationship
was used for later numerical studies of this paper.

18.3 The Response Parameters

A later section will explain how bridge response time series to the action of a pedestrian was calculated. However, in this
section focus is on how bridge acceleration time series were processed to obtain the response parameters introduced in ISO
2631-1:1997 [1].

The bridge acceleration properties in question are those given below.

appax = max [a,(t)] (18.7)
| T 1/2
arms = [—f ai.(t)dt} : (18.8)
T
T 1/4
aypy = [f ait,(t)dt} : (18.9)
0
1 1/2
MTVV, = max [— I aﬁ,(z)dz} . (18.10)
T Io—1

It is apparent that the acceleration time history is weighted quite differently in the respective calculations, which also
explains why there is an interest in focusing on how they are influenced when the dynamic system is altered by the presence
of a passive person.



18 Some Implications of Human-Structure Interaction 159

The VDV-approach uses a power of 4, thus placing high focus on peak values in the acceleration time history. The MTV V-
approach employs a running integration period, t (which for the present studies is set to 1 sec), but it eventually places focus
a maximum value. Placing focus on the maximum response is certainly the case for the PEAK-approach (by definition), and
the RMS-approach is special in the sense that the result (the agys-value) is influenced by the observation period T (which is
a choice to be made).

As for the observation period 7, it was chosen to a value of 30 sec for any RMS-calculation. The choice is solely motivated
by the fact that it found to be the time between on-set of bridge vibrations until bridge vibrations had vanished in the most
severe resonant case. Another choice could have been made, and results in terms of the RMS-values would then have been
different from those presented in this paper.

Generally, [1] focuses on the structural vibrations experienced where they enter into the human body (for the present
study at the feet of vibration receivers, as humans are either standing or walking), and for all scenarios the primary resonant
vibrations would be in the 4-8 Hz frequency band.

Only vertical components of acceleration response are considered (which is reasonable for the footbridge in focus in this
paper), but had horizontal components also been present there would be more processing to do.

18.4 Results

18.4.1 Accelerations at Feet of a Passive Receiver

As previously mentioned, the acceleration properties in Eqs. (18.7, 18.8, 18.9, and 18.10) were calculated at bridge
midspan:

(A) Using the 2DOF interaction model in Fig. 18.1.
(B) Using a SDOF model for the bridge (i.e. without attaching a SDOF model for the passive person).

For the calculations of midspan bridge accelerations, a Newmark time integration scheme was employed using time steps
of 0.01 sec.

The acceleration properties were identified using a number of different step frequencies of the pedestrian (stepping through
the range of 1.7-2.3 Hz, being realistic step frequencies). It is to be understood in this way that first the pedestrian was
modelled to excite the bridge with a step frequency of 1.7 Hz, then 1.75 Hz etc. For each step frequency two time series were
derived (one for assumption A and another for assumption B) and for both, the acceleration properties were calculated.

This gave frequency response curves for all acceleration properties. From these curves, the resonant frequencies were
identified along with the associated resonant (max) values of each property in the frequency range of 1.7-2.3 Hz. For
example, for the property a,q4,, the following resonant properties were identified:

aypy (A) and aypy (B), (18.11)

representing the absolute maximum a,4,-value found on assumption A and on assumption B, respectively.
For the presentation of results, the ratio eypy defined in Eq. 18.12 is introduced.

eypy = aypy (A)/aypy (B). (18.12)

When this ratio obtains a value below unity it indicates that the maximum VDV-value derived on assumption A is smaller

than the maximum VDV-value derived on assumption B. In other words that the passive person has had a damping effect on
the bridge (has reduced the VDV-value).

In similar manners, the ratios given in Eqgs. (18.13, 18.14, and 18.15) were computed.

erms = arms(A)/arus(B), (18.13)

evrrv = MTVV(A)/MTVV(B). (18.14)

epeax = appak(A)/appak (B), (18.15)
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Table 18.3 Acceleration ratios ePEAK eRMS evpy eMTvy
0.55 0.44 0.51 0.55

Table 18.4 Acceleration ratios €PEAK eRMS evoy emTvv
0.49 0.64 0.64 0.64

The results in terms of the four ratios are given in Table 18.3.

First it can be noticed that a single passive pedestrian is suggested to be capable of reducing bridge responses quite
significantly (by a factor of about 2). One reason for this is that the bridge has quite low inherent damping, whereas the
damping inherent in the human body is quite high, and much higher than that normally seen in pure structural systems.

Another observation is that the damping effect of the passive person to some degree depends on which acceleration
property is considered. Hence, the damping effect is not a unique property, as it is seen to depend on the parameter chosen
for the serviceability limit state evaluation.

Thirdly, it is worth noting that if acceleration properties are computed in order to evaluate the serviceability limit state
related to the passive receiver (vibration comfort of the standing person) quite different results are obtained whether or not
his presence is modelled when setting up the dynamic system. In reality, he needs to be there (on the bridge) to judge whether
the vibration comfort is acceptable or not.

18.4.2 Accelerations at Feet of the Pedestrian

Having focused on the passive receiver, focus is now turned to the active receiver of vibrations (the pedestrian). He will not
experience the same bridge vibration time history as the passive receiver standing at mid-span, as he is moving. Particularly,
he well not experience bridge vibrations after he has passed the bridge (which the passive receiver might).

As was the case for the passive receiver, bridge vibrations at his feet were calculated, prior to identifying the acceleration
properties and ratios here from. Again this was done on both assumption A and on assumption B (with and without accounting
for the presence of the standing person).

The results in terms of the four ratios are given in Table 18.4.

Again it is seen that the presence of the passive person is expected to attenuate bridge vibrations (as experienced by the
pedestrian), as the ratios attain values less than unity.

By comparing the values in Table 18.4 with those in Table 18.3, it can also be found that the attenuation of the different
acceleration properties (induced by a passive person) is not the same.

In other words, the impact of introducing a passive person on the bridge has different effects on the accelerations entering
the passive person and those entering the pedestrian. Hence, the “damping effect of a passive person on structural vibrations”
is not a unique property. The results suggest that it depends on which receiver of vibrations that is considered, and on which
acceleration property that is used for quantifying the damping effect.

It is not shown here, but by adding a passive person on the bridge, not only its damping characteristic will change, but
also its natural frequency.

18.5 Conclusion

For a pin-supported footbridge, scenarios with a single (active) pedestrian and the potential presence of a passive (standing)
person on the bridge were studied (with and without the passive person). Both persons (the pedestrian and the passive person)
might be receivers of vibration and might feel discomfort.

It was found that the passive person had the effect of mitigating structural vibrations (and quite significantly in the studied
case), but it was also found that “the damping effect of a passive person on structural vibrations” is not a unique property.

For one, it was shown that is it somewhat dependent on the acceleration property (derived from bridge acceleration time
histories) chosen for consideration (PEAK, RMS, VDV, MTVYV, being the properties considered in this paper).

Secondly, “the damping effect” also depends on whether focus is placed on the accelerations entering the feet of the
passive receiver of vibrations (the standing person) or the pedestrian (the active person).
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All in all the study has quantified some effects of human-structure interaction. Perhaps the study has also brought about

some questions as to whether exciting codes of practice handle the problem of evaluating the serviceability limit state quite
right. It is not always as simple as it means.
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Chapter 19
Evolution of Dynamic Properties of a 5-Story RC Building
During Construction

Rodrigo Astroza, Hamed Ebrahimian, Joel P. Conte, Tara C. Hutchinson, and Jose 1. Restrepo

Abstract A full scale five-story reinforced concrete building was built and tested on the NEES-UCSD shake table. The
purpose of this experimental program was to study the response of the structure and nonstructural systems and components
(NCSs) and their dynamic interaction during seismic excitation of different intensities. The building specimen was tested
under base-isolated and fixed-based conditions. Furthermore, as the structure was being built, an accelerometer array was
deployed in the specimen to study the evolution of its modal parameters during the construction process and due to placement
of major NCSs. A sequence of dynamic tests, including daily ambient vibration tests, impact/free vibration and forced
vibration (white noise base excitation) tests, were performed on the structure at different stages of construction. Several
state-of-the-art system identification methods, including two output-only (SSI-DATA and NEXT-ERA) and one input-output
(OKID-ERA), were used to estimate the modal properties of the structure (natural frequencies, damping ratios and mode
shapes). The results obtained allow to compare the modal parameters obtained from different methods as well as the
performance of these methods and to investigate the effects of the construction process and NCSs on the dynamic properties
of the building specimen.

Keywords System identification * Full-scale specimen ¢ Shake table tests ® Non-structural components ¢ Construction
process

19.1 Introduction

Health monitoring, and particularly system identification, of civil structures has become an important field bridging the
gap between numerical model-based response predictions and actual response of structures. The estimation of dynamic
properties from measurement data recorded in situ on real [1, 2] structures or in the laboratory on large/full-scale structural
specimens [3, 4] under realistic conditions allows to calibrate, validate and improve numerical (typically finite element)
modeling techniques of structures. Experimental modal analysis and operational modal analysis are the main procedures
to estimate the modal parameters (natural frequencies, damping and mode shapes) from recorded structural vibration data.
Most of the studies done in this area were performed using data collected from completed structures; only a few have
analyzed the variation of the dynamic properties of buildings during construction [5-8] and the effects of the nonstructural
components (NCSs) on these dynamic properties [4, 9, 10]. However, these studies were carried out on real buildings and
using output-only system identification methods; and it was not possible to closely follow the construction process in order to
disaggregate the effects of different construction activities and NCSs, and the effect of the amplitude of the excitation on the
dynamic characteristics of the buildings. This paper focuses on the investigation of a full-scale five-story reinforced concrete
(RC) building fully equipped with a wide range of nonstructural components, which was tested on the NEES-UCSD shake
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table. Measured responses from ambient and forced vibration tests obtained during the construction and at different stages
of installation of the NSCs are used to estimate the dynamic characteristics of the test specimen.

19.2 Description of Specimen and Construction Process

19.2.1 Specimen

The test structure is a full-scale 5-story cast-in-place RC frame building. It has two bays in the longitudinal direction
(direction of shaking) and one bay in the transversal direction, with plan dimensions of 6.6 by 11.0 [m]. The building has a
floor-to-floor height of 4.27 m, a total height of 21.34 [m] and an estimated total weight of 3010 [kN] for the bare structure
and 4420 [kN] for the structure with all the nonstructural components (excluding the foundation, which has a weight of
1870 kN approximately), respectively. The seismic resisting system is provided by a pair of identical moment resisting
frames in the North and South bays. The beams have different details at different floors. The specimen has six 66 x 46 [cm]
columns reinforced with 6#6 and 4#9 longitudinal bars and a prefabricated transverse reinforcement grid (baugrid). The floor
system consists of a 20.3 [cm] thick concrete slab for all levels. There are two main openings on each slab to accommodate
the stair and elevator. Two transverse concrete walls 15.2 [cm] thick provide the support for the elevator guiderails. More
details about the structural system and NCSs can be found in [11]. Figure 19.1a shows a schematic view of the test building.

19.2.2 Construction Process and NCSs

The construction of the building began in May 2011 with the foundation system. The bare structure was completed on
September 23, 2011. In parallel to the construction of the building, the installation of the stair began on August 13 and was
completed on October 11, 2011 (see Fig. 19.1b). The installation of the NCSs started immediately after completion of the
structure. Each level of the structure was equipped with different nonstructural components and contents to support different
occupancies. The first floor was designated as a utility floor, while the second floor was modeled as a home office and a lab-
oratory environment area. The third floor had two computer servers representing important electronic equipments commonly
damaged during earthquakes. Levels four and five were designated as hospital floors with an intensive care unit (ICU) and a
surgery suit, respectively. A fully-operational passenger elevator, metal stairs, a ceiling subsystem and gypsum board partition
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Fig. 19.1 (a) Schematic view of the test specimen, (b) bare structure (August 12, 2011) and (c) complete building (February 23, 2012)
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Table 19.1 Properties of the main NCSs and dates of installation
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NCS

Date of installation

Comments

Balloon framing
Precast cladding
Elevator

Air handling unit
Cooling tower
Penthouse

Interior partition walls

November 1 to December 7, 2011
December 19 and 20, 2011
January 17 to February 22, 2012February 6 and 7, 2012

December 13, 2011

December 9, 2011

November 18 to December 2, 2011

December 5 to December 23, 201 1January 9 to

Weight per floor: 55 kN approx.
Weight of each panel: 35 and 53 kN ( 340 kN per floor)
Weight of counterweight: 16.2 kNWeight of cabin:
9.9 kN
Weight: 6.7 kN
Weight: 15.5 kN
Weight: 25.5 kN
Floors 1 to 3Floors 4 and 5

February 7, 2012

Table 19.2 Recorded vibration data used in this study

Date Description of the test
August 18 to October 12, 2011
October 12, 2011

October 13, 2011 to February 23, 2012
February 23, 2012

State of the system

Under construction
Bare structure
Installation of NCSs
Complete building

Daily 10 min of ambient vibrations
10 min WN (1.0%g RMS) + 10 min WN (1.5%g RMS)
Daily 10 min of ambient vibrations
10 min WN (1.0%g RMS) + 10 min WN (1.5%g RMS)

walls were also installed in the building. The facade consisted of a light gauge metal stud balloon framing overlaid with
synthetic stucco spanning over levels one to three and precast concrete panels on levels four and five. Anchored to the roof
were a penthouse, an air handling unit and a large water-filled cooling tower. Table 19.1 summarizes the general properties
and date of installation of the main NCSs. The building system was completed on February 22, 2012 (see Fig. 19.1c¢).

19.3 Instrumentation Array and Dynamic Tests

19.3.1 Instrumentation Array

Before pouring the concrete slab at the third level, on August 18,2011, a temporary accelerometer array was deployed in the
structure, consisting of four translational sensors per floor (two per translational direction). The data were sampled at 240 Hz
and the raw acceleration time histories were detrended and filtered using a band-pass order 4 IIR Butterworth filter with
cut-off frequencies at 0.25 and 25 Hz, frequency range which covers all the modes participating significantly in the response
of the system.

19.3.2 Dynamic Tests

Vibration data from dynamic tests (more than 400) were recorded on the building during the period from August 2011 to
February 2012, including ambient vibration, free vibration (shock) and forced vibration tests (low amplitude white noise base
excitation) using the UCSD-NEES shake table. Ten minutes of ambient vibration data were recorded everyday and impact
tests (using a pendulum consisting of a truck tire hanging at the end of a cable attached at the tip of the arm of a boom lift)
were performed on average once a week between August 18 and December 22, 2011. White noise tests were carried out at
key stages of the construction: bare structure condition on October 12, 2011 and complete building condition on February
23, 2012. Table 19.2 summarizes the recorded vibration data used in this study.

19.4 System Identification Methods Used

In order to estimate the modal properties of the building specimen at different construction stages, two state-of-the-art
output-only system identification methods, both assuming broad-band excitation, are used for the ambient vibration data:
Data-Driven Stochastic Subspace Identification (SSI-DATA) and Natural Excitation Technique combined with Eigensystem
Realization Algorithm (NExT-ERA). For the white noise base excitation data, in addition one input-output method is



166 R. Astroza et al.

employed: Observer/Kalman Filter Identification combined with Eigensystem Realization Algorithm (OKID-ERA). Detailed
explanations of these methods may be found in [12—14] for SSI-DATA, NExT-ERA and OKID-ERA, respectively.

19.5 Evolution of the Identified Modal Properties During Construction

The effects of six different main construction activities (Table 19.3) in the construction process are analyzed. The bottom
row of Fig. 19.2 shows the time evolution of the construction in terms of the main activities, the left and right panels of the
first four rows show the temporal evolution of the identified natural frequency and damping ratio, respectively, of each of the
first four modes of the structure. Clearly, since the structure becomes taller and therefore more flexible as the construction
progresses, the natural frequencies decrease with time.

It can be seen that the actions inducing the most significant abrupt changes in the natural frequencies are the pouring
of the slab (A2) at the fifth and roof levels (September 6, 2011, and September 22, 2011 respectively) and pouring of the
columns and shear walls (A4) at the fourth and fifth levels (August 24, 2011, and September 8, 2011 respectively). This
can be explained by the fact that after the pouring, both activities increase significantly the mass of the building without
considerably changing its lateral stiffness, which starts to increase as the concrete gains strength. The magnitude of the
jumps in the variation of the natural frequencies due to concrete pouring reduces as construction progresses, since the added

Table 19.3 Main construction activities

Name  Activity Name  Activity
Al Formwork and shoring of slab A4 Rebar installation and pouring of columns and walls
A2 Rebar installation and pouring of slab A5 Shoring removal
A3 Formwork of columns and walls A6 Installation of stairs
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Fig. 19.2 Temporal evolution of the natural frequencies and damping ratios of the first four modes identified during construction
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August 22, 20011 September (06, 2011 | September 23, 2011 | October 12, 2011 August 22, 20171 September 06, 2011 | September 23, 2011 | October 12, 2011
Mode Mode
1-T+To 1-To
Mode Mode
1-L 2-L

Fig. 19.3 Evolution of the mode shapes of the first four identified vibration modes identified using NExXT-ERA from ambient vibration data over
different stages of construction

mass becomes progressively lower relative to the total mass of the building. On the other hand, as expected, the effect of
formwork and shoring (Al and A3) is negligible because their mass is low relative to the total mass of the structure and
they do not contribute to the lateral stiffness of the building. Similarly, stairs installation (A6) and shoring removal (A5) do
not induce any observable change in the dynamic properties of the building for the same reasons as for activities A1 and
A3. Finally, it is observed that, from September 26 to October 10, 2011, the natural frequencies increased gradually (1.82—
1.92, 1.84-1.94, 2.52-2.68 and 6.12-6.61 Hz for the first, second, third and fourth modes, respectively), which is due to the
strength gain and corresponding stiffness gain of the concrete during the curing process over time. This last effect was also
detected by [4].

Regarding the damping ratios, the identified values are mostly in the range 0.5-2.5% for all the identified modes when
using ambient vibration data, which is consistent with previous studies on similar structures. However, as well known, the
scatter of the damping ratio estimates is inherently larger than that of the identified natural frequencies. No clear trends can
be observed between the variations of the modal damping ratios and the construction activities. Also, it can be seen that the
agreement between the identified damping ratios obtained from different methods is better for the lower modes than for the
higher modes.

Figure 19.3 shows the evolution of the mode shapes of the first four vibration modes identified from ambient vibration
data when the slabs of the second, third, fourth and roof levels were poured. During the entire construction process, the first,
second, third and fourth modes correspond to the first transversal + torsional (1-T+To), first longitudinal (1-L), first torsional
(1-To) and second longitudinal (2-L) mode, respectively. It is observed that each of the identified modes keeps basically the
same shape (or proportions) as the construction process evolves.

19.6 System Identification of Bare Structure

A first set of dynamic tests making use of the shake table was performed on August 12, 2011, with the building specimen
at the bare condition. The low-amplitude banded (0.25-25 Hz) white noise base acceleration excitation consisted of two 10
minutes runs, with RMS acceleration of 1.0 and 1.5%g, respectively. Table 19.4 reports the identified natural frequencies
and damping ratios for ten modes of the structure using the white noise base excitation test data. The natural frequencies
identified using different methods are in very good agreement for the same level of excitation. The identified damping ratios
exhibit a higher method-to-method variability, consistent with previous studies [3, 15].It is observed that based on ambient
vibration data the identified first and second modes correspond to 1-T+To and 1-L respectively (see Table 19.5), while these
two modes shift when identified based on white noise test data. This mode-crossing is produced by a decrease of the stiffness
of the structure (due to concrete cracking) in the longitudinal direction (direction of motion) during the white noise base
excitation test.

It is noticed that for a number of modes OKID-ERA provides an estimate of the damping ratio significantly lower than
the output-only methods, especially for the longitudinal modes of vibration (direction of excitation). The identified natural
frequencies decrease as the amplitude of the white noise base excitation increases from RMS = 1.0%g to RMS = 1.5%g.
Although these differences are relatively small (less than 3.5% in the average), they clearly show the effect of cracking in
the concrete, and the resulting loss of stiffness during the white noise tests. This fact is confirmed when the identified natural
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Table 19.4 Natural frequencies

Natural frequency (Hz)

Damping ratio (%)

and damping ratios of the bare

structure identified from white Mode SSI-DATA  NExT-ERA OKID-ERA  SSI-DATA  NExT-ERA  OKID-ERA
noise base excitation test data White Noise RMS=1.0%g

1 (1-L) 1.82 1.83 1.86 5.16 5.80 3.36
2 (1-T+To) 1.88 1.87 1.90 1.30 1.44 1.36
3 (1-To) 2.63 2.63 2.63 0.93 1.02 1.42
4 (2-L) 6.29 6.29 6.34 3.77 2.74 1.08
5 (2-L+To) 6.43 6.32 6.53 1.11 0.94 1.07
6 (2-To) 10.67 10.68 10.89 1.04 1.81 2.66
7 (3-L) 12.22 12.20 12.00 1.52 1.70 1.04
8 (3-To) 13.53 13.39 13.47 0.75 0.27 0.52
9 (4-L) 18.59 18.64 18.64 2.34 2.02 1.45
10 (5-L) 23.19 23.55 23.29 1.65 2.16 0.57
White Noise RMS=1.5%g

1 (1-L) 1.75 1.73 1.83 6.32 3.76 3.47
2 (1-T+To) 1.89 1.87 1.88 1.29 1.07 1.44
3 (1-To) 2.60 2.62 2.60 1.06 1.33 1.30
4 (2-L) 6.21 6.05 6.28 3.84 1.61 1.18
5 (2-L+To) 6.40 6.17 6.42 0.77 2.82 0.59
6 (2-To) 10.64 10.61 10.79 2.37 1.87 3.18
7 (3-L) 12.11 12.12 11.93 2.70 2.87 2.06
8 (3-To) 13.48 - - 0.75 - -

9 (4-L) 18.46 18.51 18.29 2.13 1.59 1.63
10 (5-L) 23.19 22.92 23.14 1.48 1.72 1.28

L: longitudinal/T: transversal/To: torsional

Table 19.5 Natural frequencies
of the bare structure identified

Before white noise tests (October 12, 2011) After white noise tests (October 13, 2011)

from ambient vibration test data Mode SSI-DATA NEXT-ERA SSI-DATA NExXT-ERA
1(1-L) 1.91 1.90 1.90 1.92
2(1-T+To) 1.89 1.89 1.88 1.88
3 (1-To) 2.66 2.68 2.63 2.63
4(2-L) 6.36 6.36 6.16 6.15
5(2-L+To) 6.55 6.59 6.53 6.49
6 (2-To) 10.83 10.84 10.77 10.73
7(3-L) 12.01 12.07 11.97 11.70
8 (3-To) 13.43 13.46 13.63 13.61
9 (4-L) 18.96 18.75 18.40 18.73
10 (5-L) 24.19 23.30 23.76 23.50

frequencies obtained from ambient vibration data before and after the white noise tests are compared (Table 19.5). They are
practically the same, and are higher than their counterparts identified during the white noise tests. Also, the first two modes
cross again, and their order before the white noise tests is recovered. This means that the concrete was cracked during the
white noise tests, however, the amplitude of the ambient vibrations is too small to re-open a significant portion of the cracks,

which remain closed due to gravity effects.

Since the mode shapes identified with the methods used in this study are complex-valued, the realized modes were
obtained using the method proposed in [16]. Figure 19.4 shows the identified mode shapes obtained from NExT-ERA based
on the first white noise base excitation test data (RMS = 1.0 %g).

In order to compare the mode shapes identified from the three different methods, Figure 19.5 shows the MAC values
between them. The high MAC values (close to one) indicate that the identified mode shapes using different methods are in

very good agreement. Red lines are shown for the modes that could not be identified by one of the methods.
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Mode Mode Mode Mode Mode Mode Mode Mode Mode Mode
3-To 4-L 5

1-T+To 1-To - 2-L+To

1-L.

Fig. 19.4 Mode shapes for the bare structure obtained using NExT-ERA for white noise RMS = 1.0%g
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Fig. 19.5 MAC values between modes of the bare structure identified by using different methods (white noise RMS = 1.5%g)

Table 19.6 Main NCSs installed in the building

Name NCS Name NCS Name NCS

Cl1 Partition walls (elevator shaft) Cc7 Cooling tower C13 Sprinkler system (level 5)
C2 Partition walls (stair shaft: 1to3) C8 AHU unit Cl4 Roof and gas pipes (level 4)
C3 Partition walls (stair shaft: 4 to5) C9 Precast cladding C15 Contents (levels 2,4 and 5)
C4 Balloon framing C10 Elevator counterweight and rails Cl6 Elevator cabin

C5 Penthouse Cl1 Interior partitions (levels 4 and 5)

C6 Interior partitions (levels 1 to 3) Cl12 Ceilings

19.7 Effects of Nonstructural Components

During the installation of all the NSCs, daily ambient vibration data were collected and additionally low amplitude white
noise base excitation tests were performed when the building, including all the NCSs, was completed on February 23, 2012.
Table 19.6 shows the main NCSs considered in the analysis. Figure 19.6 presents the evolution of the natural frequencies and
damping ratios of the first three modes of the structure identified using SSI-DATA and NExT-ERA during the time window
of NSCs installation (October 13, 2011, to February 22, 2012). The bottom panels show the Gantt chart for the activities
defined in Table 19.6.

Again, there is a good agreement between the natural frequencies identified using SSI-DATA and NExT-ERA, while the
identified damping ratios, ranging between 0.4 % and 3.0 %, have a much higher method-to-method variability. The increase
of the modal frequencies of the system due to the increase of the lateral stiffness of the building produced by the installation
of partition walls can be clearly observed. Due to the installation of partition walls in the elevator shaft (C1) and South
East corner (C2 and C3) of the building (from October 13 to October 21), the first, second and third natural frequencies
increased from 1.88 to 1.94, 1.90 to 1.96, and 2.63 to 2.67 Hz, respectively. Later, between December 5 and December 19,
the natural frequencies increased from 1.91 to 2.10, 1.96 to 2.15 and 2.68 to 3.01 Hz for the first, second and third modes
respectively, as a result of the installation of the interior partitions on levels one to three (C6). Within the same time window,
the roof-mounted (cooling tower and AHU unit) equipment (C7 and C8) were installed, yet despite these increases in mass
at the top of the building, the added stiffness due to the partition walls more than compensated, and the natural frequencies
increased. Finally, from January 10 to February 10, 2012, the natural frequencies gradually increased due to the installation
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Fig. 19.6 Evolution of the natural frequencies and damping ratios of the first three modes during installation of main NCSs

of partition walls on the fourth and fifth levels (C11). During this time window, the effect of the extra mass added by the
elevator counterweight and rails (C10), pipes (C14) and equipment (C15) is dominated by the stiffening effect of the added
partition walls. Furthermore, the partition walls also slightly affect the values of the identified equivalent viscous damping
ratios. This effect can be seen in the right column of Fig. 19.6 between the dates abovementioned. Similar results have been
reported in [4, 10]. Later, from December 19 to December 20, 2011, the first three modal frequencies dropped from 2.15 to
2.00,2.18 to 2.06 and 3.01 to 2.63 Hz, respectively, due to the placement of the precast concrete panels (C9) on the South and
West faces of the building at the fourth and fifth levels. From December 20 to December 22, the same frequencies dropped
from 2.00 to 1.85, 2.06 to 1.91 and 2.63 to 2.55 Hz, respectively, when the precast concrete panels (C9) on the North and
East facades were installed. Results also show that the installation, between November 2 and November 23, 2011, of the
balloon framing (C4), spanning the bottom three stories of the building, moderately increased the natural frequencies from
1.88 to 1.93, 1.93 to 2.00 and 2.62 to 2.70 Hz for the first three modes, respectively. Finally, installation of ceilings (C12),
penthouse (C5) and elevator cabin (C16) did not induce any clear effects on the identified modal properties of the building
or their effects were negligible compared to those induced by the installation of other NCSs at the same time.
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As a general trend during the entire period of installation of the NCSs, it can be noticed that the identified damping ratios
tend to slightly increase in time, but again their estimation variability is large compared to that of the natural frequencies.
Most of this additional damping is probably due to source of energy dissipation generated by the friction at the interface
between the NCSs and the structure.

19.8 System Identification of the Complete Building

After all the NCSs were installed in the building (complete building), a second set of dynamic tests using the shake table were
performed on February 23, 2012. The same white noise base excitation sequence described for the bare structure was used.
This white noise sequence was repeated three times considering different positions of the elevator. The modal parameters
were estimated from the recorded data using the output-only and input-output methods. Additionally, output-only methods
were applied to ambient vibration data recorded before and after the white noise base excitation tests. Table 19.7 reports the
natural frequencies and damping ratios for ten modes of the building identified using the white noise base excitation data
for the configuration with the elevator counterweight located at the top of the building. It is important to note that the results
obtained for the other two configurations of the elevator system do not differ significantly, with differences less than 3% for
the natural frequencies and 15% for the damping ratios.

Similar observations to those made for the bare structure apply to the complete building. First, it is noticed that the
identified natural frequencies decrease as the amplitude of the excitation increases from RMS = 1.0%g to RMS = 1.5%g.
The reductions are relatively higher than for the bare structure. This is due to both cracking in the concrete and interaction
between the structure and the NCSs. Furthermore, the same mode shapes as those for the bare structure are identified: the
first five longitudinal (1-L, 2-L, 3-L, 4-L and 5-L), the first two coupled transversal-torsional (1-T+To, 2-L+T) and the first
three torsional (1-T, 2-T and 3-T) modes. The MAC values between corresponding modes of the bare and complete building
are practically equal to unity, indicating that the NCSs do not have a significant effect on the vibration mode shapes for this
level of excitation. Additionally, the MAC values between the corresponding mode shapes identified from the different white
noise excitations (RMS = 1.0%g and 1.5%g) were computed as very close to unity, implying no changes in identified mode
shapes with increasing amplitude of the base excitation.

Table 19.7 Natural frequencies

! . Natural frequency (Hz) Damping ratio (%)

and damping ratios of the

Complete bl.llldll’lg identified from Mode SSI-DATA NExT-ERA OKID-ERA SSI-DATA NExT-ERA OKID-ERA

white noise base excitation White Noise RMS=1.0%g

test data 1(1-L) 1.74 1.72 1.83 4.94 4.22 4.17
2 (1-T4+To) 1.85 1.90 1.89 3.55 1.54 3.73
3 (1-To) 2.52 2.52 2.52 2.34 2.54 3.52
4 (2-L) 6.93 7.04 6.98 7.75 0.76 4.62
5 (2-L+To) 7.17 8.00 - 0.8 1.11 -
6 (2-To) 10.38 10.11 - 2.30 2.39 -
7 (3-L) 11.50 11.77 11.57 1.83 4.23 6.17
8 (3-To) 12.52 12.76 - 1.08 0.77 -
9 (4-L) 18.81 18.72 19.42 7.50 3.37 2.44
10 (5-L) 23.60 23.62 24.44 5.23 6.51 0.52
White Noise RMS=1.5%g
1(1-L) 1.55 1.58 1.70 6.28 6.04 5.07
2 (1-T+To) 1.81 1.81 1.83 4.17 3.38 1.19
3 (1-To) 2.51 2.52 2.39 2.81 2.04 2.55
4 (2-L) 6.68 6.81 6.79 2.28 1.13 4.90
5 (2-L+To) 7.25 6.94 7.09 0.77 0.30 2.90
6 (2-To) 9.82 - 9.99 2.50 - 0.88
7 (3-L) 11.63 11.92 11.64 8.04 1.82 291
8 (3-To) 12.66 12.62 12.35 0.85 0.20 0.67
9 (4-L) 19.22 19.12 19.25 4.84 2.73 8.09
10 (5-L) 23.52 23.50 23.59 3.71 4.21 1.91

L: longitudinal/T: transversal/To: torsional
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19.9 Conclusions

The effects of the construction process and NCSs on the identified modal properties of a 5-story full scale RC building were
investigated. Ambient vibration data were recorded daily during the construction of the specimen and during the installation
of different NCSs. Additionally, white noise base excitation tests were performed for both the bare structure and the complete
building. Modal parameters were identified from the recorded acceleration response using both output-only and input-output
system identification methods.

It was observed that during the construction, the pouring of the structural elements induced abrupt changes in the natural
frequencies due to the extra mass added to the system. Also, the natural frequencies gradually increased due to the strength
and corresponding stiffness gain of the concrete, during the curing process over time. The mode shapes of the four lowest
identified modes remain practically unchanged during the construction process.

The results show that the NCSs affect significantly the modal properties of the system. The natural frequencies increase
due to the contribution of the partition walls to the lateral stiffness of the building, and these partition walls also slightly
increase the damping ratios. The precast cladding adds significant mass to the building, inducing abrupt decreases in the
natural frequencies.

From the modal properties identified using white noise base excitation data, it was observed that the natural frequencies
decrease as the amplitude of the excitation increases, but the natural frequencies identified using ambient vibration data
before and after the white noise tests are unchanged, suggesting that the cracks formed in the concrete during the white
noise tests do not open during ambient vibrations, due to the very low amplitude of the building vibration and the gravity
effects.
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Chapter 20
Structural Dynamic Parameter Identification and the Effect
of Test Techniques

A. Devin, P.J. Fanning, C.J. Middleton, and A. Pavic

Abstract Ambient and forced excitation test techniques are both widely used to dynamically identify civil engineering
structures. Two floor levels of a newly constructed building, the Charles Institute at University College Dublin, were tested
using both techniques. Both floor designs were identical although the layout of partitions above and below each were
different. The objective of the tests was to determine the most appropriate test procedure and also to identify whether the
layout of partitions contributes in a significant manner to dynamic response. It was found that at low levels of excitation,
ambient test levels, the dynamic response of both floors was identical. In contrast, at higher vibration excitation levels,
during forced vibration testing, the floor responses were substantially different. The differing modal parameters identified
are attributed to an amplitude dependent response resulting from engagement, or not, of the partitions in the dynamic response
of the system. The practical significance of this finding is that it is imperative to consider, and test at, the in-service vibration
amplitude expected for a floor system.

Keywords Amplitude dependency ¢ Forced vibration analysis ¢ Frequency domain decomposition ¢ Structural
identification

20.1 Introduction

Dynamic testing is increasingly used for the identification of a structure’s modal characteristics. Traditional experimental
modal analysis and output-only methods are the most popular methods for determining these dynamic parameters from in-
situ tests on real in-service civil engineering structures. The advantages and limitations of these methods have been widely
documented [1] and research has also been conducted comparing the modal parameters resulting from forced vibration and
output-only methods. Lamarche et al. [2] concluded that forced and output-only methods return similar frequencies and mode
shapes with high MAC correlation between modes but that output-only analyses, which generally have low levels of vibration
amplitudes, are more prone to contamination by noise. On the other hand Beyen and Kutanis [3] found that there could be
variations in peak values between forced and ambient vibration responses which may indicate an amplitude dependency
of modal parameters depending on test method used. Amplitude dependency was also observed by Ulusoy et al. [4] when
examining the behaviour of a multi-storey building during earthquakes of different magnitudes. The reported amplitude
dependency was attributed to joint and structural interfaces being more significantly mobilised as earthquake magnitude
increased. Reynolds and Pavic [5] also investigated the differences between model parameters extracted from forced and
ambient vibration measurements on a road bridge and concluded that longer sampling periods and a higher sampling rate
is needed for similar reliability of output-only analysis compared to forced vibration analysis. Schwarz and Richardson [6],
using the same data sets as [5], highlight that data extracted using two shakers and post-processed into Frequency Response
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Functions (FRFs) under controlled and measured excitation will usually result in the most accurate results, while impulse
and ambient response data could still be utilised to derive meaningful modal parameters.

In this paper the modal parameters of two floors of a four story building, identified using both Operational Modal
Analysis and Forced Vibration Analysis techniques, are discussed. The purpose of the tests was to examine the effect, if
any, of different non-structural partition layouts on the response of otherwise identical floors slabs. Modal characteristics
are determined for both floors using both test procedures. The modal characteristics extracted from ambient response data
identified both floors as being identical. However modal characteristics identified from force vibration testing showed that
this was not the case. The different findings are attributed to an amplitude dependent response and more active engagement
of non-structural partitions at higher vibration amplitudes.

20.2 Test Structure — Charles Institute

The Charles Institute on the University College Dublin (UCD) campus in Ireland is a four storey reinforced concrete frame
office building (Fig. 20.1). Structurally it consists of two-way spanning flat slabs, 0.3 m thick, supported on 0.4 m square
columns with a maximum bay size of 7.5 x 6.6 m. The lateral load resisting system is made up of a number of reinforced
concrete stairwells, lift cores and service ducts with wall thicknesses of 0.2 m.

Each floor level is divided into state-of-the-art laboratories and office accommodation using light-weight non-structural
partitions consisting of plasterboard with a thickness of 12.5 mm and an approximate mass of 47 kg/m, supported on
lightweight metal studs.

Exterior wall cladding consists of large polished Chinese black basalt panels 40 mm thick supported on galvanised steel
rectangular sections fixed to the concrete slab above and below at 400 mm centres. The polished Basalt has an estimated
mass of 430 kg/m. The structure of each floor is identical with only the layout of internal partitions varying from floor to
floor. The layout of partitions for the two floors tests is shown in Fig. 20.2a and b respectively. In both cases the solid black
lines indicate the partition layout on the floors below.

20.3 Experimental Procedures

The objectives of the experimental tests were (i) to compare the modal characteristics identified by forced and ambient
vibration analysis, and (ii) to investigate the effects of differing non-structural partition layouts on identical floors. For both
test types accelerometers, located at the intersection of grid lines shown in Fig. 20.3, were used to measure the vertical
acceleration on a grid of 195 measurement points.

Fig. 20.1 Completed Charles
Institute Building
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Fig. 20.2 (a) First floor internal partition layout. (b) Second floor internal partition layout
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Fig. 20.3 Detailed test grid for forced and ambient vibration analysis

20.3.1 Operational Modal Analysis (OMA)

The ambient acceleration response, due to prevailing environmental conditions, was measured on the first and second floors
on two consecutive days. The peak acceleration recorded was approximately 0.0004 g. Given that the expected frequency
range was 5-30 Hz the record length used was 10 min with a sampling rate of 12 kHz; these datasets are considered more
than adequate for structures with natural frequencies in the range of 5-30 Hz [7].

The measured datasets were post-processed using the Frequency Domain Decomposition (FDD) method. The resulting
singular value plots were then used to identify modal parameters associated with the ambient response datasets [8]. To aid
accurate extraction of modal parameters, Covariance-based Stochastic System Realization (SSI), a combination of ERA
and OKID was combined with FDD [7]. This method determines the ‘real’ physical modes of a system in the presence
of measurement and computational noise using a combination of Stabilisation Diagrams and Modal Phase Co-linearity
(MPCw). In a lightly damped system, physical modes behave as ‘real’ modes as MPCw approaches 100%, whilst a low
percentage of MPCw indicates a complex mode shape indicating a computational or noisy mode [9].
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20.3.2 Forced Vibration Analysis

Multi-shaker modal testing of both floors was also carried out separately over two consecutive days while the building
was unoccupied. Endevco 7754-1000 piezoelectric accelerometers were used for vibration response measurements. The
excitation of the floor structures was provided by four APS Dynamics electrodynamic shakers, with a capacity of 500 N
each, located on the concrete slab at test points marked 1-4 in Fig. 20.3. These excitation points were distributed over the
floor to ensure an even distribution of excitation energy to all parts of the floor. During testing the peak excitation was of the
order of 0.008 g (i.e. approximately 20 times higher than levels recorded during ambient testing).

A Data Physics DP730 24-channel 24-bit digital spectrum analyser was used to drive the four shakers simultaneously
using uncorrelated random signals and to digitally acquire force and response data. Frequency response Functions (FRFs)
were determined for all measurement points and curve-fitted using a multiple reference orthogonal polynomial algorithm to
determine modal properties as implemented in the ME’scope VES software [10].

20.4 Experimental Results

20.4.1 Operational Modal Analysis

Singular value plots and a Stabilization Diagram for the first and second floors are shown in Fig. 20.4. Table 20.1 compares
the first four natural frequencies and damping ratios of the ‘real’ physical modes extracted from the system. The natural
frequencies for both floors range from 11 to 25 Hz and are consistent with each other. The shape and form of the singular
value plots are also consistent although the vibration amplitudes in floor 2 are higher.
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Fig. 20.4 Singular value plots and Stabilization Diagram of floors 1 and 2; the symbol ‘@’ indicates the location of a stable pole

Table 20.1 Identified modal Floor 1 Floor 2
frequencies f and damping ratios

C extracted using FDD and SSI FDD SSI FDD SSI
Mode f(Hz) fMHz) {(%) MPCw (%) fMHz) fMHz) (%) MPCw (%)
1 11.97 12.02 240 99.49 12.03 12.04 3.83 94.76
2 13.73 13.80  0.77 85.25 13.77 13.67 291 99.36
3 14.17 1422 4.34 99.19 14.53 14.81 1.79 96.41
4 17.53 17.54 1.67 99.96 17.53 17.57 1.67 99.83
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Floor1:f, = 12.0 Hz Floor2: 1, = 12.0 Hz

Fig. 20.5 Comparison of mode shape at 12.0 Hz extracted using FDD for first and second floor, MAC = 0.983

The first four clearly distinguishable modes extracted by Operational Modal Analysis results for Floor 1 occur at 12.02,
13.80, 14.22 and 17.54 Hz. The maximum percentage difference between the FDD and SSI identified frequencies for each
mode, is 0.5%. Each of these natural frequencies had an MPCw value greater than 85% with the majority having values
larger than 99.1% and had numerous stable poles in the Stabilization diagram, indicating that they are all physical modes of
the structure.

The frequencies of the first four clearly distinguishable modes for Floor 2 are within 4% of those identified for Floor 1.
The first mode shapes, for Floors 1 and 2, are shown in Fig. 20.5. Visually these modes are similar and comparing them using
the Modal Assurance Criteria (MAC) yields a MAC value of 0.983. This indicates a very high correlation between the floors’
modal shapes. Given the (essentially) identical frequencies and highly correlated mode shapes it is concluded that both floors
are nominally identical. The only substantial difference between the floors is that the amplitude of the singular value plot for
floor 2 is larger for the first three peaks compared to floor 1. This would indicate that these modes were preferentially excited
during the tests; this is attributed to differing prevailing ambient conditions in the building on consecutive days.

20.4.2 Forced Vibration Analysis

The frequency response functions derived from the excitation point datasets are plotted in Fig. 20.6 for both floors.
The natural frequencies ranged from 15.7 to 27.0 Hz and 15.0 to 23.7 Hz for floors 1 and 2 respectively. While the
frequency ranges were similar the floor point mobility responses are noticeably different. The lowest frequency identified,
at approximately 15.0 Hz was also higher than that (12.0 Hz) determined from ambient testing. The mode shapes extracted
from forced vibration analysis are plotted in Fig. 20.7. There are a larger number of Floor 1 modes in the 15-30 Hz range and
the modes shapes, at similar frequencies, are visually different from those associated with Floor 2. Where there is a degree
of similarity between Floor 1 and Floor 2 modes the associated frequency is higher for the Floor 1 mode (for example mode
5 from floor 1 and mode 2 from floor 2 in Fig. 20.7); this would suggest that Floor 1 is stiffer than Floor 2.

20.5 Discussion of Results

The two different test techniques are found to yield different and contrasting findings. Modal parameters extracted for both
floors, from ambient response data, are essentially the same thereby characterising the dynamic response of both floors as
being identical. However, in contrast, there are significant differences between the modal parameters for both floors using
forced vibration analysis; the frequencies identified vary and the modes shapes are different. Furthermore the frequencies of
response determined using forced excitation were higher than those determined from ambient responses.

To explain this apparent anomaly two explanations are considered. It is possible that the shaker layout chosen could have
preferentially excited higher modes of the structure leaving those lower modes (identified by ambient response analysis) not
easily discernible. However this can be discounted as in such a case it would still be expected that the responses of both
floors would be identical as the same test set-up, including shaker locations and forced excitation level, was used for both
floors, and the design of both floors (thickness and reinforcement details), as well as their restraints at columns and internal
shear walls, are the same.

The second and more probable reason for the differing findings is that the response of both floors are amplitude dependent
due to the presence of differing partition layouts on, and below, each floor level (see Fig. 20.2). The maximum acceleration
level recorded under ambient conditions was 0.0004 g compared to 0.008 g during forced excitation testing. It is believed
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Fig. 20.6 Comparison of forced vibration FRFs at shaker locations for floors 1 and 2
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Fig. 20.7 Mode shapes extracted from Forced Vibration Analysis for floors 1 and 2

that during low level excitation there is little or no engagement of the partitions in the dynamic response of the system. As
the excitation level is increased any small clearances between the partitions and the floors above them are closed and the
partitions engage in the dynamic response. This has the effect of producing stiffer behaviour at increased vibration amplitude
levels and hence explains the higher frequencies identified from forced vibration testing. The greater density of partitions
beneath Floor 1 compared to Floor 2 would also explain why the frequencies for similar modes, on these floors, are higher for
Floor 1.The floors thus behaviour similarly at low levels of excitation (ambient conditions) but are different due to differing
partitions layouts at higher levels of excitation (forced excitation conditions).
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The concept of amplitude dependent response is not novel; Ulusoy et al. [4] found that the modal parameters identified for
a multi-storey building varied depending on earthquake amplitude. It’s interesting to note though that in their case the effect
of increased vibration level was an apparent reduction in stiffness due to greater joint mobilisation. In this study mobilisation
of the partitions in the dynamic response resulted in a stiffer response.

The floor slabs in this building are supported on a column grid that results in nominal bay widths of up to 7.5 m. Given
a slab thickness of 0.3 m this does not constitute what would be considered a slender floor system. Notwithstanding this the
effect of partitions was found to be important depending on vibration level; their effect on slender floor systems is likely to
be more pronounced. It is thus important when testing for vibration serviceability assessment to ensure that test vibration
levels are consistent with those expected during operational use of the structure so as to cause the partitions to engage, or
not, as appropriate in the response of the system.

20.6 Conclusions

Ambient and forced vibrations were recorded at the Charles Institute on the University College Dublin campus to investigate
the effect of experimental techniques and partition layouts on the dynamic response of two otherwise identical floors. The
following conclusions are drawn:

» The floor responses were found to be amplitude dependent. At low vibration levels, with peak accelerations of 0.0004 g,
the response of two identically designed floors were found to be the same. At higher vibration levels, peak accelerations
of 0.008 g, the same two floors were found to behave differently.

* The amplitude dependent response is attributed to the different partition layout above and below each floor level, the
rational being that these non-structural elements were not mobilised during ambient vibration analysis whilst they were
during forced vibration tests.

* When testing for vibration serviceability, particularly in the case of slender floor systems, it is recommended that the test
excitation amplitude is comparable to the expected in-service structure vibration levels so as to ensure that any amplitude
dependent effects are represented in the test data. This is likely to result in forced vibration testing being more appropriate
for vibration serviceability assessment of slender floor systems.
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Chapter 21
Comparison of Damping Models for Space Flight Cables

Kaitlin Spak, Gregory Agnes, and Daniel Inman

Abstract A model to predict the dynamic response of space flight cables is developed. Despite the influence of cable
harnesses on space structures’ dynamics, a predictive model for quantifying the damping effects is not available. To further
this research, hysteretic and proportional viscous damping were incorporated in Euler-Bernoulli and Timoshenko beam
models to predict the dynamic response of a typical space flight cable, using hysteretic dissipation functions to characterize
the damping mechanism. The Euler-Bernoulli beam model was used to investigate the hysteresis functions specifically, and
it was determined that including hysteretic dissipation functions in the equations of motion was not sufficient to model the
additional modes arising in damped cables; additional damping coordinates in the method of Golla, Hughes and McTavish
will be necessary to predict damping behavior when using dissipation functions for this case. A Timoshenko model that
included viscous and time hysteresis damping was developed as well, and will ultimately be more appropriate for cable
modeling due to the inclusion of shear and rotary inertia terms and damping coefficients.

Keywords Cable modeling ¢ Cable damping * Time hysteresis ® Dissipation functions ¢ Cable vibration

Nomenclature

a, B,a;, biy,6§ Dissipation function/history kernel constants

n State space vector of displacement solution and derivatives for distributed transfer function method
o Density

W Total beam rotation

T=4/2 2”1‘4 Time parameter

A Cross-sectional area

Ay By, Dy Dimensionless damping parameters defined within

C Dimensionless hysteretic damping parameter containing dissipation function
Ca Shear damping coefficient

cp Rotational damping coefficient

E Elastic modulus

F Transfer function matrix for use in distributed transfer function method

G Shear modulus

G(s) Dissipation function (transformed into Laplace domain)
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1 Moment area of inertia

K Shear coefficient

L Beam length

M, N Left and right boundary condition matrices for distributed transfer function method
P, P Dimensionless beam parameters for bending and rotation, respectively, defined within
s Laplace transformed time coordinate

t Time coordinate

T Axial tension in cable

T Dimensionless tension parameter

w Beam displacement as a function of time and distance

x Spatial coordinate; distance along the beam in the axial direction

21.1 Introduction

Modern space structures are lighter and more complex than heritage systems. Power and signal cables are vital components
that may not be incorporated into modal testing until the spacecraft is nearly ready for launch. At that development stage,
finding out that the addition of cables will cause unwanted resonance is problematic and costly to fix. Alternatively, knowing
that cables can add quantifiable and predictable damping to the structure can reduce costs by reducing the need for additional
damping treatments.

The cables used on spacecraft vary in terms of size, construction, and insulation. Much research has been done on
modeling the dynamic response of cables, with less research available on cable damping, and still less regarding damping of
structures due to the addition of cable harnesses. In order to reach the goal of predicting the damping effects of structures
due to cables, determining the damping quality inherent in the cable itself is a first step.

In this paper, a method to model the dynamic response of a space-flight cable, including damping effects, is developed.
Comparison to experimental data to establish its validity and usefulness as a predictor for cable damping ratios is reserved
for future work.

21.2 Background

Past research on cable damping generally aims to model either the frictional forces between each instance of contact between
wires, or tries to quantify the changes in bending stiffness as the cable changes curvature. The earliest cable models were
known as fiber models; these models were similar to string models and assumed no bending stiffness of the cable. It did not
take long to determine that bending stiffness was important in cable motion, especially for larger and thicker cables, and thin
rod models were developed. The thin rod formulation models each individual cable as a helical rod wrapped around a straight
core [1]. Thin rod models determined stress and strain well, but to determine vibration response, beam models that included
bending stiffness gave more direct results. Later, semi-continuous models, in which each layer of wires was homogenized
into a cylinder, were developed [2].

Since the global behavior of the cable is most of interest for this particular application, this model will not rely on
the individual forces between the wires. Instead, the cable will be modeled as a homogenous beam with properties to be
determined experimentally. This paper investigates the inclusion of shear, rotary inertia, and axial tension terms, all of which
are generally ignored in previous cable models. The other focus of this paper is incorporating a time hysteresis damping term
employed to model the internal damping inherent in the cable.

Hysteretic damping was investigated based on the observation that viscous damping alone is not sufficient to model
the damping of a slack cable. Spacecraft cables are usually attached with excess slack (no tension) to prevent connectors
from becoming loose or disconnected due to strain from the cable tension. In prior experiments, cable frequencies decreased
predictably as tension decreased until the cable became slack, at which point the cable response became significantly different
as shown by the solid line in Fig. 21.1. To predict the effects of cable harnesses attached to space structures, a model to
characterize slack cables must be developed. The bending stiffness inherent in cable harnesses for spacecraft makes slack
string models inappropriate for cable harnesses in these cases. The axial tension term is included in the equations of motion
in an effort to investigate if attaching cables to spacecraft with a very low tension could lead to more accurate response
predictions. Figure 21.2 shows a rough comparison between the experimental cable data from previous experiments for a
slack cable and the undamped and viscously damped cable models [3]. It is important to note that only a cursory attempt
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Fig. 21.1 Experimentally determined frequency response of a cable for various tensions; the frequencies shift and change and damping increases
appreciably for the slack cable [3]
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Fig. 21.2 Rough comparison of experimental response of cable under 4 N tension to undamped cable model and viscously damped cable model,
showing the inadequacy of the viscously damped Euler-Bernoulli cable model for this application

was made to match model properties to the cable properties exactly. Copper properties were used to approximate the cable
wire properties, and boundary conditions were matched. Jacketing of the wire was not taken into account for the model. It is
clear that including only viscous damping will not show the frequency shifts and changes that the slack cable exhibits due to
damping.
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21.3 Equations of Motion

To incorporate time hysteresis, a simple Euler-Bernoulli beam model was studied initially. Although research shows that
cables are best modeled by including shear effects, these are neglected in the Euler-Bernoulli model as a first step to
investigate the effects of the hysteretic damping only. The distributed transfer function method (DTFM) used for solutions is
computationally intensive when the transfer function matrix includes more terms, so limiting the number of terms by using
the Euler-Bernoulli model provides a reasonable starting point. Once results were achieved with the Euler-Bernoulli model,
shear and rotational inertia terms were added to incrementally increase the complexity of the problem and yield a baseline
viscous damping Timoshenko model and the ultimately desired hysteretically damped Timoshenko model.

21.3.1 Euler-Bernoulli Time Hysteresis Model

This simple beam model includes viscous damping, axial tension, and a time hysteresis term (which is composed of a
time-dependent dissipation function or history kernel g(¢) discussed later, and spatial derivatives). This is also known as
Boltzmann-type viscoelasticity [4].

9w ow *w 9w
ATY LW g O ¢
PG Ty TR E a2 8x2/ ()az

Here, w = w(x, 1) is the transverse displacement of the cable and is a function of time, #, and distance, x. This equation is
non-dimensionalized, rearranged, and transformed into the Laplace domain to facilitate the transfer function formulation:

L82W+CL8W+ L 3*w L 3w 1 / () —0
72 912 “T ot L* x4 L2 9x2 L2 9x? L? 3 axrt

1w G(s) o*W AL* L4 TL? W
_° () = _’O——SZW —Ccq——sW +

ax* EI s ox* EI 12 Elt EI ox2

W 1 W
W:(l_g)(é‘w DdSW+T82)

Where the dimensionless parameters used are defined as:

coL* TL?
D= T, =
EIl’

1 ,and C = G(s)—

This simple model could be run quickly to show differences due to different damping formulations, but as mentioned,
cables are more accurately modeled as shear beams rather than Euler-Bernoulli beams [5]. The beam equation used from
this point forward includes both rotary and shear terms (Timoshenko formulation), since the cables are flexible enough to
rotate appreciably and must incorporate shear effects. In addition, since preliminary experiments showed vibration response
to vary with cable tension, this aspect has also been included, though not varied for the simulations presented here.

21.3.2 Timoshenko Viscous Model

The simplest and most commonly used damping model is a viscous-proportional damping model in which changes in the
displacement or rotation over time are multiplied by a damping coefficient. Internal material damping within the wires and
damping due to contact effects between the wires are both expected damping mechanisms. In this case, damping for the
displacement and rotation is included, and gives these starting equations:

0*w aw 0%w Y
pAW =+ CQW = KAGW —KAGa



21 Comparison of Damping Models for Space Flight Cables 187

2 2

Py oy ow oy o
PR AL A L T Al T
Pl To% T oz T KAGGL TrAGY

Which are combined, non-dimensionalized and rearranged to facilitate the transfer function formulation, yielding:
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Non-dimensional parameters are chosen and the Laplace transform is performed:

»*w ’>w 4 3 3 22
v = (P1s> + Ps> + Ags + Bys + Ty) — o2 + (=P Pos* — Aqg Pis® — By Pos® — Ay Bys® — s> — Dys) W

Where the dimensionless parameters used here are defined as:

c,L? cpL? ,oL2 ,oL2 cgL* TL? T
Ag= 0 By= P=C p= P D= T = S and € = G(s)
‘T KAGT ' T EIc ' T Ee T K6 T T Eln El &7
This model is included to provide a baseline damping value. The following models presented are more complex to analyze,
but may provide greater agreement with physical reality.

21.3.3 Timoshenko Time Hysteresis Models

A time hysteresis model includes a damping term that takes the past strain history of the structure into account. The authors
were interested in whether internal damping occurred because of internal shear or internal rotation, so two models were
developed; one with the time hysteresis due to the rotation only ( ) and one with the time hysteresis due to the shear angle
(¥). The g(¢) term is a time-dependent expression that can take a variety of forms with the physical assumption being that the
stress in the cable is proportional not only to the strain, but the past strain as well. Time hysteresis damping has traditionally
been used with the Boltzmann damping formulation [6], but the dissipation function used by Golla and Hughes was also
investigated with these models [7]. Since the time hysteresis damping should be describing only the internal damping, the
viscous damping terms are included as well to account for the damping due to the motion of the cable in the air.

The first hysteretic model incorporates time hysteresis acting on a %%, the strain of the cable due to bending. The time
hysteresis term is added to the second equation as shown and the integral is taken care of through the Laplace transformation
necessary for the distributed transfer function method used to determine the solution and described in the next section. The
end result is a Laplace transform of the equation of motion with the non-dimensional parameters included as the coefficients:
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The next hysteretic model includes time hysteresis acting on psi, the total rotation of the beam. The same steps are
followed and the same non-dimensional parameters substituted to yield the Laplace transform of the damped equation of
motion.

’w aw ?w Y
AT Lo a6 i 't
P a2 +c 5 K G8x2 K G8x +q(x,1)
Py oy ow o2y o 9 [ oy
12V Y ™ g %Y a6 acy — L i~y
Phgm T%% % gz T HAGGL T rAGY ax/Og( R

Equations are combined and rearranged:
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The Laplace transform is taken:
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And the final equation is:
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(1-5)

These models each incorporate a history kernel term, G(s) (included as part of the dimensionless parameter C), with
units of kg-m3/s*. This term can take several forms, as shown in Table 21.1, and must be positive in order to model energy
dissipation. In these simulations, the dissipation function used by Golla and Hughes [7] was used since their damping solution
method incorporates a transfer function to model the system hysteresis. Although developed for finite element systems, this
dissipation function is compatible with the distributed transfer function method. For this investigation, the Boltzmann time
hysteresis formulation [6] was also used in the Euler-Bernoulli beam model as a comparison.

w

21.4 Distributed Transfer Function Method

The complexity of the Timoshenko equations of motion due to the added shear, rotary inertia and tension, and the inclusion
of multiple damping terms make the final formulations computationally intense to solve. The distributed transfer function
method (DTFM) is an exact method that poses the equation of motion as a transfer function matrix that can be manipulated
to solve for the natural frequencies, displacements, and vibration response without having to assume a mode shape or
approximate solution [10]. A desire to compare the effects due to the various damping terms (which may affect the cable
response minutely) indicated that an exact method would be beneficial, since the small variations would not be lost in
approximations.
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Table 21.1 Dissipation functions used for hysteretic damping term G(s)

Dissipation function/history kernel

Author (Year)

Biot (1955) [7]

Bagley and Torvik (1981) [7]

a<p<p

Buhariwala (1982) [7]

0 otherwise

Toa;s
G(S) - igl s + b,-
_ Els"‘ - EobS'B
G(s) = T bs? ,0<a,8<1 1
— s (oY@ _ )
G(s) = as [ s+pdp, y(p) = { B—a
as? + ys
Gls) = s24+ Bs+6
52 + 24/268s
Gis)=a———————
$2 424285+ 68
G(s) = —= exp(Bs)
Gis) = a 1 —exp(—stp)

Sty

Golla and Hughes, based off of Biot’s formula for n=2 (1985) [7]

Inman, following the suggestion of Golla and Hughes and confirmed by Mctavish
(1989) [8]
Banks and Inman (1991), associated with Boltzmann damping [6]

Adhikari (1998) [9]

To implement the distributed transfer function method, the equations of motion and boundary conditions are cast into a

state-space form as follows:

9
P n(x,s) = F(s)n(x,s) + f(x,s)
X

M(s)n (0,5) + N(s)n(1,s) = y(s)

where boundary conditions are incorporated through the M and N matrices, with pinned, clamped, or free end conditions all

straightforward to implement, and

w (x,s)
oW (x,s)

0x
’W (x,s)
0x2
PW (x,s)
L dx3 _
10 0 0
00EI+1G(s)0

00 0 0
|00 0 0

Mp;, =

0000
0000
1000 |’
L0100

00 0 0 1000
00 0 0 0100
Nin= 7M amp — 7N am
C P 10 0 0 Clamp 0000 Clamp
00EI+1G(s) 0 0000

Here, the M and N matrices describe the pinned or clamped ends of the cable section as noted in the subscript. In this
case, there is no forcing function and initial conditions are uniformly zero, and the length of the beam section is normalized
to 1. The F(s) matrix is defined as follows, and the transfer function matrices for the viscously damped model and the two
models with time hysteresis damping are shown below.

0 1

0o 0 1
0 0 0 1
do(s) di(s) ... di(s)

F(s) =
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with the last row of matrix entries are each defined as

aps? + bes + ¢k

dy(s) = ———m—————
k(s) aps? + b,s + ¢,

where the a, b and ¢ terms come from the form of the equations of motion:
! 9k 92 ! 9k d " 9k
— | = bp— | — — W(x,t) = 1

For the case of the Euler-Bernoulli beam equation and the fourth order Timoshenko beam equations derived in the previous
section, the transfer function matrices are:

0 1 0 0
0 01 0
Feprhyst = 0 0 0 1
—Yz— N
( ; ?“’ ) 0 TAC 0
=5 =5
0 1 0 0
0 0 1 0
F imViscous =
Limv 0 0 0 1
(—P1 Pys* — Aq Pis® — By Pys® — Ay Bys® — 5% — DdS) 0 (P1S2 + Pys? + Ags + Bys + Ts) 0
0 1 0 0
0 0 1 0
Frimraysiw = 0 0 0 1
(—P1st4—AdPls3—BdP253—AdBds2—sz—Dds) 0 (Pls2+st2+Ads+Bds+T.\v) 0
1-< 1-<
FTimTHystPsi
0 1 0 0
0 0 1 0
= 0 0 0 1
(=P Pos*—Aq P53 =By Pas®—A4 Bys>—s>—Dys) 0 (P54 Pos?>+Ays+Bys—PrCs—AgC+Ty) 0
1-< 1-<

The natural frequencies are determined by solving the eigenvalue problem; the eigenvalues of the system are the roots of
the characteristic equation

det[M(s) + N(s) xexp(F(s) * L)] =0

where the determinant is a symbolic expression containing s, which can be solved for through computer coding. The roots
are of the form s = jwy, j = V=1 , k =1,2,..., where wy is the kth natural frequency of the system. Mode shapes for
the system are determined by substituting the values for s back into the characteristic equation to solve for the displacement
values (1) and then putting them into the solution equation

n(x,s) =exp(F(s)*x) xn(0.5), 0=x=<L

to get a function of x for each s value. It should be noted that the above procedures are for a single section of beam, and that
modifications are required to solve the system for a set of subsystems linked together.

A key advantage of the distributed transfer function method (aside from needing fewer nodes than a similar finite element
problem), is the ability to incorporate properties of the system that are dependent on the location. For example, research
shows that the bending stiffness of a beam is variable when the beam is a multi-stranded cable [11]. Including an EI term
that is dependent on the cable curvature is planned for future work.
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Table 21.2 Nondimensional values used for Euler-Bernoulli model simulations, based on properties of single copper wire and Boltzmann and
Golla-Hughes dissipation functions

Viscously Time Hysteresis, Time Hyst., Golla-Hughes
Euler Bernoulli values Undamped damped Boltzmann Function Function
Dimensionless Time Parameter T 0.2294 0.2294 0.2294 0.2294
Tension Ty 0 0 0 0
Hysteretic Damping Coefficient C*G(s) 0 0 0.0736*G(s) 0.0736*G(s)
Dissipation Function G(s) 0 0 % * exp(B * ) %
Viscous Damping Term D 0 1.6794 (c,=1.2) 0 0

Table 21.3 First four natural frequencies for undamped and damped Euler Bernoulli models

Euler Bernoulli

Euler Bernoulli Time Hyst, Time Hyst, Boltzmann Time Hyst, Boltzmann
Mode # undamped Viscously damped Golla-Hughes Function Function, =1 Function, B =5
1 22.3733 22.3599 21.5067 22.3831 22.3776
2 61.6728 61.6863 58.6529 61.6751 61.6668
3 120.9034 120.9194 103.86, 115.7077, 122.21* 120.9000 120.8995
4 199.8594 199.8747 203.9654 199.8609 199.8564

“When calculating the natural frequencies, use of the Golla-Hughes function resulted in additional frequencies around the third mode, also shown
in Fig. 21.3. Although the intent of this work was to find damping mechanisms that would result in additional modes, it is likely that these modes
are due to numerical instability in the solution step. Although the DTF method is intended to be exact, a numeric solver was used to find the
natural frequencies based on setting the determinant of the system transfer function equal to zero. With higher damping values, this effect was
more pronounced, and will require further study to determine the stability limits of the damping functions

Table 21.4 Nondimensional values used for Timoshenko model investigation, based on properties of single copper wire and Golla-Hughes
dissipation functions

Timoshenko values Undamped  Viscously damped, ¢, =5  Viscously damped, ¢, =c, =0.5 Time Hyst. on W  Time Hyst. on Psi
Ay 0 2.9425E-05 2.9425E-06 0 0
By 0 0 0.6997 0 0
P, 1.4556E-06  1.4556E-06 1.4556E-06 1.4556E-06 1.4556E-06
P, 4.2052E-05 4.2052E-05 4.2052E-05 4.2052E-05 4.2052E-05
C 0 0 0 0.0736*G(s) 0.0736*G(s)

. 1.365%2 + 1.5e4s 1.365% + 1.5¢4s
Golla-Hughes Function 0 0 0

s2 45+ 1.5¢4 245+ 1.5¢4

D, 0 6.9974 0.6997 0 0
T, 0 0 0 0 0
T 0.2294 0.2294 0.2294 0.2294 0.2294

21.5 Results

For the results shown here, the modeled cable is assumed to be a uniform beam with properties similar to pure copper.
Damping coefficients were chosen to give roughly similar changes in the natural frequencies, and will be the subject of a later
study using experimental data. The cables were modeled with clamped ends on each side, and alpha and gamma dissipation
function values were used from [12]. Table 21.2 gives the values for the nondimensional parameters for the various Euler
Bernoulli cases and Table 21.3 lists the first four natural frequencies for each case. Tables 21.4 and 21.5 provide the program
inputs and frequency results for the first four modes for the various Timoshenko beam cases. Figure 21.3 is a frequency
response comparison for the Euler-Bernoulli beam model showing the undamped model, a lightly viscously damped model,
and a time hysteresis damped model incorporating the dissipation function used by Golla and Hughes. Figure 21.4 compares
the hysteretic damping from the Boltzmann function with the undamped and viscously damped Euler Bernoulli cases.

In the case of the Boltzmann time hysteresis damping, the damping effects were nearly identical to viscous damping.
The time hysteresis models did provide different damping magnitudes and, in some cases, shifted frequencies, but additional
modes that could arise from hysteretic damping were not evident. The results from this work indicate that additional damping
coordinates (as proposed in the Golla-Hughes-McTavish method) will be necessary to predict damping behavior; including
just the dissipation functions is not sufficient for response prediction. More positively, adding time hysteresis dissipation
functions to the Euler Bernoulli beam model did not extend computational time excessively.



192 K. Spak et al.

Table 21.5 First four natural frequencies for undamped and damped Timoshenko beam models

Timoshenko
Viscously damped Viscously damped Time Hyst. on W, Time Hyst. on Psi,

Mode # Undamped ca=5¢=0 c.=0.5,¢,=0.5 Golla-Hughes Function Golla-Hughes Function
1 22.3726 22.1498 19.4533 21.5059 21.5060
2 61.6649 61.9026 47.2953 58.6455 58.6460
3 120.8696 121.1532 147.6919 115.7036 115.7260
4 199.7625 200.0325 221.0475 203.8723 137.2000
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Fig. 21.3 Euler Bernoulli beam model compared to viscously damped and Golla Hughes time hysteresis damped models

Although a decrease in natural frequencies was expected for viscously damped beams, investigation into the distributed
transfer function method showed that the viscous damping is not necessarily modal damping, and similar problems in the
literature show a decrease in the first natural frequency only [10]. However, the amplitude of the response is reduced for all
frequency values, showing significant damping. As Fig. 21.1 showed, the slack cable which experiences greater damping had
frequencies that shifted both higher and lower than its tensioned counterparts. Results for the Euler Bernoulli and Timoshenko
beams showed that time hysteresis damping did not have a constant higher or lower shift of the natural frequencies, and may
be best to model the frequency shifts due to the damping inherent in a slack cable. Some stability issues arose (for example,
the disparity between the fourth mode value for the Timoshenko time hysteresis case) for certain combinations of damping
coefficients, and more research is needed to determine the appropriate range of coefficients to characterize the physical
damping mechanisms of cables.

In the Timoshenko beam cases, the rotational damping coefficient ¢, has a much greater effect on the natural frequency
change than the bending damping coefficient c,. This is likely due to the relative weight of the terms; when the rotational
damping coefficient is non-dimensionalized, it is 5 orders of magnitude larger than the bending coefficient, which indicates
that the inclusion of the rotational damping term is necessary and supports the decision to model cables with Timoshenko
beams despite the increased complexity.

The use of Timoshenko beam models rather than Euler Bernoulli models provided the largest increase in computation
time, taking significantly longer to compute whether time hysteresis damping was included or not. However, existing
literature [S] emphasizes the need to include shear effects, and the importance of the rotational damping factor in these
results indicates that the Timoshenko model is necessary, despite the additional time required. Time hysteresis damping
added some complexity, but was minimal as compared to the complexity of the Timoshenko formulation.

While the authors had hoped that the use of dissipation functions in conjunction with the DTFM method could capture
the nuances of cable damping, including time hysteresis without adding additional dissipation coordinates does not seem to
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Fig. 21.4 Comparison of undamped Euler Bernoulli model with Boltzmann time hysteresis damping and viscous damping

improve significantly upon viscous damping as a damping predictor. The next step is to combine the Golla-Hughes-McTavish
method of additional dissipation coordinates with the DTFM method and Timoshenko beam formulation if possible.

Since preliminary cable experiments were performed, many factors arose that indicated the need for more focused and
detailed experiments. The data shown in Fig. 21.1 is from small diameter cables that bear little resemblance to the space flight
cables that we are interested in modeling, and do not show much variation in construction or jacket type. In the simulations
run above, the various damping coefficients and dissipation function constants were chosen arbitrarily based on published
data and trial and error. To predict the cable response, these values must be correlated to cable properties such as modulus of
elasticity and rigidity, cable geometry, cable construction, and jacketing, which forms the basis for our ongoing investigation.

21.6 Conclusion and Future Work

Various damping and stiffness models were examined to see if they could predict the behavior of cables. Viscous damping and
time hysteresis damping formulations were added to beam models, and the damped natural frequencies were calculated using
the distributed transfer function method. Adding hysteretic dissipation functions alone did not vary the response significantly
from viscous damping models, and incorporating additional dissipation coordinates must be investigated. Adding hysteresis
functions to the equations of motion did not significantly increase computation time, although the additional complexity
of the shear and rotational inertia terms for the Timoshenko model did. The use of the Timoshenko beam model rather
than the Euler Bernoulli beam model was supported based on the magnitude of the non-dimensionalized rotational damping
coefficient and previous studies [5].

The logical next step is to incorporate the Golla-Hughes-McTavish method of additional damping coordinates to improve
the models. Then, we will perform experiments with spaceflight cables to correlate the damping coefficients to cable
properties and validate the proposed damping models. We have determined that the additional time required for the more
complex damping and Timoshenko terms is not excessive, and may lead to results that can more accurately model the erratic
behavior of slack space flight cables. Future directions include comparing spatial hysteresis damping, and incorporating
variable bending stiffness as investigated in [11], where the bending stiffness is related to the curvature of the cable at any
given point in time and space.
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Chapter 22
Forced 3D Nonlinear Dynamics of a Hanging Cable Under Multiple
Resonance Conditions

R. Alaggio, F. Benedettini, G. Rega, and D. Zulli

Abstract The forced, nonlinear, 3D dynamics of an elastic cable is analyzed by means of a reduced 4 d.o.f. model, already
obtained several years ago by some of the Authors of this paper. The system is analyzed in the case of multiple internal
resonance conditions and a 1:1 external primary resonance condition. The reduced model, because of a strong intrinsic
symmetry due to the fact that anti-symmetric in-plane and out-of-plane modes have the same natural frequency (Irvine’s
theory), is in principle not able to catch some interesting classes of motion, such as ballooning, which on the other hand
have been observed in experimental tests. In the present paper, an imperfection between the equations ruling the in-plane
and out-of-plane components is introduced through an internal detuning, which simulates the slight difference between the
frequencies of the two involved modes, which is plausible as a consequence of the initial curvature of the cable as well
as obtainable through more refined analytical models. A discussion on the similarity and differences with the solutions
previously obtained is presented. Regions of non-regular response in the excitation control parameter plane are located and
ballooning trajectories are analyzed.

Keywords Suspended cable * Nonlinear dynamics * Bifurcation * Ballooning ¢ Experiment

22.1 Introduction

Finite amplitude dynamics of suspended cables have been addressed in the last decades by referring to variably refined
theoretical models, through purely analytical, numerical or mixed treatments [1-7].

However, understanding the actual nonlinear behavior of suspended cables through also physical models is important both
for validating theoretical predictions and for detecting new or complex phenomena associated with system nonlinearities,
which are often not modeled in theoretical analyses. Quite a systematic analysis of experimental nonlinear cable dynamics
has been accomplished in a few papers dealing with a hanging cable/mass system subjected to different harmonic motions
of the supports and realizing, for relatively low excitation frequencies, a fairly reliable model of bare suspended cable.
Focusing on the transition to complex response under various external and internal resonance conditions, bifurcation
mechanisms have been characterized by properly reconstructing the system dynamics from experimental measurements [8,
12]. Reconstructed attractors and underlying manifolds have been studied via different experimental techniques, i.e., delay
embedding and proper orthogonal decomposition, focused at identifying mechanically meaningful classes of motion and the
associated mechanisms of transition to chaos. Particular interest has been devoted to highlight the possible occurrence of
low-dimensional complex responses, which is of major interest for identifying reduced (and minimal) theoretical models,
able to describe the complex dynamics of the experimental system. An overview on the richness and robustness of two
different — quasi-periodic and homoclinic — bifurcation scenarios to chaos occurring in various regions of control parameter
space, along with the involved proper orthogonal modes (POMs), is summarized in Table 22.1, making reference to features
of support motion, external resonance condition, and cable dynamic properties [11]. For the slacker cable, quasi-periodic
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Table 22.1 Summary of results concerned with bifurcation to chaos scenarios

Support motion

In-phase external resonance condition In opposition of phase external resonance condition
Cable Primary Subh. 1/2 Primary Subh. 1/2
Scenario Modes ~ Scenario Modes ScenarioModesScenario  Modes
Slacker QP V1 H1 H2HOM (HET)VS H5V3 H3HOM V2 H2HOM (QP)V4 H4*
CrossoverNo chaos HOM V5 H5V3 H3HOM V2 H2HOM V4 H4
V4 H4 HITH2.

transition to chaos via breakdown of regular dynamics on 3D-tori is robust at primary resonance under in-phase support
motion, whereas it competes with the homoclinic bifurcation scenario at 1/2-subharmonic resonance under out-of-phase
motion. In turn, this latter scenario is definitely robust near primary resonances of 1:1 internally resonant VnHn-type couples
of modes (V = vertical, in-plane; H = horizontal, out-of-plane; n = 2-5; n = odd, symmetric; n = even, anti-symmetric) for
both the slacker and the crossover cable. The quasi-periodic transition to chaos through a tori breakdown has been addressed
quite exhaustively [10] and quite satisfactory results has been obtained as regards the quite general scenario seemingly
involving two main — though variable — POMs (resembling Vn and Hn-type n = even cable modes) in the global bifurcation
of a homoclinic invariant set of the flow [12]. Thus, by focusing on the homoclinic bifurcation of a multiple internally
resonant cable under anti-phase support motion at primary resonance, two main items are to be accomplished. (i) Going
in-depth into its experimental characterization, by analyzing the relevant peculiar and/or persistent bifurcation features, and
by possibly tracing them back to a canonical scenario from dynamical systems theory; (ii) developing a phenomenological
theoretical model able to reproduce the intrinsic features of the dynamical system and its overall bifurcation scenario. The
first item, which involves a systematic physical investigation and the understanding of phenomena responsible for the onset
of experimental non-regular dynamics, has been accomplished in [14].

In turn, developing a reduced order bifurcation model, relying on the normal form of bifurcation mechanisms known
from dynamical system theory [12], can allow one to gain insight into the limits of some assumptions made in “classical”
theoretical modelling of suspended cables. Possessing the physical system some (eventually imperfect) symmetries,
equivariant bifurcation theory [13] suggests to carry out a model independent analysis, starting from symmetry-breaking
bifurcations, and performing a systematic study of the role played by symmetries in restricting the range of dynamical
behavior available to the system in a given transition [14]. As a matter of fact, in the context of a profitable feedback between
experiments and theory, such an approach allows one to recognize the mechanical meaning of terms playing a meaningful
role in the bifurcation mechanisms [14], thus paving the way towards the independent formulation of a theoretical reduced
order cable model having all the necessary pre-requisites for possibly reproducing the experimentally observed phenomena.
This item is pursued in this paper, merely for what pertain to first anti-symmetric in plane and out of plane modes interaction
in regular regime, where the 2:2:1 internally resonant, symmetrically forced dynamics of a suspended cable is considered.

Some main experimental results from the systematic investigation are summarized in Sect. 22.2, along with the
partial unfolding of the relevant regular dynamics within a reference bifurcation scenario. Then, the low-dimensional
phenomenological model is presented in Sect. 22.3. Finally, partial unfolding of the bifurcation equations describing the
solely vertical excitation and capable to exhibit a bifurcation scenario comparable to the experimental one is presented in
Sect. 22.4, with a few conclusions being given in Sect. 22.5.

22.2 Summary of Relevant Experimental Results in Regular Regime

System mechanical and geometrical properties realize a condition of 2:2:1 multiple internal resonance amongst the
frequencies of the first anti-symmetric in-plane (V2) mode, first anti-symmetric out-of-plane (H2) mode, and first symmetric
out-of-plane (H1) mode. No contact devices (Fig. 22.1) are used to measure the two (in-plane and out-of-plane) components
of motion of four masses at variable locations along the cable [9]. Summarizing results emphasis will be done, within the
scope of the present work, on motion classes ensuing from mode interaction phenomena involving first anti-symmetric in
plane and out of plane modes, in regular regime. For this purpose in this chapter reference is made to [9].

Figure 22.2 shows the steadystate responses obtained at an average support displacement of 0.0685 mm in a frequency
range around the resonance of anti-symmetric modes when the first symmetric in plane mode is forced. Coexistence and
competition of up to three fundamentally different classes of motion are observed. Analysis of the experimental response
starts with the classes of motion identified by the letter B in Fig. 22.2. These are robust steady-state responses involving
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Fig. 22.1 The experimental
setup

Fig. 22.2 Frequency response
diagram at resonance of
anti-symmetric modes (in phase
supports motion) [9]
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the prevalent first in-plane anti-symmetric component, but containing also other components with much lower levels of
amplitude, namely the first in-plane symmetric, the first out-of-plane anti-symmetric, and both the second anti-symmetric in
plane and out-of-plane components. A small symmetric planar component is also present in the response, though being its
contribution not easily distinguishable from the vertical transport motion of the system. This response is stable in a range
extending from about forcing frequency [W/w] 1.95 to 2.020.

By increasing the frequency, a bifurcation occurs at about 2.020: both the in-plane and the out-of-plane components
increase, the 2 T-periodic motion (labelled C) that settles down is classified as first anti-symmetric ballooning. It exhibits an
elliptic orbit gradually evolving towards a perfect circular one with increasing excitation frequency. The range of stability of
this steady-state response extends up to about 2.0377.
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Fig. 22.3 Poincaré section of the Points A, A"
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It is worth commenting briefly on the transition mechanism to the ballooning motion. Namely, the apparently sudden
increase of amplitude of both components observed at the ballooning start is associated only to the finite, though very
small, frequency step considered in the experiment. Indeed, in the last part of the range of stability of the response, each
frequency step results in a transitory motion which rapidly leads to ballooning, but this latter in turn shows to be soon
unstable, and the motion goes back very slowly to an updated steady-state B response, close to the one occurring at the
former frequency value. The phenomenon is illustrated in Fig. 22.3 through a Poincaré section of the closed motion in the
plane of out-of plane motion amplitude and velocity. A small frequency step leads from the fixed point, corresponding to
the former steady-response, to the ballooning fixed point. The latter looks like a saddle-focus, likely characterized by a pair
of complex eigenvalues with negative real parts along its stable manifold, and at least one real positive eigenvalue along its
unstable manifold, leading to the stable node corresponding to the updated steady motion. As the excitation frequency is
further increased, the time the response needs to leave transient ballooning grows up (from few minutes to more than one
hour), and only when the frequency reaches the value 2.025, the ballooning becomes stable. It was classified as a steady-state
response only if persisting after a period of observation of some hours. A new actually sudden change in the character of the
response, involving a (jump-like) transition from the ballooning to a prevalently out of plane anti-symmetric motion (labeled
D) occurs.

22.3 Analytical Model

The analytical model is taken from [1]. Herein a few words about the main features of that model are reported for the sake
of completeness, but the reader is referred to [1] for details. A suspended cable, able to perform in-plane and out-of-plane
displacements, has been considered (Eq. (7) of [1]). A symmetric, in-plane, periodic force, uniformly-distributed along the
span of the cable, and time-periodic of frequency €2, has been applied. In order to obtain the continuum equations, the
condensation of the horizontal displacement (u(s,f)) has been applied to the PDEs, coherently with the hypothesis of small
sag-to-span, so that the dependent variables are the vertical in-plane (v(s,f)) and the out-of-plane (w(s,f)) displacements.
Then, a Galerkin projection of the continuum model has been performed, using as trial functions the first symmetric and
anti-symmetric in-plane modes of the associated free linear system, whose time-dependent amplitudes are indicated as g (f)
and g»(1), respectively, and the first symmetric and anti-symmetric out-of-plane modes, whose amplitudes are indicated as
q3(1) and g4(1), respectively. Therefore, a 4 d.o.f. nonlinear ordinary differential system in the dependent variables g;(1),
j=1,...4, has been obtained (Eq. (13) of [1]). Since the modes have been evaluated within the Irvine theory [15], asserting
that the in-plane and out-of-plane anti-symmetric modes are exactly the same, i.e. having shape coincident with a period of

sine along the span and time-frequency w = % \/; , the relevant equations describing the dynamics of g,(#) and g4(#), namely
Eq. (13;) and (134) of [1], are identical. This drawback introduces in the model a strong characteristic of symmetry, avoiding
the possibility to catch particular classes of motion which, on the other hand, have been observed in experimental analysis,
carried out on cables of corresponding properties (see [9]) such as, for instance, ballooning motions, which involve both the
anti-symmetric components in different phases. Therefore, as a first attempt to solve this issue and allow the model to catch
them, an internal detuning between the in-plane and out-of-plane anti-symmetric natural frequencies is introduced here. This
is to simulate an actual, although small, difference between the modal properties, which is plausible due to the existence of
the initial in-plane curvature of the cable, as well as theoretically admissible if richer analytical model are considered even
for the taught cables [16].

Then, the Multiple Scale Method is applied to Eq. (13) of [1], with a slight difference on what has been done in [1]. In
fact there, in correspondence of the application of the second-order solvability conditions (Eq. (22) of [1]), the dependence
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on time-scale 77 has been eliminated. Herein, on the other hand, the dependence on time-scale T is preserved, causing the
modification of the coefficients of some cubic terms, and therefore complete AME are obtained. Internal resonance conditions
are considered as in [1]. In particular, the cable has been assumed close to the first cross-over condition, i.e. 1:1 resonance
exists among the symmetric in-plane, anti-symmetric in-plane and anti-symmetric out-of-plane modes, and 2:1 among those
and the symmetric out-of-plane mode. External (o) and internal (p2, p3, p4) detuning parameters are then defined as

Q =w + &%
2 24 2
wz—la)l—i-epz
21,24 2
w3 = ;07 +&°p3
2 2 42
Wy = ] + &4

(22.1)

The complex Amplitude Modulation Equations become
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where Aj(1), j=1,... 4, are the complex amplitudes of the corresponding modal components ¢;(¢), the coefficients k,,, are
the same of [1] whereas k15, k3 1, k33 are the modifications of the coefficients due to the maintaining of the dependence on
the scale 7T at the solvability conditions. Their expression is not shown here for brevity. Cartesian decomposition of the
complex amplitudes is applied to the Eq. (22.2), namely A;(t) = p;(¢) + ig,(¢), where i is the imaginary unit, and eight
ordinary differential equations in the real (p;) and imaginary (g;) parts are obtained (not shown here for the sake of concision).
Numerical integration and continuation algorithms are applied to the equations, in order to describe the forced dynamics at
different amplitudes and frequencies of excitation, and with the specific aim to catch those classes of motions, which can
be observed only if the asymmetry between the equations ruling the anti-symmetric in-plane and out-of-plane amplitudes is
introduced.

22.4 Numerical Results

Equilibrium solutions of the AME (22.2), corresponding toperiodic motions of the variables g;(7), are sought. Diagrams are
obtained for p; = —0.51, p3 = —0.09, p4 = —0.49, which reproduce the mode configuration of the cable near the zone where
ballooning motions have been experimentally found [9].

In Fig. 22.4, the stationary solutions vs. the external detuning o, for a forcing amplitude p = 0.02, are shown in terms
of real amplitudes a;, j=1,...,4, where a; = ,/ p? + qu». They correspond to periodic solutions in the variables g;(?). In

this case, the mono-modal solution involving just the in-plane symmetric, directly forced, component ¢g;, loses stability in
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Fig. 22.4 Mono-modal (a;) and bi-modal (a;-a3) solutions for p = 0.02
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correspondence of two regions, around o = —0.20 and o0 =0.0, respectively. As a consequence, bi-modal stable solutions in
the a; and a3 components arise. If the amplitude of the force is increased to p = 0.03, a qualitative similar behavior is found
(Fig. 22.5), except for the lack of a stable stationary solution around the value o =0.0, where stable periodic motions (not
shown) in a; and a3, corresponding to quasi-periodic motions ing; and g3, arise.

When the amplitude of the force is further increased to p = 0.05 (see Fig. 22.6), a richer dynamics is found, and solutions
concurrently involving a;-ay-as and a;-a,-a4 components arise. In particular, in the narrow region (o € [—0.495, —0.486)),
the stable solution where a;-a,-a4 are active, appears. It is shown in detail in Fig. 22.7.

In Fig. 22.8, a comparison between the ballooning solution as obtained from numerical integration of the AME (22.2),
with the relevant reconstituted components g,-q4 (Fig. 22.8) and of the original equations of motion (Eq. (13) of [1]), shows
good agreement.
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Fig. 22.8 Phase portrait of the ballooning solutions from the AME and equations of motion for 0 = —0.488, p = 0.05

22.5 Conclusions

The nonlinear 3D dynamics of a suspended cable is studied herein, by using an analytical model which has been already
obtained in [1], with the main purpose of getting specific classes of motion, such as ballooning, which are experimentally
observed on a companion prototype. First, a specific description of the bifurcation scenario which leads to the ballooning, as
detected in the experiment, is provided. The reduced model is then suitably modified by introducing a detuning parameter
between the frequencies of the anti-symmetric in-plane and out-of-plane modes, in order to break an intrinsic symmetry
in the model, which is induced as a consequence of the use of the Irvine’s theory in the evaluation of the trial functions
for the Galerkin projection of the PDEs. The Amplitude Modulation Equations (AME) are then obtained through the use of
the Multiple Scale Method, with a minor algorithmic difference with respect to [1], since the dependence of the amplitudes
on the slower time-scale is not deleted in the second order solvability conditions. Steady solutions in the amplitudes of
the modal components, corresponding to periodic motions of the cable, are found. In particular, if for small amplitudes
of the symmetric force, only mono-modal and bi-modal solutions occur, once the force is increased, also tri-modal and,
more generally, complex solutions, arise. A tiny region of existence of periodic ballooning motion is then detected, in good
agreement with the results of numerical integration of the 4 d.o.f. equations of motion.
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Chapter 23
Computationally Efficient Design of Semiactive Structural Control
in the Presence of Measurement Noise

Mahmoud Kamalzare, Erik A. Johnson, and Steven F. Wojtkiewicz

Abstract Designing control strategies for smart structures, such as those with semiactive devices, is complicated by the
nonlinear nature of the feedback control, secondary clipping control, and other additional requirements such as device
saturation. The authors have previously developed an approach for semiactive control system design, based on a nonlinear
Volterra integral equation (NVIE) that provides a low-order computationally efficient simulation of such systems, for state
feedback semiactive clipped-optimal control. This paper expands the applicability of the approach by demonstrating that it
can also be adapted to accommodate more realistic cases when, instead of full-state feedback, only a limited set of noisy
response measurements is available to the controller. This extension requires incorporating a Kalman filter estimator, which is
linear, into the nominal model of the uncontrolled system. The efficacy of the approach is demonstrated by a numerical study
of a 100-DOF frame model, excited by a filtered Gaussian random excitation, with noisy acceleration sensor measurements
to determine the semiactive control commands. The results show that the proposed method can achieve more than two orders
of magnitude improvement in computational efficiency while retaining a comparable level of accuracy.

Keywords smart structures ¢ semiactive control ¢ nonlinear Volterra integral equation ¢ clipped-optimal control
Kalman filter

23.1 Introduction

Controllable passive devices, such as variable orifice dampers and magnetorheological fluid dampers, form the core of
semiactive control systems [1-4]. However, designing optimal control strategies for these devices is complicated by the
nonlinear nature of the resulting feedback system. As a result, designing optimal controllers often requires large-scale
parameter studies, with many simulations of the nonlinear system, requiring extensive computational resources.

The authors [5] have developed an approach, based on the nonlinear Volterra convolution-based integral equations, that
is capable of rapidly computing the system response of large-scale nonlinear systems when the nonlinearity is localized at
a few degrees of freedom. Further, the authors have demonstrated [6, 7] how this approach can be adapted to design the
optimal semiactive control strategy for clipped-optimal control with state feedback; for a medium-size model, computational
cost was reduced about two orders of magnitude for the required control design parameter study.

However, full-state feedback is rarely available even in the laboratory, much less in real-world applications; rather, only
a set of noisy sensor measurements can be used, where a Kalman filter can be exploited to estimate the states of the system.
The main goal of this paper, then, is to demonstrate that the proposed approach can provide, in a computationally efficient
manner, multiple simulations of clipped-optimal semiactive control with a Kalman filter. The following section explains the
theoretical formulation required to combine the Kalman filter with the system equations. The efficiency of the approach is
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demonstrated in section 23.3 through a numerical study of a 100-DOF frame model excited by one realization of a filtered
Gaussian white noise excitation. Ground and story-level accelerations are measured by the sensors, corrupted by noise. The
results show that the proposed method can achieve significant computational efficiency while retaining a level of accuracy
comparable to traditional nonlinear solvers.

23.2 Methodology

This section briefly explains the method, introduced in the authors’ prior work [5] for rapid computational analysis of large-
scale nonlinear systems where the nonlinearities are located in a few local degrees of freedom, the application [6, 7] to
state-feedback clipped-optimal semiactive control, and the formulation to incorporate Kalman Filter into the system.

23.2.1 Proposed Approach for Fast Computational Analysis

Consider a nominal uncontrolled structure model, without control devices forces, in state space form
x(t) = Ax(t) + Bw(?), x(0) = x¢ (23.1)

with n x 1 state vector x(¢), n X n state matrix A, m x 1 excitation w(t), n x m input influence matrix B, and initial condition
vector Xg. Adding a ¢ x 1 control device force vector p(¢), the equation of motion becomes

X(t) = AX(t) + Bw(t) + Lp(). X(0) = xo (23.2)

with n x g control force input matrix L and the same initial conditions. If the control force p(¢) were known a priori, (23.2)
could be efficiently solved through standard linear response simulation methods. However, a control device exerts a force
that is a function, usually nonlinear, of some subset (or linear combination) of states X(¢) = GX(¢), where G is an s x n
matrix. The functional dependence of p(¢) = g(X(¢)) on X(¢) depends on the nature of the control devices and on the form
of the control.

Controlled response X(¢) can be computed using the corresponding uncontrolled response X(¢) = Gx(¢) and a convolution
in the control force

X(1) = X(t) + /Ot H.(t — 7)p(r)dt (23.3)

where Hy g) = GH_(?) is the response to an impulse applied in the pattern of the control devices. Substituting (23.3) into
p(t) = g(X(?)) results in

p(t) —¢g (i(t) + /0 H. (1 — 7)p(r)d r) =0 (23.4)

which is a g-dimensional nonlinear Volterra integral equation (NVIE) in nonstandard form. The authors’ prior work [5]
explains how to effectively discretize the integral in (23.4) and solve for p(¢) and the responses of the controlled system.
(23.4)is a ¢ x 1 vector equation in the s x 1 responses X(¢); if both ¢ and s are much smaller than 7, then solving (23.4) is
much less computationally intensive than solving the full nonlinear system of ordinary differential equations.

23.2.2 Clipped-Optimal Control

Controllable damping devices can only exert dissipative forces, which may be generalized to an ideal damper that
can exert any dissipative force. If some primary control design commands desired force pi(r) = -KIX(t) =
[pf(t) pg(t) ‘e pg(t)]T, where K¢ is a state feedback gain, then a secondary bang-bang clipping controller determines the
force of the i device

p,‘.i, p,‘.iv,- < 0 (dissipate energy)

pi = &(X) = prH(=pivi) 0, pfv; > 0 (cannot add energy) (23.5)
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with Heaviside unit step function H(-), and | velocity v; (1) across the i t device. Using device velocities v(t) = VX(t), the
control force function g(-) depends only on X = GX where G = [—(K%)T VT|Tis a 2¢ x n matrix.

23.2.3 Design Primary Control Gain

For a linear actuator, a linear quadratic regulator (LQR) approach can be employed to determine the optimal state feedback
gain K¢. However, a simple use of LQR, with control weights chosen to reflect the actual costs of response and control leads
to suboptimal (and sometimes lousy) performance in a clipped-optimal strategy because the commanded force is sometimes
non-dissipative so it gets clipped. Thus, optimal semiactive design must be completed using a large-scale parameter study or
other optimization over the elements of control gains or some parameterization of them. One way to parameterize the gains
[6-8] is to investigate a family of control gains K;, each of which minimizes, for a linear actuator, the cost function

T
Ji = lim % / [Z"(1)QiZ(t) + p" ()R p(1)]dr (23.6)
—00 0

where Z(¢t) = C,X(¢t) + D,w(¢) + F,p(¢) is a vector of outputs to be regulated. Independent of how control gains are
parameterized, the computationally efficient approach provides the ability to examine many control gains — herein, each K;
is designed using MATLAB’s 1gr for each weight pair (Q;, R;) — to quickly and accurately determine the optimal control
gain K.

23.2.4 Sensor Measurements

Herein, it is assumed that the controller has available, rather than the full state vector, an r x 1 noise-corrupted measurement
vector Y(¢) = CyX(¢) + Dyw(t) + Fyp(¢) + n(¢), where n(¢) is the r x 1 measurement noise vector; Cy, Dy, and Fy are
the measurement influence matrices corresponding to states, excitation, and control force, respectively; w(¢) and n(z) are
assumed to be zero-mean stationary Gaussian processes with statistics E[ww!] = Q,, E[nn'] = R, and E[wn'] =
N, = 0.

23.2.5 Incorporating Kalman Filter

The most typical algorithm used in the literature for estimating the states of a linear system based on a limited set of noisy
sensor measurements is the Kalman filter. The Kalman filter [9], often called the Kalman-Bucy filter, minimizes the effect of
system disturbance and measurement noise on the estimated state by means of the system

A

X=AX+Lp+L(Y-Y) = L.CX+ (A—-LC)X +Lp+ LD,w + Lyn (23.7a)
Y =CX+Fyp (23.7b)
where X is the optimal estimate of the state vector; Ly= (Pncg + Nn)ﬁ: is the Kalman gain matrix; N, = B(QHDE + Nn);

R, =R, + DyN, + NnTDg + DanDg; and P, is the error covariance matrix for the state estimate, calculated by solving

algebraic Riccati equation AP, + P,AT 4+ Q, — (P,Cy + NoR, 1(CyPn + NE) = 0 where Q, = BQ,B".
Combining (23.2) and (23.7a), the equation of motion can be written

X(1) = AX(1) + Lp(¢t) + Bw(r) (23.8)

where X(r) = [XT X"]T is the generalized state vector; W(r) = [wT nT]T is the generalized excitation vector; and
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~ A 0 = L ~ B 0
A= , L= , B= 23.9
e ane ) E=[i] B=[ub, ol @9)

Thus, with the Kalman filter equations incorporated with the linear system model, the combined state-space system (23.8)
has a form similar to (23.2) and, therefore, it can be solved using the proposed approach without any extra effort. Note
that the order of (23.8) is twice that of state equation (23.2), resulting in about double computational cost using typical
nonlinear solvers such as ode45. However, the order of the nonlinear equations solved by the proposed approach does
not change, so the computational effort required for solving this augmented system is essentially unchanged by adding the
Kalman filter. The proposed approach includes one time calculations to compute the uncontrolled response and the impulse
functions, and then the repeated costs to compute the control force. Using (23.9) to compute the impulse response Hy (¢)
with X = GX = [0 G]X requires 2—4 times the computation without the Kalman filter. However, this impulse response is
actually the same as that with state feedback [10]— i.e., using the original system (23.2) instead of the augmented system
(23.8) — so the change in one-time cost is only a very modest increase leveraged over the many repeated solutions for the
control force, and the overall cost should increase only very modestly.

23.3 Numerical Example

23.3.1 Model Description: 100-DOF Frame Model

While the method proposed herein is applicable to a variety of applications of controllable passive dampers, a numerical
example of a base-isolated building is used to demonstrate the efficacy of the method. Base isolation systems [1, 11],
among the most commonly-adopted methods to protect civil structures against severe excitations, are developed based
on separating the structure from the ground and preventing the ground excitation energy from being transferred to the
superstructure. Passive base isolation can be augmented with actuators [12—14] or semiactive devices [2,8, 15, 16] to provide
significant improvements in mitigating structural responses and thereby reducing damage to both structural and nonstructural
components.

Consider an isolated building with a semiactive controllable damping device in the isolator layer. The superstructure
is an 11-story 2-bay building modeled as a 99 DOF linear plane frame (horizontal, vertical and rotational degrees of
freedom at each node, three nodes per floor). The weight of the columns is small relative to the weight of the floors and
is, therefore, neglected. Consistent mass and stiffness matrices are used for the beam elements; Rayleigh damping is used for
the superstructure damping, assuming that 1*' and 10" mode damping ratios are both equal to 3%. The fundamental mode of
the superstructure, if it were a fixed-base structure, has a 1.05 s period and 3% damping. The ground excitation X, is applied
only in the horizontal direction.

The base mass, linear isolator stiffness, and linear viscous isolator damping are chosen such that the isolation mode has a
typical [11] period 7] = 2.76s, and a 5.5% damping ratio. The building weightis W = 1.28 x 10°N and heightis h = 44m.
The isolator layer is constrained to move in the horizontal direction only. The result is a 100 DOF isolated structure model

my OT )'éb Cb+I'TCSI' —I'TCs ).Cb kb-l—l'TKsl' —I'TI(s Xo ( _ my OT 1 wa 1
[0 M“x}+[ —cr ¢ QxS Tl ke K IS T Lo mflrf e o P
(23.10)

where x, is the base displacement relative to the ground; m;, ¢, and kj, are mass, damping and stiffness of the base,
respectively; X is a vector of horizontal and vertical displacement and rotation of each degree of freedom (DOF) of the
fixed-base superstructure relative to the ground; M, C; and K are the superstructure mass, damping and stiffness matrices,
respectively;andr = [1 00 100 --- 10 0]T (i.e., a1 in each element corresponding to a horizontal displacement
in xg, and zeros elsewhere) is the influence vector. Let M, C and K denote the mass, damping and stiffness matrices on the
left side of (23.10).
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23.3.2 Ground Excitation

A Kanai-Tajimi filter [17] is incorporated into the model to generate a ground excitation with frequency content similar to
historical earthquakes. The filter is a second order dynamical system characterized by transfer function F(s) = (2{,wgs +
a)gz) /(s* + 28ow,s + a)gz), which has equation of motion

Rg(t) + 25,we kg (1) + 0y xg (1) = —w(1) X2(1) = —wpxy(t) — 20,0y Xy (1) (23.11)

where w(¢) is a zero-mean Gaussian white noise. The parameter values are {; = 0.3 and w, = 17 rad/sec to approximate the
spectral content of two moderate earthquakes (El Centro and Hachinohe) and two severe earthquakes (Kobe and Northridge)
[8]. Herein, a single 30 s realization of white noise excitation w(¢) and of the sensor noise n(z), with 0.02 s time steps, is
used in all simulations.

23.3.3 State-Space Model

By combining the states of the Kanai-Tajimi filter with those of the base and superstructure, the state-space equation of
motion of the system can be written in form of (23.2) where X(r) = [x, X! X, X! x, X,]" is the state vector, with base xy
and superstructure Xy displacements relative to the ground, and x, is the displacement of ground relative to bedrock. A, B,

and L can be written as

0 I 0 0

_ _ 1 0 1
-M~'K -M~!C [ } w? 2w -1
A= r [ g Lae ] , B= , L= M 0 (23.12)
0 0 1 0 0
—a)g2 —28w, -1 0

Assume the structure is instrumented with 13 accelerometers: one on the base, one at each superstructure story level, and
one on the ground to record the ground excitation. It is assumed that all accelerometers are the same and will add a low-
level noise to the signals. The measurement noise is modeled as a Gaussian pulse process with an RMS of about 5% of the
average RMS of the story acceleration responses. Based on the ground excitation and its corresponding structural response,
Q, = 3.26 and R, = 0.005631,3x3 are used to design the Kalman filter gain.

Let C; be a matrix that selects the measured accelerations from among all structure accelerations; i.e., it has elements
[C;]i, j =8i18;1 + 89;—13,;. Then, the measurement equation matrices are

—-CCM'[K C] 0 0 aM~—[1 07T
G = Y [ ! 2 . Dy = I:O:| . Fy= Cy 0] (23.13)
0 —w; =285, 0 0
If C:, with elements [C3]; ; = dos; ;, selects the roof acceleration from among all accelerations, then the outputs to be

regulated, which include the base drift (1 DOF) and the absolute horizontal roof acceleration (95" DOF), can be found
using output equation matrices

Cz=|: 10---0 OO:|7 DZ:[O}v F, =

0
—C:M~'[K C]00 oT]T} (23.19)

[CE‘M_I[I

23.3.4 Augmented System with Kalman Filter

Now, the system of equations can be augmented by the Kalman filter state estimates and written in the form of (23.8). This is
a system of 404 state equations; however, the nonlinearities are located exclusively in feedback force p, so the NVIE is only
one equation. Therefore, it can be solved very efficiently using the proposed approach. Figure 23.1 shows a block diagram
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Fig. 23.1 Combined Measurement noise
filter/structure model for
semiactive control design using 2 - Ground / .
clipped-optimal controller White noise J 'I}Eaa}?r’i: ‘ excitation ) Output _
Device force ‘ filter ‘ Structure L Y Measurement
> L
__ : Desired force | control | Estimated states
N - gain Kal
— alman
Clijzrziint, filter
P Velocity across the device
Nonlinear
part
Nominal
system
Table 23.1 RMS responses RMS responses
comparison Damping system  Base drift (cm)  Roof acceleration (m/s?) ~ Force (kN)  Peak force (kN)
LRB 5.67 1.03 71.89 162.41
Semiactive 2.85 1.03 51.02 151.88

representation of the semiactive control strategy, which includes the linear part (the Kanai-Tajimi filter, the structural model,
and the Kalman filter) and the nonlinear part (clipped optimal controller).

23.3.5 Accuracy and Computational Cost of the Semiactive Control Design

In this study, the cost function is defined as in (23.6) with control weight R; = W =2 and diagonal response weight
Q; = diag(e;/ h%, Bi(T})*/(167*h?)), where o; and B; are dimensionless parameters that will be tuned to achieve the
best semiactive control performance. The control gain K; is designed using the 1gr command in MATLAB for each pair
(@i, Bi).

The fminsearch algorithm in MATLAB’s optimization toolbox is used to find an optimal semiactive design where
the proposed approach is implemented for the function evaluation. The objective function is to minimize the base drift in
presence of two constraints: (1) RMS roof acceleration remains at (or below) its corresponding value when the isolator
is a passive lead rubber bearing (LRB) design (baseline) [7], and (2) the RMS control force is at most 4% of building
weight W. The optimization algorithm is started at (o, 8) = (1000, 10); the algorithm terminates when absolute tolerances
for both the search point and the function value are within 0.01. The optimization algorithm determines the design point
of (@*, B*) = (3931.40, 54.23) which results in about 49.8% base drift reduction without any roof acceleration increase
compared to the baseline performance. Also, the peak and RMS of the semiactive force are 11.9% and 4.0% of the building
weight, respectively. Table 23.1 shows the RMS responses (base drift, roof acceleration, and device force) and peak device
force for both LRB and sem