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Preface

One Contribution of Andrei Reinhorn that I Most Admire:
Summary of After Lunch Remarks at the Reinhorn
Symposium on September 30, 2013

After several years of discussion and consideration, the University at Buffalo made
the decision and commitment in 1978 to develop an earthquake engineering research
and education component in its new civil engineering building on the Amherst
campus. Almost immediately following this decision, Professor Andrei Reinhorn
was recruited as the first addition to the structural engineering faculty due to his
expertise in structural dynamics and earthquake engineering. The new structural
and geotechnical engineering laboratory housed a then state-of-the-art shaking table
which was completed in 1982. This new simulator became fully operational in
1983, and Andrei was one of two faculty members responsible for the success of
this major undertaking. Many years later, Andrei again co-led the team effort that
secured another NSF award to expand the laboratory into a major NEES facility in
2004.

For 30 years, and particularly since 1986 when the NSF first awarded the
University at Buffalo a center grant to establish the National Center for Earthquake
Engineering Research (NCEER) followed by a subsequent NSF award to establish
the Multidisciplinary Center for Earthquake Engineering Research (MCEER),
Andrei has made many contributions in earthquake engineering education and
research. He has become recognized by his peers for his important advances in
structural control, experimental analysis, computational analysis, and resilience-
based design. His achievements in any one of these areas alone would have been
more than sufficient as one scholar’s lifelong professional contribution. And in my
humble opinion, Andrei’s contribution to the earthquake engineering profession
goes beyond even his scholarship and leadership in these four areas of earthquake
engineering research and education.

For more than two centuries, engineering disciplines have been evolving and
expanding, most rapidly in recent decades. Academic researchers in structural
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vi Preface

engineering or earthquake engineering were only able to concentrate on the in-
depth pursuit of one or two specialty areas. But societal problems continued to grow
in scope from rapid population growth, urbanization, globalization, and environ-
mental/infrastructure degradation. These trends required that structural/earthquake
engineering researchers not only be experts in one field, but also learn to be members
of an integrated team of experts able to address large-scale societal problems.
Developing this new generation of academic researchers is a great challenge
for research-intensive universities; it will require many generations of new PhD
graduates entering the academic environment to affect these changes.

Make no mistake, Reinhorn has helped move the bar in this grand effort. He has
published some 175 refereed journal articles and book chapters; in those he has
co-authored more than 100 of them with 11 different structures faculty members
and their students at the University at Buffalo. This simultaneously demonstrates
the breadth of his expertise and his ability to work with university colleagues in
the same or closely-related disciplines. He has co-authored papers that were based
on research carried out by students under the supervision of other faculty, and so
has shown that he can contribute seriously to research in other groups. This is
the essence of what we are trying to instill in the next generation of structural
engineering researchers. Reinhorn has been a role model for this approach over
the years. Most of his students and colleagues are here at this symposium. You
have all experienced Andrei’s leadership and structural engineering expertise. You
have seen how he applies his many talents toward establishing earthquake resilient
communities. This is the beginning of the fusion process that integrates the various
sub-disciplines in civil engineering and that integrates the field of civil engineering
structures with other emerging disciplines in electrical, material, mechanical and
other knowledge domains to “Restore and Improve Urban Infrastructures.” That
ambitious vision is one of the Engineering Grand Challenges for the twenty-first
century as identified by the National Academy of Engineering.

I have only mentioned a small portion of the many meaningful things that Andrei
has done in his years of dedicated academic career. But let me end by reminding us
all of the obvious: that the many successes and contributions he has made reflect
the character of the man himself. He has exemplified the German Proverb that
“individual effort is addition and team effort is multiplication”.

The qualities that I admire most about Andrei are his vision, his wisdom, and
his ability to build successful research teams in the highly individualized academic
environment. He is an excellent role model for young academic researchers who are
learning to engage in team efforts to re-shape structural engineering for a changing
world!

Buffalo, NY, USA George C. Lee
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Chapter 1
Introduction

Gian Paolo Cimellaro

The book wants to summarize the different research topics that Prof. Andrei
Reinhorn tackled during his career with all his Ph.D. students and the one that
he has inspired in other researchers from all over the world. Most of his research
topics overlap each other, and a clear separation between them is quite difficult to
be achieved, however we tried to organize the book in five main research parts

1. Computational methods
2. Experimental methods
3. Hybrid testing and control
4. Resilience-based Design
5. Seismic protection

Part 1 includes three chapters describing the genesis of 3D-Basis and IDARC and
their impact on nonlinear dynamic analysis. It concludes with a novel method for
solving random eigenvalues problem.

Part 2 describes experimental tests which were performed at Buffalo and in other
earthquake laboratories in the world.

Part 3 introduces hybrid testing system and its application in developing hybrid
simulation methods.

Part 4 introduces the concepts of resilience-based design and some applications
in health care facilities and economy.

Part 5 describes different applications of seismic protection systems, such as
viscously coupled shear walls, rocking systems, and the effect of nonlinear static
procedures on the Seismic Assessment of asymmetric plan buildings.

G.P. Cimellaro, Ph.D., P.E. (�)
Department of Structural, Geotechnical & Building Engineering (DISEG),
Politecnico di Torino, 10129 Turin, Italy
e-mail: gianpaolo.cimellaro@polito.it

G.P. Cimellaro et al. (eds.), Computational Methods, Seismic Protection, Hybrid
Testing and Resilience in Earthquake Engineering, Geotechnical, Geological
and Earthquake Engineering 33, DOI 10.1007/978-3-319-06394-2__1,
© Springer International Publishing Switzerland 2015
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2 G.P. Cimellaro

Fig. 1.1 Group picture during the Symposium on September 30th 2013

The book is a summary of the works presented by his former students during the
Symposium which was organized to celebrate his work in the field of Earthquake
Engineering on September 30th, 2013, at Ramada Hotel in Buffalo (Fig. 1.1).

This is book is to express the gratitude of his “professional children”, the
ambassadors of his research which has spread all over the world.

%%%

In honor of a
very special teacher and researcher

Prof. Andrei M. Reinhorn

The mediocre teacher tells,
The good teacher explains.

The superior teacher demonstrates.
The great teacher inspires.

-William Arthur Ward-

Thank you for inspiring so many around the world during 35 years of
Productive and dedicated teaching and research

From
Colleagues, students,

post-doctoral researchers and visiting
scholars from around the world

September 30, 2013
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Chapter 2
3D BASIS Origins, Novel Developments
and Its Impact in Real Projects Around
the World

Satish Nagarajaiah

Abstract Origins and development of 3D-BASIS (3-Dimensional BASe Isolated
Structures) was initially envisioned by the need for an efficient tool for nonlinear
dynamic analysis of three-dimensional base isolated structures, particularly in solv-
ing the highly nonlinear bidirectional stick-slip hysteretic response of a collection
of sliding isolation bearings and the resulting response of the superstructure, as this
was not available at that time. The primary challenge was to solve the stick-slip
behavior of friction bearings—modeled using a differential equation (Bouc-Wen
Model) due to its efficiency in representing constant Coulomb friction or variable
velocity depended friction by using a very small yield displacement during the stick
phase resulting in very high tangential stiffness followed by a very small tangential
stiffness during the sliding phase—and the resulting stiff differential equations.
A challenge that is compounded when biaxial-friction is modeled, wherein even the
traditional method of using Gear’s method to solve stiff differential equations breaks
down—a problem that was vexing the research team at University at Buffalo trying
to solve the problem at that time. The answer was the development of the novel
pseudo-force solution algorithm along with a semi-implicit Runge-Kutta method to
solve the difficult problem. The efficient solution procedure is needed primarily for
the nonlinear isolation system consisting of (1) sliding and/or elastomeric bearings,
(2) fluid dampers, (3) other energy dissipation devices, while the superstructure
is represented by three dimensional superstructure model appropriately condensed
(where only master nodes at the center of mass of the floor are retained). This
chapter describes the origins, development of 3D-BASIS and its impact.

S. Nagarajaiah, Ph.D, FSEI (�)
Civil & Env. Engineering and Mech. Engineering, Rice University,
213 Ryon, MS 318, 6100 Main St., Houston, TX 77005, USA
e-mail: Satish.Nagarajaiah@rice.edu

G.P. Cimellaro et al. (eds.), Computational Methods, Seismic Protection, Hybrid
Testing and Resilience in Earthquake Engineering, Geotechnical, Geological
and Earthquake Engineering 33, DOI 10.1007/978-3-319-06394-2__2,
© Springer International Publishing Switzerland 2015
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6 S. Nagarajaiah

2.1 Introduction

Base isolation involves the introduction of isolation bearings and energy dissipat-
ing devices between the superstructure and its foundation. The laterally flexible
isolation system shifts the fundamental period—considering an equivalent linear
isolation system—of the structure beyond its fixed base period and the predominant
periods of the ground motion. The period lengthening to typically 2–4 s is sufficient
to reflect the earthquake energy. Energy dissipation in the isolation system is
then useful in limiting the displacement response. The isolation bearings generally
exhibit material nonlinearities and under certain conditions may also exhibit
geometric nonlinearities. However, these nonlinearities are restricted to the isolation
system. The superstructure is typically designed to exhibit elastic behavior.

This chapter presents a brief overview of the analytical modeling techniques
used in the nonlinear dynamic analysis of base isolated structures. The localized
nonlinearities at the base allow condensation of the linear superstructure to a small
number of master degrees of freedom. All the nonlinear bearings and devices are
explicitly modeled.

Mechanical properties of isolation bearings are described in detail. Material,
friction, geometric and contact nonlinearities in the isolation system are discussed.
Analytical models used for characterizing the behavior of isolation bearings and
devices are presented. Formulation of the combined linear superstructure and
nonlinear isolation system and solution procedure is presented. Computer programs
that are most popularly used are described briefly.

2.2 Base Isolation Systems

Base isolation systems have gained wide acceptance (Buckle and Mayes 1990; Kelly
1997; Skinner et al. 1993; Soong and Constantinou 1994). The isolation bearings
are typically connected between columns and foundation as shown in Fig. 2.1. The
isolation system is designed to be very stiff in the vertical direction. The isolation
system is designed to provide adequate initial stiffness under service loads, such as
wind load, and to provide greater flexibility past yielding of the isolation bearings
under strong ground motion or seismic loads.

There are two basic types of isolation bearings: elastomeric bearings and sliding
bearings. Elastomeric bearings consist of laminated rubber layers and steel shim
plates. Two types of elastomeric bearings that have been implemented in structures
are the high damping rubber bearing and the lead rubber bearing. In both types
the laminated rubber provides the lateral flexibility. The isolation system level dis-
placements increase due to the lateral flexibility. Adding energy dissipation capacity
reduces the isolation system displacements. The energy dissipation capacity is
provided by the inherent damping capacity of the rubber in high damping bearings.
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Fig. 2.1 Isolation system details including elastomeric bearing and damper

In lead-rubber bearings, which are typically manufactured with low damping rubber,
the cylindrical lead plug within the rubber unit provides the energy dissipation
capacity. Moreover, supplemental energy dissipating devices, primarily in the form
of fluid viscous dampers, have been used in isolation systems to substantially
enhance damping in applications in areas of very high seismicity.

Sliding bearings consist of Teflon or similar materials sliding on a stainless steel
surface. Two types of sliding bearings that have been implemented in structures are
the Friction Pendulum Sliding (FPS) bearings, spherically shaped sliding bearings,
and the flat sliding bearings. Sliding bearings dissipate energy due to friction.
Restoring force is provided by the spherical sliding surface in the FPS system or
by added springs in the system with flat sliding bearings.

2.3 Material/Friction Nonlinearities of Base Isolation
Bearings and Devices

2.3.1 Elastomeric Bearings

Elastomeric bearings are typically made of natural rubber and are classified into
low damping and high damping bearings. The low damping bearings exhibit shear
stiffness which is effectively linear to large shear strains (>100 %). The damping is
in the range of 2–5 % of critical. Lead-rubber bearings are made up of low damping
natural rubber with a lead core. The lead core is provided to increase the energy
dissipation capacity to about 20–30 % of critical. The idealized force displacement
behavior of a lead-rubber bearing can be characterized as bilinear hysteretic as
shown in Fig. 2.2. The high initial stiffness offers rigidity under wind load and low
level seismic load. The characteristic strength, Q D Ap�YL, where Ap is the lead plug
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Fig. 2.2 Lead rubber bearing: bilinear force-displacement loop

Fig. 2.3 High damping bearing: force displacement loop with stiffening

area and �YL is the effective shear yield stress of lead. The post yielding stiffness,
Kp, is typically higher than the shear stiffness of the bearing without the lead core.

Kp D ArG
P
t
f (2.1)

Where, Ar is the bonded rubber area,
P

t is the total rubber thickness, G is the
shear modulus of rubber, and f is a factor larger than unity. Under proper conditions,
f, may be equal to or less than 1.15. Moreover, the initial elastic stiffness, Ke, ranges
between 6.5 and 10 times the post-yielding stiffness.

The stiffness and energy dissipation characteristics of high damping bearings are
highly nonlinear and dependent on shear strain as shown in Fig. 2.3. The high
damping bearings are made up of specially compounded rubber, which provides
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effective damping of 10–15 % of critical. The high damping bearings have high
shear stiffness at low shear strains (<20 %) for rigidity under wind load and
low level seismic load. The shear stiffness is typically lower in the range of 20–
120 % shear strains. At large shear strains, the shear stiffness increases due to
strain crystallization process in the rubber. The damping in high damping bearings
is best characterized by a combination of hysteretic and viscous behavior. In the
virgin stage and during the first cycle of movement, the bearings exhibit higher
stiffness and damping than in the following cycles. The stiffness stabilizes by the
third cycle, resulting in stable properties termed as scragged properties. Scragging
of the bearings is the result of internal changes in the rubber. Recovery to the
unscragged (virgin) properties occurs following sufficient time. The scragged state
of the bearings can be modeled by a bilinear hysteretic model for shear strains
of up to 200 %. The stiffening behavior (see Fig. 2.3) beyond this strain can
also be modeled using more complex models (Constantinou et al. 2007; Tsopelas
et al. 1994a; Kikuchi and Aiken 1997). The current technique used to model high
damping bearings is to perform multiple analysis with bilinear hysteretic models;
the parameters of the bilinear hysteretic models are determined at specific shear
strain amplitudes. The bilinear model parameters can be established from test data
of prototype bearings. These properties are the shear modulus, G, and the equivalent
damping ratio, Ÿ (defined as the energy dissipated in a cycle of motion divided by
4� and by the maximum kinetic energy) under scragged conditions. G, is related to
the post yielding stiffness K

0

p

K 0
p D GAr

X
t

(2.2)

The parameters of the model may be determined by use of the mechanical
properties of G and Ÿ at a specific strain- for example parameters corresponding to
the design displacement. The post yielding stiffness, K

0

p , is determined from (2.2),
where as the characteristic strength, Q, may be related to the mechanical properties
by assuming bilinear hysteretic behavior.

Q D � � K 0
pD

2

.2 � � �/D � 2Dy (2.3)

Where, the yield displacement, Dy, is between 0.05 and 0.1 times the total rubber
thickness and D is the design displacement. The yield force, Fy, is given by

Fy D QCK 0
pDy (2.4)

and the post to pre-yielding stiffness ratio is given by

˛ D K 0
pDy

Fy
(2.5)
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Fig. 2.4 Friction pendulum bearing: force-displacement loop (includes friction and recentering
force)

Elastomeric bearings have finite vertical stiffness that affects the vertical response
of the isolated structure. The vertical stiffness of an elastomeric bearing can be
estimated as follows

kv D EcAr
X

t
(2.6)

Where, Ec is the compression modulus.

2.3.2 Sliding Bearings

Two types of sliding bearings are the flat sliding bearings with restoring force
devices and the friction pendulum bearings (FPS) shown in Fig. 2.4. Flat sliding
bearing is made up of Teflon sliding on a flat stainless steel surface. The recentering
capability is provided by additional elastic springs. The FPS bearing, shown in
Fig. 2.4, is made up of a composite material sliding on a spherical surface with
radius of curvature R, which provides the recentering force. The behavior of FPS
bearing can be represented by

F D N

R
U C �sN sgn

� PU � (2.7)

Where, F is the force in the bearing, U and PU are the displacement and velocity,
respectively, �s is the coefficient of sliding friction (dependent on velocity and
pressure) and N is the normal load on the bearing. It should be noted that for flat
sliding bearings R is infinite. The coefficient of friction of sliding bearings depends
on a number of parameters of which the composition of the sliding interface, bearing
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Fig. 2.5 Variation of coefficient of friction as a function of velocity of sliding and pressure

Fig. 2.6 Triple friction
pendulum isolator

pressure and velocity of sliding (as shown in Fig. 2.5) are the most important. For
interfaces consisting of polished stainless steel in contact with Teflon or composites
the coefficient of friction may be described by Constantinou et al. (1990)

�s D fmax � .fmax � fmin/ exp
��a ˇˇ PU ˇˇ� (2.8)

Where the parameters fmin and fmax describe, respectively, the coefficients of
friction at essentially zero and large velocities of sliding and under constant
pressure. Parameters fmin, fmax and ˛ depend on the bearing pressure, although only
the dependency of fmax on pressure is of practical significance.

More recently Fenz and Constantinou (2008a, b), Morgan and Mahin (2011), Ray
and Reinhorn (2012) and Dao et al. (2013) have studied the triple friction pendulum
isolation bearing that has an inner slider and articulated sliders sliding inside
concave sliding surfaces as shown in Fig. 2.6, and developed detailed analytical
models with force-displacement behavior as shown in Fig. 2.7.

2.3.3 Fluid Viscous Dampers

Fluid dampers (Constantinou and Symans 1993) are used to enhance the damping
in the isolation system and are connected between the base and foundation as shown
in Fig. 2.1. Fluid viscous dampers produce force by forcing fluid (typically silicone



12 S. Nagarajaiah

Fig. 2.7 Force
(f )—displacement (u)
behavior of triple friction
pendulum isolator

Fig. 2.8 Fluid damper: force displacement loop (velocity dependent damping force)

oil) through orifice passages as shown in Fig. 2.8. It is possible to shape the orifice
passages (Constantinou and Symans 1993) in such a way as to produce an output
force of the type

F D C
ˇ
ˇ PU ˇ

ˇ˛ sgn
� PU � (2.9)

Where C D damping coefficient, ’ is in the range of 0.5–1.0 and the representa-
tive force-displacement loops are shown in Fig. 2.8.

2.4 Modeling Material/Friction Nonlinearities of Isolation
Bearings

Models with bilinear hysteretic characteristics can represent the behavior of elas-
tomeric bearings. Several models have been used to represent the uniaxial and
biaxial behavior of elastomeric isolation bearings. The uniaxial and biaxial behavior
of elastomeric bearings have been modeled by Nagarajaiah (1990), Nagaraja-
iah et al. (1991a, b) using a viscoplasticity based modified Bouc-Wen model
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(Bouc 1967; Wen 1976; Park et al. 1986). In the biaxial model forces FX and FY

are mobilized during the motion along the X and Y directions, respectively, of the
elastomeric bearing:

FX D ˛
Fy

Dy
Ux C .1 � ˛/FyZx FY D ˛

Fy

Dy
Uy C .1 � ˛/FyZy (2.10)

in which ’ is the post-yielding to pre-yielding stiffness ratio, Fy is the yield force
and Dy is the yield displacement. Zx and Zy are dimensionless variables governed
by the following differential equations, which were proposed by (Park et al.
1986).

Dy
:

Zx C �
ˇ
ˇ
ˇ
:

UxZx

ˇ
ˇ
ˇZx C ˇ

:

UxZx
2 C �

ˇ
ˇ
ˇ
:

U yZy

ˇ
ˇ
ˇZx C ˇ

:

UyZxZy � A :

U x D 0

Dy
:

Zy C �
ˇ
ˇ
ˇ
:

UyZy

ˇ
ˇ
ˇZy C ˇ

:

UyZy
2 C �

ˇ
ˇ
ˇ
:

UxZx

ˇ
ˇ
ˇZy C ˇ

:

UxZyZx � A :

U y D 0

(2.11)

Parameters A, ˇ and � are dimensionless—A/(ˇC � ) D 1 is chosen—and Ux,Uy

and Ux,Uy represent, respectively, the displacements and velocities that occur at the
isolation bearing. It can also be shown that the interaction curve of this biaxial model
is circular.

In sliding bearings Teflon undergoes a small elastic shear deformation (less than
2 mm) before sliding commences. The small shear deformation of Teflon renders
a finite but high elastic stiffness to the hysteretic loop, which can be captured by
a hysteretic model. A hysteretic model for sliding bearings, which can account for
the variation of coefficient of friction with velocity and bearing pressure observed in
Teflon sliding bearings, has been presented by Tsopelas et al. (1994a), Constantinou
et al. (1990), Nagarajaiah et al. (1991a), Mokha et al. (1993).

FPS bearings have been modeled using the hysteretic model in (2.11) with yield
displacement, Dy, being very small (typically less than 2 mm).

FX D N

R
Ux C �sNZx; FY D N

R
Uy C �sNZy (2.12)

Where, �s is the coefficient of sliding friction and N is the normal load on the
bearing. The normal load consists of gravity load, W, the effect of vertical ground
acceleration,

::

U v; and the additional seismic load, Psl, due to overturning moment.

N D W

 

1C
::

U v

g
C Psl

W

!

(2.13)

Where, g is the acceleration due to gravity. It should be noted that for flat sliding
bearings R is infinite and (2.12) collapses to the model described in Constantinou
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a b c

Fig. 2.9 Biaxial force-displacement behavior of flat sliding bearing: (a) Biaxial displacement
profile, (b) Force-displacement response—X direction; (c) Force-displacement response—X
direction

et al. (1990) and Nagarajaiah et al. (1991a) and experimentally verified by Mokha
et al. (1993). A representative biaxial force-displacement behavior of flat slider is
shown in Fig. 2.9. The eight shaped biaxial behavior is observed to have significant
effect on the force-displacement behavior in the X direction.

Plasticity based models have been used to model isolation elements (SAP-ETABS
2014). Modified rate models have been used to represent the behavior of high
damping bearings including stiffening (Tsopelas et al. 1994a; Kikuchi and Aiken
1997).

2.5 Geometric Nonlinearities of Base Isolation Bearings

2.5.1 Axial Load—Horizontal Displacement Effects

The elastomeric bearings when subjected to large axial forces and lateral horizontal
displacements exhibit nonlinear and unstable behavior. This behavior is due to a
combination of both geometric and material nonlinearities. The shear-force and
horizontal displacement, F-u, curves are shown in Figs. 2.10 and 2.11.

The connection of elastomeric bearings can be either doweled or bolted to the
column above and foundation below, which influences the behavior of the bearing.
In doweled bearings rollover occurs and the displacement at which it commences
can be calculated (Buckle and Kelly 1986). The rollover behavior can be modeled
by including the P-� effects. In addition, since the bearing cannot sustain upward
axial force because of doweled connection, uplift needs to be considered (as shown
in Fig. 2.11).

Sliding bearings are stable even under large displacements. The change is axial
load effects the coefficient of friction. Tsopelas et al. (1994a) and Nagarajaiah
(1995) have modeled the influence of axial load on the coefficient of friction.
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a
b c

Fig. 2.10 Large axial load-horizontal displacement behavior of elastomeric bearings: (a) Bearing;
(b) Horizontal force-displacement behavior; (c) Critical load as a function of horizontal displace-
ment

a b c

Fig. 2.11 Large axial load-horizontal displacement behavior of elastomeric bearings with
rollover: (a) Bearing with rollover; (b) Horizontal force- displacement behavior with rollover; (c)
Vertical force–vertical displacement behavior

2.6 Modeling Geometric Nonlinearities of Isolation Bearings

The axial load effect on elastomeric bearings has been modeled using linear
models (Koh and Kelly 1986). A nonlinear analytical model has been developed
by Nagarajaiah and Ferrell (1999), based on Koh-Kelly model, to include the effect
of axial load and horizontal displacement. The large axial load horizontal behavior
leads reduction in stiffness due to increasing axial load and reduction in critical axial
load due to large horizontal displacement as shown in Fig. 2.10.

The critical load and horizontal displacement, Pcr-u, curves using the nonlinear
analytical model developed by Nagarajaiah and Ferrell (1999) are shown in
Fig. 2.10c which demonstrates that the bearing critical load drops with increasing
horizontal displacement. The equilibrium paths demonstrate unstable post-critical
behavior as observed in the experimental results. The critical load occurs at the
limit point of each equilibrium path and horizontal tangential stiffness is zero at the
limit point. The critical load drops with increasing horizontal displacement because
the equilibrium paths are unstable. More details can be found in Constantinou et al.
(2007).
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2.7 Contact Nonlinearities of Base Isolation Systems

2.7.1 Uplift

Uplift occurs in doweled elastomeric bearings and in sliding bearings, due to
loss of contact at the bearing as the column experiences axial tension forces
(Fig. 2.11c). This loss of contact is reestablished as the cycle of motion reverses with
compression forces in the column. Uplift is generally beneficial and reduces the base
shear forces further (Nagarajaiah 1995). The effect of uplift can be modeled using
a contact element with only compression stiffness (Nagarajaiah 1995; Nagarajaiah
et al. 1992; Wilson 1993; Scheller and Constantinou 1998; SAP-ETABS 2014).

2.7.2 Pounding

The isolation gap (see Fig. 2.1) around the base isolated structure is provided to
permit the maximum design displacement. Long period motions, as observed in
1994 Northridge earthquake and other recent earthquakes, could cause large base
displacements. In such cases, unless appropriate measures are taken, pounding
can occur accompanied by varying degree of damage to the superstructure. In the
measured response of base isolated structures, subjected to Northridge earthquake,
pounding has been observed when the isolation gap was not fully functional. The
effect of pounding can be modeled by using gap elements (Nagarajaiah and Sun
2001).

2.8 Superstructure and Isolation System Modeling
and Solution Procedures

The formulation and pseudoforce solution algorithm developed by Nagarajaiah
(1990), Nagarajaiah et al. (1991a, b), which has been implemented in widely used
computer program 3D-BASIS (Nagarajaiah et al. 1991a) for analyzing base isolated
structures, is presented next. This is followed by brief description of the Ritz vector
formulation and solution algorithm developed by Wilson (1993) for the widely used
computer programs SAP-ETABS (2014).

2.8.1 Linear Superstructure and Nonlinear Isolation System

The superstructure, shown in Fig. 2.12, is treated as a linear elastic system. The
superstructure and the base are modeled with three degrees of freedom per floor
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Fig. 2.12 (a) Asymmetric base isolated structure excited by bidirectional ground motion, (b)
Displacement coordinates

at the center of mass as shown in Fig. 2.12a. The base and floors are assumed
to be infinitely rigid in plane. The isolation system consisting of elastomeric or
friction isolation bearings is modeled using discrete nonlinear biaxial elements. The
equations of motion for the elastic superstructure are expressed in the following
form.

M
::
u C C

:
u CKu D �M R

� ::
ug C ::

ub
�

(2.14)

Where, M, C, K are the superstructure mass, damping, and stiffness matrices in
the fixed base condition, and R is the influence matrix. Furthermore,

::
u;

:
u; and u

represent the floor acceleration, velocity, and displacement vectors relative to the
base, Rub the vector of base acceleration relative to the ground, and Rug the vector of
ground acceleration (see Fig. 2.12b).

The equations of motion for the base are as follows

RTM
� ::
u CR

� ::
ub C ::

ug
��CMb

� ::
ub C ::

ug
�C Cb Pub CKbub C f D 0 (2.15)



18 S. Nagarajaiah

Where, Mb D the diagonal mass matrix of the rigid base, Cb D the resultant damping
matrix of viscous isolation elements, Kb D the resultant stiffness matrix of elastic
isolation elements, and f D the global vector containing the forces mobilized in the
nonlinear isolation elements with appropriate transformations. Employing modal
reduction

u D ' u� (2.16)

Where, �D the modal matrix, normalized with respect to the mass matrix,
u* D the modal displacement vector relative to the base. Combining Eqs. 2.14 to
2.16, the following matrix equation is obtained

�
'TM' 'TMR

RTM' RTMRCMb

� � Ru�
Rub
	

C
�
'T C' O

O Cb

� � Pu�
Pub
	

C
�
'TK' O

O Kb

� �
u�
ub

	

C
�
O

f

	

D �
�
'TMR

RTMRCMb

�

Rug
(2.17)

Since the modal matrix � is normalized with respect to mass, the following
diagonal matrices are obtained 'TM'D I, 'TK' D!2 and 'TC' D 2	 !, where
!D diagonal matrix of natural frequencies of the fixed base structure, 	D diagonal
matrix of damping ratios of the fixed base structure. The formulation in (2.17)
developed by (Nagarajaiah 1990) facilitates efficient solution using pseudoforce
algorithm.

2.8.2 Pseudoforce Formulation and Solution Algorithm

Equation 2.17 can be written as follows:

QM RQut C QC PQut C QK Qut C ft D QPt (2.18)

At time t C 4t

QM RQutC�t C QC PQutC�t C QK QutC�t C ftC�t D QPtC�t (2.19)

Written in incremental form

QM�RQutC�t C QC�PQutC�t C QK�QutC�t C�ftC�t D QPtC�t � QM RQut � QC PQut � QK Qut�ft
(2.20)

Where QM; QC ; QK,and QP represent the reduced mass, damping, stiffness, and load
matrices in (2.20). Furthermore, the state of motion of modal superstructure and
base is represented by vectors RQut ; PQut ; Qut in (2.17).
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The incremental nonlinear global force vector �ft C�t in (2.20) is unknown.
This global vector is brought on to the right hand side of (2.20) and treated as a
pseudoforce vector. The two-stage solution algorithm developed by (Nagarajaiah
1990) involves the following steps: the solution of equations of motion using
the unconditionally stable Newmark’s constant average acceleration method, in
the first stage and the solution of differential equations governing the behavior
of the nonlinear isolation elements using the unconditionally stable semi-implicit
Runge-Kutta method (Rosenbrock 1964), suitable for solutions of stiff differential
equations, in the second stage. Furthermore, an iterative procedure consisting of
corrective pseudoforces is employed within each time step until global equilibrium
is achieved. The pseudoforce method with iteration is efficient due to the coefficient
matrix of the equation of motion is formed and factorized only once at the beginning
of the solution and repeatedly used. The method is particularly efficient due to the
localized nonlinearities in the isolation elements that exist only at the base of the
structure. The pseudoforce method converges to the correct solution even when
severe nonlinearities such as planar sliding behavior along with biaxial effects are
present. The method yields results of comparable accuracy of the predictor-corrector
method (Nagarajaiah 1990).

The developed solution algorithm is as follows:

1. Initial Conditions.

(a) Form stiffness matrix QK, mass matrix QM , and damping matrix QC . Initialize
Quo; PQuo and RQuo.

(b) Select time step 4t, set parameters ıD 0.25 and 
 D 0.5, and calculate the
integration constants:

a1 D 1

ı.�t/2
; a2 D 1

ı�t
; a3 D 1

2ı

a4 D 

ı�t
; a5 D 


ı
; a6 D �t

�


2ı

� 1�

(c) Form the effective stiffness matrix

K� D a1 QM C a4 QC C QK (2.21)

(d) Triangularize K* using Gaussian elimination (only if the time step is different
from the previous step).

2. Iteration at each time step.

(a) Assume the global pseudoforce vector

�f i
tC�t D 0

in iteration i D 1.
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(b) Calculate the effective load vector at time t C 4t:

P �
tC�t D � QPtC�t ��f i

tC�t C QM


a2 PQut C a3 RQut

�
C Qc



a5 PQut C a6 RQut

�

(2.22)

� QPtC�t D QPtC�t �

 QM RQut C QC PQut C QK Qut C ft

�
(2.23)

(c) Solve for displacements at time t C 4t:

K��uitC�t D P �
tC�t (2.24)

(d) Update the state of motion at time t C 4t:

RQutC�t D RQut C a1�QuitC�t � a2 PQut � a3 RQut
PQutC�t D PQut C a4�QuitC�t � a5 PQut � a6 RQut
QutC�t D Qut C�QuitC�t

(2.25)

(e) Compute the state motion at each bearing and solve for the nonlinear forces
at each bearing using the semi-implicit Runge-Kutta method.

(f) Compute the nonlinear global force vector at the center of mass of the base
�f i C 1

t C�t.
(g) Compute

error D
ˇ
ˇ�f iC1

tC�t ��f i
tC�t

ˇ
ˇ

ref:max f
(2.26)

Where, j • j is the Euclidean norm.
(h) If error � tolerance, further iteration is needed; iterate starting from step 2a

and use �f i C 1
t C�t as the pseudoforce vector and the state of motion at time t,

Qut ; PQut and RQut .
If error � tolerance, no further iteration is needed; update the nonlinear global

force vector ft C�t D ft C�f i C 1
t C�t, reset time step if necessary, and go to step 2a if

the time step is not reset or 1b if the time step is reset.

2.9 Semi-implicit Runge-Kutta Procedure in 3D-BASIS

The semi-implicit Runge-Kutta procedure in 3D-BASIS (Nagarajaiah 1990;
Nagarajaiah et al. 1991a, b) was developed by the author as a part of his Ph.D.
dissertation (Nagarajaiah 1990), based on the original work of Rosenbrock
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(Rosenbrock 1964). The Bouc-Wen hysteretic model presented in Eq. (2.10) for
uniaxial case (equation (11a-11b) for biaxial case) can be represented as follows:

Pz D a1 � a2z� � a3z� (2.27)

The numerical procedure involves the following steps: Compute

zupdated D zt C C2 � kr (2.28)

Where,

kr D �t

8
<

:

1

1C�t � C1 �


� d Pzt
d z

�

9
=

;
Pzt ; lr D �t

8
<

:

1

1C�t � C1 �


� d Pzt
d z

�

9
=

;
Pzupdated

Evaluate constants C1 and C2 using Rosenbrock’s procedure (Rosenbrock 1964)
and Taylor series [see Nagarajaiah (1990) for further details]. Calculate constants.
Formulate

Pzt D zP .1; 1/ D A1 � A2.zt /� � A3.zt /� (2.29)

With

zupdated D zt C C2 �RK
Pzupdated D A1 � A2

�
zupdated

�� � A3
�
zupdated

�� (2.30)

Where,

RK D Pzt�t
n
1C C1�t



� d Pzt
d z

�o ; �d Pzt
d z

D �.zt /
��1 .A2 C A3/

Recalculate and then update

ztC�t D zt C 0:75 �RK C 0:25 �RL (2.31)

Where,

RL D Pzupdated�t
n
1C C1�t



� d Pzt
d z

�o ; �d Pzt
d z

D �.zt /
��1 .A2 C A3/

This innovative solution procedure has been used by many other researchers at
University at Buffalo, since its development by the author (Reinhorn 1994).
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In summary the algorithm is summarized in the following table.

2.10 3D-BASIS Suite of Computer Programs

The presented formulation and solution algorithm has been implemented in—
the most widely used software for analyzing base isolated structures—the class
of computer programs 3D-BASIS (Nagarajaiah et al. 1991a, b), 3D-BASIS-M
(Tsopelas et al. 1991), 3D-BASIS-ME (Tsopelas et al. 1994b), and 3D-BASIS-
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TABS (Nagarajaiah et al. 1993; Reinhorn et al. 1994). 3D-BASIS-TABS is a
combination of 3D-BASIS and ETABS—a widely used building analysis soft-
ware (Wilson et al. 1975). 3D-BASIS-TABS offers the advantage of modeling
the superstructure using linear elastic beam, column, and shear wall elements, while
3D-BASIS, 3D-BASIS-M, and 3D-BASIS-ME can only model the superstructure
using the condensed version with 3 degrees of freedom per floor. 3D-BASIS-M and
3D-BASIS-ME offer the advantage of analyzing multiple buildings on a common
isolation basemat, with the isolation system below, while only a single building
on isolation system can be analyzed using 3D-BASIS and 3D-BASIS-TABS.
Most recent in the series is 3D-BASIS-ME-MB, which includes the capability of
model uplift (Tsopelas et al. 2005). 3D-BASIS class of programs are distributed
through the Multidisciplinary Center for Earthquake Engineering, Buffalo, and
National Information Service for Earthquake Engineering, University of California,
Berkeley.

2.11 ETABS and SAP

The formulation in the widely used ETABS is similar to that of 3D-BASIS, but
for the use of Ritz modal vectors instead of eigenvectors. Time history analysis
is performed by mode superposition method. The modal equations are integrated
by a method, which is exact for a linear variation of the load during the time
step. The forces in the nonlinear elements are calculated at the end of each time
step. The forces are treated as pseudoforces and brought on to the right hand side
of the equations of motion. Iteration is then performed within the time step until
convergence is achieved.

The most recent version of the widely used SAP series and ETABS series
(Wilson et al. 1975) are computer programs SAP and ETABS (SAP-ETABS 2014).
ETABS is a linear building analysis computer program and SAP is a finite element
computer program. The programs have linear elastic beam, shell, plane, and solid
elements. Their latest versions ETABS and SAP have discrete nonlinear elements.
The nonlinear elements in the program include uniaxial and biaxial plasticity
element, viscous damper element with nonlinear exponent on velocity term, gap
(compression only) and hook (tension only) element, biaxial plasticity element,
biaxial element for friction and/or pendulum behavior (Scheller and Constantinou
1998). These elements allow analysis of complete three dimensional superstructure
models with localized nonlinear elements such as elastomeric and friction isolators
and damping devices. ETABS and SAP use a similar solution procedure to that
used in 3D-BASIS. SAP and ETABS (SAP-ETABS 2014) are proprietary computer
programs of Computers and Structures Inc., Berkeley, CA.
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2.12 Key Innovations

The acronym 3D-BASIS stands for 3D-BASe Isolated Structures, coined by the
author in 1989. Several key innovations in formulation and computational tech-
niques, needed in the development of 3D-BASIS, have been summarized in this
chapter. Briefly,

1. New Nonlinear/Inelastic Analytical Models for Elastomeric Bearings, Sliding
Bearings, Three Dimensional Sliding and Elastomeric Base Isolated Structures

2. Formulation of the Pseudo-force Solution Algorithm, Semi-Implicit Algorithm,
and proof of Convergence using Closed Form Solutions (Nagarajaiah 1990)

3. Due to highly nonlinear biaxial interaction for sliding isolation bearings, the
differential equations become very stiff and even Gear’s predictor-corrector
method for stiff differential equation fails

4. Formulated a new stable semi implicit integration method based on Rosenbrock’s
(1964) method

5. Integration Coefficients 0.78886751 and �1.1547005 were derived originally by
Nagarajaiah (1990) to maintain a fourth order truncation error

6. Verification using extensive shake table test results.

2.13 3D-BASIS Used for Analysis of Important Base
Isolation Projects Around the World

3D-BASIS for Nonlinear Dynamic Analysis of Base Isolated Structures has been
cited in several important code related documents [FEMA 273/274 (FEMA 273/274
1997), ATC 33, NEHRP, NIST]. “The most widely used computer program for
analyzing base isolated structures today is the 3D-BASIS suite of programs : : : ”
is a direct quote from the book on “Earthquake Resistant Design with Rubber” by
Professor James M. Kelly (1997) —see page 234.

3D-BASIS has been used for analysis and design of numerous projects around
the world; the most important of which are listed below.

• U. S. Court of Appeals, San Francisco, CA, 1990–1991
• LNG Tanks, Greece, 1994
• San Francisco International Airport, CA, 1996
• ATATURK International Airport in Istanbul, Turkey, 2000
• Statue of Hermes, Museum at Olympia, Greece, 2004
• Mills Peninsula Hospital, Burlingame, CA, 2005-Currently Complete
• Washington Hospital, Fremont, CA, 2005-Currently Complete
• Stanford University Hospital, CA, 2008—Currently complete
• Lunskoye and Piltun Offshore Oil Platforms, Sakhalin, Russia, 2008—Currently

Complete
• San Francisco General Hospital, CA, 2011—under construction
• Arkundagi Offshore Oil Platform, Sakhalin, Russia, 2013—Under Construction
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2.14 Concluding Remarks

3D-BASIS release was significant milestone in nonlinear dynamic analysis of three-
dimensional base isolated structures, particularly in solving the highly nonlinear
bidirectional stick-slip hysteretic response of a collection of sliding isolation
bearings and the resulting response of the superstructure. In this chapter techniques
used in the nonlinear dynamic analysis of base isolated structures in 3D-BASIS have
been presented. These techniques developed by the author and other researchers
have been implemented in the latest NEHRP Guidelines/ Commentary for the
Seismic Rehabilitation of Buildings (Ballot Version) FEMA 273/274 (1997). The
presented nonlinear dynamic techniques and computer programs have been widely
used in the analysis and design of many new and retrofit base isolation projects
around the United States and also around the world. In summary,

• 3D-BASIS has had a unique impact on nonlinear dynamic analysis of base
isolated structures around the world

• SAP uses the similar formulation as in 3D-BASIS; for more detail refer to Wilson
et al. (1993) and SAP-ETABS (2014).

• The latest version of 3D-BASIS—3D-BASIS-MB-ME—Includes Triple Pendu-
lum Model, uplift and new response prediction and display features.

Results from OpenSees (2014) and SAP-ETABS (2014), which are widely used
currently in earthquake engineering simulation, are verified using 3D-BASIS suite
of programs by many researchers and practitioners (Sarkisian and Lee 2011). In
addition now that Structural Health Monitoring is being adopted steadily more real
measured data will become available to validate and verify any future developments
(Nagarajaiah and Sun 2000, 2001).

Acknowledgments 3D-BASIS suite of computer programs would not have been possible without
the vision of Professor Andrei Reinhorn. 3D-BASIS suite of computer programs has been realized
by the sustained efforts of the author, Professor Andrei Reinhorn, and his collaborators at
University at Buffalo.
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Chapter 3
The Genesis of IDARC and Advances
in Macromodeling for Nonlinear Analysis
of RC Structures

Sashi K. Kunnath

Abstract The development of IDARC (Park et al., IDARC: Inelastic Damage
Analysis of Reinforced Concrete frame shear-wall structures. Technical report
NCEER 87-0008, State University of New York, Buffalo, 1987) (Inelastic Damage
Analysis of Reinforced Concrete structures) was initially motivated by the need for
an efficient computer program to aid the design of shaking table experiments but
then evolved into a tool for seismic assessment of reinforced concrete structures.
The primary modeling technique employed in the IDARC computational platform
is the representation of the overall behavior of components through macromodels.
The effectiveness of the macro elements is enhanced through the introduction
of distributed flexibility models that account for the effects of spread plasticity.
Nonlinear material behavior is specified by means of a generic hysteretic force-
deformation model that incorporates stiffness degradation, strength deterioration
and pinching or bond-slip effects. Solution modules for nonlinear static, monotonic,
quasi-static cyclic and transient seismic loads were implemented. The final response
quantities are expressed in terms of damage indices that provide engineers with a
qualitative interpretation of the structural response.

3.1 Introduction

The primary objective of any analysis, linear or nonlinear, is to estimate force and
deformation demands at critical regions and to assess the likely performance of the
structure due to the imposed loading. When the loading is deterministic and the
system is expected to respond linearly, the modeling tasks are significantly sim-
plified. However, for transient non-deterministic loads and structural systems that
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exhibit degrading inelastic behavior, the variables and uncertainties associated with
selecting model variables or choosing an analysis method are more challenging.
The consequences of choosing a simple model to carry out a complex nonlinear
analysis or using a complex model to conduct a simple linear static analysis can be
far-reaching. It is always important to ascertain the level of complexity required to
achieve a desired solution.

The range of modeling options available to a designer is diverse. If the purpose
of an analysis is to determine the state of stress or strain at a particular location
in a structural component or connection, then it is necessary to resort to finite
element models that incorporate detailed constituent material behavior. However,
if the quantities of interest are more global in nature such as member rotation or
inter-story drift in a building, then the use of approximate member models may be
sufficient.

Since the inelastic behavior of RC structures, particularly under seismic loads,
is mostly concentrated at known locations in an element, a macromodel approach
can often be used with remarkable reliability. Macromodels are computationally
efficient and offer a great deal of flexibility in modeling. Since it is possible to
account for a variety of behavior patterns in an equivalent sense, they can be
used to effectively and efficiently model the global response of reinforced concrete
structures.

Material nonlinearities typically account for most of the inelastic behavior in
reinforced concrete and is usually incorporated in one of the following ways:
(i) through the use of constitutive stress-strain relations at a microscopic level
(micromodels) as is done in the finite element or fiber model analyses; or (ii) a
macromodel approach wherein the inelastic material behavior is described using
force-deformation rules (also called hysteresis rules) which reflect member behavior
as a whole.

3.2 Development of Force-Deformation Models

A typical load-displacement relationship of a reinforced concrete member is
characterized by three stages: an elastic uncracked stage, a stage characterized by
crack propagation, and a yielded or plastic stage. Of these, nonlinearity is evident
only in the second and third stages and are a result of two major material effects:
cracking of concrete and plasticity of the reinforcement. Other sources of non
linearity also exist, such as bond-slip, aggregate interlock in cracked concrete and
dowel action of the reinforcing steel, all of which are essentially independent of
time, and long-term behavior such as creep and shrinkage which are time-dependent
phenomena.

The primary difference between a macromodel approach and a finite element
or fiber model representation is that, for macromodels, no constitutive equations
are used. Instead, the inelastic behavior is described using force-deformation rules
which reflect member behavior as a whole. The basis for development of force-
deformation models is experimental testing.
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Fig. 3.1 Multi-parameter
degrading hysteresis model

3.2.1 Uniaxial Models

Numerous models to reproduce a range of force-deformation behavior can be
found in the literature. Prior to the development of stiffness degrading models,
most nonlinear programs used simple bilinear force-deformation representations.
Part of the reason for this was the fact that non-degrading bilinear models were
adequate for analysis of steel structures and complexities associated with numerical
implementation were minimal. The first notable improvement of the bilinear model
was provided by Clough and Johnston (1966). The next significant contribution in
RC analysis came from Takeda et al. (1970) that also laid the foundation of so-called
“degrading” hysteresis models. Since then numerous enhancements have occurred
in hysteresis model development with considerations of strength deterioration,
pinching, bond-slip becoming rather commonplace in structural modeling.

A typical model with the versatility to incorporate most of the desired effects in
reinforced concrete is shown in Fig. 3.1. This basic model, which is implemented in
the IDARC series of programs, uses several control parameters to establish the rules
under which inelastic loading reversals take place. A variety of hysteretic properties
can be achieved through the combination of a non-symmetric trilinear curve
and these control parameters which characterize stiffness degradation, strength
deterioration and pinching, respectively. For example, ’, which can be expressed
as a function of the deformation, controls the amount of stiffness loss; ¥ and ¦
control the initiation and degree of pinching; and the slope s and the change in
expected peak strength (M to M*) controls the softening due to system deterioration.
A sample simulation of observed behavior using this model is shown in Fig. 3.2.
The hysteresis curves in this case was obtained from tests of a precast concrete
connection with a hybrid combination of mild steel and post-tensioning steel (Cheok
et al. 1998). However, the specification of hysteretic rules in an actual analysis is
rather empirical and should be based on available experimental data. In the absence
of such data, a parametric study to evaluate the sensitivity of these parameters is
necessary.
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Fig. 3.2 Simulation of observed hysteretic behavior

3.2.2 Bidirectional Models

Experimental evidence suggests that stiffness and strength degradation in reinforced
concrete is accelerated in the presence of biaxial moments and varying axial loads.
Yield surface models and fiber models are generally the only means of considering
multiaxial material behavior in the inelastic range. However, in the context of
macromodels, a convenient scheme for expressing bi-directional moments with
possible interaction effects is needed for implementation in an analytical framework.
One such scheme, which is an extension of the Bouc-Wen formulation (Bouc 1967;
Wen 1976), was proposed by Kunnath and Reinhorn (1990). An expression between
moment and curvature is derived, as follows:
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Mx, My, �x and �y are the moments and curvatures in the x and y directions
respectively; My

x and Mx
y are the corresponding yield moments in the respective

directions; ˛ is the post-yield stiffness ratio; and Zx, and Zy are the non-dimensional
hysteretic force components given by:
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Details of the implementation of the above model which also incorporates
stiffness and strength degradation are described in Kunnath and Reinhorn (1990).
However, it must be mentioned that it is essential to select the base parameters of
the model to eliminate rate-effects (Constantinou and Adnane 1987). The Bouc-
Wen model and its derivatives also exhibit erroneous drift accumulation during
constant-amplitude cycling in the same quadrant. The numerical implementation
of this model, therefore, requires certain modifications to eliminate or minimize this
error prior to use in a nonlinear analysis program.

3.3 Element Models

The basic objective in developing a member model for nonlinear analysis is to
adequately characterize the varying stiffness properties of the element during a
cyclic loading event.

3.3.1 Beam-Column Elements

To adequately represent spread plasticity due to distributed cracking in a beam-
column element, IDARC utilizes a distributed flexibility approach wherein the
flexibility matrix, including shear distortions, relating moments and rotations at the
ends of the element is typically expressed as:
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In the above equation, ™A and ™B are the rotations at the ends, MA and MB are the
moments at the ends of the element. The flexibility coefficients are obtained from:
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where mi(x) and mj(x) are the moment distributions due to a virtual unit moment at
end “i” or “j”, respectively; vi(x) and vj(x) are the corresponding shear distributions.
In such a formulation, the flexibility and resulting stiffness matrix is a function of
the assumed curvature distribution across the member. Figure 3.3 shows the moment
distribution in a typical beam element subjected to combined gravity and lateral
loads. A pair of linear distributions (one which considers only yielding and the other
which considers both cracking and yielding) is shown in Fig. 3.3. More complex
nonlinear distributions can also be considered.
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Fig. 3.3 Moment and curvature distribution in a flexural member bent in double curvature

3.3.2 Shear Wall Elements

Despite their enormous stiffness and strength, walls can respond in a stable ductile
fashion under flexural conditions. In the past, walls were modeled as a single vertical
element located at the center of the wall. If the wall was part of a building frame,
this central vertical element was connected to adjoining beams by rigid links. An
enhanced macro element model of a shear wall is the multiple-vertical-line-element
(MVLE) model. A representation of this model is displayed in the general building
model shown later in Fig. 3.5. It consists of a central vertical line to model flexural
and shear behavior in the wall unit as a single entity and additional axial elements
along the wall length to model axial stresses resulting from flexural deformations.
Such a model was first used by Kabayesawa et al. (1983) in an attempt to capture
the response of a seven story shear wall building in a full-scale pseudo-dynamic
test conducted in Japan. Enhancements and variations of the model have also been
proposed (Vulcano et al. 1989; Fajfar and Fischinger 1990). Stacking a set of MVLE
to represent a single wall panel appears to produce the best results.
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One drawback of the MLVE model lies in ascertaining the correct failure mode
of the wall. The properties of the shear spring in the MVLE model are dependent
on the flexural strength and axial force. Since the properties of the spring have to be
assigned prior to the analysis, the potential interaction of these forces is not properly
accounted. Separate formulations to compute the shear vs. strain characteristics of
the wall panel can be derived from strut-and-tie modeling.

3.3.3 Beam-Column Joints

Since seismic design requires the total column capacity to be in excess of 20 %
of the total girder capacity at the joint, the intersection of large column cross-
sections with beams results in a sizable joint region that can deform in shear and
contribute to the overall joint rotations. Moreover, the shear capacity of the joint may
be exceeded in certain inadequate or nonductile connections leading to additional
inelastic distortion and rapid deterioration of the connection. When the joint shear
forces are high, and the beam column panel zones are not adequately reinforced,
panel-zone distortions can have measurable impact on the story drift.

Existing procedures in frame analysis assume either (a) the panel to be rigid in
which case the angle between the panel zone and the adjacent members (beams
and columns) are assumed to remain at right angles even after the panel zone has
undergone severe shear deformation, or (b) a linear, elastic relationship to exist
between the shearing forces and panel-zone distortions. In the former case, a single
moment and associated joint rotation is used at the center of the panel. The latter
approach recognizes the significance of joint deformations but does not account for
large inelastic rotations that may occur if the shear capacity of the joint is exceeded.
A simple macro-model that can be used effectively to represent joint deformations
is shown in Fig. 3.4. A panel zone mechanism based on pure shear deformations
form the basis of the model. In such a model, it is assumed that column moments
can differ from beam moments. The panel zone connecting the beams and columns
behave as rigid bars and can deform independent of one another. With reference to
the figure, Mb, ™b, Mc, ™c are the moments and rotations of beams and columns,
respectively. The shear distortion of the panel, �p is the relative change in the
rotations of the beam and column element, as follows:

�p D .
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Here, Vp is the volume of the panel and G is the shear modulus of the material.
The shear versus strain behavior is specified by means of a trilinear envelope with
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Fig. 3.4 Modeling joint
deformations in beam-column
joints

degrading cyclic characteristics. This macromodel was developed and implemented
in IDARC by Alath and Kunnath (1995) and has been successfully used by Bracci
et al. (1998) to correlate the observed behavior of steel-concrete hybrid connections
undergoing significant inelastic joint distortions.

3.4 Modeling RC Frame-Wall Buildings

DRAIN-2D (Kannan and Powell 1973) and SAKE (Otani 1974) were among
the earliest non-commercial nonlinear two-dimensional frame analysis programs.
DRAIN-2D was developed as a general-purpose frame analysis program with an
array of element types (beam-column, panel, and truss) and used a two-component
model to incorporate inelastic action. SAKE, on the other hand, was directed more
towards reinforced concrete and was based entirely on a single component beam-
column element with a Takeda-type hysteresis model.

A frame-wall system is modeled in IDARC as an assemblage of two-dimensional
frames interconnected by transverse beams whose stiffness contributions in the
two-dimensional plane of analysis is considered. Though torsional modes of
vibration and bidirectional interaction are not accounted for, properly constructed
two dimensional models can yield acceptable results for the large majority of regular
structures. Three degrees-of-freedom (d-o-f) are used at each node however all
lateral floor degrees-of-freedom are slaved to a floor master d-o-f based on the
assumption that floor slabs act as rigid diaphragms.

Enhanced idealizations can be achieved by incorporating certain aspects of three-
dimensional interaction within the two-dimensional framework. For example, the
effect of transverse elements and in-plane floor flexibility can be included as shown
in Fig. 3.5. The addition of other two-dimensional elements such as infill panels,
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Fig. 3.5 Representation of a RC building as an assemblage of macro-elements

interstory braces or energy-dissipating elements, can provide the user with a variety
of modeling options. These enhancements were incorporated into the later versions
of IDARC.

3.5 Damage Modeling

The current release of IDARC incorporates three models for damage quantification:

Modified Park-Ang Damage Model: The Park-Ang damage model (Park et al.
1984) was incorporated in the original release of the program (Park et al. 1987).
Furthermore, the Park and Ang damage model is also an integral part of the three
parameter hysteretic model since the rate of strength degradation is directly related
to the parameter “ described below. The Park-Ang damage index for a structural
element is defined as:

DIP&A D ım

ıu
C “

ıuPy

Z

dEh (3.9)

where ım is the maximum experienced deformation; •u is the ultimate defor-
mation of the element; Py is the yield strength of the element;

R
dEh is the

hysteretic energy absorbed by the element during the response history; and “

is a model constant parameter. Three damage indices are computed using this
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damage model: (1) Element damage index; (2) Story damage index for vertical
and horizontal components; and (3) Overall building damage. The combination
of damage indices is accomplished through weighting factors which are presently
expressed as a function of the dissipated hysteretic energy. Since the above model
returns a finite damage value for elastic response, the model was modified to subtract
the recovered elastic deformations during enhancements added to Version 3 of the
program (Kunnath et al. 1992).

Fatigue Based Damage Model: The fatigue based damage model was introduced by
Reinhorn et al. (2009). The damage model was developed based on basic structural
response considerations, and a low-cycle fatigue rule. The damage index is:

DI D ıa � ıy
ıu � ıy

1
�
1 �Eh=

˚
4
�
ıu � ıy

�
Fy
�� (3.10)

where •a is the maximum experienced deformation, rotation, or curvature; •y is
the yield deformation capacity; •u is the ultimate deformation capacity; Fy is the
yield force capacity; and Eh is the cumulative dissipated hysteretic energy. Note that
simplifying the above damage model for the case when the ratio (ıa � ıy)/(ıu � ıy)
is close to unity, the above expression simplifies to:
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This is similar to the Park-Ang formulation for “D 0.25.

Global Damage Model: Another measure of structural damage is the variation in the
fundamental period of vibration of the structure. This history is related to the overall
stiffness loss in the structure due to inelastic behavior. DiPasquale and Cakmak
(1988) defined the softening in the structure as:

DI D 1 � .T0/initial

.T0/equivalent
(3.12)

A possible interpretation of the computed damage estimates is summarized in
Table 3.1.

3.6 Sample Simulation Using IDARC

Next, the response of a seven-story reinforced concrete building that was instru-
mented during the 1994 Northridge earthquake is analyzed. The objective herein is
to ascertain if the two-dimensional modeling framework and analysis techniques,
as presented in earlier sections, are adequate to predict the inelastic response of
concrete structures under strong ground motions.
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Table 3.1 Damage classification

Park-Ang Inter-story drift
demand (%)

Damage statea Usability Damage descriptiona
damage
index Flexure Shear

None No visible damage,
cosmetic or structural

0.0 <0.25 <0.05

Insignificant Usable Only cosmetic repair
required; no structural
repair

0.0–0.2 0.25–0.50 0.05–0.20

Moderate Temporarily
unusable

Repairable structural
damage

0.2–0.4 0.5–2.0 0.25–0.50

Heavy Unusable Extensive damage
requiring demolition
or replacement

>0.5 >2.0 >1.0

aATC-33 classification
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Fig. 3.6 South perimeter frame of the Holiday Inn building

Detailed building information, damage data and estimates of section properties
is reported in Islam (1996). The structural damage was primarily confined to the
longitudinal perimeter frames with the most severe damage between fourth and fifth
floors of the south perimeter frame (Fig. 3.6). The south perimeter frame, which
sustained the most severe damage, was selected for evaluation. Material and section
property data were adjusted to include the effects of concrete aging and probable
damage from the 1971 earthquake. These are reported in Islam (1996).

An incremental time-history analysis was performed on this frame using the
recorded accelerations at the base level of the building as the input motion.
Figure 3.7 shows the comparison of recorded and calculated roof displacement
time-history. The recorded peak displacement at the roof level in this direction
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Fig. 3.7 Comparison of observed response with numerical prediction

was 9.2000 @ 9.34 s compared to approximately 9.0 in. predicted by the computer
program at almost the same instant. The building period, based on the recorded
roof displacement response, appears to be about 1.5 s during the early part of the
earthquake, 2.1 s between 10 and 20 s and about 2.4 s thereafter. The program-
generated time history compares well with the observed response.

3.7 Some Modeling and Numerical Implementation Issues

All nonlinear computer programs are based on “incremental” or “iterative” linear
methods. Nonlinearity is a consequence of stiffness changes occurring during (as
in iterative schemes) or at the end (as in incremental schemes) of each linear
step. Nonlinear constitutive models (either stress-strain or force-deformation) are
specified as continuous or multi-linear paths. For continuously varying stiffness
properties, it is necessary to carry out an iterative analysis to ensure equilibrium
at the end of each step.

The event-to-event strategy is suitable for multi-linear models since it is possible
to predict the required force (or deformation) to cause the next change in state.
However, for degrading models with numerous stiffness changes in a single pass
(loading or unloading) such as the incorporation of pinching, bond-slip, strength
and/or stiffness deterioration, the number of events that need to be checked may
become excessive, particularly for large structural systems.

The stiffness (or flexibility) matrix for a member needs to be updated for one
or more of the following reasons: (a) a transition in stiffness as prescribed by the
hysteresis model or the stress-strain curve; (b) a shift in the contraflexure point;
and (c) a change in the plastic hinge length. All such changes lead to unbalanced
forces between two solution steps. Item (a) can be dealt with using an event-to-
event strategy. The changes resulting from either varying contraflexure location or
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hinge length are not associated with any predefined event change. Hence, an iterative
approach to ensure stability of the final solution is necessary.

Given the complexity of carrying out an iterative or event-to-event analysis, it
is sometimes prudent to consider approximate ways to treat convergence issues.
A compensation procedure, for example, can be adopted to minimize equilibrium
errors. The unbalanced force in any given time step is applied as a corrective force
in the subsequent time step. Alternatively, the velocities or accelerations can be
adjusted to satisfy dynamic equilibrium at the end of each step. Either approach is
not physically accurate but serves to limit numerical errors from increasing without
bounds.

3.8 Concluding Remarks

The release of IDARC was a significant milestone in nonlinear analysis of RC
structures. Among other features it was the first non-commercial special-purpose
computer program to introduce spread plasticity formulations for beam-column
elements, the first to include a shear-wall element, the first to consider the effects
of transverse (orthogonal) elements within a two-dimensional framework, the first
to incorporate a versatile hysteretic model that was capable of simulating stiffness
degradation, strength deterioration and pinching behavior, the first to provide a
pushover curve as a standard nonlinear static analysis option, and the first to
incorporate a damage model to post-process the results of the seismic analysis.

Since the first release of IDARC in 1987, the program has seen numerous
upgrades and enhancements and is currently distributed as Version 7.0. Nonlinear
analysis of reinforced concrete structures in general has also seen significant
advances in the past two decades with fiber-based modeling becoming more
commonplace. Ultimately, the efforts of modeling must find their way into com-
putational tools. Currently, there are several available computer programs which, to
varying degrees, are capable of performing nonlinear analysis of RC structures. Of
these, OpenSees (2013) is the most widely used program within the seismic research
community.

It is conceivable that high-fidelity finite-element based simulations will become
more reliable and used more routinely as computational facilities become even more
powerful and affordable. However, instrumentation of existing buildings and bridges
and full-scale structural testing must continue so that computational tools used in
sophisticated evaluation are continually validated and enhanced.

Acknowledgments The development and release of the initial version of IDARC and its
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Chapter 4
A Novel Method for Solving Random
Eigenvalue Problems

Mircea Grigoriu

Abstract Matrices with random entries are encountered in finite element/difference
formulations of a broad range of mechanics problems. Monte Carlo simulation, the
only general method for solving this class of problems, is usual impractical when
dealing with realistic problems.

A new method is presented for solving stochastic problems with random matrices
that is based on the representation of the entries of random matrices by stochastic
reduced order models (SROMs) and surrogate models. SROMs are random elements
with finite numbers of samples that are selected from the samples of target random
elements in an optimal manner. Surrogate models are approximations for quantities
of interest with known expressions. Numerical examples are used to illustrate the
implementation and the performance of the SROM method. The examples include
inverses and eigenvalues/eigenvectors of random matrices.

4.1 Introduction

Physical systems have uncertain properties so that their states satisfy stochastic
equations, that is, equations with random coefficients, input, and/or end conditions.
Analytical solutions of stochastic equations are available in special cases that may
be limited practical interest. Numerical methods need to be employed to solve this
class of equations. Their implementation requires to discretize both the physical
and the probability spaces. Finite element/finite difference and other methods can
be used to discretize the physical space. For example, the discrete version of a
linear partial differential equation with random coefficients is a stochastic algebraic
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equation, that is, an algebraic equation with random matrix. The discretization of the
probability space is usually accomplished by approximating the random functions
in the definition of a stochastic problem by parametric random functions, that is,
deterministic functions of space and/or time that depend on a finite number of
random variables (Grigoriu 2012a, Section 6.3.3). The stochastic dimension of the
resulting equation is finite and equal to the dimension of the random vector Z
collecting the random variables in the expression parametric model.

Monte Carlo simulation, the only general method for solving stochastic problems,
has attractive features. It is conceptually simple and non-intrusive, in the sense
that it constructs probabilistic descriptions for solutions of stochastic equations
by solving deterministic versions of these equations corresponding to samples of
their random entries. A significant limitation of the method is the computational
demand that can be prohibitive in applications. This limitation has promoted the
development of approximate methods for solving general stochastic problems, for
example, the stochastic Galerkin and collocation methods if the uncertainty in Z is
arbitrary and the Taylor, perturbation, Neumann series methods if the uncertainty in
Z is small (Grigoriu 2012a, Chapter 8). The focus of many of the approximate
methods dealing with random matrices is the random eigenvalue problem. For
example, some of the solutions of this problem are based on perturbation (Adhikari
2004), polynomial chaos expansions (Ghosh et al. 2005), crossing theory (Grigoriu
1992), and dimension decomposition (Rahman 2007).

We proposed a new method for solving stochastic problems with random
matrices. The method can be viewed as a smart Monte Carlo simulation. Like
Monte Carlo it uses samples of Z, i.e., samples of random matrices, to construct
approximate solutions. In contrast to Monte Carlo simulations that selects a large
number of samples of Z at random, we (1) represent Z by stochastic reduced
order models (SROMs), that is, random vectors QZ that have finite numbers
of samples selected in an optimal manner, and (2) construct piecewise linear
approximations for the mapping from Z to the solution of stochastic problems,
referred to as surrogate models. The SROM method is conceptually simple,
accurate, efficient, non-intrusive, and simple to implement. Numerical examples
are presented to illustrate the proposed method. The examples include inverses and
eigenvalues/eigenvectors of random matrices.

4.2 SROM Method

Denote by fAij .Z/; i; j D 1; : : : ; ng the entries of an .n; n/-matrix A.Z/

assumed to be measurable functions of an R
d -valued random variable Z D

.Z1; : : : ; Zd / defined on a probability space .˝;F ; P /. Accordingly, these entries
are random variables on .˝;F ; P /. Our objectives are to calculate statistics of
quantities of interest Q.Z/ for A.Z/, e.g., the inverse B.Z/ D A.Z/�1 and the
eigenvalues/eigenvectors of A.Z/.
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We construct surrogate models Z 7! QQ.Z/ for the mapping Z 7! Q.Z/ in
two steps. First, Z is represented by a stochastic reduced order model (SROM) QZ,
that is, an R

d -valued random variable that has a finite number of samples fQzkg,
k D 1; : : : ; m, selected from the samples of Z. The model size m needs to be
selected and constitutes a tradeoff between accuracy and computational demand.
Second, an approximation QQ.Z/ is constructed for Q.Z/ by using the output of
mapping Z 7! QQ.Z/ and local properties of this mapping at the samples fQzkg of QZ.

Resulting surrogate models can be used to generate samples of quantities of
interest efficiently since the mapping Z 7! QQ.Z/ is available analytically. The
samples are used to find approximately moments, distributions, and other properties
for quantities of interest.

4.2.1 SROMs for Random Elements

Let � D Z.˝/ denote the range of Z and let f�kg be a measurable partition of � .
The mapping QZ.!/ D Pm

kD1 Qzk 1
�
! 2 Z�1.�k/

�
from .˝;F / to .Rd ;B.Rd //

is measurable so that QZ is an R
d -valued random variable defined on the same

probability space as Z. Following considerations in Grigoriu (2012b), f�kg are the
cells of the Voronoi tessellation in � with centers the samples fQzkg of a SROM QZ
of Z, i.e., �k D fz 2 � W kz � Qzkk < kz � Qzlk; l 6D kg.

An arbitrary pair fQzk; �kg, k D 1; : : : ; m, with the above properties defines
completely a simple random vector QZ on .˝;F ; P /. For example, the marginal
moments of order q � 1, marginal distributions, and correlations of QZ are
Q�i.q/ D Pm

kD1 pk Qzqk;i , QFi.u/ D Pm
kD1 pk 1.Qzk;i � u/, and Qrij D Pm

kD1 pk Qzk;i Qzk;j ,
i; j D 1; : : : ; d , where Qzk;i denotes the coordinate i of Qzk and pk D P.Z 2 �k/. We
are interested in members of this family of random vectors that are optimal in some
sense. The optimal QZ, referred to as a SROM forZ, can be obtained by minimizing,
for example, the objective function

e.fQzk; pkg/ D max
1�i�d

NqX

qD1

�
�i.q/ � Q�i.q/

�2 C max
1�i�d max

u

�
Fi.u/ � QFi.u/

�2

C max
1�i;j�d

�
rij � Qrij

�2
; (4.1)

where �i.q/ D EŒZ
q
i �, Fi.u/ D P.Zi � u/, and rij D EŒZi Zj � denote target

marginal moments, marginal distributions, and correlations of Z. The objective
function in Eq. 4.1 quantifies the discrepancy between properties of QZ and Z.
Other objective functions can be used. Several optimization algorithms have been
developed for constructing SROMs (Grigoriu 2012b; Warner et al. 2013).
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4.2.2 Surrogate Models

Let QZ be a SROM of Z with samples fQzkg and Voronoi cells f�kg, k D 1; : : : ; m.
Consider a quantity of interest Q.Z/, i.e., a measurable function of Z. We
approximate Q.Z/ by

QQ.Z/ D
mX

kD1
1.Z 2 �k/

�

Q.Qzk/C
dX

rD1

@Q.Z/

@Zr
j.ZDQzk/

�
Zr � Qzk;r

�
�

; (4.2)

where fZrg and fQzk;rg are the components of Z and Qzk . This approximation consists
of hyperplanes tangent to Q.Z/ at fQ.Qzk/g that extend over the cells f�kg of the
Voronoi tessellation. It is referred to as a surrogate model for Q.Z/.

The surrogate model QQ.Z/ depends on the values fQ.Qzk/g of the quantity
of interest Q.Z/ and of its partial derivatives f@Q.Z/=@Zrg with respect to the
components of Z at the samples fQzkg of QZ. The implementation of QQ.Z/ involves
mC d m D .d C 1/m deterministic solutions, m for finding QQ.Z/ at the samples
fQzkg of QZ and d m for finding the partial derivatives @Q.Z/=@Zr at each Qzk . Once
fQ.Qzk/g and f@Q.Z/=@Zrg have been calculated, samples of QQ.Z/ can be obtained
by elementary calculations from samples of Z.

We give without proofs two properties of the surrogate model QQ.Z/ in Eq. 4.2.
First, QQ.Z/ constitutes a piecewise first order Taylor series approximation forQ.Z/
with expansion points the samples fQzkg of QZ. Second, the discrepancy between
Q.Z/ and QQ.Z/ is equal to

Q.Z/ � QQ.Z/ D 1

2

mX

kD1
1.Z 2 �k/ kZ � Qzkk2

 dX

rD1
˛.r/.Qzk; Z/ @

@Zr

�.2/
Q.Z�

k /;

(4.3)

where f˛.r/.Qzk; Z/ D .Z � Qzk/=kZ � Qzkkg are the components of the
unit vector along the line L.Qzk; Z/ defined by Qzk and Z, the operator
�Pd

rD1 ˛.r/.Qzk; Z/ @=@Zr
�.2/

defines the second directional derivative along
L.Qzk; Z/, and Z� 2 L.Qzk; Z/ is interior to the segment with ends Qzk and Z.

4.3 Inverse of Random Matrices

Let A.Z/ be an .n; n/-random matrix and denote by B.Z/ D A.Z/�1 its inverse.
It is assumed that (1) the random matrix B.Z/ D A.Z/�1 exists almost surely,
so that the matrices fB.Qzk/ D A.Qzk/�1g are defined, and (2) the partial derivatives
f@B.Z/=@Zrg, r D 1; : : : ; d , exist for Z D Qzk . The quantity of interest in this case
is the inverse B.Z/ of A.Z/.
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The representation in Eq. 4.2 gives

QA.Z/ D
mX

kD1
1.Z 2 �k/

�

A.Qzk/C
dX

rD1

@A.Z/

@Zr
j.ZDQzk/

�
Zr � Qzk;r

�
�

and

QB.Z/ D
mX

kD1
1.Z 2 �k/

�

B.Qzk/C
dX

iD1

@B.Z/

@Zr
j.ZDQzk/

�
Zr � Qzk;r

�
�

; (4.4)

for random matrices A.Z/ and B.Z/, respectively, where A.Qzk/ and B.Qzk/ are the
matrices A.Z/ and B.Z/ for Z D Qzk . The partial derivatives @A.Z/=@Zr and
@B.Z/=@Zr in the previous equation can be obtained from

@B.Z/

@Zr
D �B.Z/ @A.Z/

@Zr
B.Z/ and

@A.Z/

@Zr
D �A.Z/ @B.Z/

@Zr
A.Z/ (4.5)

for Z D Qzk , k D 1; : : : ; d .

Example. Consider the random matrix

A.Z/ D
2

4
Z1 CZ2 �Z2 0

�Z2 Z2 CZ3 �Z3
0 �Z3 Z3

3

5 ; (4.6)

where Zi D F �1 ı ˆ.Gi/, F is a Beta distribution with range Œa; b� and shape
parameters fp; qg, Gi � N.0; 1/, EŒGi Gj � D �ji�j j, i; j D 1; 2; 3, and � 2
.�1; 1/.

The surrogate models in Eq. 4.4 depend on the partial derivatives of A.Z/
with respect to the coordinates fZrg of Z, the inverses of A.Z/, and the partial
derivatives of B.Z/ with respect to the coordinates fZrg of Z at the samples
fZ D Qzkg of QZ. These quantities can be obtained explicitly in this case and are

@A.Z/

@Z1
D
2

4
1 0 0

0 0 0

0 0 0

3

5 ;
@A.Z/

@Z2
D
2

4
1 �1 0

�1 1 0

0 0 0

3

5 ; and
@A.Z/

@Z3
D
2

4
0 0 0

0 1 �1
0 �1 1

3

5 ;

(4.7)

and

B.Z/D
2

4
1=Z1 1=Z1 1=Z1
1=Z1 .Z1 CZ2/=.Z1 Z2/ .Z1 CZ2/=.Z1 Z2/

1=Z1 .Z1 CZ2/=.Z1 Z2/ .Z1 Z2 CZ2 Z3 CZ3 Z1/=.Z1 Z2 Z3/

3

5:
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Fig. 4.1 Estimates of the distributions of the entries of A.Z/ (left panel) and of QA.Z/ withm D 5

(right panel) for a D 1, b D 10, p D 2, q D 3, and � D 0:7

The partial derivatives @B.Z/=@Zr of B.Z/ result from the above equation by
elementary calculations.

Numerical results are for a D 1, b D 10, � D 0:7, shape parameters .p; q/ D
.2; 3/. The left and right panels in Fig. 4.1 show estimates of the distributions of the
entries of A.Z/ and QA.Z/ in Eq. 4.4 with m D 5, that are calculated from samples
of A.Z/ and QA.Z/ corresponding to 1,000 independent samples of Z. Although
the representation of QA.Z/ is based on a SROM QZ with m D 5, the estimated
distributions of the entries of A.Z/ and QA.Z/ are indistinguishable at the figure
scale. There are only five lines since some of the entries of A.Z/ coincide. From
left to right, the lines in the figure are estimates of the distributions of A12.Z/ D
A23.Z/, A12.Z/, A33.Z/, and A11.Z/ D A22.Z/.

The solid lines in the top left, top right, bottom left, and bottom right panels
in Fig. 4.2 are estimates of the distributions of the entries of QB.Z/ for SROMs
with m D 5, m D 10, m D 20, and m D 30 samples. The dash lines are
estimates of the distributions of the entries of B.Z/. All estimates are obtained from
1,000 independent samples of Z. From left to right, the lines in these plots are the
distributions of B11.Z/ D B12.Z/ D B13.Z/, B22.Z/ D B23.Z/, and B33.Z/. In
contrast to results in the previous figure, larger SROMs are needed to approximate
satisfactorily the distributions of the entries of B.Z/. This is expected since the
entries of A.Z/ are linear functions of Z while those of B.Z/ depend in a rather
complex manner onZ. The distributions of QBij .Z/ improve significantly as the size
of SROMs for Z is increased from m D 5 to m D 10. This improvement continues
as m is further increased but a slower rate.

Numerical results in Figs. 4.1 and 4.2 suggest that the distributions of the entries
of QA.Z/ and QB.Z/ approach those of A.Z/ and B.Z/ as m increases. The rate of
convergence depends on features of the quantity of interest and the functional form
of the distribution of the random element Z.
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Fig. 4.2 Estimates of the distributions of the entries of QB.Z/ for m D 5 (top left panel), m D 10

(top right panel), m D 20 (bottom left panel), and m D 30 (bottom left panel) are shown in solid
lines. Dotted lines are corresponding estimates for B.Z/

4.4 Random Eigenvalue Problem

The quantities of interest Q.Z/ in this case are the eigenvalues and eigenvectors
of an .n; n/-random matrix A.Z/ whose entries are, as previously, measurable
functions of an R

d -valued random variable Z defined on a probability space
.˝;F ; P /. It is assumed that the determinant of A.Z/ is not zero with probability
one. As previously, QZ denotes a SROM for Z with defining parameters fQzk; �kg,
k D 1; : : : ; m. For simplicity, we assume that the eigenvalues f�i.Z/g of A.Z/ are
distinct. The case of multiple eigenvalues is treated elsewhere.

4.4.1 Eigenvalues

The surrogate model in Eq. 4.2 has the form

Q�i.Z/ D
mX

kD1

�
Q�i;k C

dX

rD1
Q�.r/i;k .Zr � Qzk;r /

�

1.Z 2 �k/; (4.8)
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where Q�i;k D �i.Qzk/,

�
.r/

i;k D @�i.Z/

@Zr
jZDQzkD� c

.r/

1;k �
n�1
i;k C � � � C c

.r/

n�1;k �i;kCc.r/n;k
n �n�1

i;k C.n � 1/ c1;k �n�2
i;k C � � � C cn�1;k

; kD1; : : : ; m;
(4.9)

fci;kg are the coefficients fCig of the characteristic equation det.A ��I/ D �n C
C1 �

n�1 C � � � CCn�1 �CCn D 0 for Z D Qzk , and c.r/i;k D @Ci .Z/=@Zr at Z D Qzk
(Grigoriu 2002, Section 8.3.2.3). The coefficient fCig can be calculated recursively
from the relationship

Ck D ��Ck�1 D1 CCk�2 D2 C � � � CC1 Dk�1 CDk

�
=k; k D 1; : : : ; n; (4.10)

with C0 D 1 and Dk.Z/ D tr
�
A.Z/k

�
. The surrogate model in Eq. 4.8 and

independent samples of Z can be used to estimate properties of the eigenvalues
of A.Z/.

The partial derivatives f�.r/i;kg in Eq. 4.9 result by differentiating the characteristic
equation det.A��I/ D 0with respect to the coordinates fZrg ofZ. This operation
gives

n�n�1 @�
@Zr

C @C1

@Zr
�n�1C.n�1/C1 �n�2 @�

@Zr
C� � �C @Cn�1

@Zr
�CCn�1

@�

@Zr
C @Cn

@Zr
D0

or

�
n�n�1C.n�1/C1 �n�2C� � �CCn�1

� @�

@Zr
D �


@C1

@Zr
�n�1 C � � � C @Cn�1

@Zr
�C @Cn

@Zr

�

;

which yields Eq. 4.9 for Z D Qzk .

Example. Let A.Z/ be the random matrix in Eq. 4.6, where Z is the R
3-valued

Beta random variable defined following this equation. The coefficients of the
characteristic equation det.A � �I/ D 0 of A are functions of Z and have the
expressions C1.Z/ D �Z1�2Z2�2Z3, C2.Z/ D Z1 Z2C2Z1 Z3C3Z2 Z3, and
C3.Z/ D �Z1 Z2 Z3, so that @C1.Z/=@Zr is f�1;�2;�2g, @C2.Z/=@Zr is fZ2 C
2Z3;Z1 C 3Z3; 2Z1 C 3Z2g, and @C3.Z/=@Zr is f�Z2 Z3;�Z1 Z3;�Z1 Z2g for
r D 1; 2; 3 (Grigoriu 2012b). These expressions and their derivatives with respect
to the components fZrg of Z for Z D Qzk give the coefficients fci;kg and fc.r/i;k g that

are used in Eq. 4.9 to calculate the partial derivatives f�.r/i;kg.
The solid lines in the left and right panels of Fig. 4.3 show estimates of the

distributions of Q�i.Z/ obtained from Eq. 4.8 for SROMs QZ with m D 5 and
m D 10 and 1,000 independent samples of Z. The dash lines are estimates of the
distributions of �i.Z/ inferred from samples of these random variables calculated
by solving 1,000 deterministic eigenvalue problems for A.Z/ with Z replaced by
independent samples of it. Estimates of the distributions of f�i.Z/g are satisfactory
even when based on a SROM of Z with m D 5. Monte Carlo and SROM-based
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Fig. 4.3 Estimates of the distribution Fi .�/ of�i.Z/ by Monte Carlo in dash lines and SROM in
solid lines for m D 5 (left panel) and m D 10 (right panel) by the first method

estimates for �1.Z/ coincide at the figure scale. The construction of SROM-based
estimates for f�i.Z/g involves solutions of m deterministic eigenvalue problems
and the elementary calculations specified by Eqs. 4.8 and 4.9.

4.4.2 Eigenvectors

Let fUi.Z/g and fVi .Z/g denote the right and left eigenvectors of A.Z/, so that
they satisfy the equations A.Z/Ui .Z/ D �i.Z/Ui .Z/ and A.Z/0 Vi .Z/ D
�i.Z/ Vi .Z/, i D 1; : : : ; n. The eigenvectors are measurable functions of Z so
that they are R

n-valued random variables defined on the same probability space as
Z. The surrogate model in Eq. 4.2 for Ui.Z/ has the form

QUi.Z/ D
mX

kD1
1
�
Z 2 �k

�
�

Qui;k C
dX

rD1
Qu.r/i;k .Zr � Qzk;r /

�

; (4.11)

where fQui;k D Ui.Qzk/g are the right eigenvectors of the deterministic matrix Qak D
A.Qzk/ and the sensitivity factors fQu.r/i;kg are the partial derivatives f@Ui .Z/=@Zrg
calculated at Z D Qzk . Similar representations hold for the left eigenvectors fVi .Z/g
of A.Z/.

It is not possible to construct equations for the gradients of the eigenvectors of
A.Z/ by differentiating their defining equations with respect to the coordinates of
Z. For example, the derivative of AUi � �i Ui D 0 with respect to an arbitrary
coordinate Zr of Z is

@A.Z/

@Zr
Ui .Z/C A.Z/

@Ui .Z/

@Zr
� @�i.Z/

@Zr
Ui .Z/ ��i

@Ui .Z/

@Zr
D 0; (4.12)
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which, for Z D Qzk , gives

� Qak � Q�i;k I
� Qu.r/i;k D � Q�.r/i;k � Qa.r/k

� Qui;k (4.13)

where Qak D A.Qzk/, Q�i;k D �i.Qzk/, Qui;k D Ui.Qzk/, Qu.r/i;k D @Ui .Qzk/=@Zr , Qa.r/k D
@A.Qzk/=@Zr , and I denotes the identity matrix. Since Qak�Q�i;k I is not invertible, Qu.r/i;k
cannot be calculated directly from Eq. 4.13 directly. These vectors can be obtained
from Qu.r/i;k D Pn

jD1 b
.r/
ij Quj;k , where

b
.r/
ij D

(
0; i D j

Qv0
j;k

� Q�.r/i;k I � Qa.r/k
� Qui;k=

� Q�j;k � Q�i;k
�
; i 6D j;

(4.14)

where Qvj;k D Vj .Qzk/. If matrices f Qakg are symmetric, their left and right eigenvec-
tors coincide and Eq. 4.14 holds with Qvj;k D Quj;k .

The implementation of the surrogate model in Eq. 4.11 involves (1) solutions
of m deterministic eigenvalue problems delivering the eigenvalues fQ�i;kg, right
eigenvectors fQui;kg, and left eigenvectors fQvi;kg, i D 1; : : : ; n, for matrices f Qakg,
k D 1; : : : ; m, (2) determination of the partial derivatives fQ�.r/i;kg in Eq. 4.9 for the

eigenvalues fQ�i;kg, and (3) calculations in Eq. 4.14 involving the eigenvalues and
eigenvectors of matrices f Qakg.

Example. Consider the random matrix A.Z/ in Eq. 4.6 depending on an R
3-valued

Beta random variable with parameters specified in the first example. The SROM-
based eigenvectors QUi.Z/ of A.Z/ are given by Eq. 4.11 with d D 3. Since
A.Z/ is symmetric, its right and left eigenvectors coincide so that the vectors
Qu.r/i;k in the expression of QUi.Z/ can be calculated from Eq. 4.14 with Quj;k in place

of Qvj;k . As previously stated, the construction of QUi.Z/ involves solutions of m
deterministic eigenvalue problems for matrices Qak to obtain the eigenvalues fQ�i;kg
and the eigenvectors fQui;kg, calculation of the sensitivity factors fQ�.r/i;kg in Eq. 4.9 for

the eigenvalues fQ�i;kg, and determination of the projections fb.r/ij g of fQu.r/i;kg on the
eigenvectors fQui;kg of Qak .

Following numerical results are for the random matrix in Eq. 4.6 depending on
the R

3-valued Beta random variable Z with a D 1, b D 10, p D 2, q D 3, and
� D 0:7. The left and right panels in Fig. 4.4 show 1,000 independent samples of
the eigenvectors Ui.Z/ and QUi.Z/ with m D 20. The plots provide a qualitative
description of the exact and approximate eigenvectors of A.Z/. The construction
of the approximate eigenvectors QUi.Z/ requires to solve only m 	 n deterministic
eigenvalue problems in additional computational effort involved in the construction
of a SROM QZ for Z. Once the expression of QUi.Z/ has been found, the generation
of samples of this random variable takes very little time.

Errors of moments of QUi.Z/ relative to Monte Carlo estimates of corresponding
moments of Ui.Z/, i D 1; 2; 3, have been calculated for SROMs QZ with m D 10

and m D 20. The absolute values of these errors for first, second, third, and fourth
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Fig. 4.4 Samples of the eigenvectors of Ui .Z/ (left panel) and QUi .Z/ with m D 20 (right panel)

moments in percentages are less than 1.49, 2.95, 4.7, and 8.4 for m D 10 and 0.99,
1.93, 4,6, and 6.91 for m D 20.

4.5 Conclusions

A new method has been developed for calculating statistics of inverses and eigenval-
ues/eigenvectors of random matrices. The method is conceptually simple, general,
efficient, accurate, and non-intrusive. Its implementation involves two steps. First,
stochastic reduced order models (SROMs) are developed for the random elements
in the definition of random matrices. Second, surrogate models are constructed
for quantities of interest and used to find statistics of these quantities by Monte
Carlo simulation. SROMs are random elements with finite numbers of samples that
are selected from the samples of target random elements in an optimal manner.
Surrogate models provide approximations for quantities of interest.

Numerical examples have been used to illustrate the implementation and the
performance of the SROM method. The examples include inverses of random
matrices and solutions of random eigenvalue problems. The proposed method is
satisfactory in all numerical examples.
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Chapter 5
Three Dimensional Formulation of Large
Displacement Problems: The Zipper Frame
Example

Macarena Schachter Adaros

Abstract A zipper frame is a conventional braced frame with chevron type braces
at all floors, connected through a zipper column linking their midpoints. Under
lateral force, a 3 stories frame is expected to behave as follows: after the 1st
floor braces buckle, the zipper column transmits the unbalance vertical force to
the 2nd story, forcing them to buckle. The new unbalanced vertical force is then
transmitted to the third story, which is designed to remain elastic. This is known
as the zipper mechanism. Three shaking table tests were performed to evaluate the
seismic response of a 3 story suspended zipper frame model. In every shaking table
test performed, the braces buckled out of plane but the zipper mechanism did not
always develop. Following the test results, a new analytical tool was developed to
capture the 3 dimensional phenomena of buckling. It is based on the well known
corotational formulation. Every element is described independently. The rigid body
modes are removed by using a corotated coordinate system. Within the deformed
shape, the element can undergo large rotations and large strains, which are evaluated
respect to the corotated origin. The structural problem is solved in the state space,
where displacements as well as velocities are variables. The final set of equations is
a combination of differential and algebraic equations that is solved using the IDA
software. This paper presents the main results of the shaking table tests as well as
some general description of the proposed formulation and its capability to verify the
shaking table findings.
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5.1 Introduction

In a traditional K braced (Chevron) frame design, the braces resist the lateral
earthquake load transmitted by the beam as axial forces. Under a strong ground
motion one of the braces is expected to buckle under compression while the adjacent
one is expected to yield in tension. Due to differences in compression and tension
capacities, there will be a non-null vertical resultant transmitted to the beam as a
shear force, which makes its design very costly. In 1988 Khatib et al. suggested
adding a column between the beams connected at same joints where the braces
connect. This column will transmit the vertical unbalanced load to the upper floor,
redistributing it to the braces, thus the compression brace will be subjected to an
even greater compression, triggering buckling. A new unbalanced vertical force will
be created at the upper floor beam. If this floor is linked to the upper one, the process
would repeat. The propagation of buckling and yielding to the upper floors seems
similar to a “zipper” from which this system derived the name of “zipper frame”.
The solution is appealing; however if all the braces at all floors are allowed to buckle,
then collapse of the frame is likely to occur. To overcome this problem, Leon and
Yang (2003) devised a new mechanism defined as “Suspended zipper frame”. In this
mechanism, the upper story of a frame is purposely designed to remain elastic thus
preventing the collapse of the frame.

The suspended zipper frame was selected as the structural system to be tested in
a collaborative NEES project, in order to validate the system behavior and develop
method of analysis and evaluation. A series of tests was performed on the new
7 m � 7 m shake table at the NEES equipment site at University at Buffalo. The
model utilized is an incomplete similitude one third scale model derived from a
prototype designed by Leon and Yang (2003) at Georgia Institute of Technology.
The test results and conclusions are presented in this paper.

The behavior of the braces while buckling is highly nonlinear and three-
dimensional. A new macromodel formulation that captures this behavior is
developed. The formulation uses information from the nodes and from some limited
number of points along the member, with no need for a finite element or fiber
description of the section. It is based on the concept of corotated frames to separate
rigid body motions from deformations allowing for large rotations and displace-
ments at both stages. It is formulated in the state space where second order differ-
ential equations are transformed into a set of first order differential and algebraic
equations that are solved using the IDA software. Nonlinearity in the material is
introduced by using the constitutive law in rate form developed by Simeonov (1999).

5.2 Test Setup

The test setup and the test specimen are shown in Fig. 5.1 while details of the section
components are presented in Schachter 2008. The setup consists of two independent
three stories gravity frames sandwiching the braced frame specimen. Each gravity
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Fig. 5.1 Test setup – top left: mass to specimen connection; bottom left: hinge at the gravity frame;
right: specimen

frame is composed of double hinged columns and story masses weighing 8.5 kips
(�4.0 mtons) each. The braced frame provides the only lateral resistance in the
system when connected together.

The model has dimensions scaled to 1:3 of the prototype. However, due to
limitations in the shaking table capacity and the independence of the lateral and
vertical resistance systems, a different acceleration scale was determined form the
similitude conditions as 2:1. This means that a value for the acceleration in the
model has to be scaled by 2 to get the equivalent acceleration in the prototype.

5.3 Test Protocol

The ground motion selected was LA22yy (from the SAC set of ground motions
for Los Angeles area). This record is 1.15 times the recorded Kobe earthquake.
Its original peak ground acceleration is 0.92 g. The acceleration was gradually
increased from 15 % of the original acceleration up to 100 % or until failure.

For the first test, the time scaled record was scaled down to its 15, 30, 45, 60, 80
and 100 % of the PGA. For test #2 the sequence was 30, 80, 100 and 120 %. For the
test #3 the sequence was: 30, 80, 100, 120, 140 %.

5.4 Results of Shake Table Test #1

The structure responded elastically, as expected, during the 15 and 30 % of test
ground motion. During the 45 % scaled test, the west brace in the 1st floor buckled
elastically, while the east brace remained elastic. Braces in the 2nd floor remained
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elastic. No measurement of importance was registered in the zipper column. During
the 60 % scaled test, both braces at the first floor buckled. The Zipper column did
not record any axial strains of the magnitude expected. During this ground motion,
the second floor east brace buckled at the same time as the first floor east brace did.
The third story zipper column was not engaged. The behavior during this test is
consistent with a chevron braced frame but not with a zipper frame. During the 80
and 100 % scaled tests, some of the strain gauges at first story level failed to record
information and both second story braces buckled.

5.5 Results of Shaking Table Test #2

A lateral restraint was added in the middle of the beams as shown in Fig. 5.2. The
restraint was designed to keep the beam straight but a Teflon interface ensures the
free movement in the direction of motion.

In a first attempt to perform 30 % scaled ground motion test, problems with the
control of the shaking table created an input greater than the desirable, triggering
buckling at the west brace. The behavior was similar to the one found during the
45 % scaled motion in Test #1. The east brace remained elastic. During the 80 %
scaled test, both braces in the first floor buckled and yielded. The Krypton coordinate
tracking system recorded clearly the buckling at the first story braces. This was one
of the first measurements of buckled braces in a dynamic test. As expected, the

f1/2

f3/4

Fig. 5.2 Lateral restraint at the beam
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zipper column was engaged and remained elastic, after the braces buckled. The
braces at the second floor remained elastic. From data analysis, it was observed that
the beam was being subjected to torsion although the values were very small. Since
the sides of the flanges are in contact with the Teflon surface of the restraint, it is
possible that a large amount of the torsional moment was being transmitted to the
plates rather than to the beam. In conclusion, during Test #2, the zipper mechanism
developed and the frame behaved as expected.

5.6 Results of Shaking Table Test #3

This test was a repetition of test #1. The lateral restraints were not used. The
frame was heavily instrumented to record torsion in the beam and redundant
instrumentation on the zipper columns and braces was provided. During the 30 %
scaled motion, the frame remained elastic. During the 80 % scaled motion, both
braces in the first floor buckled, the second story zipper column was engaged and
no torsion was recorded. During the 100 % scaled motion, the second story braces
buckled and the third story zipper column was engaged. During the 120 % scaled
motion, the braces did not have much capacity in compression, therefore the tension
brace carried most of the load and the force in the zipper column was maximum,
however it was not big enough to yield. During the 140 % scaled motion, the braces
were fatigued and one of them broke in tension after buckling.

The behavior of the frame was excellent. There was no sign of torsion or yielding
at the beam. At the end of the test, the structure was leaning to one side and most of
the damage was concentrated on the first story.

The Krypton tracking system recorded the 3D displacement of the braces.
Figure 5.3 shows the in plane vs. out of plane movement of every probe placed
along the East brace. Probe 1 was at the lower end, probes 4 and 5 at the middle and
probe 7 at the upper end.

5.7 Comparison of Test Results

The difference in behavior in the second test as compared with the first is substantial.
The transverse restraint of the beam held until the 100 % scaled motion was applied.
This allowed the engagement of the 2nd floor zipper column as early as in the 30 %
scaled test. The third floor zipper column helped to resist the vertical unbalanced
force coming from the first floor and is also engaged (with a small amount of
force) at low levels of ground shaking. Therefore an important part of the vertical
force is transmitted to the third floor braces as intended in the suspended “zipper”
frame suggested by Leon and Yang (2003). The beams at 1st and 2nd floors deflect
downward when the braces at the respective levels buckle. These results demonstrate
that restraining the beam laterally prevents undesirable torsion in the beam.
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Fig. 5.4 Detail of designed gusset (left) and tested gusset (right)

The difference in behavior between the third test and the first test is explained by
the brace to beam gusset plate geometry. The plate was designed to have a notch
in the middle as shown in Fig. 5.4 (AISC 2002). The frames tested in Test #1 and
Test #2 did not have this detail due to a manufacturing error while the frame tested
in Test #3 was built correctly. When the braces buckle out of plane, the stiffness
of the gusset determines how much moment gets transferred to the beam as torsion
(Bruneau et al. 1998; Goel 1992). A very flexible gusset absorbs the energy through
deformation while a very rigid gusset transfers the full moment to the beam above.

5.8 Analytical Model

A new formulation capable of geometric and material nonlinearities was developed
to try to reproduce the results of the zipper frames tests. A general description of the
proposed formulation is presented next with some examples.

The new formulation is based on the well known Corotational formulation
(Crisfield 1990; Simo and Vu-Quoc 1986). This methodology separates the total
displacements of an element into rigid body motion and deformation. A rigid body
motion does not generate stresses, just re-orients them, therefore all the forces come
from the deformational part of the motion. However, the rigid body motions can be
very large, thus second order effects can be very important.

The proposed formulation is solved in the state space (Sivaselvan 2003) where a
set of parameters and their rates are chosen as the global and local variables. The
differential equations of equilibrium, compatibility and material nonlinearity are
solved simultaneously which allows the equilibrium equations to be written a as a
set of first order differential equation, thus simplifying the numerical solution.
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The state space requires:

• The definition of global variables and local variables.
• Evolution equations for global variables and local variables.
• Equations that link global and local variables.

5.9 Coordinate Systems

In a structural member, the rigid body motions are represented by the movement of
the chord of the element with respect to a given coordinate system. In a macromodel,
an element is defined by 2 end nodes and the chord is then a 3D straight line linking
them. In an initial condition, the element is undeformed and the chord coincides
with the element itself. In a deformed configuration, the chord of the element can
be described as a translation and a rotation of the initial chord. The same result is
obtained through the vectorial composition of the positions of the nodes in respect
to a global coordinate system. To calculate the position and rotations of any point
along the member, it is sufficient to know its position and rotation with respect to the
chord since the location of the chord in respect to a global system has already been
determined. The corotational method defines a new additional coordinate system
located along the chord of the element in its deformed configuration. This new
coordinate system is called corotational because it follows the movement of the
chord through time and space. From the point of view of any point along the
deformed shape of the element, the corotated system does not change with time.

Three coordinate systems are used in the following formulation (see Fig. 5.5)

• G: Global coordinate system. Fixed and common for all the elements, the
equations of motions are solved in this system.

Fig. 5.5 Definition of coordinate system
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• L: Local coordinate system. Defines the position of the element in its original
unstressed position. This system serves as a reference for the calculation of nodal
rotations.

• E: Corotated coordinate system. Defines the position of the chord of the element
at each time step.

5.10 Degrees of Freedom (DOFs)

According to the defined coordinate systems, the DOFs can be written in global,
local and corotated coordinates. In global and local coordinates, each node has 6
DOF: 3 displacements and 3 rotations.

u D ˚
ux uy uz ™x ™y ™z

�
(5.1)

And its conjugated forces are:

F D ˚
Fx Fy Fz Mx My Mz

�
(5.2)

An element in its corotated coordinates has only a total of 6 DOF based on the
following assumptions: the axial force and torsion are constant along the member
and the moments can vary only linearly (Fig. 5.6).

q D ˚
q1 q2 q3 q4 q5 q6

�
(5.3)

And its conjugated forces are:

Q D ˚
Qx Qy Qz Qx Qy Qz

�
(5.4)

Fig. 5.6 Definition of DOFs in global coordinates (left) and corotated coordinates (right)
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5.11 Global Variables

The global variables are: total displacements, total displacement rates and internal
forces.

y1 D u

y2 D Pu
y3 D Q D ku (5.5)

With these set of variables, the well known equation of motion:

m Ru C c Pu C ku D P (5.6)

Becomes:

mPy2 C cPy1 C y3 D P

y2 D Py1
Py3 D kPy1 (5.7)

The first equation corresponds to the equation of motion, the second one gives the
relationship between the total displacements y1 and their rates y2 and the third one
establishes a relationship between the internal force Q and the total displacements
y1 in rate form through the element stiffness matrix k. Therefore the second order
equation of motion has been written as a set of 3 first order differential equations.

5.12 Local Variables

The selection for local variables will depend of the type of analysis and constitutive
laws (Simeonov 1999). In the present formulation, a flexibility based element and a
constitutive law based on a stress decomposition model are chosen. Therefore, the
total strains and curvatures are the independent local variable.

© D ˚
© kx ky kz

�
(5.8)

5.13 Rigid Body Transformation Matrix

The transformation matrix E is particular to each element. Vector E1 defines the
local corotated x coordinate and it is calculated as the vectorial difference of the
nodes’ actual positions p in global coordinates:
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E1 D pi � pj�
�pi � pj

�
�

(5.9)

The variables i and j represent the end nodes of the element. The rotation matrix
associated with the rotation of G1 into E1 is used to find the corotated y and z
coordinates. The origin of the corotated coordinate system E is placed at one of the
end nodes, say node i. This location simplifies latter calculations.

5.14 Evolution Equations

The evolution equations are the basic laws of analysis of structures: Equilibrium,
Compatibility and Plasticity.

5.15 Equilibrium

Equilibrium equations constitute the evolution equations for global variables. Since
the internal forces Q are state variables, their values are known at every time
step. Therefore, equilibrium consists on transforming the local forces (written
in corotated coordinates) into global forces (with respect to a global coordinate
system). The transformation is done with a static transformation matrix TEC. This
matrix has two components: the first transforms the global coordinate system (G)
into the corotated one (E) and the second has the static condensation of the degrees
of freedom (DOFs) q:

qD

2

6
6
6
6
6
6
6
6
6
6
4

�1 0 0 0 0 0 1 0 0 0 0 0

0 1
.

ŸL
0 0 0 1 0 �1.

ŸL
0 0 0 0

0 1
.

ŸL
0 0 0 0 0 �1.

ŸL
0 0 0 1

0 0 �1.
ŸL

0 1 0 0 0 1
.

ŸL
0 0 0

0 0 �1.
ŸL

0 0 0 0 0 1
.

ŸL
0 1 0

0 0 0 �1 0 0 0 0 0 1 0 0

3

7
7
7
7
7
7
7
7
7
7
5

�
ui

uj

�

DTEC � uE

(5.10)

Matrix T transforms global displacements u into Corotated coordinates q and its
transpose transforms Corotated forces Q into Global coordinates F:

F D Tt � Q (5.11)
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5.16 Compatibility

Consider an element and its Corotated coordinate system E. Let " be the axial
deformation of the centerline and let P any point in the centerline (Fig. 5.7).

P has originally coordinates (x, 0, 0) respect to E. At the deformed configuration,
its new coordinates are (Ÿ, ˜,¦). Since large displacements/large strains are assumed
at this level, in order to characterize the complete movement of the section, a rotation
matrix R(x) is defined at each point P.R(x) describes the rotation of the section in
respect to the chord.

t D R � E (5.12)

The variations of the coordinate components with the x axis are:
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(5.13)

where, s is the arc-length parameter tracking the deformed configuration, thus ds/dx
represents the variation of the axial deformation in respect to the original length of
the element and dŸ/ds, d˜/ds and d¦/ds represent the components of the vector t1

in the corotated coordinates E, i.e. the change in the orientation of the coordinate
system along the length of the element. ", the axial strain, is by definition:

" D •L

•Lo
� 1 D ds

dx
� 1 (5.14)

Considering a small variation about this deformed position, the incremental
compatibility is:

dPŸ
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�
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Et
3 � t1

� P© (5.15)

The variations of the vector t1 with respect to time are:

Pt1 D PRE1 D P� � RE1 D � � t1 (5.16)

Fig. 5.7 Compatibility
formulation
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Where, � is a skew-symmetric matrix representing an instantaneous infinitesimal
rotation or spin and ¨ will be its correspondent rotational vector. � represents the
time variations of the rotations over the t coordinate system.

It is important to note that, at the deformed level, the variations of the CR system
E with time are irrelevant because the strains and stresses are not affected by rigid
body motion. Only an observer located at the Global coordinate G will notice that
the CR system E moves with time.

The compatibility equations for rotations are derived from the relationship
between rotation and curvature, in 3D:

dR
ds

D KR (5.17)

Where K is a skew-symmetric matrix containing the local corotated curvatures.
Taking variations on the Eq. 5.17 and after some mathematical manipulations the
following relationship is found:

d¨

dx
D

 Pk � ¨xk

�
.1C ©/C kP© (5.18)

The first term of the right hand side of Eq. 5.18 gives the rate of change of the
curvature with respect to an observer which moves with the frame t. The material
representation takes the form:

d¨m

dx
D Pkm .1C ©/C kmP© (5.19)

Integrating the compatibility equations and integrating over the length of the
element, it can be shown that the following relationship is obtained:

T � Pu D Pq D
LZ
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Where B* is:
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B* matrix is called “Force interpolation matrix” because the transpose interpo-
lates the nodal forces Q to get the internal forces P(x) at any point x along the length
of the element.

P.x/ D Bt.x/Q (5.22)

5.17 Plasticity

The plasticity equations represent the evolution equations for the local variables.
Any constitutive law can be used as a plasticity equation. In the present formulation,
a stress decomposition model developed by Simeonov (1999) and Sivaselvan (2003)
is adopted:
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Where F(x) is the flexibility matrix at the internal point x. Equation 5.23
represents the relationship between the rate of strains and the rate of forces i.e. the
stiffness matrix of the section. Ke is the elastic stiffness representing the hardening
of the material, K0 is the initial total elastic stiffness and ¥ is the plastic yield surface.

5.18 Solution of the System of Equations

The total system of equations is composed by:

• Set of differential and/or algebraic Equilibrium equations.
• Set of differential Compatibility equations.
• Set of differential Plasticity equations.

The equilibrium equations are differential only if there is mass present in the
DOF. Otherwise they are algebraic (Q D P). Thus, in general, the system is a
set of Differential Algebraic Equations (DAE). The software IDA developed by
the Lawrence Livermore National Laboratory is used to solve the system. The
total number of equations to solve depends on the number of elements and DOFs
involved. Because the Compatibility equation is in integral form, a numerical
solution involves the selection of an integration method. In this case the Lobatto
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formula is chosen because it considers the nodal values as integration points.
The integral is replaced by the values of the formula evaluated a t the selected
integration points time a weight. The position of the integration points as well as
the weights are given by the Lobatto rule.

5.19 Zipper Frame Verification

Only the first story of the zipper frame was modeled. The objective of the modeling
is to test the capability of the new formulation to capture the behavior of the braces
and to check the sensitivity to modeling details. Although an analysis of a full
three stories model could reduce the number of modeling unknowns, the one story
model was chosen in order to reduce the number of free parameters. The analytical
model is presented in Fig. 5.8. Each one of the braces is divided into eight elements,
while each of the beams is composed of a single element. The location of the nodes
in the braces is the same as the location of the Krypton probes. The variables used
in the analytical model are: the unknown material properties of the gusset plates and
the equivalent stiff-ness of the vertical spring that models the zipper strut and the
upper floors.

After comparing the performance of the model versus the testing (see Schachter
and Reinhorn 2011), the sensitivity of the analytical performance to the variations
in the modeling parameters is performed. The model is subjected, at the beam

Fig. 5.8 Zipper frame model
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elevation, to a lateral displacement history, which was recorded in the shake table
experimental study. The model is selected as a base of comparison for this analysis
with the following assumed properties:

(i) The stiffness of the equivalent “zipper column” is calculated as the axial
stiffness of the element k D (EA/L) zipper column.

(ii) The out of plane inertia of the gusset plates is assumed to be the same as the
out of plane inertia of the braces (I).

(iii) The yield strength of the gusset plates is assumed to be the same as the yield
strength of the braces (¢y).

(iv) The yield function for the gusset plates is assumed to be the same as the yield
function of the braces (HSS section).

The sensitivity was evaluated varying the properties of the assumed values as
follows:

1. The influence of the stiffness of the vertical spring was tested by changing its
value to a very small amount (0.03 � k) and to a very large amount (2.61 � k)
while leaving all the other variables unchanged;

2. The influence of the out of plane inertia of the gusset plates was tested by
changing its value to an amount ten times smaller (I/10) and ten times larger
(10 � I), while leaving all the other variables unchanged;

3. The influence of the yield strength of the gusset plates was evaluated changing it
to 0.6 � ¢y and to 1.67 � ¢y, while leaving the other variables unchanged.

Normalized results for the in plane and out of plane displacements of the middle
node of the left brace (node 13) are presented in Fig. 5.9 and the normalized results
for the hysteretic curve of the left brace (axial displacement vs. axial force) are
presented in Fig. 5.10. In plane and out of plane displacements are normalized to
zmax D 66.55 mm (2.62 in), axial displacements are normalized to dy D 2.54 mm
(0.1 in) and axial forces are normalized to Py D 22.86 ton (50.4 kip). Similar results
are obtained for the right brace which are not included here for brevity but can be
found in (2011). Test results are included for comparison purposes in Fig. 5.3.

From the figures it can be noted that: (a) The vertical stiffness of the equivalent
zipper strut controls the vertical displacement of the brace to beam connection (node
9 in Fig. 5.9), thus it controls the axial displacement of the braces (see Fig. 5.10a
left). A model using a softer vertical stiffness has larger vertical displacements,
thus increasing the deformation to the compression brace and reducing the axial
deformation of the brace in tension (which does not yield). (b) The inertia of the
gusset plate has an important influence in the out of plane displacement of the brace.
The model with a flexible gusset (see Fig. 5.9b left) has 25 % more out of plane
displacements and the shape of the curve is very smooth, like the one obtained from
the test data (Fig. 5.3a). A model with a stiffer gusset plate (Fig. 5.9b right) has dis-
placements of the same order of magnitude as those measured during testing, but the
shape is not as smooth. (c) When the yield strength of the gusset plates is very small,
the braces do not buckle and the gusset plates yield in both tension and compression
(Fig. 5.10c left). In this case, the gusset plates are weaker than the brace and attract
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Fig. 5.9 Normalized in-plane versus out-of-plane displacements for the right brace

all plastic deformations. On the other hand, when the gusset plates have high yield
strength (Fig. 5.9c right), this forces the braces to buckle and yield. Thus, this stiff-
ness controls the distribution of plasticity between the brace and the gusset plates.

From the results of the bounding analysis it can be concluded that the new
formulation is sensitive to the modeling parameters and can reproduce the inelas-
tic buckling observed during testing. Moreover, all the lower and upper bound
predictions are in agreement with the expected behavior obtained from structural
mechanics theory. The differences between the analytical and test results are due to
the incomplete modeling of the frame and the lack of detailed knowledge about the
gusset plates properties. The “real” behavior of the structure is bounded between the
extreme values for each of the variables analyzed.
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Fig. 5.10 Normalized force- displacement curves left brace

5.20 Conclusions

Three shaking table tests of an incomplete one-third scale suspended zipper frame
were completed. It was proven that the expected zipper mechanism develops.
Multiple stories were engaged in the resistance of lateral force, however test #3
shows that damage still can concentrate on the first floor. The brace to beam gusset
plate connection is a key factor on the success of the frame. It has to be ensured that
the plate is flexible enough to deform. If not possible, the beam has to be prevented
to rotate through lateral restraints.
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A new formulation was developed to model geometric nonlinearities in general,
and the zipper test results in particular. Simple examples show very good results and
convergence with both elastic and nonlinear materials, with a minimum number of
elements. Working is under way to model the full 3D movement of the braces as
seen in testing.
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Chapter 6
Simplified Seismic Evaluation of Structures
Using Adaptive Pushover Analysis

Joseph M. Bracci

Abstract A simplified procedure for evaluating the seismic performance and
retrofit of existing low to mid-rise reinforced concrete buildings was first presented
by Bracci et al. (ASCE J Struct Eng 123(1):3–10, 1997). The procedure is
derived from the well-known Capacity Spectrum Method (Freeman, Prediction of
response of concrete buildings to severe earthquake motion. In: Douglas McHenry
international symposium on concrete and concrete structures, SP-55. ACI, Detroit,
pp 589–605, 1978) and is intended to provide practicing engineers with a relatively
simple methodology for estimating the margin of safety against structural failure.
The procedure consists of constructing a series of seismic story demand curves from
modal superposition analyses wherein changes in the dynamic characteristics of the
structure (natural frequencies, mode shapes and linear viscous damping) at various
response phases ranging from elastic to full failure mechanism are considered. Then
these demands are compared to the lateral story capacities as determined from an
independent adaptive pushover analysis, where the distribution of lateral forces is
based on stiffness dependent story shear demands. The adaptive pushover analysis
forms a critical aspect of the methodology which relies on a reasonable estimate of
the failure modes of the structure. The proposed technique is applied to a one-third
scale three story reinforced concrete frame model building that was subjected to
repeated shaking table excitations, and later retrofitted and tested again at the same
intensities. This study shows that the procedure can provide reliable estimates of
story demands vs. capacities for use in seismic performance and retrofit evaluation
of structures.

J.M. Bracci (�)
Zachry Department of Civil Engineering, Texas A&M University,
College Station, TX 77843-3136, USA
e-mail: j-bracci@tamu.edu

G.P. Cimellaro et al. (eds.), Computational Methods, Seismic Protection, Hybrid
Testing and Resilience in Earthquake Engineering, Geotechnical, Geological
and Earthquake Engineering 33, DOI 10.1007/978-3-319-06394-2__6,
© Springer International Publishing Switzerland 2015

77

mailto:j-bracci@tamu.edu


78 J.M. Bracci

6.1 Introduction

In regions of moderate to high seismic risk, there is a significant need for evaluating
the seismic adequacy of existing structures given the damage and collapse of
numerous structures during earthquakes in recent history throughout the world. In
particular, the seismic rehabilitation of concrete buildings in regions of moderate
to high seismicity without properly seismic detailing and appropriate lateral force
capability is a continued matter of concern. Structures that may be vulnerable to
damage should be identified and an acceptable level of seismic upgrade might be
considered if the societal risk of seismic damage is high. The task of making such an
assessment and establishing the level of seismic upgrading rests with the structural
engineer. Fortunately over the past 20 years or so, simplified analytical tools
and sophisticated analytical platforms have advanced and code-based performance
guidelines have been developed to assist the engineer to carry out the task.

A simple analytical technique that engineers have utilized for a quick estimate
to evaluate the performance and survivability of structures during earthquakes is
the Capacity Spectrum Method (Freeman 1978, 1987; ATC 1982). The Capacity
Spectrum Method was also incorporated in the U.S. Army, Navy and Air Force
Technical Manual on Seismic Design Guidelines for Essential Buildings (Army
1986). In its original form, the Capacity Spectrum Method compares the strength
capacity curve expressed in the standard spectral acceleration vs. period format
with the assumed site-specific elastic response spectrum earthquake demands. The
strength capacity curve was typically established from a pushover analysis by the
code-based inverted triangular loading distribution or a distribution proportional to
the fundamental mode of the structure. The method was advanced by Mahaney
et al. (1993) by expressing the strength capacity curve in Acceleration-Displacement
Response Spectrum (ADRS) format, which had the advantage of representing
structural capacity and demand in terms of story forces and displacements. Up
until this time, the Capacity Spectrum Method was used for evaluation of low
to mid-rise structures in which the response was primarily characterized by the
fundamental mode of vibration, since the formulation used a predetermined lateral
load distribution for the pushover.

To consider the impact of high modes of vibrations and resulting mid-story
failure mechanisms, the Capacity Spectrum Method was extended by Bracci et al.
(1997) by using an adaptive pushover analysis and a story-by-story performance
evaluation using modal superposition. This adaptive pushover procedure was first
used by Reinhorn and Vladescu (Vladescu 1995) and uses a stiffness-dependent
lateral force distribution derived from story shear demands. Seismic demand curves
are established at varying levels of inelasticity: from initial elastic response to final
failure mechanism. The resulting range of demands are compared with the inelastic
force-deformation capacities for each story level, which can provide an estimate of
the margin of safety against collapse for the selected seismic demand level. This
procedure was validated using dynamic fundamental properties and experimental
response of a one-third scale three story reinforced concrete frame model building
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that was tested, before and after retrofit, at varying levels of seismic excitation on
a shaking table (Bracci et al. 1995a, b). In this paper, the procedure and a case
study using the shaking table tests are summarized. In addition, an extension of the
procedure is introduced by considering the equivalent dynamics characteristics at
varying levels of ductility demands to formulate a single expected performance.

6.2 Methodology

In the paper Bracci et al. (1997), the basis of the method was to develop a range of
site-specific demand curves and compare them to the computed adaptive pushover
capacities at each story level of the structure. The primary differences between the
proposed scheme and the Capacity Spectrum Method were: (i) the treatment of the
applied lateral load during the pushover analysis; (ii) the use of story level demands
and capacities as opposed to overall base shear vs. top story displacement; and (iii)
the consideration of different levels of inelasticity to generate a range of seismic
demands curves.

The step-by-step approach used in the evaluation process is described below:

1. Identify the site-specific ground spectral demand (design response spectra) and
the equivalent viscous damping, typically taken as 5 % for concrete structures but
can vary from about 2 to 10 % depending on structural type, structural material,
element connectivity, and soil conditions to name a few.

2. Conduct an adaptive pushover analysis of the structure as described in the next
section. Plots of the story shear vs. drift are established beyond yielding and prior
to failure of the structure. Failure can be defined in terms of an acceptable story
drift limit following the formation of a failure mechanism in the structure or
other criteria depending upon the type of structure. Four distinct response phases
during the pushover analysis can be identified for computing the story demands
as follows:

(i) Initial elastic stage of linear structural response;
(ii) First yield stage, identified by the first major transition from elastic to

inelastic response;
(iii) Incipient plastic mechanism stage when a complete mechanism develops;

and
(iv) Final failure mechanism or specified ultimate drift limit stage.

3. Conduct a complete eigenvalue analysis of the system at each of the above
response phases to identify the respective mode shapes and frequencies.

4. Determine the equivalent elastic story shear and drift demands using modal
superposition, as described later, at each of the four response phases identified
in Step 2.

5. Superimpose the story response demand curves from Step 4 with the pushover
analysis story capacities from Step 2 and identify approximate damage potential.
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Fig. 6.1 Typical seismic story demand vs. capacity. (a) Safe design, (b) unsafe design (Bracci
et al. 1997)

A qualitative representation of a story response demand vs. capacity is shown
in Fig. 6.1. If the demand curves intersect the capacity envelope near the elastic
region or near a region with a significant amount of strength and deformation
reserve capacity (Fig. 6.1a), then the structure should be capable of resisting both
the imposed seismic story force and drift demands. If a demand curve intersects
the force-deformation capacity envelope with little story strength and deformation
reserve capacity (Fig. 6.1b), then it can be concluded that the structure would not
perform in a sufficient manner during the imposed seismic excitation and that the
structure may be in need of seismic retrofit to avoid major damage or collapse.

The two essential evaluation tasks outlined in the step-by-step process above are
described in detail in the subsequent sections.

6.3 Capacity Evaluation Using Adaptive Pushover Analysis

The computation of system capacity using pushover analysis requires a rational con-
sideration of the potential failure modes of the structure during earthquake loading.
The typical inverted triangular loading distribution or fundamental mode loading
distribution may not be consistent with the internal resistance of the structure
especially if local column sidesway mechanisms (story mechanisms) develop under
the imposed loading. Vladescu (1995) proposed an adaptive pushover method which
uses a self-correcting load distribution based on the internal story resistance of the
system at the prior analysis step as follows:
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where i D story number; j D analysis step; �Fi
j C 1 D incremental ith story force at

step j C 1; Vj D base shear at step j;�Pj C 1 D incremental base shear applied at step
j C 1; and Fi

j D ith story force at step j.
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The initial step of the pushover analysis can begin with any assumed lateral force
distribution. For each subsequent step, the story level force to be applied is obtained
from Eq. (6.1). The state of stress in each member of the structure is evaluated at
the end of each step and the structural stiffness matrix is updated if any element
changes state during that step. The load is continually applied in small increments
until the inter-story drift at any level in the structure exceeds a specified drift limit
or a P-delta collapse is imminent, as indicated by a negative story stiffness.

The four phases at which an eigenvalue analysis of the system is required are
determined from the pushover force-displacement curves. The elastic (initial) phase
identified as the tangent stiffness of the linear response and is straightforward. The
second phase corresponds to the first major deviation from the elastic behavior,
which usually corresponds to first yielding of a structural element. The third phase
represents yielding of a story level where a story mechanism has just formed and
the system has softened considerably. The final phase corresponds to system failure
(or the end of the analysis) as defined in the previous paragraph.

6.4 Equivalent Elastic Story Response Spectral Demands

The story shear force and inter-story drift demands of a structure during an
earthquake excitation can be estimated using elastic response spectrum analysis
and modal superposition. By uncoupling the dynamic equations of motions, the
maximum relative story displacements for a MDOF system produced by the
n-th mode of vibration (vn,max) can be represented directly from the dynamic
characteristics of the structure at a particular response phase and the elastic spectral
acceleration demands for a SDOF system (Clough and Penzien 1993):

vn;max D �n
�n

Mn!2n
Spa .	n;Tn/ (6.2)

where �n is the nth mode shape; �n is the nth modal participation factor (�n
Tm,

where m is the story mass vector); Mn is the nth modal mass (�n
Tm�n);!n is the

nth natural frequency; Spa(	n, Tn) is the elastic spectral acceleration demand for
damping 	 n and natural period Tn.

The maximum total story displacement response vector (vmax) can be estimated
using the square root of the sum of the squares (SRSS) of the significant maximum
modal responses from Eq. (6.2):

vmax D
q

.v1;max/
2 C .v2;max/

2 C ::::C .vN;max/
2 (6.3)

where N is the total number of significant modes.
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Similarly, the maximum elastic force vector for the nth mode of vibration (fn,max)
can be determined by:

fn;max D m�n
�n

Mn

Spa .	n;Tn/ (6.4)

The corresponding maximum story shear force vector for the n-th mode of
vibration (Sn,max) can be determined by summing the maximum elastic forces from
Eq. (6.4) above the story of interest. The maximum total story shear force vector
(Smax) can then be estimated using the square root of the sum of the squares (SRSS)
of the maximum modal story shear responses:

Smax D
q

.S1;max/
2 C .S2;max/

2 C :::::.SN;max/
2 (6.5)

To facilitate the development of the four spectral demands for each story of
the structural system during a ground motion excitation (represented in terms of
equivalent story shear forces and displacements), two simplifying assumptions must
be made about the dynamic characteristics of the structure throughout the modal
superposition analyses: (i) the ratios of natural frequencies of the structure at each
response phase, identified from an eigenvalue analysis, are assumed to remain
constant, i.e. ¨1: ¨2: : : : ¨N ; and (ii) the mode shapes of the structure at each
response stage, also identified from an eigenvalue analysis, remain constant during
the analysis. To develop a demand curve for each of the phases identified in Step
2, story shears and drifts are determined using Eqs. (6.1), (6.2), (6.3), (6.4) and
(6.5) by sweeping the ratio of natural frequencies across the design response spectra
and using the associated mode shapes. This process yields a story shear force-drift
demand curve for each phase.

6.5 Validation of Evaluation Methodology

The analytical developments required to carry out the proposed evaluation, the
adaptive pushover analysis, and a reduced-order eigenvalue analysis where the
global degrees-of-freedom (DOF) are condensed to lateral story DOF were imple-
mented in the inelastic damage analysis program IDARC (Kunnath et al. 1992).
A case study of a one-third scale, three story reinforced concrete frame model
building was used to validate the effectiveness of the proposed seismic evaluation
procedure. A description of both the original model building, and the subsequent
retrofit of the same building after severe seismic damage, is first presented to
develop an understanding of the dynamic response of both structural systems. Then,
the imposed shaking table excitation and the corresponding response spectrum
acceleration demands are identified for calculating the story demands. The pushover
analyses are carried out using IDARC, and story response demands are determined
using the formulations presented earlier. The obtained demand and capacity curves
are compared to the experimentally measured responses.
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Fig. 6.2 Plan, elevation and reinforcing details of original model (Bracci et al. 1995a)

6.5.1 Description of Original Frame Model Building

Past design practice in the United States for low-rise reinforced concrete frame
buildings constructed in low to moderate seismic risk areas have generally
been for only gravity loads (gravity load design, GLD) according to the non-
seismic detailing provisions of the American Concrete Institute ACI 318 code.
The seismic response of such structures was evaluated in a dual analytical-
experimental shaking table study of a one-third scale model building (see Fig. 6.2)
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(Bracci et al. 1995a). The seismic deficiencies incorporated in that study, all of
which violated the seismic provisions of Chapter 21 in ACI 318, included: (i) weak-
column strong-beam behavior creating a structure prone to a soft-story collapse
mechanism; (ii) inadequate transverse reinforcement in columns and joints for
shear and confinement; (iii) column lap splices located in potential hinge zones;
and (iv) discontinuous positive (bottom) beam reinforcement in beam-column
joints. The imposed shaking table motions on the building simulated the 1952
Taft N21E earthquake component with normalized peak ground accelerations
(PGA) of 0.05, 0.20, and 0.30 g, where g is the gravitational acceleration
constant. The strong motion tests indicated that column end yielding developed,
particularly on the second floor level with the initiation of a damaging soft-story
mechanism.

6.5.2 Description of Retrofitted Frame Model Building

Following the series of damaging shaking table excitations on the original model
structure, several seismic retrofit alternatives for GLD R/C frame structures were
investigated for improving their local and global response performance during low
to moderate type earthquakes by comparing structural response behavior from
non-linear dynamic analyses (Bracci et al. 1995b). These retrofit schemes were
designed to distribute damage throughout the building with acceptable control of
story deformations by averting a catastrophic soft-story failure and enforcing a more
ductile beam-sidesway mechanism. A minimum seismic retrofit was performed on
the interior columns of the previously damaged one-third scale model building
using a prestressed concrete jacketing technique (see Fig. 6.3) by: (i) encasing
interior columns in a concrete jacket with additional longitudinal and transverse
reinforcement; (ii) providing a reinforced concrete fillet around the unreinforced
beam-column joints; and (iii) post-tensioning the added longitudinal column rein-
forcement. By strengthening only the interior columns of the model building, the
retrofit scheme was considered to provide a minimum seismic resistance acceptable
for low to moderate seismicity zones and considered potentially inadequate for
higher seismic risk zones. The retrofitted model building was then experimentally
tested on the shaking table with the same excitations as in the original model tests
with PGAs of 0.20 and 0.30 g.

When compared to pre-retrofit performance, the experimental results of the
retrofitted model structure showed that the overall behavior and damage could be
more effectively controlled using only minimum column and joint strengthening
techniques, which may be suitable for structures in low to moderate seismic risk
zones. The retrofit scheme was successful in changing the failure mode from
an undesirable column sidesway mechanism to a more ductile beam sidesway
mechanism.
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Fig. 6.3 Prestressed concrete jacketing retrofit (Bracci et al. 1995b)

6.5.3 Shaking Table Excitation and Acceleration Response
Spectrum

The simulated shaking table excitations used in the experimental studies for both
the original and retrofitted model structures were derived from the Taft N21E
accelerogram with appropriate normalizing of the peak ground acceleration (PGAs
of 0.05, 0.20 and 0.30 g) and required time scaling for the one-third scale model
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Fig. 6.4 Normalized
response spectrum – Taft
N21E component, 5 %
damping

studies. The elastic response spectrum acceleration demand for this ground motion
with 5 % equivalent viscous damping is shown in Fig. 6.4, after being normalized
with respect to the peak ground acceleration.

6.5.4 Adaptive Pushover Analysis and Eigenvalue Analyses

Adaptive nonlinear pushover analyses were performed on both the original and
retrofitted model buildings. The corresponding force-deformation story capacities
are shown in Figs. 6.5, 6.6, 6.7, 6.8 and 6.9, respectively, for the original and
retrofitted buildings. The four response phases, corresponding to elastic, first yield,
incipient failure mechanism, and full failure mechanism, are also identified for each
structure. Eigenvalue analyses were then performed at each of the four response
phases and the resulting dynamic characteristics are shown in Tables 6.1 and
6.2, which correlated well with the experimentally measured characteristics. It is
important to note that significant changes developed in the mode shapes, especially
the first mode of vibration (see column [4]), throughout the various response phases
of the pushover analysis. In the original building, the change in first mode shape
identifies a possible development of a soft story mechanism on the second floor. In
the retrofitted building, it can be observed that the change in the first mode shape has
a significant influence on the first floor. It is important to point out that the observed
changes in mode shapes are facilitated by the adaptive pushover analysis.

6.5.5 Response Spectral Demands and Performance
Evaluation

Using the dynamic characteristics at the four response phases of the pushover
analysis (see Tables 6.1 and 6.2) and the input base acceleration response spectrum
from Fig. 6.4, the four corresponding force-deformation story demands for the
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Fig. 6.5 Seismic demand vs. capacity, original building, PGA 0.05 g (Bracci et al. 1997)

various shaking table excitations are calculated using Eqs. (6.1), (6.2), (6.3), (6.4)
and (6.5) for both the original and retrofitted model buildings. The resulting story
demands and pushover capacities of the original model building are shown in
Figs. 6.5, 6.6 and 6.7 for the 0.05, 0.20, and 0.30 g PGA shaking table excitations,
respectively. The resulting story demands and pushover capacities of the retrofitted
model building are shown in Figs. 6.8 and 6.9 for the 0.20 and 0.30 g PGA
shaking table excitations, respectively. It can be observed that the maximum story
response predictions for the original building are similar to the experimentally
measured maximum story response. For the 0.05 g PGA excitation, the demand
region intersects the story capacity envelopes near the elastic portion of the response,
implying elastic behavior. For the 0.20 and 0.30 g PGA excitations, the demand
curves intersect the capacity envelope in the region near incipient and full failure
mechanisms, respectively. In particular, note that the soft-story response on the
second floor is captured with reasonable accuracy using the appropriate inelastic
characteristics of the building (incipient mechanism phase). From the standpoint of
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Fig. 6.6 Seismic demand vs. capacity, original building, PGA 0.20 g (Bracci et al. 1997)

estimating the margin of safety of the structure against the imposed loading, the
following observations can be made from Figs. 6.5, 6.6, and 6.7 for the original
building: the structure performed in the elastic range during the 0.05 g shaking; for
the 0.20 g intensity shaking, the structure responded in the inelastic range with likely
yielding in some members, but had a sufficient margin of safety against structural
collapse as seen from the strength and deformation capacity reserve beyond the
intersection of the demand and capacity lines; however, for the 0.30 g shaking,
the demands intersect the capacities with little strength and deformation reserve.
Therefore, it can be concluded that the margin of safety against collapse for the
original building may be inadequate at this intensity of shaking.

For the retrofitted model building under the same earthquake ground motions
(0.20 and 0.30 g), it can be observed from Figs. 6.8 and 6.9 that most of the inelastic
response occurred on the first and second stories. The predicted maximum response
for each story correlates well with the experimentally observed maximum behavior.
From the standpoint of evaluating the adequacy of the retrofit behavior, it can be
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Fig. 6.7 Seismic demand vs. capacity, original building, PGA 0.30 g (Bracci et al. 1997)

observed that the story demands intersect the capacity envelopes with sufficient
strength and displacement reserves. Although inelastic response is evident during
these base motions, collapse of the retrofitted structure is not imminent for these
levels of ground motion excitation.

6.6 Extended Methodology for a Single Demand Estimation

O’Boyle (1996) presented an extended methodology to estimate a single seismic
demand curve that utilizes the relevant equivalent dynamic characteristics of the
structure at the appropriate level of deformation ductility demand. These dynamic
characteristics include the natural periods, mode shapes, and equivalent linear
viscous damping of the structure at the varying levels of ductility as determined
from the adaptive pushover analysis as presented above. Figures 6.10 and 6.11 show
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Fig. 6.8 Seismic demand vs. capacity, retrofitted building, PGA 0.20 g (Bracci et al. 1997)

the pushover response of the original and retrofitted buildings, respectively, and the
unloading at varying levels of structural ductility where an eigenvalue analysis is
performed within a modified version of the IDARC program. Using the updated
structural stiffness characteristics for that level of ductility demand, equivalent
natural periods and mode shapes can be identified.

In addition for structural deformations beyond yielding, the equivalent linear
viscous damping that combines the effect of all damping mechanisms in the
structural behavior will increase due to hysteretic response in the yielded regions
of the structure. O’Boyle (1996) proposed a method for estimating the level of
equivalent linear viscous damping (	eq) as a function of the level of deformation
ductility demand (�) as follows:

	eq D 2 .� � 1/ ˇ
� �

(6.6)
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Fig. 6.9 Seismic demand vs. capacity, retrofitted building, PGA 0.30 g (Bracci et al. 1997)

where ˇ is the energy dissipation effectiveness factor that is the ratio of the actual
energy dissipation of the structure to the energy approximated by the elastic-
perfectly plastic parallelogram behavior as shown in Fig. 6.12. Using nonlinear
seismic analyses within IDARC, the energy dissipation effective factor for the
original and retrofitted reinforced concrete buildings was determined to be about
0.25.

The resulting dynamic characteristics of the original and retrofitted buildings
showed softened natural periods, changing mode shapes, and increased levels of
equivalent viscous damping ranging from an assumed 2 % for elastic behavior up to
about 10 % for larger ductility levels (see O’Boyle 1996 for more details). The
resulting story demands and pushover capacities for the original and retrofitted
buildings are selectively shown in Figs. 6.13, 6.14, and 6.15 for the Taft 0.3 g
PGA shaking table excitations, respectively. For the original building, the demand
curve which accounts for the dynamic characteristics at varying levels of ductility
intersects the capacity curve with little strength and deformation capacity remaining.
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Table 6.1 Dynamic characteristics of original building

Response phase Ratio of frequencies Mode shapes Approx. 1st mode
(1) (2) (3) (4)

Elastic (initial) 1.00: 3.00: 4.74

8
<

:

1:000 �0:823 �0:422
0:772 �0:577 �1:000
0:378 �1:000 �0:925

9
=

;

First yield 1.00: 3.50: 5.65

8
<

:

1:000 �0:697 �0:540
0:832 �0:366 1:000

0:392 1:000 �0:743

9
=

;�

Incipient mechanism 1.00: 4.70: 8.17

8
<

:

1:000 �0:392 �0:786
0:909 0:077 1:000

0:321 1:000 �0:385

9
=

;�

Full mechanism 1.00: 3.30: 6.10

8
<

:

1:000 �0:359 �0:835
0:930 �0:080 1:000

0:433 1:000 �0:220

9
=

;
�

Table 6.2 Dynamic characteristics of retrofitted building

Response phase Ratio of frequencies Mode shapes Approx. 1st mode
(1) (2) (3) (4)

Elastic (initial) 1.00: 3.61: 6.53

8
<

:

1:000 �0:847 �0:436
0:813 0:520 1:000

0:425 1:000 �0:889

9
=

;

First yield 1.00: 4.22: 9.25

8
<

:

1:000 �0:737 �0:532
0:865 0:203 1:000

0:561 1:000 �0:595

9
=

;�

Incipient mechanism 1.00: 4.65: 9.37

8
<

:

1:000 �0:779 �0:508
0:868 0:310 1:000

0:510 1:000 �0:706

9
=

;�

Full mechanism 1.00: 5.68: 10.77

8
<

:

1:000 �0:882 �0:490
0:901 0:477 1:000

0:452 1:000 �0:910

9
=

;
�
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Fig. 6.10 Dynamic characteristics of the original building at varying ductility

Fig. 6.11 Dynamic characteristics of the retrofitted building at varying ductility

This implies that the original building has an inadequate margin of safety against
collapse for this level of excitation. For the retrofitted building, the demand curve
intersects the capacity curve at a maximum ductility of 3.2; however, there is still
sufficient strength and deformation capability. Therefore the retrofitted building
would not be expected to collapse, but some level of damage would be evident
follow the earthquake.
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Fig. 6.12 Energy dissipation
effectiveness

Fig. 6.13 Original building, Taft 0.3 g, 1st story shear vs. drift
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Fig. 6.14 Original building, Taft 0.3 g, 2nd story shear vs. drift

Fig. 6.15 Retrofitted building, Taft 0.3 g, 1st story shear vs. drift
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6.7 Conclusions

An evaluation procedure to estimate the maximum seismic story demands and
capacities using an enhanced capacity-spectrum based approach was first proposed
by Bracci et al. (1997). The procedure utilizes the adaptive pushover analysis
to provide a more rational basis for applying the lateral forces which in turn
yields a response that is more consistent with the expected system behavior under
seismic loading. The paper also documents an extended method to determine a
single demand representation utilizing the equivalent dynamic characteristics of
the structure at varying levels of imposed deformation ductility. The original and
extended methodologies were able to successfully evaluate the experimental seismic
response of a low-rise reinforced concrete frame model building and the subsequent
response of the same building after retrofit.
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Chapter 7
Evaluation of the Seismic Capacity
of Nonstructural Components

Gennaro Magliulo, Crescenzo Petrone, Giuseppe Maddaloni, Pauline Lopez,
and Gaetano Manfredi

Abstract Nonstructural components (NSC) economic impact and the extensive
damages due to NSC after an earthquake motivate the research studies conducted in
the past few years at the Department of Structures for Engineering and Architecture,
University of Naples Federico II on this topic. The seismic qualification of
continuous ceiling systems, plasterboard and brick internal partitions via shake table
tests is described in the paper. The test campaign on continuous ceiling systems
highlights the low fragility of the tested specimen, primarily caused by: (a) the
continuous nature of the ceiling, (b) the dense suspen-sion grid, and (c) the large
number of hangers being used. In order to test the internal partitions, which are
mainly displacement-sensitive components, an appropriate steel test structure is
designed. This structure simulates the behavior of a generic floor in a structure that
exhibits an interstorey drift equal to 0.5 % for a frequent earthquake, according
to Eurocode 8 prescriptions. Three possible damage states are considered in the
study and correlated to an engineering demand parameter, i.e. the interstorey drift
ratio, through the use of a damage scheme. Extensive tests show an excellent
seismic performance of the plasterboard partition walls, which are characterized by
innovative anti-seismic details. In fact, they show minor damage when subjected to
interstorey drifts even larger than 1 %. The shake table tests performed at different
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intensity levels on hollow brick partitions, widespread in the European zone, denote
significant damage in the tested specimen for 0.3 % interstorey drift and extensive
damage for drift close to 1 %.

Keywords Nonstructural components • Seismic assessment • Shake-table test •
Internal partition • Plasterboard ceiling

7.1 Introduction

In the last years, the scientific community research effort is moving towards the
investigation of the seismic behavior of nonstructural components. Nonstructural
elements are those systems and components attached to the floors, roof and walls of
a building or industrial facility that are not part of the main load-bearing structural
system, but may also be subjected to large seismic actions (Villaverde 1997).

Studies available in bibliography (Taghavi and Miranda 2003) point out that
the damage of the nonstructural components gives the largest contribution to
the economic loss due to an earthquake. Within the nonstructural components
category, the interior construction, which the partition and ceiling systems belong
to, represents the largest source of the building cost. The economic impact is much
more severe if losses of inventory and downtime cost are considered. Moreover,
the failure of nonstructural components may also represent a threat to life safety.
A partition or infill overturning may easily result in injuries or casualties.

Nonstructural components category behavior is nowadays recognized to be a
relevant issue within the framework of Performance-Based Earthquake Engineering
(Bertero and Bertero 2002). The nonstructural components economic impact and
their extensive damages due to an earthquake require much more research effort
on the seismic performance assessment of such components. The research studies
conducted in the past few years at the Department of Structures for Engineering and
Architecture at the University of Naples Federico II tend to meet this objective.

The research is focused on the seismic qualification of plasterboard ceiling
systems and plasterboard and brick internal partitions through shake table tests. The
use of the shake table system plays an important role in the development of the
research project.

7.2 Seismic Capacity of Plasterboard Continuous
Ceiling Systems

7.2.1 Description of the Experimental Tests

Two typologies of plasterboard continuous suspended ceilings are tested: single
frame ceiling (SFC) and double frame ceiling (DFC) systems. A schematic rep-
resentation of the two used systems is shown in Fig. 7.1a, b respectively.
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primary channel secondary channelprimary channel

hanger hangerperimetral channel
a b

perimetral
channel

plasterboard

plasterboard

Fig. 7.1 Suspended plasterboard continuous ceilings: (a) single frame ceiling (SFC); (b) double
frame ceiling (DFC)

Fig. 7.2 Test frame installed
on the shake table

The seismic qualification of suspended ceilings is carried out by the earthquake
simulator system available at the laboratory of Department of Structures for
Engineering and Architecture at the University of Naples Federico II. The system
consists of two 3 m � 3 m square shake tables; only one table is used in this
experimental campaign. With the purpose of simulating the seismic effects on the
ceilings, a steel test frame is properly designed and built (Fig. 7.2). A very stiff
test frame is required in order to control the acceleration on the specimen and
to avoid shake table – test frame – ceiling system double-resonance issues. Two
U-section profiles (UPN100) are welded around the perimeter of the test frame,
at a distance of 20 and 50 cm from the roof; a 40 mm � 100 mm timber ledger
is inserted in the U-section profile in order to easily laterally restrain the ceiling
system. Indeed, the ceiling system plasterboards are connected along the perimeter
of the frame to the timber ledger. Consequently, the light mass and the large stiffness
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Fig. 7.3 Earthquake time history and spectra for a level of shaking corresponding to SDS equal to
1.50g: (a) acceleration time-history; (b) input accelerogram spectrum, RRS (bold line), upper and
lower matching limits (dashed line)

of the timber-channel profiles system represent the typical boundary conditions
of a ceiling on structural elements. The total weight of the test frame is equal to
19.2 kN.

The tested specimen is composed by three plasterboards connected one another
via stucco, both for SFC and DFC. The total dimension of the specimen is
2.20 m � 2.20 m.

Accelerometers and strain gauges are used to monitor the response of the test
frame and plasterboard ceilings in both ceiling system configurations.

A set of 5 accelerograms, used as input for the shakings, are opportunely selected
matching a target response spectrum or required response spectrum (RRS), provided
by the ICBO-AC156 code “Acceptance criteria for seismic qualification testing of
nonstructural components” (International Conference of Building Officials (ICBO)
2000).

Two artificial acceleration time histories are defined so as their response spectra,
i.e. test response spectra, envelope the target spectrum over the frequency range
from 1.3 to 33.3 Hz. The test response spectrum ordinates do not have to be
lower than 0.9 times RRS and larger than 1.3 times RRS (according to EC8
(Maddaloni et al. 2012) and AC156 rules respectively). The selection procedure
of the accelerograms is performed for a RRS corresponding to SDS D 1.50 g; the
so obtained record is then scaled to match other four levels of the target spectrum
(corresponding to SDS 0.30 g, 0.60 g, 0.90 g and 1.20 g).

The input motion for SDS D 1.50 g is shown in Fig. 7.3. Additional information
on testing specifications is present in Magliulo et al. (2012a).
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Fig. 7.4 Acceleration time histories recorded on the single frame ceiling (SFC) for the intensity
levels corresponding to SDS equal to 1.50 g

7.2.2 Description of the Experimental Tests

Using the selected drive motions, five unidirectional shaking tests are performed for
both ceiling systems (Fig. 7.4). The tested ceilings shows negligible damage at all
intensity levels (the acceleration on the ceiling ranges from 0.40 to 2.36g), resulting
in a low fragility both for single and for double frame ceilings.

An interesting comparison with a previous vulnerability study performed by
Badillo-Almaraz et al. (2006) on typical U.S. ceiling system with discrete tiles
is made. The tests were performed at the Structural Engineering and Earthquake
Simulation Laboratory (SEESL) at the University of Buffalo.

In order to make a comparison, the fragility curve for ceilings with undersized
tiles (Badillo-Almaraz et al. 2007) in terms of PFA is considered. This fragility
curve, at the acceleration equal to 1.35 g, which is the maximum acceleration
of the shaking table attained during the tests performed in Naples, gives 100 %
probability of exceeding minor and moderate damage states and 29 % probability
of exceeding major damage state. The ceilings tested in Naples, instead, show
no damage at all intensity levels of the tests, resulting in a lower fragility with
respect to the ceiling systems tested in Buffalo. Three main reasons may be the
cause of this different vulnerability: (a) the continuous nature of the tested ceiling,
that improves the seismic behavior with respect to the ceilings with tiles; (b) the
dense steel channel grid (the “primary channel” span is 500 mm and 1,000 mm for
SFC and DFC systems respectively, the “secondary channel” span is 500 mm for
DFC system), that connects one another the plasterboards in a unique horizontal
element, ensuring high in plane stiffness and strength; (c) the large number of
hangers that connects the ceiling system to the roof, ensuring an adequate out
of plane stiffness and strength, avoiding any ceiling vertical movement; (d) the
smaller dimensions of the specimen tested in Naples with respect to the specimen
tested in Buffalo (2.20 m � 2.20 m vs 4.88 m � 4.88 m), considering that very
recent studies seem to show that specimen dimensions can affect the ceiling seismic
response.
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7.3 Seismic Capacity of Plasterboard and Brick
Internal Partitions

7.3.1 Description of the Experimental Tests

In Fig. 7.5 the test setups for the two different test campaigns are shown. They
consist of: (a) a shake table simulator; (b) a 3D steel test frame, defined in Magliulo
et al. (2013), able to transfer the seismic demand to the partitions; (c) the specimen,
i.e. plasterboard partitions or hollow brick partitions.

A steel test frame is properly designed and built with the purpose of simulating
the seismic effects on the partitions. The test frame is designed so as to simulate
the behavior of a generic story of a building, in which the partitions are installed.
The geometry of the test frame is defined taking into account three requirements: (i)
realistic value of mass; (ii) realistic interstorey height h, assumed equal to 2.74 m;
(iii) realistic interstorey displacement dr, assumed equal to 0.005 h for a Damage
Limit State earthquake with 50 year return period. The final result is a 2.50 m
(X direction) � 2.00 m (Y direction) � 2.89 m (Z direction) inverted pendulum
test fixture. A reinforced concrete slab is placed on the roof of the structure. The
dynamic identification procedure on the bare test frame is described in Magliulo
et al. (2012b).

The plasterboard partition is a plain drywall partition with dimensions of 2.68 m
(height) by 2.27 m (width) with 12.5 cm thickness. It is installed between two
columns, in particular along the longest side (2.50 m) of test fixture, connected
by the perimeter U-section runners to a timber ledger covering the steel elements.

Fig. 7.5 Test setup in (a) plasterboard partition and (b) hollow brick partition tests
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Fig. 7.6 Top acceleration vs relative displacement plot for the different seismic tests in (a) X
direction (b) Y direction

Between the plasterboards and the wooden supports, a 0.8–1 cm gap is left. Such
partitions are designed in order to not interfere with the hosting structure up to
moderate level of interstorey drifts ( 0.5 %). The detailed mounting phase is included
in Magliulo et al. (2013).

The hollow brick partition specimen is doubly symmetric and presents a 150 cm
wide partition along the reference Y direction and two smaller 80 cm wide partitions
in the orthogonal direction. The partitions are 2.6 m high; the connection between
the specimen and the shake table is ensured by an “I” shape RC slab. The walls
are made with hollows bricks 250 � 250 � 80 mm connected together and plastered
with mortar (Petrone et al. 2014).

The table seismic input is similar to the one defined for the ceiling systems;
however, in this case bidirectional input motions are provided.

7.3.2 Plasterboard Partitions Test Results

In order to analyze the test frame–partition interaction, the top acceleration,
representative of the total inertia force, is plotted versus the relative displacement
for different intensity levels (Fig. 7.6).

From the hysteretic curve in X direction, i.e. partition in-plane direction, some
comments can be stated:

• the trend of the hysteretic curve is linear until a 0.5 % drift (14 mm) is reached,
denoting no interaction between the partitions and the hosting structure; the slope
of the initial linear envelope confirms the numerical model of the bare test frame;

• the contribution of the partitions is initially frictional, resulting in an increase of
damping; for displacement close to twice the clearance between the partitions
and the test frame, the energy dissipated increases due to the damage recorded
within the partitions.
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Fig. 7.7 (a) Natural frequency evaluation according to Hashemi and Mosalam (H&M) procedure
(Hashemi and Mosalam 2006) and transfer curve method (TC) for the different seismic tests; (b)
damping ratio evaluation according to Hashemi and Mosalam (H&M) procedure (Hashemi and
Mosalam 2006) and the energetic method (EM) for the different seismic tests

The hysteretic curve in Y direction, i.e. partition out of plane direction, clearly
shows that the partitions do not contribute to the lateral stiffness and strength in this
direction, since the linear slope of the hysteresis loops corresponds to the bare test
frame natural frequency.

Both bidirectional and unidirectional tests show a limited damage up to 1.08 %
drift, including:

• acrylic silicone, inserted in the separation between partition and wooden vertical
support, detachment for moderate intensity tests;

• gypsum dust fall from moderate intensity tests, with increasing intensity as the
demand increases;

• cracking of the vertical joints between plasterboards for the highest intensity
tests;

• crushing of the corners of the plasterboards for the highest intensity tests.

The natural frequency trend for the seismic tests is investigated in order to
correlate the damages to the dynamic characteristics of the setup.

The transfer function, estimated as the ratio between the top and the base acceler-
ation in the frequency domain, is applied with respect to the time histories recorded
during the different seismic tests. This method allows following the change of the
natural frequency during the tests, as shown in Fig. 7.7a. The procedure proposed
by Hashemi and Mosalam (2006), which allows evaluating the average values of
stiffness k from the dynamic equilibrium, is also implemented (Fig. 7.7a).

Assuming an exclusively viscous dissipation, the damping ratio Ÿ is proportional
to the ratio between the dissipated energy per cycle, WD (area enclosed within
each hysteresis cycle), and the elastic energy E (Chopra 1995). In Fig. 7.7b the
median values of damping coefficient are plotted for each test. The damping ratio
Ÿ is also evaluated from the procedure proposed by Hashemi e Mosalam (Hashemi
and Mosalam 2006) and plotted in Fig. 7.7b.
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Fig. 7.8 Top acceleration vs relative displacement plot for different seismic tests in (a) X direction
and (b) Y direction

The trend of both the natural frequency and the damping ratio confirms the
recorded damage. The presence of the acrylic silicone in the clearance between
the test frame and the partition lightly contributes to the lateral stiffness in the first
tests. The decrease of the frequency in tests 6 and 7 denotes the failure of the acrylic
silicone. Consequently the natural frequency tends to the bare test frame natural
frequency.

Similarly, from test 3 to test 6 an increase in the damping ratio and then
a following decrease is exhibited, essentially due to the silicone progressive
damaging. In test 6 a very high value of damping is recorded, mainly owed to two
factors: the presence of the acrylic silicone which is a material characterized by high
damping and the friction developed by the plasterboards that slide with respect to
the top runner. Once the silicone is detached, the damping ratio decreases, since the
damping due to the silicone vanishes.

7.3.3 Hollow Brick Partitions Test Results

Using the selected drive motions, five bidirectional shaking tests are performed. In
order to analyze the partition behavior and its contribution to the global behavior
of the test setup, the top acceleration, representative of the total inertia force, is
plotted versus the relative displacement for different intensity levels (Fig. 7.8).
A dotted line denotes the behavior of the bare test frame based on its natural
frequency and assuming to be in absence of damping.
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Fig. 7.9 Recorded damage after different shaking tests

From the analysis of the so-obtained hysteretic curve it can be noted that:

• a significant interaction between the partitions and the hosting structure is
exhibited during the first tests; during the fifth test, the hysteretic behaviour is
very close to the bare frame response;

• the secant stiffness, evaluated at the maximum displacement of each test,
decreases as the relative displacement increases;

Bidirectional tests show a slight damage already up to 0.35 % drift in X direction
and 0.20 % in Y direction. The damage level increases according to the shaking test
intensity and the following damages are noticed (Fig. 7.9):

• cracks along the perimeter of the specimen due to the partitions slip from the
surrounding frame for low intensity tests;

• fall of plaster and pieces of brick from the top of the specimen from moderate
intensity tests with increasing intensity as the demand increases;

• horizontal cracks, wider than 0.3 mm, in the lower part of the walls for moderate
intensity tests;
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Fig. 7.10 Test frame natural frequency evaluation according to the Transfer Curve method (TC)
and to the Hashemi and Mosalam (H&M) procedure (Hashemi and Mosalam 2006) and compared
to the bare frame natural frequency (Bare) for the different seismic tests in (a) X and (b) Y
directions; damping ratio evaluation according to the Energetic Method (EM) for the different
seismic tests in (c) X and (d) Y directions

• wide sliding cracks in mortar, crushing of mortar at the corner of the specimen
and collapse of a brick in the top of the partition for high intensity tests
(Fig. 7.9b, c);

• deep extended horizontal cracks in mortar in the lower part of the walls, that
let the part above the crack move as a rigid block with a rocking behavior
with respect to the surrounding frame for high intensity tests (Fig. 7.9d, a).
At this damage level, the specimen do not offer any resistance against lateral
displacement since it rigidly moves and rotates within the surrounding frame that
restraints it in the out of plane direction.

In the following the change of the natural frequency during the seismic tests is
investigated in order to correlate the damage to the dynamic characteristics of the
specimen, adopting the same techniques used for the tests on plasterboard partitions
(see Sect. 7.3.2). The assessment is performed in both the horizontal directions
(Fig. 7.10).

The trend of both the natural frequency and the damping ratio confirms the
recorded damage.

Natural frequency shows a great reduction during the first three tests due to the
damage suffered by the specimen during the first tests and the consequent decrease
of the lateral stiffness. Subsequently natural frequency values converge towards
the bare frame natural frequency.
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Similarly, from test 1 to test 3, in the Y direction, an increase in the damping
ratio is exhibited, essentially due to the wall progressive damaging, while in the X
direction the damping is almost constant for the different tests.

7.4 Conclusions

Nonstructural components category behavior is nowadays recognized to be a
relevant issue within the framework of Performance-Based Earthquake Engineering.
The nonstructural components economic impact and their extensive damages due
to an earthquake require much more research effort on the seismic performance
assessment of such components. The research studies conducted in the past few
years at the Department of Structures for Engineering and Architecture at the
University of Naples Federico II tend to meet this objective.

The research is focused on the seismic qualification of plasterboard ceiling
systems and plasterboard and brick internal partitions through shake table tests. The
use of the shake table system plays an important role in the development of the
research project.

The test campaign of continuous ceiling systems highlights the low fragility of
the tested specimen, primarily caused by: (a) the continuous nature of the ceiling,
(b) the dense suspension grid, and (c) the large number of hangers being used.

In order to test the internal partitions, which are mainly displacement-sensitive
components, an appropriate steel test space frame is designed. This frame simulates
the behavior of a generic floor in a structure that exhibits an interstorey drift equal
to 0.5 % for an earthquake characterized by a 50 years return period.

Extensive tests show an excellent seismic performance of the plasterboard
partition wall, characterized by innovative anti-seismic details. In fact, they show
minor damage when subjected to interstorey drifts even larger than 1 %.

The dynamic tests performed at different intensity levels on hollow brick
partitions, instead, highlight an extensive damage for moderate interstorey drift
demand that may compromise the integrity of the specimen.
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Chapter 8
Reference Quantities and Values for a Possible
Interpretation of the Data Acquired
from Monitoring System of Historical Buildings

Tomaso Trombetti, Stefano Silvestri, Giada Gasparini, Michele Palermo,
and Simonetta Baraccani

Abstract Preserving historic buildings is essential in the safeguard of the cultural
heritage of any country. The need to carry out structural analyses by means of non-
destructive methods has made structural monitoring ever more widespread in the
diagnosis and control of historic buildings. The aim of this study is to introduce
a standardized approach for the analysis of the data acquired from a monitoring
system of historic buildings. This approach is based on the definition of specific
reference quantities (extrapolated from the recorded time series) able to characterize
the main features of the structural response and the preliminary identification of
the order of magnitudes of these quantities. It is assumed that the recorded time
series can be decomposed into two components: a periodical one depending on
with the natural forces acting on the building and an unknown one related to
the variation of the state of the structure. Exploiting the properties of periodic
functions, one may identify these reference quantities, which are based on the
year and the day variability and allow to monitor the evolution of the phenomena
under observation. These reference quantities may be collected in a database and
may become fundamental for comparing the response of similar buildings. This
approach has been applied to the data obtained from the monitoring systems of two
important Italian monuments: the Cathedral of Modena and the “Two Towers” of
Bologna.
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8.1 Introduction

In recent years, structural monitoring has acquired an ever increasing importance in
the diagnosis and control of buildings, in particular for historical buildings.

The main objective leading to the installation of a monitoring system is the
evaluation of the building “structural health”. The engineering discipline dealing
with this topic is called “Structural Health Monitoring” (SHM) (Sohn et al. 2004).

Data acquired from a SHM system may be considered reliable only if related to a
“sufficiently long” time period, provided that their are highly correlated to external
factors, such as temperature, wind and others, which significantly vary over the
seasons.

The data acquired from SHM systems may be used to detect potential criticalities
and/or incoming structural “damages”. The evolution of damages can be slow as a
consequence of thermal stresses, fatigue, corrosion, subsidence phenomena or fast
as it happens as consequence of extreme events such as earthquakes, hurricanes and
explosions. Therefore, structural monitoring may represent a valid tool for a non-
destructive assessment of the structural health of the building.

The SHM system is composed of several devices that permit to monitor the time
evolution of parameters concerning the structural behavior of buildings – like the
strain and stress state of structural elements, the development of specific existing
cracks, the inclination in specific critical points of the structure : : : .

The amount of data acquired need to be analyzed in order to gather some useful
information on the condition of the building under observation. Analyses carried out
on these data can have multiple purposes.

The present paper is aimed at introducing a standardized approach for the SHM
data analysis with specific reference to historical buildings.

The approach is applied to two important Italian monuments: the Cathedral of
Modena and the “Two Towers” of Bologna.

8.2 The Approach for the Data Analysis

Theoretically speaking, once a certain structure can be idealized by a reliable
mathematical model, the evaluation of its structural response under a given set
of actions could be straightforward. However, in most cases, and in particular
with reference to historical buildings, the assesment of the structural behaviour,
and therefore its idealization (the structural model), may be characterized by high
uncertainties.

As a consequence, the direct approach consisting in computing the response
of the structure by means of a mathematical model cannot be feasible. In these
cases, SHM may provide information on the evolution of the structural response. A
simplified standardized approach is presented hereafter for the interpretation of the
monitored data.
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8.2.1 The Objective

The approach that is here proposed for the analysis of SHM data is aimed at:

1. introducing reference quantities based on the identification of the main physical
components characterizing the recorded data;

2. providing order of magnitudes of these physical quantities.

Then the approach is applied to two different structural typologies such as a
Romanesque cathedral and two medieval masonry towers.

8.2.2 The Main Components of the Recorded Data

SHM systems return discrete time series which can be generally referred to as
x(t), where x represents the monitored parameter (e.g. displacement, strain, angle
inclination, crack width, temperature, : : : ) and t represents a specific instant of time.
Each time series can be seen as a function of two main factors:

x .t/ D f ŒF .t/ ;S .t/� (8.1a)

where F(t) are the (time-dependent) forces acting on the structure, and S(t)
represent the time evolution of the “state” of the structure, i.e. the condition of the
structure due to its geometrical configuration, the materials mechanical properties,
its boundary conditions, etc. The state of the structure can be stationary or variable
with time. The variation of the state may be due to different factors such as material
degradation, incoming coactive states, soil-structure interaction, etc.

The actions F(t) on the building can be classified into three main groups:

• Dead loads D(t): the permanent forces acting on a structure such as the self-
weight of the structure;

• Live loads L(t): the non-permanent forces acting on the structure. In detail,
these encompass the forces that depend on the weather effects, which are herein
referred to as natural forces, N(t), such as wind, temperature, precipitations, etc.

• Accidental loads A(t): the forces depending on rare events, such as earthquakes,
hurricanes, explosions, etc.;

Thus:

F .t/ D D .t/C L .t/C A .t/ (8.1b)

The state of the structure may be seen as:

S ..t// D S ..t0//C�S ..t0; t// D S0 C�S ..t0; t// (8.2)
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where

• S0 is the state of the structure at time t0, which is assumed as known;
• �S(t0,t) represents the variation of the state over the time. If �S(t0,t) D 0 and

S(t) D S(t0), then the state is stationary. On the contrary, if �S(t0,t) differs from
zero, then it clearly indicates a variation in the state.

8.2.3 The Assumptions

If the dead and live loads are within their usual ranges, it is expected that: (i)
the state of the structure will not substantially change, (ii) the recorded data may
be characterized by predominant periodical components due to seasonal and daily
temperature excursions.

In the absence of rare events inducing accidental actions A(t) D 0, and assuming
that the live loads are predominately due to the natural forces L(t) D N(t), F(t) can
be expressed as the sum of the two components D(t) and N(t). Moreover, assuming
that the dead loads may be taken as constant, D .t/ D D, Eq. 8.1b can be specified
as follows:

F ..t// D D C N .t/ (8.3)

Substituting Eqs. 8.1b, 8.2 and 8.3 in Eq. 8.1a leads to:

x .t/ D f
�
D;N .t/ ;S0;�S .t0; t/

�
(8.4)

The natural forces are assumed to be periodic functions with two fundamental
contributions:

N .t/ D N1 .T1; t/C N2 ..T2; t// (8.5)

a contribution N1 with period T1 equal to 365 days (due to the revolution of the earth
round the sun) leading to the annual oscillations and a contribution N2 with a period
T2 equal to 1 day (relative to the earth rotation around its axis) leading to the daily
oscillations. The actions on the structure due to the earth motion of revolution are
considered periodic functions with constant amplitude. The actions on the structure
due to the Earth rotation are considered periodic functions with variable amplitude
depending on the season.

Based on the above considerations, it is assumed that the time series x(t) are made
of two components:

x .t/ D x1 .t/C x2 .t/ (8.6)
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Table 8.1 The reference quantities for the analysis of the recorded data

Reference quantity Definition

Daily amplitude ıday, j D [max x(ti) � min x(ti)] D � 8ti 2day j

Mean daily value �day;j D 1
nj

njX

iD1

X .ti / D m 8ti 2day j

Annual amplitude ıyear, j D [max x(ti) � min x(ti)] D† 8ti 2year j

Mean annual value �year; j D 1
nj

niX

iD1

X .ti / D M 8ti 2year j

Daily residual on ¢ r•day, j(k � 1) D •day, jjyear k � •day, jjyear l D r¢
Daily residual on m r�day, j(k � 1) D�day, jjyear k ��day, jjyear l D rm

Annual residual on † r•year, j(k � 1) D •year, jjyear k � •year, jjyear l D R†
Annual residual on M r�year, j(k � 1) D�year, jjyear k ��year, jjyear l D RM

Drop 4

x1(t) is the periodic component of x(t) depending on N(t) and D actions; x2(t)
is the component of x(t) depending on the state S(t). The component x2(t) could
have some periodicity whose characterization generally requires several years of
monitoring.

8.2.4 Analysis of the Data

Based on the assumed functional form of the recorded time series x(t), the data
analysis is conducted introducing the quantities summarized in Table 8.1.

With reference to the j-th generic day, the quantities of interest are the daily
amplitude and the mean daily value. With reference to the j-th year, the quantities
of interest are the annual amplitude and mean annual value. It is also of interest
to compute the daily residuals at the j-th day of the amplitude (r•day,j(K � 1)) and
of the mean value between two consecutive years k and l (r�day,j(K � 1)). These
quantities are useful to obtain information on the evolution of the state S(t). Also, the
annual residual of the amplitude (r•year,j(K � 1)) and of the mean value(r�year,j(K � 1))
contribute to the knowledge of the evolution of the state S(t).

As illustrative example, a time series x(t) simulating generic data from a SHM
system has been generated and displayed in Fig. 8.1. For the sake of clearness,
Fig. 8.2 illustrates some reference quantities: daily amplitude (¢), mean daily value
(m), annual amplitude (†), mean annual value (M), and daily residual of the mean
daily value (rm).

From the graph of the residual (i.e. Fig. 8.2c), it is possible to evaluate:

• linear regression of r¢ and rm (trend of the residuals)
• cumulative of the residuals (stability of the measured event).
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Fig. 8.1 Time series x(t)

Fig. 8.2 (a) Daily amplitude and mean daily value, (b) annual amplitude and mean annual value,
(c) daily residual of the mean daily value
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In addition to the above described quantities, also sudden drops (�) may be
present in the recorded time series x(t). These sudden drops may be related
either to an instrument malfunctioning, to external factors or to accidental events
(earthquakes, hurricanes, : : : ).

The introduction of the reference quantities summarized in Table 8.1 can be
useful in order to collect data in a systematic way and to compare them with those of
similar buildings. In the following sections, some selected data from SHM related
to two important Italian monuments systems are analyzed and preliminary reference
values are obtained for the defined quantities.

8.3 Applicative Examples

8.3.1 The Cathedral of Modena

The Cathedral of Modena, whose construction took place between 1099 and 1184
through the instrument of architect Lanfranco, is one of the most important examples
of the Romanesque art in Italy (Fig. 8.3). In 1997 it has been declared “UNESCO
Cultural Heritage” site.

The Cathedral has a basilica plan with three naves culminating in three apses.
The cathedral is connected to the contiguous Ghirlandina Tower (a tower of about
86 m height) through two masonry arches. During the centuries the monument
experienced various interventions and transformations (Armandi 1984; Sandonni
1983). Recently, a conservation project which is still under development has been
planned with the purpose of strengthening the main walls, the vaults and of
providing the structure with a box behavior. In the context of this retrofit project
a SHM system was also installed.

Fig. 8.3 The Cathedral of Modena
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Fig. 8.4 Location of the sensors

8.3.1.1 The Monitoring System

The monitoring system allows to monitor the main cracks across the walls and
vaults, the relative displacements between the cathedral and the tower, the incli-
nation of the external longitudinal walls, the foundation settlements, the water
table level and the temperature. Most of the instruments were installed in 2003,
while others (such as the inclinometers) were installed in 2010. Data are acquired
at time intervals of 30 min. Figure 8.4 shows the location of the sensors. The
symbols indicate: D: deformometer, E: extensimeter, MGB: biaxial joint meter,
MGT: triaxial joint meter, FP: inclinometer, T: thermometer.

8.3.1.2 The Data Obtained from the SHM

The values of the reference quantities defined in Sect. 8.2 are reported in Table 8.2.
Each value refers to a single specific device except for the biaxial joint meter whose
value is obtained computing the average of all instruments of that type.

As illustrative example, a more detailed data analysis following the approach
introduced in the previous section is conducted with reference to the biaxial joint
meter MGB1 placed on a crack on the south longitudinal wall (Figs. 8.5, 8.6, 8.7
and 8.8).

Figure 8.5a displays the complete time series over years 2004–2012. With the
exception of few spikes, this series clearly shows the daily and annual periodicity
with an almost constant average value, thus not showing a significant evolution
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Table 8.2 Reference values for each type instrumental

Device ¢ [mm] † [mm] rm [mm] RM [mm]

Deformometers 0.02 0.70 0.10 0.30
Extensimeter E4 0.16 4.7 �0.25 �1.55

E5 0.02 1.05 �0.07 �0.04
Biaxial joint meters Comp.X 0.02 0.35 �0.012 �0.03

Comp.Y 0.006 0.10 �0.005 �0.01
Triaxial joint meters MGT1 Comp.X 0.03 0.60 0.02 0.04

Comp.Y 0.01 0.15 �0.004 �0.006
Comp.Z 0.01 0.20 0.014 0.020

MGT2 Comp.X 0.026 0.70 0.034 �0.11
Comp.Y 0.010 0.50 0.013 0.011
Comp.Z 0.006 0.22 �0.06 �0.08

Inclinometer FP1 Comp.X 0.007 1.5 �0.37 �0.70
Comp.Y 0.008 0.84 �0.50 �1.0

FP2 Comp.X 0.012 0.90 �0.58 �1.10
Comp.Y 0.008 0.30 �0.16 �0.31

Fig. 8.5 (a) Overall trend MGB1-X, (b) reconstructed signal with only the harmonics correspond-
ing to T1 D 365 day, T2 D 1 day, and signal less harmonics corresponding to T1 and T2

of the state S(t). A more in depth inspection of the time series is provided by the
Fig. 8.5b which provides the two main components of the signal x1 and x2. For this
specific case, the periodic contribution is essentially given by the harmonic with
period T1 D 365 days, whilst the amplitude of the harmonic T2 D 1 day is order of
magnitudes lower. Also, the signal component x2 is characterized by a significant
periodicity whose fundamental harmonic has a period T of 300 days.

Figure 8.6a displays the daily amplitude (¢ about 1/100 mm) and the mean daily
value related to a generic day. Figure 8.6b represents the annual amplitude († about
1/10 mm) and the mean annual value related to year 2006. Note that the ratio ¢/†
seems to be equal to 1/10.
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Fig. 8.6 (a) Daily amplitude and middle value, (b) annual amplitude and middle value

Fig. 8.7 (a) Trend in the year of daily amplitude and middle value, (b) daily residual on m and
linear regression line

Figure 8.7a plots the daily amplitude (¢) and the daily mean value (m) over the
entire observation period (9 years). It can be noted that m oscillates around an almost
constant value, indicating a stable behavior of the monitored crack (no evolution
in time), whilst ¢ , despite isolated spikes, is small and bounded within 0.02 mm.
Figure 8.7b plots the daily residual of the mean daily value rm. These graphs further
confirm that no significant evolution of the state S(t) is observed: the trend regression
line is practically horizontal.

Figure 8.8a, b represents the histograms of the annual residuals R† and RM, and
their cumulative curves. The cumulative curves indicate a quite stable behavior, with
compensations along the years (except for year 2012 in R†).



8 Reference Quantities and Values for a Possible Interpretation of the Data. . . 121

Fig. 8.8 (a) Annual residual on
P

and cumulative curve, (b) annual residual on M and cumulative
curve

Fig. 8.9 The Asinelli and
Garisenda Towers of Bologna

8.3.2 The Asinelli and Garisenda Towers of Bologna

The city of Bologna preserves traces of past civilizations and the mark of medieval
splendor. During the twelfth and thirteenth centuries, a large number of towers were
erected by the richest families (Costa 2011). Among these, the towers of Garisenda
and Asinelli, both pending, arose as a symbol of the city (Fig. 8.9).

The Garisenda, the oldest of the two, can be dated around the last two decades of
the eleventh century. During the construction phases the foundation soil underwent
subsidence phenomena which caused a consistent tilt of the tower (Ceccoli et al.
2001). The Tower is 48 m high and has a slope of 3.22 m towards North-East.
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Fig. 8.10 (a) Monitoring system of Garisenda Tower, (b) monitoring system of Asinelli tower

The Asinelli tower was most probably completed in 1119 reaching an height of
almost 100 m thanks to the introduction of advanced construction methods for the
time (Cavani 1912). During the Second World War, the Asinelli Tower was used as
a watchtower. It tilts toward West of 2.23 m.

8.3.2.1 The Monitoring System

Several strengthening interventions were performed in the last decade (1998–2008)
on both towers. After the end of the works, at the beginning of year 2011, a
monitoring system was installed in both the Towers in order to monitor the opening
of the main cracks, the variation of the stress level of the steel ties, the masonry
compression at critical locations, the variation in the inclination of the Towers, and
the trend of meaningful environmental parameters (temperature, wind direction and
wind speed). Figure 8.10 shows the location of the sensors installed into the Two
Towers. The symbols indicate: G: Garisenda, A: Asinelli, FN: North front, FS: South
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Table 8.3 Reference values for each typology instrumental installed in the Asinelli tower

Asinelli tower

Device ¢ † rm RM

Long base deformometer 0.02 [mm] 0.26 [mm] 0.04 [mm] 0.005 [mm]
Deformometer 0.009 [mm] 0.09 [mm] 0.01 [mm] 0.009 [mm]
Extensimeter 46 [�©] 173 [�©] �4.6 [�©] �1.9 [�©]
Laser displacement sensor 0.013 [m] 0.053 [m] �0.068 [m] �0.068 [m]
Inclinometer Comp.X 0.009 [ı] 0.09 [ı] 0.007 [ı] 0.006 [ı]

Comp.Y 0.008 [ı] 0.15 [ı] 0.016 [ı] 0.028 [ı]

Table 8.4 Reference values for each typology instrumental installed in the Garisenda tower

Garisenda tower

Device ¢ † rm RM

Long base deformometer 0.06 [mm] 0.45 [mm] �0.02 [mm] �0.03 [mm]
Deformometer 0.01 [mm] 0.08 [mm] 0.02 [mm] 0.02 [mm]
Extensimeter 22 [�©] 90 [�©] �11 [�©] �11 [�©]
Laser displacement sensor 0.010 [m] 0.044 [m] 0.008 [m] 0.005 [m]
Inclinometer Comp.X 0.006 [ı] 0.06 [ı] 0.003 [ı] 0.003 [ı]

Comp.Y 0.007 [ı] 0.06 [ı] 0.003 [ı] 0.003 [ı]

front, FE: East front, FO: West front, E: extensimeter, D: deformometer, F: long
base deformometer, I: Inclinometer, L: laser displacement sensor, T: thermometer,
V: gonioanemometer sensor.

8.3.2.2 The Data Obtained from the SHM

The values of the reference quantities defined in Sect. 8.2 are reported in Tables 8.3
and 8.4. Each value is related to a device typology and is obtained computing the
average over all instruments of that type.

As illustrative example, a more detailed data analysis following the approach here
introduced is conducted with reference of the deformometer A-FS-F1, installed at
the south-west corner base of the Asinelli tower measuring the horizontal masonry
deformation (displacement between two points).

Figure 8.11a shows the complete time series. No data are recorded from July
to August due to an interruption of the system. Data oscillates around an almost
constant average value, thus not showing a significant evolution of the state S(t).
Figure 8.11b shows the two main components of the signal x1 and x2. For this
specific case, the periodic contribution is essentially given by the harmonic with
period T1 D 365 days, whilst the amplitude of the harmonic with period T2 D 1 day
is order of magnitudes lower. Component x2 oscillates with a not clear periodicity
and is characterized by a small amplitude.
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Fig. 8.11 (a) Overall trend F1, (b) reconstructed signal with only the harmonics corresponding to
T1 D 365 day, T2 D 1 day, and signal less harmonics corresponding to T1 and T2

Fig. 8.12 (a) Daily amplitude and middle value, (b) annual amplitude and middle value

Figure 8.12a displays the daily amplitude (¢ about 0.5/100 mm) and the mean
daily value related to a generic day. Figure 8.12b represents the annual amplitude
(† about 1.2/10 mm) and the mean annual value related to year 2011. It can be
noted that the daily amplitude is around 4 
 5 % of the annual amplitude. Note that
the ratio ¢/† seems to be roughly equal to 1/10.

Figure 8.13a plots the daily amplitude (¢) and the daily mean value (m) over the
entire observation period (2 years). It can be noted that the daily amplitude ¢ is quite
variable and no clear trend is observed: most values (except for isolated spikes) are
between 0.002 and 0.005 mm. Figure 8.13b plots the daily residual of the mean
daily value rm. An increasing trend is observed. The trend should be related with
the temperature. Nonetheless, in order to give a more reliable interpretation of the
observed trends, a more extended observation period appears necessary.
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Fig. 8.13 (a) Trend in the year of daily amplitude and middle value. (b) Daily residual on m and
linear regression line

8.4 Conclusions

This paper presents a simple approach for a standardized analysis of the data
recorded by a Structural Health Monitoring system installed in an historical
building. It is assumed that the recorded time series may be decomposed into two
fundamental components: the first one related with the natural actions and character-
ized, in absence of extreme events (such as explosion earthquake, hurricanes, : : : ),
by a substantial periodic behavior, the second one related to the other factors such as
the evolution of the state of the structure due to material degradation, soil settlements
and others.

The main objective is to introduce significant reference quantities from the
analysis of recorded data in order to detect possible anomalies from the usual
structural behavior. This information may be collected in a database and adopted
as reference quantities for the analyses of data of similar buildings in order to
have reference values leading to a more sound interpretation of the SHM data. The
approach has been applied to the analysis of the data as obtained from the SHM
systems of two important monuments: the Cathedral of Modena and the Two Towers
of Bologna.

Based on the data recorded by the two SHM systems, the following reference
values for deformometers monitoring the amplitudes of existing cracks are obtained:
values of the daily amplitude ¢ about 0.2 
 1/100 mm and values of the annual
amplitude † about 1 
 1.2/10 mm. These values may represent a preliminary
indication of possible typical orders of magnitudes for such historical masonry
buildings. Also, the ratio ¢/† seems to be roughly equal to 1/10.

Acknowledgments This paper was inspired by an informal conversation between Prof. Andrei
Reinhorn and two of the authors (Stefano Silvestri and Michele Palermo) during lunchtime in
the sixth European Workshop on the Seismic Behaviour of Irregular and Complex Structures
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(6EWICS), Haifa, Israel, September 2011. In that occasion, Prof. Reinhorn praised Italy for
its cultural heritage and underlined the importance of taking care of such unique monumental
buildings, also by adopting controlling and monitoring systems.
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Chapter 9
A Versatile Hybrid Testing System and Its
Application in Developing Hybrid Simulation
Methods for NEESR Projects

Xiaoyun Shao, Adam Mueller, Chelsea Griffith, and Griffin Enyart

Abstract Hybrid simulation method in earthquake engineering, which combines
physical testing and numerical simulation, was developed to evaluate seismic perfor-
mance of civil structural systems. Thus, instead of constructing a full sized structural
specimen, hybrid simulation allows researchers to build a complex experimental
substructure tested experimentally while the relatively simple part of the structure is
numerically simulated to economically obtain the full structural responses. Recently
a versatile hybrid testing system was built at the Laboratory of Earthquake and
Structural Simulation (LESS) at Western Michigan University. The major equip-
ment consists of a seismic simulator (often called shake table), an actuator/reaction
system and an advanced hybrid testing controller. Such testing system is capable
of conducting various hybrid simulation experiments such as displacement-based
pseudodynamic substructure testing as well as force-based real time dynamic hybrid
testing. The benchmark scale testing system at LESS is particularly suitable for
development of hybrid simulation techniques and earthquake engineering education
and outreach activities. The development of this testing system including both
hardware and software integration is presented. Example hybrid simulation methods
that can be conducted using the developed testing system as well as its applications
in the hybrid simulation method development of two NEESR projects are discussed.
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9.1 Introduction

To achieve safe and economical structural design under severe earthquake shaking,
earthquake engineering studies structural performance when subject to seismic
loading. Though numerical simulation has been continuously advancing in the
last 30 years, experimental investigation remains indispensable. It provides crucial
information of structural seismic behavior and provides data used to calibrate
computer models in numerical simulation. More recently, hybrid simulation was
proposed and developed as an economic alternative experimental method that
combines numerical simulation and physical testing. Part of the structure, called
experimental substructure, is physically loaded using hydraulic equipment, such as
shake tables and/or actuators/reaction wall, while the rest of the structure, named
numerical substructure, is numerically simulated using an analytical model. During
a hybrid simulation, the numerical simulation and the physical experimentation are
executed in parallel with designated data transferred in between through a step-by-
step manner. With advancing of time steps, the response of the whole structural
system subjected to a seismic excitation would be obtained at the end of a hybrid
simulation.

A versatile benchmark scale hybrid testing system was designed and constructed
in the Laboratory of Earthquake and Structural Simulation (LESS) at Western
Michigan University. The major equipment consists of a uniaxial shake table,
an actuator/reaction system and a real-time hybrid testing controller. The main
objective of building such a testing system is to facilitate efficient and economical
development of hybrid testing techniques through a flexible and versatile testing
system, with both hardware and software integrated. Several common testing
methods, including quasi-static testing (QST), shake table testing (STT), effective
force testing (EFT), pseudodynamic (PSD) testing and real-time dynamic hybrid
simulation (RTDHS) can be performed using the developed hybrid testing system.

This paper first describes the testing system development including hardware
and software integrations. Then four examples of hybrid simulation that can be
conducted using the developed testing system are presented followed by discussions
of its application to two US National Science Foundation funded Network for
Earthquake Engineering Simulation Research (NEESR) projects to develop their
respective hybrid simulation methods.

9.2 Hybrid Testing System

To provide an efficient, flexible and economic testing platform that can be used
in continuous improvement of various hybrid simulation techniques, a versatile
hybrid testing system was developed. The major components of the testing system
with their respective specifications are listed in Table 9.1. Figure 9.1 schematically
illustrates these components and their connections to form the hybrid testing system,
which are described in detail in this section.
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Fig. 9.1 Schematic diagram of the hybrid testing system (Reproduced from Shao and Enyart
(2012))

9.2.1 Testing System Hardware Integration

Various types of cables were used to connect the hardware components, including
the sensors as shown in Fig. 9.1. The connections between the hydraulic controller,
two actuators (i.e. the Table actuator and the Structure actuator) and the hydraulic
power supply (HPS) are provided by the manufacturer of the equipment as shown
in red arrows. The hydraulic controller sends command signals to the servo-
valve and receives feedback from the embedded LVDTs and load cells within the
actuators. The HPS can be turned on/off by the hydraulic controller through the
cable connection. With these connections, the hydraulic hardware components form
an internal closed loop hydraulic control that is conventionally utilized in structural
experiments to apply a predefined loading history to the test specimen (i.e. quasi-
static testing and shake table testing). These experiments are considered open-loop
tests during which no feedback from the test specimen is necessary to determine
actuators’ commands.

On the other hand, during a hybrid simulation, an online numerical computation is
necessary to generate the loading commands of the actuators based on the feedback
from the test specimen and/or actuators. The numerical computation is conducted
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Fig. 9.2 External BNC connections

in the real-time controller and the feedback is collected using both the general DAQ
system and the DAQ embedded in the hydraulic controller. Therefore, a general
DAQ connection (green arrows) and an external hybrid testing connection (blue
arrows) were created for hybrid simulation purposes. The general DAQ connection
is a standard one way connection that transfers measured structural responses from
the sensors (i.e. LVDTs and accelerometers) to the general DAQ system. Utilizing a
single chassis (i.e. NI-PXI 1050) housing both the real-time processor and the DAQ
system, the structural response data is immediately available for the hybrid testing
controller once they are collected from the sensors.

The external hybrid testing connection connects the hydraulic controller, the real-
time controller, and the hybrid testing controller as shown in Fig. 9.1. The two
actuators’ positions and forces are fed back to the general DAQ system through the
standard Bayonet Neill–Concelman (BNC) connectors (see Fig. 9.2). Along with
the four actuators’ feedback signals, two monitor signals (Monitor A and B) are
available for parallel real-time simulation that can be used to check any critical point
within the hydraulic control loop. In the opposite direction, two external command
signals can be sent to the hydraulic controller from the real-time processor. These
two external commands are used to control the table actuator and the structure
actuator respectively during hybrid simulations. The BNC connections shown in
Fig. 9.2 are essential for hybrid simulation since they enable data transfer between
physical experiments conducted using the hydraulic equipment and numerical
simulation running in the real-time processor. The connection between the real-time
controller and the hybrid testing controller is realized through an internet (Ethernet)
cable (blue dashed arrow). A hybrid testing model defining a numerical simulation,
and/or a control algorithm developed in Matlab/Simulink, is deployed (downloaded)
through this connection to the real-time controller prior to testing, using a software
named NI Veristand that will be discussed next.
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9.2.2 Software Integration

To perform various hybrid simulations, the hybrid testing system was designed to
connect the numerical simulation and the physical tests by sending interface loading
commands between the substructures to the hydraulic controller, which further
drives actuators to impose this interface loading to the experimental substructure.
Meanwhile required sensor data is fed back to the hybrid testing model to calculate
the next step’s structural response and/or actuator’s commands.

The hybrid testing controller runs two software programs. Matlab/Simulink is
used to develop the hybrid testing model. The hybrid testing model can be a
numerical substructure simulation utilizing specimen’s response and defining the
interface loadings, or it can be an advanced control compensation algorithm that
uses actuators’ feedback and generates compensated driving commands. This hybrid
testing model is then deployed using NI Veristand to the real-time controller that
will be running the model in real-time during a hybrid simulation. NI Veristand
is a testing software tool that allows developing control systems and performing
real-time testing using hardware input/output and numerical simulation models. The
user interface of the hydraulic controller software has a function to receive external
command from the real-time controller while setting the internal command to zero.
This function is activated during a hybrid simulation.

To facilitate fast model development in Simulink, a software platform was created
as shown in Fig. 9.3 which integrates all the currently available input and output.
The input to the hybrid testing model consists of structural response data (i.e.
displacement/acceleration responses) collected by the general DAQ system and
actuators’ response data obtained from the embedded actuators’ sensors. All of
these feedback data are available for numerical simulation and control algorithm
programmed in the hybrid testing model (the middle box). The output on the right
has two parts. In addition to command signals of the actuators to apply interface
loadings, general output from the numerical substructure model can be recorded
and output as data files that can be combined with the physical testing results for
complete structural response analysis after each test.

9.3 Examples of Hybrid Simulation

The versatility of the developed hybrid testing system allows several different hybrid
simulations to be conducted simply by changing the configuration of the testing
system and developing a corresponding hybrid testing model. Examples of hybrid
simulation that the developed system is capable of include: pseudodynamic (PSD)
simulation with or without substructure, shake table substructure testing, effective
force substructure testing and real-time dynamic substructure simulation. In this
section, four hybrid simulation examples are discussed using a three story shear
frame as the prototype structure. Detailed formula discussion of these examples can
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Fig. 9.3 Hybrid testing controller model

be found in Shao and Enyart (2012). Figure 9.4 shows the schematic diagrams of
these examples. Please note that the developed testing system is also capable of
conducting conventional open-loop tests as mentioned in Sect. 9.2.1.

9.3.1 Pseudodynamic Hybrid Simulation

In this example, the experimental substructure is the first story installed with base
isolation. The mass and damping terms of this first story are modeled numerically,
while the resisting force is captured experimentally to accurately consider the base
isolated nonlinear response in the hybrid simulation. The numerical substructure
is the top two stories which are assumed to be linear. To obtain the full response
contributed from both substructures, the hybrid testing controller will perform two
tasks. One is to solve the numerical substructural responses (top two stories) based
on the physical response (first story). The other task is to solve the displacement
response of the experimental substructure (first story) based on the measured
restoring force from the physical testing. To perform this test, the structure actuator
mounted on the reaction frame is used to load the experimental substructure with
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Fig. 9.4 Hybrid simulation examples: (a) PSD hybrid simulation, (b) Shake table substructure
testing, (c) Real-time dynamic substructure simulation (Reproduced from Shao and Enyart (2012))
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the first story simulated displacement response, while the resulting resisting force
and structural responses are fed back to the hybrid testing controller to calculate the
next step’s displacement command (see Fig. 9.4a). The shake table is not used in
this example but serves as a fixed base for the installation of the specimen.

9.3.2 Shake Table Substructure Testing

In a shake table substructure test, the experimental substructure is the third
story installed with additional dampers for structural response mitigation, while
the numerical substructure is the bottom two stories. Therefore, the third story
experimental substructural specimen consists of physical mass, internal damping,
stiffness and the supplemental viscous damping. The hybrid testing model solves the
numerical responses (bottom two stories) due to the ground seismic excitation and
the interface force based on the measured response of the third story. Meanwhile,
the displacement response of the second story is applied by the shake table as the
interface base motion to the top experimental substructure. Only the table actuator
will be utilized in this hybrid simulation example as shown in Fig. 9.4b.

9.3.3 Effective Force Substructure Testing

The same substructural configuration as the first example utilizing only the structure
actuator can also be used in an effective force substructure test with the developed
hybrid testing system. The hybrid testing model computes the total force, i.e. the
effective earthquake force plus the interface force, based on the measured and the
simulated responses. This total force is then applied by the actuator to the physical
specimen at its story level. A force control scheme for hydraulic actuators, such
as the one proposed by Sivaselvan et al. (2008), is required herein to convert a
generally displacement controlled actuator to a force controlled actuator. Similar
to other hybrid simulations, the responses of the experimental substructure are fed
back to the hybrid testing model to solve the numerical responses so that the whole
structural responses will be obtained at the end of the test.

9.3.4 Real-Time Dynamic Hybrid Simulation

In real-time dynamic hybrid simulation (Shao and Reinhorn 2011), the experimental
substructure is the second story which is loaded using both the shake table and
the force controlled structure actuator from the bottom and top respectively (see
Fig. 9.4c). The hybrid testing controller solves the numerical responses of the first
and the third stories and utilizes them to calculate the top interface force and the base
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interface motion. The interface force is applied by the structure actuator while the
shake table imposes the base motion so that the measured responses of the second
story experimental substructure are equivalent to the responses that would occur if
it were part of the whole structure.

9.4 Application to NEESR Projects

The developed versatile hybrid testing system has been utilized in the develop-
ment of hybrid simulation methods in two NEESR projects, namely NEES-Soft:
Seismic Risk Reduction for Soft-Story Woodframe Buildings and Near-Collapse
Performance of Existing Reinforced Concrete Frame buildings. These two projects
are referred to as NEES-Soft and NEES-RCCollapse hereafter.

9.4.1 NEES-Soft Project Overview

As early as 1970, the structural engineering and building safety community recog-
nized that a large number of multi-story woodframe buildings designed with the first
floor used either for parking or commercial space were built with readily identifiable
structural system deficiencies, referred to as a “soft story”. Thus, many older multi-
story woodframe buildings (built prior to 1970s) are susceptible to collapse at the
first story during earthquakes. The NEES-Soft project is a collaboration among
Colorado State University (CSU), Clemson University (CU), Western Michigan
University (WMU), Rensselaer Polytechnic Institute (RPI) and California State
Polytechnic University, Pomona that aims to address the aforementioned structural
system deficiencies with two main objectives: (1) to design and experimentally
validate performance based seismic retrofit options for soft story woodframe build-
ings; and (2) to provide a fundamental understanding of the collapse mechanisms
in woodframe buildings through hybrid simulation techniques. Retrofits have been
designed and numerically modeled using a performance based seismic design
approach developed by Bahmani and van de Lindt at CSU (2012) and utilizing
energy dissipation devices proposed by Tian and Symans at RPI (2012). Numerical
models of 3-D collapse mechanisms are being developed at CU (Pang and Ziaei
2012). Hybrid simulations are conducted to study multiple seismic retrofit options
using the NEES facility at University at Buffalo (NEES@UB) as the most economic
and efficient method. The development of the hybrid simulation controller is led by
WMU (Griffith 2013).

The NEES-soft project adopts a displacement-based slow pseudodynamic (PSD)
hybrid simulation method during which the inertia and damping effects of the whole
structure and the hysteresis response of the numerical substructure are simulated
computationally, while the restoring force of the experimental substructure is fed
back to the numerical simulation to determine displacements through a step-by-step
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Fig. 9.5 Road map of hybrid simulation method development in the NEES-Soft project

integration. The challenges associated with the UB large scale hybrid simulation
are two-fold. One is that a real-time hybrid testing system (Shao 2007) would
be used for the slow hybrid simulation purpose. Another challenge is that the
NEES@UB facility is fully scheduled with research projects allowing a very
limited onsite period for hybrid simulation controller development. To address
these two challenges, a roadmap for NEES-Soft project hybrid simulation controller
development was proposed as illustrated in Fig. 9.5. Benchmark scale and full
scale PSD hybrid simulations were conducted at LESS of WMU and the Structural
Engineering Laboratory at The University of Alabama (UA) respectively (see
Fig. 9.5) using single actuator test setup. The experiences gained in these two tests
were therefore utilized in the development of the full-scale UB hybrid simulation
controller that commands four actuators. This section discusses the development
work along the roadmap.

9.4.1.1 Benchmark Scale Pseudodynamic Hybrid Simulation at WMU

The NEES-Soft hybrid simulation controller development took place at WMU
using the developed hybrid testing system discussed above. The test specimen was
a small-scale steel cantilever column designed and fabricated for the controller
development purpose. Through the easily replaced nonlinear structural coupons, this
specimen provided predictable resistance for the numerical model which is desirable
in the development and verification phases of the hybrid simulation controller. The
test specimen and a schematic diagram of the hybrid testing system used in this
controller development phase are shown in Fig. 9.6.
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Fig. 9.6 Small scale WMU specimen and the LESS hybrid testing system
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Fig. 9.7 Flowchart of step/hold controller and experimental results

The hybrid simulation model was created in the Matlab/Simulink template shown
in Fig. 9.3, which consisted of the numerical model of the test structure, the integra-
tion algorithm solving the dynamic response and the hydraulic compensations for
inherent actuator delay and its command tracking errors. The slow hybrid simulation
controller developed at this phase adopted a step/hold loading pattern (see Fig. 9.7)
using double triggered functions. The first trigger was used to slow down the hybrid
simulation at any desired loading rate “slow”. When the simulation step j reached
the predefined Td value, the controller would trigger the next step integration. The
second trigger function triggered the force measurement reading (when j reaches
Tf ) to ensure the measured force used in the next integration step correspond to
the target displacement of the previous step at which the actuator has reached.
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Fig. 9.8 Comparison of hybrid simulation results (experimental) with analytical results

The agreement between the analytical and the experimental responses is shown
in Fig. 9.8 demonstrating that the developed controller was capable of providing
reliable hybrid simulation results.

9.4.1.2 Full Scale Hybrid Simulation at UA

To implement the WMU developed hybrid simulation controller in the Structural
Engineering Laboratory at UA and eventually at the NEES@UB facility, a complete
study on the equipment available at UA and UB was conducted focusing on
identifying the functional hybrid simulation controller components and hydraulic
loading equipment. Since the UB hybrid testing system is very similar to the UA’s
system, Table 9.2 only lists the system comparison between WMU and UA. As
can be seen from Table 9.2, both facilities use Matlab/Simulink to set up the hybrid
testing model allowing a fast migration of the WMU controller to the UA laboratory.
Other controller components such as the real-time controller, hydraulic controller
and input/output interfaces between these two hybrid testing systems are similar.

However the capacities (i.e. force capacity, stroke limit and maximum velocity)
of the UA hydraulic loading equipment are much greater compared to the WMU
equipment, as the UA equipment is mainly for real-time hybrid simulation. Unde-
sirably, excessive vibration was observed when the WMU step/hold slow hybrid
simulation controller was directly implemented at UA. To address the excessive
vibration, a ramp/hold command pattern was developed to “smooth” the loading (see
Fig. 9.9). Within each integration step, the command was ramped to a predetermined
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Table 9.2 Hybrid simulation testing system at WMU and UA

Controller component WMU UA

Hydraulic
equipment

Linear hydraulic
actuator

Shore Western 910D MTS 244.31
Force: ˙3.2 kips Force: ˙55 kips
Stroke: ˙3 in. Stroke: ˙20 in.
Maximum vel.: 9 in./s Maximum vel.: 50 in./s

Load transducer 2.5 kip 55 kip
Servovalve 2.5 gpm at 1,000 psi 250 gpm at 2,800 psi

Controller
components

Hydraulic controller SW SC6000 w/DAQ and
user interface,
operated at 1,000 Hz

MTS Series 793 w DAQ
and testing software,
operated at 4,096 Hz

Hybrid testing controller
simulation software

Matlab/Simulink

Hybrid testing controller
interface to Real
time controller

NI-VeriStand Matlab/xPC Target

External I/O interface SCB-68 Connector Block SCRAMNet GT150
Real-time controller NI 2.53 GHz Dual-Core

PXI 8108 controller
3.0 GHz Xeon Dual-Core

Real-time Target PC

Fig. 9.9 Ramp/hold load
pattern for slow PSD hybrid
simulation

simulation step, ‘R’, followed by a holding phase for the remaining sub-steps.
Similarly, the slow PSD can be slowed at any desired rate using the developed
ramp/hold load pattern.

9.4.1.3 Full Scale Hybrid Simulation at UB

It was decided that for the hybrid simulation at NEES@Buffalo the focus would be
on the damage to the upper stories when the bottom story or bottom two stories
are retrofitted (via stiffening/strengthening or damping). The hybrid simulation
allowed evaluation of the impact of various retrofit options on the performance
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Fig. 9.10 Schematic diagram of UB hybrid simulation

of the upper stories without requiring physical construction of the retrofits. The
prototype structure in the UB slow PSD hybrid simulation is a full-scale three–
story woodframe building that has a two-bedroom apartment on floors 2 and 3,
and parking on floor 1. The existing first soft floor with retrofits is the numerical
substructure and the upper two floors are the experimental substructure (see
Fig. 9.10) with a fixed base to the lab strong floor. Interactions between these
two substructures are simulated and applied using four actuators, two at each story
level. The ramp/hold load pattern developed during the UA hybrid simulation was
implemented in the UB hybrid simulation controller and was expanded to control
four actuators. Hybrid simulation has been successfully carried out for five retrofits
so far and the results are being investigated.

9.4.2 NEES-RCCollapse

Reinforced concrete (RC) frame buildings built before 1976 are particularly vulner-
able to seismic attack due to the lack of adequate seismic provisions in building
codes at that time. Evaluating their survivability following a major earthquake
requires a full understanding of their structural collapse mechanism. However,
current collapse acceptance criteria for existing structures in ASCE/SEI 41-06
(American Society of Civil Engineers 2007) are defined at the element level rather
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than the system level, despite the fact that element failure does not necessarily
constitute structural collapse. Therefore, hybrid simulation, with the capability of
capturing system level structural response, was adopted in the NEES-RCCollapse
project to provide insight on the structural system level response near collapse.

In the proposed hybrid simulation experiment, the prototype structure is a
representative 10-story RC frame building designed according to the 1970 Uniform
Building Code. During a preliminary analysis, the three columns expected to
fail first were identified and will be tested as experimental substructures at the
NEES Multi-Axial Full Scale Sub-Structured Testing & Simulation (MUST-SIM)
facility at the University of Illinois at Urbana-Champaign (UIUC). The remaining
building components will be simulated as the numerical substructure in OpenSees
(2002) at Northeastern University (NEU). It is expected that after failure of the
experimental columns, loads will be redistributed to surrounding columns through
diaphragms and beams, which may or may not ultimately lead to structural collapse.
In this manner, the effects of element failure on the entire structural system can
be examined, and new analytical tools and collapse acceptance criteria can be
developed.

Hybrid simulation is essential for this project due to the highly nonlinear
conditions that will occur in the three critical columns near failure, which would
be very difficult to capture through pure numerical simulation. In addition, hybrid
simulation allows for full scale experimentation in an economical manner. Since
the experimental and numerical substructures will be located at different sites, the
hybrid simulations in this project will be geographically distributed. Therefore, the
challenge is to provide reliable communication between the numerical model in
OpenSees and the control and data acquisition system at MUST-SIM. Currently,
two options are being investigated for this purpose: UI-SimCor (Kwon et al. 2007)
and OpenFresco (2009).

9.4.2.1 Benchmark Scale Distributed Test Between WMU and HIT

An international distributed hybrid simulation was conducted between WMU in the
US and Harbin Institute of Technology (HIT) in China with two objectives: (1) to
further verify the versatility of the benchmark scale hybrid testing system; and (2)
to assess the available options for distributed hybrid simulation, specifically within
the context of the NEES-RCCollapse project. The knowledge gained from this test
is currently being applied to the preparation of the hybrid simulation in the NEES-
RCCollapse tests.

The prototype structure was a simple one-bay, one-story portal frame with linear
elements and two lumped masses, each consisting of one horizontal degree of
freedom. The left column (Module 1) was represented by a cantilever column
specimen at WMU, same as the specimen in the NEES-Soft project (see Fig. 9.6).
The beam (Module 2) was simulated numerically in OpenSees at HIT, and the right
column (Module 3) was represented by a spring specimen at HIT. Coordination
of the three modules during the distributed hybrid simulation was carried out by
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Fig. 9.11 Geographically distributed hybrid simulation between WMU and HIT

UI-SimCor through (1) NICA to the numerical simulation in OpenSees (Kwon
et al. 2007) and; (2) NICON to the National Instruments (NI) hardware at both
sites that were used to control their respective hydraulic controllers (Kammula et al.
2012) (see Fig. 9.11). The whole simulation lasted 1 h and 7 min and completed
1,500 numerical integration steps. No disruption was observed during the hybrid
simulation.

Reliable communications between the two experimental sites using UI-SimCor
were achieved in this benchmark scale distributed hybrid simulation, indicating
that UI-SimCor is an option for the NEES-RCCollapse distributed tests. However,
UI-SimCor, when working with numerical simulation in OpenSees, may only be
able to handle small models with a limited number of DOFs due to the fact that
static equilibrium analysis and dynamic stepping analysis are being conducted in
OpenSees and UI-SimCor separately. Separation of these two analyses during a
hybrid simulation of a large numerical model requires large amount of data to be
transferred between the two software, which is not only computationally inefficient
but also leads to numerical stability issues due to the incompatible way of these two
software defining their numerical models. OpenFresco, on the other hand, allows
OpenSees to become the computational driver. It can be directly incorporated with
OpenSees as it is written in the same language and is essentially an extension of
OpenSees. Currently, OpenFresco is being investigated for the distributed testing
purpose and will soon be implemented at LESS.
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9.5 Conclusions

A benchmark hybrid testing system was developed for the study of seismic effects
of structural systems through its ability of conducting various types of hybrid
simulation experiments. The components of the system as well as the integration
among these components were discussed. In addition, several hybrid simulation
examples were presented. This hybrid testing system has been applied to two
NEESR projects to develop their respective hybrid simulation controllers includ-
ing the slow pseudodynamic hybrid simulation controller and the geographically
distributed hybrid simulation controller. It is demonstrated through these two cases
that the developed hybrid testing system is versatile and is particular suitable for the
development of hybrid simulation techniques.
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Chapter 10
Introduction to Resilience-Based Design (RBD)

Gian Paolo Cimellaro, C. Renschler, and M. Bruneau

Abstract The chapter is presenting a holistic framework for defining and
measuring disaster resilience for a community at various scales. Seven dimensions
characterizing community functionality have been identified and are represented by
the acronym PEOPLES: Population and Demographics, Environmental/Ecosystem,
Organized Governmental Services, Physical Infrastructure, Lifestyle and Com-
munity Competence, Economic Development, and Social-Cultural Capital. The
proposed framework provides the basis for development of quantitative and
qualitative models that measure continuously the functionality and resilience of
communities against extreme events or disasters in any or a combination of the
above-mentioned dimensions. Over the longer term, this framework will enable the
development of geospatial and temporal decision-support software tools that help
planners and other key decision makers and stakeholders to assess and enhance the
resilience of their communities.
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10.1 Introduction

Over the past years, the concept of resilience has gained attention recognizing the
fact that not all threats or disasters can be averted. In fact, communities around the
world are turning their attention to efforts and ways that can enhance their resilience
against extreme events of any kind. Resilience is becoming increasingly important
for modern societies as States start accepting the fact that they cannot prevent every
risk from being realized, but rather they must learn to adapt and manage risks in a
way that minimizes impact on human and other systems.

While studies on the disaster resilience of technical systems have been undertaken
for quite some time (Chang and Shinozuka 2004), the societal aspects and the
inclusion of various and multiple types of extreme events are new developments.
In this regard, communities around the world are increasingly debating ways to
enhance their resilience.

In earlier work by Bruneau et al. (2003), resilience was defined including tech-
nical, organizational, economic, and social aspects and with four main properties
of robustness, redundancy, resourcefulness, and rapidity. The quantification and
evaluation of disaster resilience was based on non-dimensional analytical functions
related to the variations of functionality during a “period of interest,” including the
losses in the disaster and the recovery path (Cimellaro et al. 2005, 2006, 2009). This
evolution over time, including recovery, differentiates the resilience approach from
other approaches addressing only loss estimation and its momentary effects.

The objective of this chapter is to describe a holistic framework for defining
and measuring disaster resilience for a community at various spatial scales (local,
regional etc.), minimizing all the possible consequences and reaching as soon as
possible the initial conditions again. Seven dimensions characterizing community
functionality have been identified and are represented by the acronym PEOPLES
(Renschler et al. 2010a). A new more general design methodology is proposed
called “Resilience-Based Design” (RBD) which can be considered as an extension
of Performance-Based Design which is only a part of the total “design effort”.
The goal of RBD is to make individual structures and communities as “Resilient”
as possible, developing technologies and actions that allows each structure and/or
community to regain its function as promptly as possible. Over the longer term, this
framework will enable the development of geospatial and temporal decision-support
software tools that help planners and other key decision makers and stakeholders to
assess and enhance the resilience of their communities.

10.2 Development of PBEE

In order to understand RBD, this paragraph summarizes in the bullet list below the
steps of Performance-Based design in US in the last two decades:

• 1990s, Performance-based earthquake engineering;
• 1997, First-generation of Performance-based Earthquake Engineering (FEMA

273: NEHRP Guidelines for the Seismic Rehabilitation of Buildings);
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• 2000, Second-generation Performance-Based Earthquake Engineering (FEMA
356: Prestandard and Commentary for the Seismic Rehabilitation of Buildings);

• 2006, Next generation Performance-based Earthquake Engineering (FEMA 445:
Next generation Performance-Based Seismic Design guidelines);

The main equation of PBD is based on the total probability theorem de-
aggregating the problem into several interim probabilistic models (namely seismic
hazard, demand, capacity and loss models) and it is defined as follows (Cornell and
Krawinkler 2000)

� .dv < DV /
„ ƒ‚ …

Seismic risk

D
•

G .dvj dm/
„ ƒ‚ …

Loss Analysis

dG .dmj edp/
„ ƒ‚ …

Damage Analysis

dG .edpj im/
„ ƒ‚ …
Response Analysis

jd�.im/j
„ ƒ‚ …

PSHA

(10.1)

where im D intensity measure (e.g. Sa(T1), epsilon, Sdinelastic, duration etc.); dm D
damage measure (e.g. physical condition and consequences/ramifications); edp D
engineering demand parameters (e.g. drift ratio (peak, residual), acceleration, local
indices etc.); dv D decision variable (e.g. loss, functionality, downtime, casualties
etc.); �(dv) D mean annual frequency of a decision variable (dv); G(a/b) is the
probability of exceedance a> a0 given b. Each component of Eq. (10.1) need to be
determined statistically.

A very schematic step-by-step procedure of the PEER methodology is the
following (Yang et al. 2009):

1. Define structural and nonstructural component performance groups (PGs);
2. Conduct seismic hazard analysis and ground motion selection;
3. Evaluate the response of the building;
4. Generate additional correlated Engineering Demand Parameters (EDP) vectors;
5. Compute the total repair cost;
6. Compute different expressions of the total repair cost data;

Currently the method has been implemented in ATC-58 and ATC-63, but also in
other countries like in China where PBEE has been added to the new version of
the code “Seismic Design for Building Structures” (GB50011-2010), to design tall
buildings and innovative systems, while majority of buildings could be still designed
with traditional RSA.

10.3 Limitations of PBEE

Although this methodology is rapidly spreading, there are parts that the PBEE does
not cover such as:

1. The portfolio assessment;
2. Community assessment;

The concept of Performance-Based Design/Engineering can be applied to
describe the behaviour of a single building or structure, but the performance
of an individual structure is not governed by its own performance, but interacts
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heavily with the performance of other entities within the same community. A clear
example of these interdependencies between the building and the community is for
example a hospital, which it will not be able to perform without electricity and water
even if the structure has no structural damage. Another example of the limitations
of PBD is given by 2009 L’Aquila earthquake (Cimellaro et al. 2010c), during
which the small town of Castelnuovo was completely destroyed, except a single
housing unit that was standing after the earthquake and suffered minor damage.
According to PBD the building is ok, but in RBD the housing unit would be not
operational, because it is not able to interact with other entities inside the same
community.

10.4 Resilience-Based Design

Today, designers and engineers approach a structure as if it stands alone, without
considering the interaction with the community, which instead should be considered
as an integrated part of the design process. There is now a new fundamental way of
looking at all the problem. The building is not considered alone, but as a group of
buildings using the “Portfolio Approach” which will allow regional loss analysis.
So it will be moved from housing units to housing blocks.

This concept is borrowed from the financial industry, where Modern Portfolio
Theory (MPT) was developed in the 1950s through the early 1970s and was
considered an important advance in the mathematical modelling of finance. MPT
is defined as a theory of investment which attempts to minimize risk for a given
level of expected return (performance), by carefully choosing the proportions of
various assets. MPT is a mathematical formulation of the concept of diversification
in investing, with the aim of selecting a collection of investment assets that has
collectively lower risk than any individual asset.

Analogously the concept of diversification can be applied in the field of disaster
resilience, where diversification in retrofit of different buildings in a given region
can increase resilience collectively more than any individual retrofit.

MPT models an asset’s return as a normally distributed function, defines risk as
the standard deviation of return, and models a portfolio as a weighted combination
of assets so that the return of a portfolio is the weighted combination of the
assets’ returns. Similarly the risk in RBD can be defined as the standard deviation
of the performances of each housing unit; therefore the performances of a given
community can be defined as the weight combination of the performance of each
housing unit. It is important to mention that community is a complex system
where losses as well as the recovery process are coupled dimensions which involve
several parameters which are not only engineering parameters such as drift and
accelerations, but also other parameters such as socio-economic gender, age of
the population etc. All these parameters are used to define the recovery that
becomes part of the design process in RBD and therefore should be planned
upfront.
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10.4.1 Defining Resilience

The concept of resilience does not have a unique definition, because of its broad
utilization in the field of ecology, social science, economy, and engineering with
different meanings and implications.

As Klein et al. stated (2003), the root of the term has to be found in the Latin word
‘resilio’ that literary means ‘to jump back’. The field, in which it was originally
used, first, is still contested, however, it has been claimed that the study of resilience
evolved from the disciplines of psychology and psychiatry in the 1940s, and it is
mainly accredited to Garmezy (1973).

The concept of resilience was originally established in the field of ecology by
Holling (1973) who stated that for ecological systems resilience is “a measure of
the persistence of systems and of their ability to absorb change and disturbance and
still maintain the same relationships between populations or state variables. Stability
represents the ability of a system to return to an equilibrium state after a temporary
disturbance; the more rapidly it returns to equilibrium and the less it fluctuates, the
more stable it would be”.

The researches in resilience have forced to study it deeper and in a wider
way. An extended literature review has been elaborated about resilience for years
(Table 10.1), each contribution has added new nuances. Primarily resilience has
been defined in context to the speed of systems to go towards equilibrium (Adger
2000), capability to cope and bounce back (Wildavsky 1991), ability to adapt to new
situations (Comfort 1999), be inherently strong and flexible and adaptive (Tierney
and Bruneau 2007), ability to withstand external impacts and recover with least
outside interferences (Mileti 1999).

After the original definition of resilience in ecological systems, the word
expanded its meaning to engineering, social and economical fields.

In engineering, resilience is defined as the capability of a system to maintain its
functions and structure in the face of internal and external change and to degrade
gracefully when it must (Allenby and Fink 2005). The main difference in defining
and understanding resilience arises between the engineering approach that resilient
recovery occurs by moving towards the previous stable state (Bruneau et al. 2003),
and the ecological approach that resilience is developed to move towards a different
system state (Handmer and Dovers 1996).

Social resilience, explained by Adger (2000), is the ability of groups or commu-
nities to cope with external stresses and disturbances as a result of social, political,
and environmental change.

Economic resilience was first defined by Rose and Liao (2005) as the inherent
ability and adaptive response that enables firms and regions to avoid maximum
potential losses. It has mainly been studied in context to seismic response and
recovery (Tierney 1997; Bruneau et al. 2003), community behavior (Chang and
Shinozuka 2004) and disaster hazard analysis (Rose 2004a), among others (Rose
2009). From the literature described above it appears that even though there are
different opinions in defining resilience, there is some consensus in the measurement
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Table 10.1 Literature review about resilience definitions

Author Definition

Holling (1973) Ecological systems resilience is a measure of the persistence of systems
and of their ability to absorb change and disturbance and still
maintain the same relationships between populations or state
variables

Wildavsky (1991) Resilience is the capacity to cope with unanticipated dangers after they
have become manifest, learning to bounce back

Horne and Orr (1998) Resilience is the ability of a system to withstand stresses of
‘environmental loading’ : : : [it is] a fundamental quality found in
individuals, groups, organizations, and systems as a whole

Haimes et al. (1998) Resilience is the ability of system to return to its optimal condition in a
short period of time. Considering resilience one of four strategies for
hardening a system, together with security, redundancy and
robustness

Mileti (1999) Local resiliency with regard to disasters means that a locale is able to
withstand an extreme natural event without suffering devastating
losses, damage, diminished productivity, or quality of life and
without a large amount of assistance from outside the community

Comfort (1999) Resilience is the capacity to adapt existing resources and skills to new
situations and operating conditions

Adger (2000) Social resilience is the ability of groups or communities to cope with
external stresses and disturbances because of social, political, and
environmental change

Gunderson et al. (2002) Engineering resilience [ : : : ] is the speed of return to the steady state
following a perturbation [ : : : ] ecological resilience [ : : : ] is
measured by the magnitude of disturbance that can be absorbed
before the system is restructured : : : .

Fiksel (2003) Resilience is the essence of sustainability [ : : : ] the ability to resist
disorder

Bruneau et al. (2003) Resilience is defined in terms of three stages: the ability of a system to
reduce the probability of an adverse event, to absorb the shock if the
adverse event occurs, and to quickly re-establish normal operating
conditions. So resilience thus encompasses the four characteristics of
robustness, redundancy, resourcefulness, and rapidity. Are
considered four types of resilience: technical; organizational;
economic; and social

Allenby and Fink
(2005)

Resiliency is defined as the capability of a system to maintain its
functions and structure in the face of internal and external change
and to degrade gracefully when it must.

Rose and Liao (2005) Regional economic resilience is the inherent ability and adaptive
response that enables firms and regions to avoid maximum potential
losses

Hollnagel (2006) Resilience is defined as the intrinsic ability of an organization (system)
to maintain or regain a dynamically stable state, which allows it to
continue operations after a major mishap and/or in the presence of a
continuous stress

Manyena (2006) Evaluating all the possible definitions provided from the 1990s to
nowadays, resilience could be viewed as the intrinsic capacity of a
system, community or society predisposed to a shock or stress to
adapt and survive by changing its non essential attributes and
rebuilding itself

(continued)
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Table 10.1 (continued)

Author Definition

Woods (2006) Evaluating all the possible definitions provided from the 1990s to
nowadays, resilience could be viewed as the intrinsic capacity of a
system, community or society predisposed to a shock or stress to
adapt and survive by changing its non essential attributes and
rebuilding itself

Holmgren (2007) Resilience is the ability of the system to return to a stable condition after
a disruption. Distinguishing robustness and resilience, using
robustness to imply that the system will remain (nearly) unchanged
even in the face of disruption

Tierney and Bruneau
(2007)

Resilience is both the inherent strength and ability to be flexible and
adaptable after environmental shocks and disruptive events

DHS (2008) Resilience is the ability of systems, infrastructures, government,
business, and citizenry to resist, absorb, recover from, or adapt to an
adverse occurrence that may cause harm, destruction, or loss of
national significance

Haimes (2009) Resilience is defined as the ability of the system to withstand a major
disruption within acceptable degradation parameters and to recover
within an acceptable time and composite costs and risk.

Vugrin et al. (2010) Given the occurrence of a particular disruptive event (or set of events),
the resilience of a system to that event (or events) is the ability to
efficiently reduce both the magnitude and duration of the deviation
from targeted system performance levels

of system resilience. Generally, resilience is measured in terms of the amount
by which a system is able to avoid maximum impact (static resilience (Rose
2004a)/robustness (McDaniels et al. 2008)) and the speed at which the system
recovers from a disruption (dynamic resilience (Rose 2004b)/rapidity (Zobel 2010)).

As the research advances, one realizes that resilience must be studied on a global
level and not individually. Bruneau et al. (2003) consider four types of resilience:
technical; organizational; social; and economical, (TOSE). They note that different
measures of resilience are needed to address these different dimensions. Technical
and economic, are related to the resilience of physical systems, and organizational
and social, are more related to the community affected by the physical systems.
Technical resilience concerns the ability of a system to function. Some measures
of technical resilience for electric power systems are the percentage of the demand,
the ratio between the supply and the demand, the restoration time, the time to full
recovery, etc. Organizational resilience concerns the ability of the organization(s)
to manage the system. For example, measures of organizational resilience could
include how well emergency units function, how quickly spare parts are replaced,
how quickly repair crews are able to reach the affected components of a system,
etc. Social resilience concerns how well society copes with the loss of services
because of a blackout. For severe blackouts, social resilience can be the most
critical dimension of resilience. Finally, economic resilience concerns the ability
to reduce direct and indirect economic losses. Rose and Liao (2005) note that
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Fig. 10.1 Resilience (Cimellaro et al. 2010a)

direct costs manifest themselves in four ways: lost sales; equipment damage/restart
costs; spoilage of variable inputs; and idle labor costs (in addition to the costs
of measures to reduce potential losses, such as backup generators and capacity
expansion). Indirect costs are multipliers that ripple through the economy, such as
impacts on the customers and suppliers of a disrupted firm, decreased consumer
spending, decreased investments in the disrupted firm, public-health problems (such
as dysfunctional sewage treatment), and economic disorder (looting, etc.)

After the four dimension framework provided by Bruneau et al. (2003) various
studies have been carried out, with the goal of practically evaluate the concept of
resilience and identify the main units of measurement of it (Miles and Chang 2011).
In this paper, is intended to expand the holistic resilience approach with a seven
dimension framework known by the acronym PEOPLES: Population and Demo-
graphics, Environmental/Ecosystem, Organized Governmental Services, Physical
Infrastructure, Lifestyle and Community Competence, Economic Development,
and Social-Cultural Capital. The seven dimensions are used to characterize the
community functionality for defining and measuring disaster resilience at various
scales.

10.4.2 Analytical Formulation

The resilience index is illustrated graphically in Fig. 10.1 as the normalized shaded
area underneath the functionality function of a system Q(t). Analytically, Resilience
is defined as

R

�!r

�
D

tOECTLCZ

tOE

QTOT .t/=TLCdt (10.2)
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Fig. 10.2 Spatial and temporal dimension of Resilience-Based design (RBD) using PEOPLES
approach

where QTOT (t) is the global functionality of the region considered which will be
described in the next paragraph; TLC is the control time of the period of interest; �!r
is a position vector defining the position P in the selected region where the resilience
index is evaluated (Cimellaro et al. 2009, 2010a, b). The community functionality
is the combination of all functionalities related to different facilities, lifelines, etc.

10.4.3 Spatial vs. Temporal Scale of Community Resilience

Resilience can be considered as a dynamic quantity that changes over time and
across space. It can be applied to engineering, economic, social, and institutional
infrastructure, and it can be used for various geographic scales.

The first step to quantify the resilience index (R) is to define the spatial scale
(e.g. building, structure, community, city, region, etc.) of the problem of interest
(Fig. 10.2). It is important to mention that the entire recovery process is affected by
the spatial scale of the disaster. Huge disasters will take longer recovery process.
The spatial scale will also be used to define the performance measures for the global
functionality of the system. The second step is to define the temporal scale (short
term emergency response, long term reconstruction phase, midterm reconstruction
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phase, etc.) of the problem of interest. The selection of the control period TLC will
affect the R index, therefore when comparing different scenarios the same control
period should be considered.

10.5 The Seven Dimensions of Community Resilience:
The PEOPLES Framework

In order to emphasize the primary role of the human system in community
sustainability, the acronym “PEOPLES” (Renschler et al. 2010a, b, 2011) has been
adopted to describe a framework that is built on and expands previous research at
the Multidisciplinary Center of Earthquake Engineering Research (MCEER). This
framework linked several previously identified resilience characteristics (technical,
organizational, societal, and economic) and resilience attributes (r4: robustness,
redundancy, resourcefulness, and rapidity) (Bruneau et al. 2003; Bruneau and
Reinhorn 2007; Cimellaro et al. 2010b). These are the four attributes along which
resilience can be improved. Further details about the description of these attributes
can be found in Cimellaro et al. (2010b, c).

PEOPLES incorporates MCEER’s definitions of service functionality, and its
components (assets, services, demographics) and parameters influencing resilience.

The seven dimensions of the PEOPLES framework are the following:

1. Population and demographics;
2. Environment/ecosystem;
3. Organized government services;
4. Physical infrastructure;
5. Lifestyle and community competence;
6. Economic development;
7. Social-cultural capital

In Table 10.2 is shown the complete list of components and sub-components of
the “PEOPLES Framework”. The dimensions will be explained in the next points
but further details about the description of each one can be found in Renschler et al.
(2010a, b, 2011).

10.5.1 Population and Demographics

The first dimension Population and demographics is used to describe and differen-
tiate communities using for example the median income and age distribution which
might be critical for understanding its economic, health and potential resilience. One
measure of the functionality of this dimension (Qp) can be quantified for example
by using the social vulnerability index (SoVI) proposed by Cutter (1996). Social
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vulnerability is defined as the inability of people, organizations, and societies to
withstand adverse impacts from multiple stressors to which they are exposed. These
impacts are due in part to characteristics inherent in social interactions, institutions,
and systems of cultural values. Social vulnerability is a pre-existing condition of
the community that affects the society’s ability to prepare for and recover from a
disruptive event.

Resilience focuses on the quality of life of the people at risk and develops
opportunities to enhance a better outcome, while vulnerability places stress on the
production of nature to resist the natural hazard. Manyena (2006) evaluates all the
possible definitions provided from the 1990s up until the present, and compares the
concept of resilience as the opposite of vulnerability.

This dimension of vulnerability can be measured using a social index that
describes the socioeconomic status, the composition of the population (elderly and
children), development density, rural agriculture, race, gender, ethnicity, infrastruc-
ture employment, and county debt/revenue. The social index described is based
on Cutter’s Hazards-of-Place Model of Vulnerability framework that integrates
exposure to hazards with the social conditions that make people vulnerable to them
(Cutter 1996; Cutter and Mitchell 2000). High SoVI indicates high vulnerability,
and conversely, low SoVI indicates low vulnerability. Analytically, functionality of
population can be given as follow:

QP .r; t / D 1= .f1 C f2 C f3 C f4 C f5 C f6 C f7 C f8 C f9 C f10 C f11/

(10.3)

where f1, f2, : : : , fn are the 11 independent factors considered. Among the 11 inde-
pendent factors are socioeconomic status, elderly and children, development density,
rural agriculture, race, gender, ethnicity, infrastructure employment, and county
debt/revenue. Additionally, qualitative and quantitative measures about population
and demographics from the US Census database are an essential component for
this dimension of the PEOPLES Resilience Framework. Key indicators include
educational attainment, marital status, annual income, age, gender, race/ethnicity
distribution, and other data that describe and differentiate the focal population.

10.5.2 Environmental/Ecosystem

The Environmental/Ecosystem dimension is typically measured by the amount of
disturbance an ecosystem can absorb without drastically altering its functions,
processes, and structures, or by the ability of an ecosystem to cope with disturbance.

In the context of the PEOPLES Resilience Framework, environmental and
ecosystem resources serve as indicators for measuring the ability of the ecological
system to return to or near its pre-event state. One such indicator is the Normalized
Difference Vegetation Index (NDVI), which is calculated from satellite-derived
remote sensing imagery that analyzes the density of green vegetation across a
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region. NDVI can be used in the framework as a proxy for ecosystem productivity
and is calculated using the red (Red) and near infrared (NIR) absorption bands:

NDVI D .NIR–Red/ = .NIR C Red/ (10.4)

NDVI correlates strongly with above-ground net primary productivity (NPP)
(Pettorelli et al. 2005; Olofsson et al. 2007; Prince 1991), which measures biomass
accumulation and can be an indicator of ecosystem resilience. Simoniello et al.
(2008) characterized the resilience of Italian landscapes using a time series to
calculate NDVI trends, and Diaz-Delgado et al. (2002) used NDVI values derived
from Landsat imagery to monitor vegetation recovery after fire disturbance.

Building on previous research, the PEOPLES Resilience Framework quantifies
a portion of ecological resilience through a comparison of stable-state NDVI
trends to post-disturbance NDVI trends to determine differences in ecosystem
productivity across spatial-temporal scales. NDVI is applicable for quantifying
ecosystem structure following disturbances such as fire, flooding, and hurricanes.
In other types of disasters such as terrorist attacks or blizzards, vegetation density
and ecosystem structure may not be altered. In these instances, ecological resilience
quantification through NDVI would be negligible and other indicators would be
more relevant. As with the other dimensions, ecological resilience is the integration
of all key indicators that include air, water and soil quality, biodiversity, and other
natural resources.

10.5.3 Organized Governmental Services

Organized governmental services dimension include traditional legal and security
services such as police, emergency, and fire departments and increasingly, the
military. In this dimension, are also included the services provided by public health
and hygiene departments as well as cultural heritage departments. Each of these
organized government services plays a key role in sustaining communities both
before and after extreme events. A good example of the necessity of a well-
functioning government may be seen in the devastating January 12, 2010 earthquake
in Haiti. In the aftermath, the news media reported a lack of government services
and orderly control, and a general perception that the government is not in a position
to help its people. In contrast, the Darfield earthquake in New Zealand was followed
by quick response on the part of local, territorial, and national government services.

Spontaneous helping behavior, convergence, mass volunteering, and emergent
groups are sources of resilience, in that they infuse resources and creativity
into disaster response activities (Drabek and McEntire 2002). At the level of
organizations and networks, organizational responses during crisis are most likely
to be effective – and resilient – when they successfully blend discipline and agility
(Harrald 2006). Pre-existing plans, training, exercises, mutual aid agreements, and
other concepts of operations help ensure disciplined and appropriate responses,
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but they do so not because they encourage the playing out of pre-determined
scripts but rather because they facilitate collective sense-making and inspire action
toward shared goals (Weick 1995; Weick et al. 2005). Flexibility, adaptability, and
improvisation among responding entities make their own distinctive contributions
to resilience. Organizational expansion, extension, and emergence are key bases of
resilient disaster responses (Sutton and Tierney 2006).

The concept of collaborative emergency management seeks to engage all critical
community sectors in preparing for and responding to disasters, including local
elected and appointed officials; subject matter experts; community-based, faith
based and other non-governmental organizations, the general public, including
both community members that belong to groups such as community emergency
response teams and volunteers; the private sector and business networks; and
the mass media. Collaborative management, as opposed to top-down direction, is
another characteristic of resilient systems. Hierarchies tend to stand in the way of
upward information flow, the form of communication that is most essential during
disasters. Less hierarchical forms of organization work best in all types of turbulent
environments, including disasters, in part because they encourage a free flow of
ideas, but also because flatter organizations and decentralized networks are more
nimble in responding to those environments.

Key indicators for this dimension include the number of available response
units and their capacity. Population and demographic numbers would be used to
normalize the number and capacity of these services. In addition to assessing
the availability of government services in terms of personnel and equipment, this
dimension also includes an evaluation of emergency preparedness planning. For
example, surveys may reveal the extent to which organized government services
have developed memoranda of understanding (MOUs) and other types of mutual
aid agreements, and the extent to which various organized government services
participate in emergency and evacuation drills and table-top exercises (Tierney
2009).

10.5.4 Physical Infrastructure

The physical infrastructure dimension focuses on a community’s built environment.
It incorporates both facilities and lifelines while different performance indicators
are available in literature.

Within the category of facilities, we include housing, commercial facilities, and
cultural facilities. Within the category of lifelines, we include food supply, health
care, utilities, transportation (Arcidiacono et al. 2012), and communication net-
works (Scura et al. 2013; Vallero and Cimellaro 2014). Lifelines are those essential
utility and transportation systems that serve communities across all jurisdictions and
locales. Lifelines are thus components of the nation’s critical infrastructure, which
also includes medical (Cimellaro et al. 2010a), financial, and other infrastructure
systems that create the fabric of modern society. For clarity, lifeline infrastructures
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are simply called in short lifelines in this report. Lifelines include: (a) energy utilities
and companies (electric power and natural gas (Cimellaro et al. 2013) and liquid fuel
pipelines); (b) transportation systems (roads and highways, railroads, airports, and
seaports); (c) water, storm-water, and sewerage; (d) communication systems; and (e)
health care facilities (Cimellaro et al. 2011) (hospitals, emergency facilities, etc.),
most distributed in well linked networks.

Next to impacts on people, the physical infrastructure is often the most com-
pelling “story” in the immediate aftermath of a disaster, as organized government
services work to restore needed utilities and clear roadways of structural and other
debris. After people had been evacuated from New Orleans after Hurricane Katrina
in 2005, people focused on the physical infrastructure. Everywhere one looked, one
saw destroyed houses, commercial buildings, and cultural and other critical facilities
such as churches, schools, and hospitals. Photographs of destruction are used to
communicate the devastating effects of the hurricane and subsequent flooding to the
world outside New Orleans.

Without water and electricity, critical facilities such as hospitals cannot perform
effectively their primary functions. Inaccessible roads make surface transportation
impossible, creating an obstacle for supply chain management and efficient move-
ment. When streets and buildings are cordoned off because of damage, businesses
may be open, but will not be “in business.” Even when businesses relocate for
the short-term due to damage to facilities, customers may not find the businesses.
Damaged schools shake a community’s confidence in itself to overcome disasters
and recover.

In terms of housing, key indicators may include proportion of housing stock not
rated as substandard or hazardous and vacancy rates for rental housing (Tierney
2009). In terms of communication networks, key indicators may include adequacy
(or sufficiency) of procedures for communicating with the public and addressing
the public’s need for accurate information following disasters, adequacy of linkages
between official and unofficial information sources, and adequacy of ties between
emergency management entities and mass media serving diverse populations
(Tierney 2009).

In the aftermath of a disaster, the restoration and recovery of physical infras-
tructure remain by-and-large technical issues; however, those are tightly related and
often driven by organizations, economics and socio-political events. Resilience must
consider these interactive dimensions in order to be relevant to the system; therefore,
interdependencies among different lifelines should be taken in account during the
analysis (Cimellaro et al. 2014a).

10.5.5 Lifestyle and Community Competence

Lifestyle Community competence dimension deals with community action, critical
reflection and problem solving skills, flexibility and creativity, collective efficacy,
empowerment, and political partnerships (Norris et al. 2008).
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This dimension reflects the reality that community resilience is not simply a
passive “bouncing back” to pre-disaster conditions (Brown and Kulig 1996) but
rather a concerted and active effort that relies on peoples’ ability to creatively
imagine a new future and then take the requisite steps to achieve that desired
future. It captures both the raw abilities of the community (e.g., ability to develop
multifaceted solutions to complex problems, ability to engage in meaningful
political networks) and the community’s perceptions of its ability to effect positive
change. Communities that collectively believe that they can rebuild, restructure, and
revive themselves are more likely to be persistent in the face of environmental,
governmental, and other obstacles.

Quality of life surveys often reveal whether members of a given community are
committed to that community and willing to engage in the activities necessary to
sustain the community, regardless of whether a disaster strikes. Less soft general
indicators of community competence may include measures of migration, measures
of citizen involvement in politics, and others. Disaster-specific indicators may
include the comprehensiveness of community warning plans and procedures, and
the extensiveness of citizen and organizational disaster training programs (Tierney
2009).

10.5.6 Economic Development

For many years, disaster loss estimation has focused on structural damage, while
all other types of impacts (economic, sociological, psychological, etc.) were termed
“indirect” or “secondary” losses. By the mid-1990s, there was a growing appreci-
ation of the role of business interruption losses, which refer to the reduction in the
flow of goods and services produced by property (capital stock). This stock/flow
distinction is a basic concept in economics which has been applied in earthquake
engineering to distinguish between direct and indirect losses.

Direct structural damage relates to the effects of natural phenomena, such as
earthquakes, while indirect structural damage is exemplified by ancillary fire caused
by ruptured pipelines, frayed electrical wires, etc., and exacerbated by loss of water
services. Direct structural damage takes place during the extreme event, while the
indirect structural damage takes place in fairly short time span after the event.

Direct Business interruption refers to the immediate reduction or cessation of
economic production in a damaged factory or in a factory cut off from at least
one of its utility lifelines. Indirect Business interruption stems from the “ripple,”
or “multiplier,” effects associated with the supply chain or customer chain of the
directly affected business. Business interruptions are time-dependent, because it
begins when the extreme event starts and continues until the built environment is
repaired and reconstructed to some desired or feasible level (not necessarily pre-
disaster status) and a healthy business environment is restored.

The economic impacts of the September 11th attacks on the World Trade Center
have been estimated at $25 billion in structural damage and $110 billion in business
interruption (Grossi 2009).
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One important factor which affected the economic response is resilience, or
inherent and adaptive actions that mute the losses by using resources more effi-
ciently and recovering more quickly (Wein and Rose 2011). In fact it is impossible
to protect the general population against all natural disasters and terrorist attacks.
However, individuals, firms, and government agencies can protect themselves from
the negative impacts of business and infrastructure disruptions by implementing
various types of resilience actions.

Resilience actions can be identified that are low cost (e.g. production reschedul-
ing, conservation etc.). Both mitigations and resilience actions can significantly
result in cost-savings to society as a whole. Indeed, both September 11th and
hurricane Katrina were characterized by several forms of resilience, such as business
relocation and substitution of imported goods, respectively, that reduced the losses
to levels lower than might otherwise have occurred.

A community needs to have access to resources to grow, react to changes and
reduce losses. The difference between resilient and non-resilient resources is that
the former focus on addressing local needs and are often locally based sources
of employment, skills, and finances. There are six points to this dimension of
resilience:

1. Employment in the community is diversified beyond a single employer or
employment sector;

2. Major employers in the community are locally owned;
3. The community has a strategy for increasing independent local ownership;
4. There is openness to alternative ways of earning a living and economic activity.
5. The community looks outside itself to seek and secure resources (skills, exper-

tise, finance) to address areas of identified weakness;
6. The community is aware of its competitive position in the broader economy.

Economic development dimension includes both the static assessment of a
community’s current economy (economic activity) and the dynamic assessment
of a community’s ability to continuously sustain economic growth (economic
development).

As described in the RICSA Poverty Project (2010), economic activity takes into
account the supply of labor for the production of economic goods and services,
which includes:

All production and processing of primary products whether for market, for barter or for own
consumption, the production of all other goods for the market and, in the case of households
which produce such goods and services for the market, the corresponding production for
own consumption.

Economic development addresses the future and growth. It addresses a commu-
nity’s efforts to increase its:

productive capacities : : : , in terms of technologies (more efficient tools and machines),
technical cultures (knowledge of nature, research and capacity to develop improved
technologies), and the physical, technical and organizational capacities and skills of those
engaged in production.
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Resilient communities are characterized by their involvement in a diverse array
of products and services that are both produced in and available to the community.
Diversity in production and employment is linked to a community’s ability to sub-
stitute goods and services and shift employment patterns as the situation demands.
The PEOPLES Resilience Framework incorporates three illustrative subcategories
within this dimension: Industry – Production, Industry – Employment Distribution,
and Financial Services. Primary indicators of this dimension include the proportion
of the population that is employed within the various industries, and the variability
that might characterize a community’s industrial employment distribution. This
dimension is closely interconnected with the Population and Demographics dimen-
sion. For example, key indicators of economic development beyond employment
and industry distribution include literacy rates, life expectancy, and poverty rates.
Disaster-specific indicators related to economic development include extent of
evacuation plans and drills for high-occupancy structures, adequacy of plans for
inspecting damaged buildings following disasters, and adequacy of plans for post-
disaster commercial reconstruction (Tierney 2009).

10.5.7 Social/Cultural Capital

Social/cultural capital dimension incorporates several subcategories, including
education services, child and elderly services, cultural and heritage services, and
community participation. Measuring social/cultural capital requires acquisition of
tallies, such as the number of members belonging to various civil and community
organizations. It also requires surveys of community leaders and their perceptions
(e.g., quality of life surveys).

For example, social support underlies many of the services associated with
social/cultural capital. It includes both the “helping behaviors within family and
friendship networks” and the “relationships between individuals and their larger
neighborhoods and communities” (Norris et al. 2008, p. 139). People choose
to provide social and cultural services that manifest and extend their sense of
community, defined as an attitude of bonding with other members of one’s group
Norris et al. 2008). They may feel an emotional connection to their neighborhood
or city, which may or may not relate to the people who inhabit those places (Manzo
and Perkins 2006). For example, after Hurricane Katrina, many displaced residents
of New Orleans expressed a strong desire to return home, irrespective of the people
they knew or the jobs they once had. It seems likely that people with a strong “place
attachment” would be more willing to act in order to help their community bounce
back after a disaster, assuming that other essential factors such as employment and
housing were available. Citizen participation takes into account the “engagement
of community members in formal organizations, including religious congregations,
school and resident associations, neighborhood watches, and self-help groups”
(Norris et al. 2008, p. 139). Participation in community organizations is a means
of demonstrating one’s care for one’s community. Pragmatically, participation in
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community organizations is a means for meeting and understanding one’s fellow
citizens. It increases individuals’ circle of influence and perception of control.

Measuring social/cultural capital requires acquisition of tallies, such as the
number of members belonging to various civil and community organizations. It
also requires surveys of community leaders and their perceptions (e.g., quality of
life surveys). Disaster-specific indicators include existence of community plans
targeting transportation-disadvantaged populations, adequacy of post-disaster shel-
tering plans, adequacy of plans for incorporating volunteers and others into official
response activities, adequacy of donations management plans, and the community’s
plans to coordinate across diverse community networks (Tierney 2009).

10.6 General Framework at the Community Level:
The Layer’s Model

The general framework at the community level is described by the equations below,
where for each dimension a performance indicator and/or functionality is defined
by combining different functionality dimensions:

QTOT .t/ D QTOT .QP ;QEnv;QO;QPh;QL;QEco;QS/ (10.5)

where QTOT D global functionality; and Qx D functionality of each of the seven
dimensions defined above. Within each dimension, functionality is defined as a
combination of functionalities of their respective subsystems. For example, the
functionality of the physical infrastructure Qph is defined as follows:

QPh.t/ D QPh

�
QHosp;QEle;QRoad ;QWater ; : : :

�
(10.6)

where Qhosp D functionality of health care facilities; QEle D functionality of the
electric network; QRoad D functionality of the road network; QWater D functionality
of the water network; etc. Once the geographic scale is defined, it is possible to
plot the global functionality QTOT over the region of interest in a contour plot at
a given instant of time t, so time-dependent functionality maps of the region can be
obtained. When also the temporal scale is defined through the control time TLC, then
the resilience contour map of the region of interest can be plotted (e.g. Fig. 10.3).

The Resilience contour map is obtained by integrating functionality maps over
time using Eq. (10.7), therefore they will be time independent, but they will vary in
space from point to point in the selected region. Finally, the community resilience
index Rcom is given by the double integral over time and space as follows:

Rcom D
Z

AC

R

�!r

�
=ACdr D

Z

AC

tOECTLCZ

tOE

QTOT .t/= .ACTLC / dtdr (10.7)
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Population – Qpop(r,t),Ppop

Environmental – Qenv(r,t), Penv

Organizational – Qorg(r,t), Porg

Physical – Qphy(r,t), Pphy

Lifestyle – Qlif(r,t), Plif

Economic – Qeco(r,t), Peco

Social/Cultural – Qsoc(r,t), Psoc

Fig. 10.3 Layer model of PEOPLES framework

where Ac is the total area of the selected region. For each dimension, a contour plot
can be determined and combined using a layered approach as shown in Fig. 10.3.

Then a radar graph (Fig. 10.4) can be plotted and the area will determine the final
value of the resilience score for the region of interest. This will identify gaps as well
as priority actions, which will enter in the decision process.

In summary, a schematic step-by-step procedure of the MCEER methodology
described in Fig. 10.5 is the following:

Define extreme event scenarios (e.g. PSHA and ground motion selection);

1. Define the system model;
2. Evaluate the response of the model;
3. Compute performance measures (e.g. losses, recovery time, functionality,

resilience);
4. Identify remedial mitigation actions (e.g. advanced technologies) and/or

resilience actions (e.g. resourcefulness, redundancy, etc.);

This design approach has analogies with the feedback loop taken from control
theory. The same framework can be used for a region as well as a single structure
(e.g. hospital). In this case, functionality reduces the functionality of a single
hospital Qhosp which can be evaluated for example with the procedure described
in Cimellaro et al. (2011), where the waiting time of a patient before receiving
assistance is the main parameter of response to measure resilience. The hospital
performance is described using a double exponential function, called metamodel
which is able to estimate the hospital capacity and the dynamic response in real time
incorporating the influence of damage of structural and non-structural components.
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10.7 Recovery Models

In general, the performance measure of a community and a system during transient
analysis is a function of time t and other parameters that depend on the type of a
community considered. Therefore, at time t after the crisis, functionality is given by

Q.t/ D f .t; x1; : : : ; xn/ (10.8)

where x1, : : : , xn are the parameters involved in describing the recovery model.
Several models have been presented in Cimellaro et al. (2010a) to describe the
recovery function which can be either empirical or analytical depending on the
source of data and the type of analysis.
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Fig. 10.5 MCEER methodology for Resilience-based design (RBD) based on control (feedback
loop) approach applied to the Physical infrastructure dimension

Empirical recovery functions are based on test or field data interpretation and
engineering judgment. They can be built using the maximum likelihood method
based on data reported from past extreme events as well as Monte Carlo simulations
of specified community models. Since the complexity of the problem changes case
by case, no specific model is presented in this part.

Analytical recovery functions are developed from community response data
obtained through analysis of the system using numerical simulations. For example,
for the case of earthquake events, they can be obtained from nonlinear time history
analysis, response spectral analysis, etc.

Since the recovery process is characterized by uncertainties, the parameters
considered in the model are modeled as random variables in order to quantify the
uncertainties in the system. These uncertainties can be divided in aleatoric and
epistemic uncertainties.

Several models can be fitted to the observed data, and subsequently, model
selection can be carried out using as goodness of fit measure, such as the r2

value. The essential requirement of the analytical recovery models is the simplicity,
therefore the model should be selected so that it is easy to fit to real or numerical
observation data and the number of parameters involved should be as low as
possible. Below are reported five different recovery models which are grouped
according to the two control periods (short term vs. long term). Long term recovery
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models are used when the reconstruction phase needs to be modeled, while short
term recovery models are used when the emergency phase after the extreme event
needs to be focused upon.

Several long term recovery models are proposed in Cimellaro et al. (2010a, b, c).
They can be grouped according to the number of parameters (one, two, or three
parameters). Complex recovery models with more parameters can be proposed, but
simpler mathematical models have benefits over more complex ones. They have
fewer unknown parameters, and thus it is easier to fit to data (fewer experiments
are needed). There is also less chance of “overfitting”. With more free parameters,
a model can be made to fit any data; however, at best the exercise is little more than
curve fitting (with little meaningful understanding gained), while at worst the model
may give an overconfidence in its predictive ability.

The simplest recovery model is the uniform cumulative distribution (cdf) recov-
ery function (also known as the linear model). This model is usually adopted when
there is no information regarding the preparedness, resources available, societal
response, etc.

Q.t/ D Q0 C F .t=t0; t0 C TRE/ � ŒQR � .Q0 � L0/� (10.9)

where Q0 is the initial functionality after the drop; L0 is the initial total loss of
functionality after the drop; QR is the residual functionality after the recovery
process ends; and F(t/t0, t0 C TRE) is the uniform cumulative distribution function
which is given by

F .t=t0; t0 C TRE/ D .t � t0/
TRE

I .t0; t0 C TRE/ (10.10)

where I(t0, t0 C TRE) is the interval step function. The model is characterized by only
one parameter (Fig. 10.6a) which defines the slope of the curve and it represents
rapidity (Cimellaro et al. 2010a, b, c). The model can also be generalized by dividing
the recovery process in several time intervals using a multilinear model that is
given by

Q.t/ D Qi C
X

i

H .t � ti / .t � ti /
.tiC1 � ti / .QiC1 �Qi/ (10.11)

where Qi is the residual functionality at the step i and QiC1 is the residual
functionality at the step i C 1; H(�) is the Heaviside step function.

Alternatively, lognormal cumulative distribution (cdf) recovery function, can be
adopted, having three parameters (L0, 
 , ˇ), and it is given by

Q.t/ D Q0 C F .t=
; ˇ/ � ŒQR � .Q0 � L0/� (10.12)
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Fig. 10.6 Long term and short term recovery function

where

F .t=
; ˇ/ D 1

ˇ
p
2�
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� .log.x/�
/2

2ˇ2

x
dx (10.13)

This model combines both the exponential recovery model proposed by Kafali and
Grigoriu (2005) and the trigonometric recovery model proposed by Chang and
Shinozuka (2004). The parameter L0 in Eq. (10.12) can be used to define the initial
total loss of functionality after the drop (Fig. 10.6d). The parameter 
 can be used
to define the time frame (Fig. 10.6e) when the societal response and recovery are
driven by lack or limited organization and/or resources. The parameter ˇ defines the
rapidity of the recovery process (Fig. 10.6f).

The second group of recovery models is called short term recovery models and
instead of using cdf shape models such as in the long term recovery models, they use
the probability density functions (pdf ) shape models. The simplest recovery model
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after the linear model proposed in Eq. (10.9) is the Rayleigh probability density
function recovery model, and it is defined as

Q.t/ D 1 � L0 f . t j b/
max .jf . t j b/j/ (10.14)

where

f . t j b/ D t

b2
e



�t2

2b2

�

(10.15)

The model is calibrated using two parameters: L0 is related to the robustness
dimension (Fig. 10.6b), while b is related to the rapidity and the delay in the recovery
process (Fig. 10.6c). Another model is the lognormal probability density recovery
function which is given by

Q.t/ D 1 � L0 f . t j 
; ˇ/
max .jf . t j 
; ˇ/j/ (10.16)

where

f . t j 
; ˇ/ D 1

xˇ
p
2�
e

� .log.x/�
/2

2ˇ2 (10.17)

The sensitivity of the three parameters on the recovery process is shown in
Fig. 10.6g–i.

In the short term emergency response, more complex analytical recovery models
are available such as the metamodel for describing the organizational performance
of a hospital facility (Cimellaro et al. 2010a, b, c). The model is based on a
double exponential function and its parameters are calibrated based on simulated
data obtained by a discrete event simulation model. The metamodel is capable of
estimating the hospital capacity and dynamic response in real-time incorporating
the influence of structural and non-structural damaged components on the entire
organizational model. It is important to mention that the constants in all the models
presented can be continuously updated as soon as more data are available using a
Bayesian approach.

10.8 Uncertainties in RBD

Either a deterministic or probabilistic approach can be used within the PEOPLES
framework methodology with preference to the latter approach when a particular
level of confidence of achieving performance objective is of interest. Five random
variables are involved in the probabilistic description of the resilience index when
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uncertainties are included and variables are dependent. The joint probability density
function of resilience, intensity, response, performance, and recovery is given by the
following expressions

fR;TRE;Q;X;I .r; tRE; q; x; i/D
(
fR;TRE;Q;X;I



r
ˇ
ˇ
ˇtRE; q; x; i

�
�fR;TRE;Q;X;I .tRE j q; x; i/ �

�fQ;X;I .qj x; i/ �fX;I .xj i/ �fI .i/I
(10.18)

where I D intensity measures; X D response measures; Q D performance measures;
TRE D recovery time measures; R D resilience index; mr D mean resilience index.
The marginal PDF of the resilience index is given by

fR.r/ D
Z

tRE

Z

q

Z

x

Z

i

fR;TRE;Q;X;I .r; tRE; q; x; i/ dtRE � dq � dx � di (10.19)

Therefore, the expected value of the resilience index is given by

mr D E fRg D
1Z

�1
r � fR;TRE;Q;X;I .r; tRE; q; x; i/ � dr (10.20)

10.9 Communicating Risk in RBD

Engineers need to know which measures of risk are most meaningful or relevant
to decision makers, and then be able to communicate those risks, and the costs
and benefits of mitigation, in concise, credible, meaningful terms. Keller and his
colleagues (2006) have shown that when problems are formulated in terms of
frequencies rather than probabilities, the perceived threat of the risk is increased.

The probabilistic approach described in previous paragraph is more compre-
hensive and general, but the information provided to the public (e.g. decision
makers, politicians, etc.) should be deterministic (scenario basis or event), because
it is more simple and easy to understand. In communicating risk effectively,
the public has difficulty thinking in probabilistic terms (Patt and Schrag 2003).
In fact according to Kahneman and Tversky (2000), small probabilities (which
are frequently associated with natural hazard events) are often underestimated.
According to Samant (personal communication, 2011), “By eliminating probability,
which is a confusing concept for a lot of people, the [risk] becomes way more
impactful for the average person”. Many authors believe the scenario approach may
also impact the emotions associated with an event.
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10.10 Definitions of Resilience Performance Levels

The objective of Performance Based Seismic Engineering (PBSE) is to design,
construct and maintain facilities with better damage control. A comprehensive
document has been prepared by the SEAOC Vision 2000 Committee (1995) that
includes interim recommendations. The performance design objectives couple
expected or desired performance levels with levels of seismic hazard. Performance-
Based design levels focus on the performances a building can hold during the
shaking and are associated to engineering demand parameters such as deformations.
More recently SPUR (SPUR 2009) which is the San Francisco planning and
Urban Research Association introduced other definitions of performance levels for
physical infrastructures based on recovery target states which take in account the
safety as well as the recovery time. Five performance measures for buildings have
been identified:

1. Safe and Operational;
2. Safe and usable during repair;
3. Safe and usable after repair;
4. Safe but not repairable;
5. Unsafe;

In Japan, there was a trial to find the desired performance goals in downtime and
bridge performance from public interview. This information will be useful guideline
to define the boundaries of the different resilience performance levels (Fig. 10.7).

The new proposed Resilience Performance Levels (RPL) focus on building
performance after the earthquake stops, recognizing the importance of the temporal
dimension (Recovery time TRE) in the assessment of the RPLs of structures and
communities in general. A 2-D performance domain consisting of Performance
Levels PL(i, j), defined by the combination of Functionality (index j) and recovery
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time (index i) is proposed. By accounting for the effect of the temporal dimension,
a 3-dimensional performance matrix (Fig. 10.8) can be visualized as a set of
predefined joined performance domains (“masks”) for different seismic intensity
level, IM and different RPLs.

10.11 Conclusions

After all recent extreme events worldwide, the international community became
conscious that Resilience is the key to describe earthquake engineering perfor-
mance.

A new more general design methodology is developed in this chapter called
“Resilience-Based Design” (RBD) which can be considered as an extension of
PBD which is only a part of the total “design effort”. The goal of RBD is to
make individual structures and communities as “Resilient” as possible, developing
technologies and actions that allows each structure and/or community to regain its
function as promptly as possible.

The definition of community resilience combines information from technical
and organizational fields, from seismology and earthquake engineering to social
science and economy. So it is clear that many assumptions and interpretations are
made during the study of seismic resilience, but the final goal is to integrate the
information from these fields in a unique function that reach results that are unbiased
by uninformed intuitions or preconceived notions of how large or how small the risk
is. The goal of this chapter is to provide a quantitative definition of resilience in a
rational way through the use of an analytical function that may fit both technical
and organizational issues. The fundamental concepts of community resilience are
analyzed and a common frame of reference is established. However, even if the
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performance evaluation of an individual structure is the engineers’ goal, the level of
performance required should not be determined individually, but on a community
basis. A Resilience Performance level matrix combining functionality and recovery
time as performance levels and performance objectives at increasing level of seismic
intensity has been presented. The resilience-based approach is illustrated in detail
in some examples, showing its efficiency and better description with respect to
PBD.

However, it is important to mention that the assumptions that are made for the
case presented are only representative to illustrate the definitions; for other problems
users calculating resilience should focus on the assumptions that most influence the
problem at hand.

10.12 Future Research Trends

In order to coordinate future recovery processes and international collaborations,
common formats and tools should be applied for rapid resilience assessments, for
example the reports from the recent earthquakes should follow the same common
format. New open source community software frameworks should be developed
through education and training, in order to develop a common research vision to
raise awareness of stakeholders worldwide and local.
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Chapter 11
Modelling Economic Dimension of Community
Resilience

Gian Paolo Cimellaro and D. Martinelli

Abstract Earthquakes and extreme events in general cause direct and indirect
economic effects on every major economic sector of a given community. These
effects have grown in the last years due to the increasing interdependency of the
infrastructures and make the community more vulnerable to natural and human-
induced disruptive events. Therefore, there is need for metrics and models which
are able to describe economic resilience, defined as the ability of a community
affected by a disaster to resist at the shock and bounce back to the economy in
normal operating conditions. Several attempts have been made in the past to achieve
a better measurement and representation of the economic resilience and to find
suitable metrics to help decision planning. The most popular methodologies are
based on Computable General Equilibrium models (CGE) and Inoperability Input-
Output models (IIM). In this study, we analyze these methods, showing advantages
and limitations. Finally, a new method is proposed to evaluate economic resilience
which is based on equilibrium growth models and compared with other approaches
on a specific case study: the San Francisco Bay Area.
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11.1 Introduction

Resilience, according to the current literature, is defined as the ability of systems
to rebound after severe disturbances, disasters, or other forms of extreme events.
As suggested by the work of Renschler et al. (2010) seven dimensions of resilience
summarized with the acronym PEOPLES have been identified. In his framework, the
performance indices are integrated over space and time. Among these dimensions,
the economic one is certainly one of the most controversial. In fact the economic
aspect has been often not taken in account in the recent studies which have
focused mainly in the actual applications and quantification of the other dimensions
(Cimellaro et al. 2013, 2014a; Miles et al. 2003; Davidson and Cagnan 2004).
However, the possibility to measure the economic resilience of a community after a
disaster is increasingly being seen as a crucial step towards disaster risk reduction.

Recent studies focusing on the economic resilience measurement and decision
planning after natural/manmade disasters mainly use two approaches: Inoperability
Input-Output models (IIM) (Haimes and Jiang 2001) and Computable General
Equilibrium models (CGE) (Rose and Liao 2005). These models are able to describe
the behavioral response to input shortages and changing market conditions by
computing the overall changes in economic variables across sectors, and compare
the changes with the economy in normal operating conditions. Both models share
many common features of the classical Leontief Input-Output Models but they differ
in some properties and characteristics.

The IIM models have been formulated by Haimes and Jiang (2001) to analyze the
behavior of interconnected systems and was then expanded by Santos and Haimes
(2004) to model the demand reduction due to the terrorism threat of interconnected
infrastructures. Later Lian and Haimes (2006) have focused on the risk of terrorism
through the dynamic IIM. More recently, Pant et al. (2011) have focused on the
interdependent impacts at multimodal transportation container terminals, and offer
an overview on the metrics suited to decision support (Pant and Barker 2012).
They also developed a specific approach (Pant et al. 2013) for the evaluation of
quantitative resilience metrics accounting for interdependencies among multiple
infrastructures.

They belong to the second group of models the work by Konovalchuk (2006)
which developed a CGE model to analyze the economic effects of the Chernobyl
nuclear disaster. Boisvert et al. (2012) depicted the macroeconomic costs of the
foot-and-mouth disease in the United States. Rose and Liao (2005) described a CGE
methodology able to consider one of the few advantages of I-O over CGE that is
the clear distinction between direct and indirect impacts. However, as stated in the
work of Benjamin H. Mitra-Kahn (2008) the CGE models can be a very useful
policy tool, only for understanding static fixed output models, because they are not
built for dynamic analyses. Resilience is a static but also a dynamic process, as
affirmed, for example, by Rutter (2012) in the Social field, by Stokols et al. (2013)
in the Ecological field and by Rose (2009) in the Economic field. Based on the
considerations above, a new methodology for measuring economic resilience based
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on the Structural Dynamic Growth model described by Li (2010) is presented and
adapted to evaluate the economic resilience index, using the procedure described
by Cimellaro et al. (2010a, b) where the restoration curves are the activity/output
curves provided by the model.

The chapter describes and compares the three approaches to evaluate economic
resilience showing the advantages and limitations within the resilience framework.

11.2 The Common Origin of IIM and CGE models

Leontief (1966) developed in 1966 the Input-Output model, a quantitative economic
model that was capable of describing the interdependencies between systems of a
national economy or different regional economies. The model is defined as

x D Ax C d $
n
xi D

X

j
aij xj C di

o
8i (11.1)

where xi represents the total production output of the i-th industry, aij of the ratio
of the input of the industry i to the industry j with respect to the total supply
requirements of industry j, di is the final demand for the ith industry. However,
extended approaches have been formulated, starting from I-O Model, in order to
address the estimation and planning of economic resilience. The most popular are
IIM and CGE. While the first one is more suitable for decision planning, the other
is advantageous in the evaluation of economic resilience.

11.3 The Inoperability Input-Output Model (IIM)

The assumptions on which the IIM is based are the same of the classical I-O model.
Therefore, it is an equilibrium, time-invariant, deterministic and linear represen-
tation subjected to all limitations of classical Leontief ’s formulation. The IIM
formulation derives from the metrics of Inoperability q given in Eq. (11.2), a vector
where each component represents the ratio of production loss with respect to the
usual production level of the industry. It applies to represent resilience metrics,
and demand perturbation d* given in Eq. (11.3), a vector expressed in terms of
normalized degraded final demand. Using the same symbols used in PEOPLES, the
metrics can defined as

q D
h
diag


 OQ
�i�1 
 OQ � QQ

�
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h
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Fig. 11.1 Comparison between static and dynamic resilience

where OQ and Od are the equilibrium functionality and demand levels respectively
while QQ and Qd are the respective disrupted equilibrium levels. Combining q and
d* Santos and Haimes obtained the IIM formulation in Eq. (11.4), that maintains a
form similar to the Leontief I-O model, and that shows how Inoperability is driven
by perturbations in demand.

q D A�q C d� ! q D �
I � A���1

d� (11.4)

where A* represents the normalized interdependency matrix that indicates the
degree of coupling of the industry sectors. However, since resilience needs a
dynamic formulation, a dynamic extension of the IIM (DIIM) developed by Lian
and Haimes (2006) is considered. It is a first-order differential equation that
incorporates a rate constant into the static IIM structure, and whose analytical
equation is given in Eq. (11.5).

q.t/ D e�K.I�A�/tq.0/C
Z t

0
e�K.I�A�/.t�z/Kd� .z/dz (11.5)

where K is the rate term, a matrix with elements that represent the speed at which
sectors attain particular responses to disruptions in outputs or change in demands.
Pant et al. (2013) made distinction between metrics which can describe static and
dynamic economic resilience. However, in their definition the static resilience value
corresponds to the avoided initial loss of functionality as shown in Fig. 11.1. The
static resilience index is not able to consider the recovery phase in its formulation
therefore the focus has shifted toward the dynamic definition of economic resilience.

The dynamic dimension of economic resilience can be evaluated using DIIM
models. A decision space can be generated by varying the values of three resilience
metrics that represent the matrix K and reflect investment options. These metrics
are given in Eqs. (11.6), (11.7) and (11.8) and are respectively: (i) the time
averaged level of operability Mi which represents the overall level of functionality
maintained by a system, (ii) the maximum loss of sector functionality qm

i , and
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Fig. 11.2 Trade-off between time to recovery and maximum inoperability (Adapted from Pant
et al. 2013)

(iii) the recovery time � i which represents the time that the system implies to return
to pre-disruption levels of functionality.

Mi D 1 � 1

T

Z T

0

qi .t/dt $ M D 1 � 1

T

Z T

0

q.t/dt (11.6)

qmi D maxt>0 Œqi .t/� $ qm D maxt>0 Œq.t/� (11.7)

�i D ft W t > 0; jqi .t/ � qei .t/j � " 	 1g (11.8)

The division of the matrix K into the above metrics allow us considering the
multidimensional aspect of dynamic economic resilience, and in particular the trade-
off that exists between the recovery time and the maximum loss of functionality,
as shown in Fig. 11.2 where both lines represent the behave of the sector having
no initial perturbation. The metrics are put in relation each other in Eq. (11.9)
under specific assumptions (Pant and Barker 2012). Considering that � i is function
of ˛i a parameter which is a measure of interdependency (Oliva et al. 2010) and
introducing another constant � i˛i D Li, the final dynamic decision space among Fi,
qm

i and � i is obtained in Eq. (11.10) after some mathematical manipulations.

M D 1 � 1

T

h
1 � e�KŒI�A���

i �
K
�
I � A����1

qm (11.9)

Mi D 1 � 1

LiT

�
1 � e�Li � �iqim (11.10)

The equations generate a decision space through contour curves that can be used to
estimate the system performance. Below is described how the method can be used
as decision support tool. Considering that Li is a measure of the amount of recovery
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Fig. 11.3 (a) Contour curves of decision space for dynamic economic resilience; (b) Relationship
between time to recovery and recovery rate

and denoting with ri 2 [0, 1] the fraction of recovery from the observed maximum
impact, Li can be reformulated in Eq. (11.11).

Li D ln


qmi

.1 � ri / qmi

�

(11.11)

Figure 11.3 identifies the decision space of an economy where there are only
two sectors. The contour curves are equal for both sectors obtained by assuming
ri D 0.95 in order to address the time when the system recovers the 95 % of the
experienced loss.
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Starting from the pair (Mi, qm
i ) that indicates the desired level of overall operabil-

ity during recovery, the recovery time is evaluated from Fig. 11.3a. Combining ˛i
and � i˛i D Li, we can graphically represent in Fig. 11.3b the relationship between
the recovery rate and the recovery in Eq. (11.12). In Fig. 11.3b the evaluated
recovery time are entered and the recovery rate are estimated, so that the sectors
that need to more investments to maintain a similar level of functionality compared
to the others, are identified.

kii D Li

�i



1 �

Xn

jD1˛
�
ij

� (11.12)

11.4 Computable General Equilibrium Models

Computable General Equilibrium models (CGE) are usually based on a system of
non-linear equations and are more suitable to represent international and interre-
gional setting with respect to I-O models. However, they are empirical models and
users often they are forced to impose strong assumptions regarding the structure
of the production and the household behavior for example. The CGE set of
equations adopted for the analysis of economic resilience must satisfy specific
conditions such as market clearance of commodity and factor, zero-profit and
income balance. In particular, the algebraic framework can be derived distinguishing
between consumers (households) and industry sectors (producers). The problem of
households is to maximize their utilities subject to the constraints of their incomes,
while the problem of industries is to maximize the profit subject to the constraints
of the production technology. These optimization problems are solved by using the
Lagrangian equations for the household’s utility and for the producer’s profit, that
are shown respectively in Eqs. (11.13) and (11.14) for a Cobb-Douglas economy.

L C D pUU �
XN

iD1pici C �C


U � AC
aN

iD1c
˛i
i

�

(11.13)

L P
j Dpjyj �

XN

iD1pixij �
XF

fD1wf �fj C�Pj



yj �Aj
YN

iD1x
ˇij
ij

YF

fD1�
�f i
f i

�

(11.14)

where: N and F are the types of commodities and primary factors respectively;
U is an utility good generated by consumption; pU , pi, pj and wf are respectively
the prices of the utility good, the intermediate goods, the outputs, and the primary
factors, AC and Aj are scaling parameters; xij and vfj are respectively the amount
of intermediate good i and the amount of primary factor f for the jth firm; ci and
yj are the consumption of the commodity i and the output of the jth firm; ˛i are
the shares of each good in expenditure on consumption while ˇij and �fi are the
shares of each input in the cost of production. From Eqs. (11.13) and (11.14),
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Wing (2004) demonstrated how we can infer (i) the representative consumer’s
demand function for the consumption of the ith commodity, (ii) the producer j’s
demands for intermediate inputs of commodities, and (iii) the producer j’s demands
for primary factor inputs. These demands are connected each other by the economic
assumptions of market clearance, zero-profit and income balance listed above.
These assumptions yield two excess demand vectors that define the divergence �C

between supply and demand in the market for each commodity and the divergence
�F between supply and demand in the market for each primary factor, one excess
profit vector�� and one excess income vector�m. The absolute values of both sets
of differences are minimized to zero to reach the general equilibrium. However, the
CGE models need to be calibrated considering real data representing an economy
to estimate the economic resilience dimension. These data are usually taken from
the SAM matrices (Shoven 1992) that are related to the mentioned I-O matrices.
The most acknowledged methodology to compute regional economic resiliency
to earthquakes or manmade disasters with CGE models is the one introduced by
Rose and Liao (2005), an approach which is able to consider the clear distinction
between direct and indirect impacts, which is one of the few advantages of I-O over
CGE models. The approach uses a multilayered Constant Elasticity of Substitution
(CES) production function for each sector. The initial values of the elasticity of
substitution that represent how easy is to substitute one input for the other are
based on information provided from the literature. Each sectoral production function
is extracted and the elasticities of substitution are recalibrated with a numerical
solution to match the losses found by the empirical estimates. Thereafter, the
re-calibrated sectoral production functions are re-inserted in the CGE model and
the supply input is reduced to a level consistent with empirical estimates of the
computed total regional losses. Finally, the indirect losses are defined subtracting the
direct losses from the total losses. The outcome is a measure of resilience through
two indices called DRER and TRER (Direct/Total Regional Economic Resilience),
given in Eqs. (11.15) and (11.16).

DRER D %�DQm � %�DQ

%�DQm
(11.15)

TRER D %�TQm � %�TQ

%�TQm
(11.16)

Where %�DQm and %�TQm are the maximum percent change in direct and
total output, while %�DQ and %�TQ are the estimated percent change in direct
and total output.

11.5 The Structural Dynamic Growth Model

Li (2010) developed the structural growth model from the classical growth frame-
work. Even if it was conceived as a growth model, it can also be used to compute the
general equilibrium. The model represents the production processes in the economy
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through two matrices: the input and the output coefficient matrices. For example, for
the economy described in Eq. (11.17) the two matrices are given in Eqs. (11.18) and
(11.19).

�
280 quarters wheat C 12 tons iron ! 575 quarters wheat
120 quarters wheat C 8 tons iron ! 20 tons iron

(11.17)

A D
�
56=115 6

12=575 2=5

�

(11.18)

B D I (11.19)

where the ith column in matrix A represents the standard input bundle of agent
i. In the classical economic growth framework, the equilibrium price vectors and
the equilibrium output vectors are the left and right P-F eigenvectors of matrix A.
The Structural Dynamic Growth model tries to integrate the market mechanism
into the classical growth model by embedding an exchange process in it which is
represented by an exchange vector, to reach equilibrium.

11.5.1 Exchange Process

The exchange process considers the economy as a discrete-time dynamic system
and supposes the economic activities such as the price adjustment, exchange and
production occur in turn in each period. With reference to the previous economic
system, S in Eq. (11.20) represents the (n � m) supply matrix, and s in Eq. (11.21)
represents the supply vector in the initial period.

S D
�
575 0

0 20

�

s D
�
575

20

�

(11.20)

Let call z the purchase vector or exchange vector (of standard input bundles),
which represents the purchase amounts of m agents, while Az is called the sales
vector of goods. It’s possible to derive Eq. (11.21) where ŝ represents the diagonal
matrix with the s vector in the main diagonal and u the n-dimensional sales rate
vector indicating the sales rates of n goods.

u � Os�1Az (11.21)

Under the given price vector p, the purchase and sales values of m agents are p0AOz
and p0 OuS respectively. Equation (11.22) is obtained by assuming that the value of
purchases is equal to the value of sales of each agent as in the CGE income balance,
which is given by

p0AOz D p0 OuS � p0 Ôs�1AzS (11.22)
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When Eq. (11.23) holds and S’A can not be decomposed, it’s there exists a unique
normalized exchange vector, and a unique maximal exchange vector which can be
found by the following steps:

Step 1. Compute the matrix p0 Ôs�1AzS ;
Step 2. Find the normalized right P-F eigenvector of z, denoted by x;

Step 3. Find the minimal component of Âx�1s, denoted by Ÿ;
Step 4. Compute the exchange vector z D Ÿs.

So, it is assumed that the state of the economic system at a period t is represented
by the variables p(t) D price vector; S(t) D supply matrix; u(t) D sales rate vector;
z(t) D exchange vector and production intensity vector; Y(t) D Output matrix. The
market mechanism is described by Eq. (11.23) considering that at period t C 1 the
economy runs following Eq. (11.23) until the system reaches the equilibrium.

� p .t C 1/ D P .p.t/;u.t//

� S .t C 1/ D Bdz.t/CQ



̂e � u.t/S .t/
�

� .u .t C 1/ ; z .t C 1// D Z .A;p .t C 1/ ;S .t C 1//

(11.23)

where P represents price adjustment process, Q is the inventory depreciation
function and stands for the depreciation process of inventories and Z is the exchange
function depicted above.

11.5.2 Application of Structural Growth Model Models
to Evaluate Economic Resilience

Starting from the I-O matrices describing the economy in normal operating con-
dition, a shock is applied to simulate a natural disaster such as an earthquake,
modifying the exchange vector, which is the driver of the equilibrium process.

After the application of the shock, from the restoration curves of the system
obtained in Fig. 11.4, the values of the economic resilience of the system can
be quantified using the procedure explained by Cimellaro et al. (2010a) that
describes resilience as “the normalized shaded area underneath the function
describing the functionality of a system”. The model incorporates also a series
of parameters that control the converging speed in case of availability of after-
disruption data. Table 11.1 represents the comparison between the results obtained
using the static and dynamic resilience analysis with IIM with the results obtained
using SGM for the same representative economy under two different scenarios:
great demand disruption in manufacturing (A) and great demand disruption in
transportation (B).
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Fig. 11.4 Restoration curves of the different economic sectors

Table 11.1 Outcomes of the IIM and SGM resilience approaches under two scenarios

SGM IIM

A B A B

Resilience transportation 0.96 0.87 0.99 0.87
Resilience manufacturing 0.97 0.90 0.94 0.92

The outcomes of the two methods are similar, and underline the necessity to
protect the transportation sector with respect to the manufacturing one, because of
the lower resiliency value of the scenarios B. However, the SGM is able to identify
a non-dimensional measure that captures the dynamic dimension of resilience. On
the other hand, the IIM can be used to address the comparison between different
strategies as described above in its dynamic decision space, but it doesn’t give as
output a non-dimensional value for the economic resilience.

11.6 Case Study: The San Francisco Bay Area

The two approaches described above have been also applied to the San Francisco
Bay Area to identify the critical systems of the area after a disruptive event such an
earthquake. Both approaches need as a starting point the Input-Output matrix of the
economy.

These matrices aren’t public available directly, but are usually published at a
national level by the BEA (Bureau of Economic Analysis) under the form of two
matrices: the Make matrix and the Use matrix that can be combined with specific
assumptions by the analysts. Considering that San Francisco must achieve certain
performance targets to have the city fully operational in case of an earthquake, the
analysis starts from the projected Make and Use matrices elaborated by the Bureau
of Labor Statistics (2012) for the year 2020. From these matrices, following the
procedure described by Chamberlain (2011) the final Input-Output matrix at the
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Fig. 11.6 Interdependencies between Transportation and other economic sectors in the Bay Area

national level has been derived. To scale the national matrix at the San Francisco
Bay Area level, the RIMS II multipliers published by the BEA every year should
be used. However, since the multipliers are not available for 2020 projection neither
by the BEA nor by the BLS, the matrix is scaled from the national to the regional
level using the ratio between the USA GDP and the San Francisco Bay Area, while
keeping separated the utilities like electricity or water. Lifelines play a fundamental
role in the aftermath of disruptive events, so attention is given to the Water and the
Transportation Service which are also economically interdependent among other
sectors in the region. Figures 11.5 and 11.6 show the interdependency among
different economic sectors.

Using these data and the previous IIM set of equations, two strategies are
analyzed to highlight the difference effects over static economic resilience of similar
investment allocation in the economy. The outcomes of the strategies are shown in
Table 11.2 assuming a planning function in Eq. (11.24) given by

f .ˇi / D e�ˇi : (11.24)
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Table 11.2 Outcome of two
investment allocation
strategies

Strategy I Strategy II

“w 50.00 “w 2.00
f(“w) 0.00 f(“w) 0.14
“t 2.00 “t 50.00
f(“t) 0.14 f(“t) 0.00
“other 1.00 “other 1.00
f(“other) 0.37 f(“other) 0.37
“Rs 65.50 “Rs 65.70

Fig. 11.7 Contour curves of decision space for dynamic economic resilience

“Rs is the average static resilience of all the economic sectors which represents a
rough estimation of resilience; however, the outcomes can be computed for each
sector. The results show that with the same amount of dollars of investment (ˇi)
using strategy II an increment of 0.2 % of average resilience is obtained with respect
to strategy I. Even if this seems to be a small improvement, remember that we are
taking in account, for sake of simplicity, the average static resiliency that smoothes
the differences among sectors.

On the other side, the Eq. (11.9) generates a dynamic decision space through
contour curves that can be used to estimate the system performance for different
recovery strategies. Assuming the analysis addresses the time when the system
recovers 95 % losses and T D 50 days, is possible to draw the two diagrams below.
Figure 11.7 represents the contour curves for the dynamic resilience space, while
Fig. 11.8 the relationship between recovery time and recovery rate. The recovery
time is evaluated from Fig. 11.4 starting from the pair (M_i,(qˆm)_i) that indicates
the desired level of overall operability during recovery. Then the recovery rate can
be evaluated entering in Fig. 11.8 with the estimated recovery time, so that the
sectors that need more investments to maintain a similar level of functionality can
be identified. Table 11.3 shows the outcome of the two strategies. While strategy
B requires lower recovery rates achieving lower resiliency, strategy A achieves a
faster recovery and a higher resiliency but at the cost of a higher recovery rate for
the Agriculture sector, that might be not feasible. The estimation of the economic
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Table 11.3 Comparison
between two different
strategies

Strategy £ kagr kW

A Mi 0.97 qm 0.5 A 10 0.8 0.45
B Mi 0.95 qm 0.5 B 16 0.5 0.28

Fig. 11.9 Restoration curve of Construction sector after Water Service disruption

resilience through SGM starts again from the I-O matrices representative of the
economy in normal operating condition that is translated in terms of input and output
coefficient matrices A and B. Earthquake is simulated modifying the exchange
vector, which is the driver of the equilibrium process. Assuming that a shock causes
a 50 % disruption in the water service, Fig. 11.9 shows the restoration curve for
the Construction sector from which the value of the economic resilience of the
system can be quantified using the procedure described by Cimellaro et al. (2010a, b,
2014a, b). Similar curves are obtained for all the other sectors. In the second case, a
50 % Transportation disruption is also considered (not shown).

Computing the resilience for each sector and then considering the average value
of all the resiliencies founded in both cases, the effects of the two simulated shocks
are compared in Table 11.4.

A 50 % disruption in the Transportation Service would lead to a lower value of
average resilience, obtaining the same finding of the IIM approach. So globally, the
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Table 11.4 Comparison
between two different
disruptions

Water Service
disruption Transportation

“R 96.37 89.25

economy is more dependent on the Transportation than the Water service, and that
is why a smart investment allocation would favor the former sector with respect to
the latter.

11.7 Future Work

While the economic resilience at the community level can be used as tool by
Institutions which make decisions at the regional level, there is also need for a tool
to evaluate economic resilience also at the local level when a single sector or a
company needs to be analyzed to show if it is economically resilient to disruptive
events. To achieve this goal there is need to shift at the individual business level
to evaluate the life-cycle costs of individual business and the return of investments
for preparedness measures when building structures with higher performance with
respect to the minimum required performance levels. This goal can be achieved
using the framework proposed by Terzic et al. (2014), where different structural
systems are compared to identify the different return of investment in case of a
natural disaster strikes the system. The framework they developed represents a
combination of business, engineering, and seismology modeling and is divided in
four steps. The first is the Seismic Hazard Analysis which leads to the selection
of the intensity of the representative ground motion. Then, Response Analysis is
performed through simulations and numerical modeling using OpenSees to identify
the Engineering Demand Parameters for the different structures. The third step
is the Damage Analysis which correlates EDPs with the damage state of all the
components of the structures using the fragility curves which are provided in
PACT. The final step is the Loss Analysis, which correlates damage to losses
(e.g. repair cost, downtime etc.). Then the business downtime is evaluated using
the downtime model developed by the authors and through a business model, the
business interruption costs are evaluated and summed with the repair costs to obtain
the total losses, from which the return on investments of different structural systems
considering also the different initial costs are evaluated. The framework uses a
business model that converts the business downtime to business interruption cost
assuming the company owner is just leasing the space to businesses. However,
considering the downtime business costs as a rental loss is a simplified way to
approach the estimation of costs and can underestimate the return on investments.
In fact interdependencies exist among different sectors and direct damage due to
disruptive events will always be followed by indirect damage, which are taken in
account in the framework, but in a simplified way. Nowadays, different business
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models have been developed to quantify the losses due to catastrophic events such
earthquakes. Further research will be developed in extending the models used at
the community level in a smaller scale at the local level using for example the
an I-O matrix for the individual sectors or companies. This will allow estimating
the interdependencies between business and services, but at the same time among
different branch offices of the same company for example.

11.8 Concluding Remarks

The chapter summarizes and compares different methodologies to evaluate eco-
nomic resilience at the community level which can be applied to any type of
disruptive event. The goal is to help decision makers to understand the economic
resilience problem of interdependent networks from a community level to a business
level. Two different approaches for the evaluation of the economic resilience have
been described: the Inoperability Input-Output Model, and the CGE model. A new
promising model, called the Structural Growth Model has been proposed to be
used to evaluate the economic resilience index. Critical comparison among the
models is presented and applied to a specific case study to highlight differences,
advantages and limitations of all approaches. The chosen case study is the San
Francisco Bay Area. The I-O matrix has been obtained by scaling the matrix from
the national to the regional level using the ratio between the USA GDP and the San
Francisco Bay Area, while keeping disaggregated the utilities like electricity, water
etc. Finally, the chapter gives some insights on how to implement the approach to
evaluate the life-cycle costs of structural systems in case of natural disasters, and
the return of investments of preparedness measures like building structures with
higher performance with respect to the minimum required performance levels given
by IBC.
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Chapter 12
Seismic Performance of Health Care Facilities
Using Discrete Event Simulation Models

Gian Paolo Cimellaro and Marta Piqué

Abstract The chapter presents a hospital testbed which aims to help the earthquake
engineering community moving another step toward the realization and implemen-
tation of resilience-based design strategies. An organizational model describing the
response of the Hospital Emergency Department (ED) has been implemented using
a discrete events simulation model (DES). The waiting time is the main parameter
of response and it is used to evaluate the disaster resilience index of healthcare
facilities. It has been considered for patients arriving in an Emergency Department
after an earthquake, when no emergency plan is activated, to see the response of
the hospital and observe its capacity of performing in emergency conditions. The
hospital analyzed is the Mauriziano “Umberto I” Hospital, located in downtown
Turin, in Italy. The DES model is an important tool in the hospital decision process
either for the engineering profession or for the policy makers.

12.1 Introduction

Healthcare facilities have been recognized as strategic buildings in hazardous events
and they play a key role in the disaster rescues. During a dramatic event, the
Emergency Department (ED) has a critical role in the health care facilities, as they
must provide immediate assistance request 24 h. Even if they are properly organized,
a change in the external environment, such as a natural disasters, a train accident etc.,
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can modify patients’ arrival rates and lead to a change in their performance that
could end up with a worse service level for all the patients. This kind of “patients’
satisfaction” can be measured with different parameters; among these parameters,
the most representative one is the waiting time, which gives also an idea of how busy
a hospital is. In this chapter, the waiting time (Cimellaro et al. 2011) of the patients
arriving in an Emergency Department during a dramatic event such an earthquake
has been considered. This parameter can be used to measure the response and the
capacity of the hospital during emergency. The hospital analyzed is the Mauriziano
“Umberto I” Hospital, located in downtown Turin, in Italy.

12.2 State of Art

Several studies for the health care systems have been performed in the recent years,
in particular related to the patients’ waiting time. In fact, the study of multiple
patient routings and flow processes is important to reduce the waiting time at
various stages in the hospital. This was generally made using simulation models
which analyze various scenarios with different performance indicators. Models are
used in problem solving because their use is generally cheaper, faster and less
disruptive than manipulating the real world system (Boxerman 1996). In particular,
discrete event simulation (DES) has been widely used in modeling healthcare
systems since the 1970s. Martin et al. (2003) studied the elder patients’ admission
into a Geriatric Department and different scenarios to reduce the waiting time.
Van der Meer et al. (2005) analyzed a case study with the goal of reducing elective
patients’ waiting times for the Department of Orthopedics. Although only for a
single specialty, they found DES models to be a good communication tool between
hospital administration and modelers. However, attempts to model whole hospitals
are rare. This is because of the difficulty to represent the complexity of hospital
activity within a simulation model that must be a simplification (Pidd 2003). Appro-
priate simplification can be a complex process, and it may be easier to segment off
a discrete part of the hospital, such as a single ward. In this context, Emergency
Departments are one of the most popular areas for DES modeling because they
are relatively self-contained with easily observable processes. McGuire (1994)
discussed the use of DES models to compare different alternatives for selecting a
method to reduce the hospitalization of patients. The same goal was followed later
by Samaha et al. (2003). Takakuwa and Shiozaki (2004) constructed a simulation
model of the ED to examine patients’ flow and waiting times. The reduction of
patients’ waiting time was made also by analyzing different “what-if” scenarios
(Komashie and Mousavi 2005). Davies (2007) developed a computer simulation
in which the triage process was eliminated and a simplified service was obtained
by eliminating queues between patients that generally causes an increase of the
waiting time.
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12.3 Overview of the Methodology for Evaluating
Resilience of Health Care Facility

The term resilience is used as the capacity of engineering and socio-economic
systems to rebound after a severe disaster such as an earthquake (Cimellaro et al.
2010a, b). As it is known, a complete resilience framework must consider both
the technical and the organizational aspects, that are the two parts of the whole
framework and that are dependent each other. In this chapter, attention is given
mainly to the organizational dimension of resilience for an ED, evaluated by means
of a response variable. This important variable is patients’ waiting time before
receiving assistance, as it is the most significant parameter to identify the ED
response. Based on this assumption, we can observe that resilience has an inverse
trend with respect to the waiting time, so if resilience increases, the waiting time
decreases.

12.4 Description of the Hospital

The hospital analyzed in this chapter is the Mauriziano “Umberto I” Hospital located
in Turin, in the north of Italy. The hospital is almost 3 km far from the city centre and
it contains 17 units which represent different wards. It was built in 1881 but several
buildings were added during the twentieth-century and nowadays it covers an overall
surface of 52,827 m2. In this study, only the Emergency Department which is located
in the building 17 was modeled. As in the other Italian emergency departments, all
patients who enter are divided in four different color codes, according to the type of
injury, using a procedure called “triage”. Red codes (emergency) are patients with at
least one of the vital functions compromised and in immediate danger of life. Yellow
codes (urgency) have a partial impairment but there is not an immediate danger of
life. Green codes (minor urgency) have lesions that do not affect vital functions
while White codes (no urgency) are all patients who don’t really need to be in the
emergency department.

As consequence of this classification, the ER itself is divided in three main areas.
An emergency area is located immediately in front, where the ambulance stops and
contains two rooms in which red codes are stabilized. Parallel to this area, there is
the yellow and green codes’ area composed of five clinical labs. White codes are
seen in their own clinical lab, during its working hours; otherwise, they have to wait
until yellow and green patients’ clinical labs are available. Inside the emergency
department, there are also recovery rooms in which patients can stay before being
discharged or recovered in another part of the hospital.
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12.5 Data Analysis

The first step for developing the simulation model is to collect all necessary data
involved in the modeling. Some of these data are statistical information provided by
the hospital; other information was collected by interviews with hospital personnel.
The data needed were the ED flow charts, the procedures inside the different rooms,
as well as the personnel (known as resources) needed for each action and the
patients’ arrival rate to the ED.

As mentioned before, there are four different codes arriving to the ED and, for
this reason, four different arrival rates of patients (Yi 2005) were calculated for the
simulation, by using, the hospital’s register statistics. Figure 12.1 shows the arrival
rate for two types of code, known as the probability of having a fixed number of
patients arriving during the day, divided into injury codes and into weekdays and
weekend. The distribution of the patients’ arrivals in a day is defined by the arrival
cycle shown in Fig. 12.2. It represents the percentage of daily patients, defined by
the arrival rate, that arrive in a certain instant of the day. It was also calculated by
using hospital registers.

The patients’ flow chart was both determined by interviews with personnel and
statistical data provided by them. The different paths that a patient could follow after
entering in each room are determined. Then, by analyzing the hospital statistics, the
percentage of patients following each path is determined as well as the percentage of
patients that changed their injury code because of an improvement or deterioration
of their injury. Due to lack of space, this information is not shown in this chapter.
The times and the resources involved in each process as well as the time table of the
personnel are also used. The total resources used in the analyzed hospital are seven
doctors, nine nurses, four assistants and two health workers.
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12.6 Discrete Event Simulation Models

For the simulation of the hospital, a discrete event simulation (DES) model is
used. The model is implemented using a commercial software called Promodel by
defining the parameters needed as the patients’ arrivals, the paths through the ED,
the different rooms where patients could be attended, the processing times and the
procedures that take place in each location, as well as all the resources such nurses
or doctors. All these parameters are simulated in a DES model which is represented
in Fig. 12.3, in which the different emergency rooms, paths, counters for the number
of patients, patients and hospital personnel are shown.

For the study of the Emergency Department, some assumptions of the DES model
are done to simplify the study. The model is run using the patient arrival rate in
normal operating conditions and in emergency operating conditions after a seismic
event. In the last case, it is assumed that the hospital structural and non-structural
parts remain undamaged, meaning that the difference between the normal operating
conditions and the emergency operating conditions is just in the patients’ arrival
rate. Moreover, it is assumed that, even after a dramatic event strikes, the system
behavior remains the same with respect to the normal operating conditions. This is
an unrealistic assumption because, in dramatic conditions, many characteristics of
the system change, but these modifications have not been considered in this work.
The current research wants to focus on how the system could react to an extreme
event while remaining in normal operating condition mode without changing the
initial properties of the simulated model.

As explained above, the arrival rates are divided into codes, while in the reality
the injury code is determined once the patient has the first treatment at “triage”.
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Fig. 12.3 DES model of Mauriziano Emergency Department

This assumption was done to distinguish the type of patients into codes from the
first moment they arrive in the hospital. In the above paragraphs, it was explained
that patients could change their injury code during their stay at the ED. It was
considered that all patients that changed their code, they did it in the same point
of their treatment.

12.7 Simulation of Hospital Operations

All the actions that patients could do inside the ED and how much time they spend in
each location should be taken into account during the simulations, to build a model
which represents properly the ED. Furthermore, it is essential to have a clear idea
of how all the resources are used during the patients’ path. For example, if a patient
goes from a location to another, the resource utilized during this change of position
has to be specified. In addition, when a patient enters a room, the time he spends
with a doctor as well as with a nurse has to be indicated in the model. Each color
code follows different paths and makes different actions in the ED. The process for
each location describes every resource utilized and what happens inside the model.
The red codes use two main rooms: the shock room and the intensive reanimation
room. When red patients arrive at the ED, they can’t wait because of their injury,
so they are transferred immediately in one of these rooms. Therefore, a process
describes which actions are performed inside the first location and another does the
same for the second location. Similarly, all the processes related to the other color
codes inside all the rooms are described. They include processes for triage, clinical
labs and recovery rooms. Each location has a certain capacity so when it is full,
patients have to wait in the waiting rooms before entering.
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12.8 Results in Normal Operating Conditions

Particular attention is given during the simulations to the evaluation of the waiting
time which is the time patients spend in the waiting rooms before being processed
by the resources. The model can be calibrated by comparing the real data given by
the hospital staff with the numerical results obtained by the numerical simulations.
The results of the comparison are shown in Fig. 12.4, where the experimental values
are daily averaged over the three time range considered. As can be seen in the bar
charts, in Fig. 12.4, the numerical output fit the real data, showing the goodness
of the model realized. The trend of waiting time for the 7 days simulation period
is obtained for each code. In each day, a downward trend follows an upward trend
because of the daily arrival cycle. In addition to patients’ waiting times, the program

YELLOW CODES - Waiting Time

experimental data
real data

experimental data
real data

experimental data
real data

GREEN CODES - Waiting Time

WHITE CODES - Waiting Time

time range

7 
am

 - 
3 

pm

3 
pm

 - 
11

 p
m

11
 p

m
 - 

7 
am

time range

a b

c

7 
am

 - 
3 

pm

3 
pm

 - 
11

 p
m

11
 p

m
 - 

7 
am

time range

7 
am

 - 
3 

pm

3 
pm

 - 
11

 p
m

11
 p

m
 - 

7 
am

w
ai

tin
g 

tim
e 

(m
in

)

0

20

40

60

80

100

120

140

160

180

w
ai

tin
g 

tim
e 

(m
in

)

0

20

40

60

80

100

120

140

160

180

w
ai

tin
g 

tim
e 

(m
in

)

0

20

40

60

80

100

120

140

160

180

Fig. 12.4 Comparison of real vs. simulated data



210 G.P. Cimellaro and M. Piqué

provides as output other parameters that can be evaluated to verify the goodness of
the model. Examples of these outputs are locations and resources utilization, entities
and resources states, rooms’ contents and entries trends for all the codes.

12.9 Seismic Input

The data used as input in the model is the patient arrival rate due to a catastrophic
event such an earthquake. The arrival rate is determined by scaling the patient inflow
of Northridge hospital calculated during the earthquake which occurred in 1994. It
is known, from the collected data, that this event had severe impact on people and
structures even if it was of modest magnitude. In fact, the epicenter was located
in a high populated area. The pattern of the Northridge arrival rate is given in the
paper of Cimellaro (Cimellaro et al. 2011). First, the PGA at the site of Mauriziano
hospital is determined using the Italian seismic standard (NTC-08 2008), assuming
a nominal life for building of strategic importance of 100 years and a 2,500 years
return period, which corresponds to the Collapse Limit State (SLC). The final PGA
value of the horizontal component is 0.123 g. Initially the arrival rate of Northridge
earthquake was scaled to the PGA value measured in Turin, obtaining a ratio of
0.217. However, this scaling procedure has some limitations. In fact, the scaling
procedure based on the PGA value doesn’t take into account the real level of damage
related to the area in which the earthquake happens. The population density and the
urbanization level, which represent important indices for the evaluation of the effect
of an earthquake and for the calculation of the number of patients arriving in a
hospital, are not taken in account. Following the considerations above, the Modified
Mercalli Intensity (MMI) scale which takes in account all these features above has
been used as second scaling procedure. The MMI scale ranges from I (no felt) to
XII (total destruction) and it is able to quantify the effects of an earthquake on
the Earth’s surface, and all aspects connected to humans and man-made structures.
The MMI scale was determined using the relationships available in literature which
associate the MMI values to the horizontal average and maximum PGA at the site.
The average value obtained by the different relationships has been considered, so
MMI is 9 for Northridge and 7 for Turin, so the scale factor used in this case is
0.778. Figure 12.5 shows the plot of the arrival rate for the 3 days period after the
earthquake strikes related to Northridge, scaled with respect to the ratio between the
PGA and the MMI values to obtain the arrival rate in Turin.

Even if the patient/treatment data is usually, a low priority activity during emer-
gency, Northridge earthquake is a well-documented event, so the seismic arrival
rate shown in Fig. 12.5 was then divided in the different color codes following the
same distribution proposed by Pengfei (Yi 2005). In particular, knowing 1 week’s
injury data after the earthquake, patients have been grouped in six categories and
then, analyzing the type of injury, each category has been directly compared with
one color code. In Table 12.1 are shown the results of this aggregation of data and
the changes in the percentages when the system moves from normal to emergency
operating conditions.



12 Seismic Performance of Health Care Facilities Using Discrete Event. . . 211

Seismic arrival rate

time (days)

0 1 2 3

n.
 o

f p
at

ie
nt

s

0

20

40

60

80

100

120
Northridge
scale with respect to PGA
scale with respect to MMI

Fig. 12.5 Graphic
representation of the arrival
rates for Northridge
earthquake and Mauriziano
arrival rate calculated using
the PGA and the MMI scale
factor

Table 12.1 Percentage of patients arriving to the Emergency Department in both normal operating
conditions and emergency conditions

Normal scenario Emergency scenario Number of patients

Red codes 0.56 % 3.7 % 21
Yellow codes 16.78 % 40.1 % 271
Green codes 71.19 % 48.49 % 224
White codes 11.47 % 7.81 % 43

As shown in Table 12.1, the emergency operating condition is characterized by a
dramatic increase in the percentages related to the major codes, while minor codes
reach lower percentages with respect to the normal operating condition.

12.10 Numerical Results During the Emergency

The numerical simulations of the DES hospital model are performed by dividing
the seismic input in three main parts. The system starts to work in normal operating
conditions for a 7 days period; these days are needed to achieve a steady state
condition which is not influenced by the initial conditions. Then, they are followed
by 3 days in emergency operating conditions determined using the scaled arrival
rate evaluated in previous paragraph. The simulation ends with 3 days of normal
operating conditions in which the system goes back to its condition before the
earthquake. Globally, a 13 days period is run in each simulation. Different output
variables have been collected to have a clear picture of how the overall model by
means of a net variation of the patients’ inflow. Monte Carlo simulations were
run by performing the 13 days simulation multiple times. In this way, the random
differences between multiple runs are taken into account. The average waiting time



212 G.P. Cimellaro and M. Piqué

time (days)
0 2 4 6 8 10 12

time (days)
0 2 4 6 8 10 12

time (days)
0 2 4 6 8 10 12

w
ai

tin
g 

tim
e 

(m
in

)

0

200

400

600

800

1000

1200

1400

1600

w
ai

tin
g 

tim
e 

(m
in

)

0

200

400

600

800

1000

1200

1400

1600

w
ai

tin
g 

tim
e 

(m
in

)

0

200

400

600

800

1000

1200

1400

1600

Monte Carlo simulation

YELLOW CODES-Waiting Time GREEN CODES-Waiting Time

WHITE CODES-Waiting Time

average

a b

c

Monte Carlo simulation
average

Monte Carlo simulation
average
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is plotted in Fig. 12.6, for yellow, green and white codes respectively. As can be
observed, the waiting time increases when the earthquake strikes and goes back to
the initial value after the 3 days of emergency period.

12.11 Metamodel

The simulation model that has been built is a simplification of real-world system
in which, with few parameters, it is possible to have an idea of how a complex
system such as the Emergency Department is. However, due to the necessity to
model all the hospitals in the disaster area and run the respective DES models
multiple times to have statistically meaningful results, it is impossible to use these
simulations for evaluating real-time hospital capacity. For these reasons, there is
need to create a simpler model, called metamodel, which is a set of equations that do
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not require many parameters such as in the case of discrete events simulation models
(DES), therefore it becomes a good candidate for modeling operations for any
general hospital in disaster conditions. The purpose of the metamodel is describing
the system behavior by means of few response variables. As aforementioned, the
response variable chosen in this work is the waiting time, because it directly impacts
the survivability defined as the maximum amount of time allowed before the patient
is treated to avoid fatality. After a dramatic event strikes, the waiting time value
changes with respect to normal operating conditions. The transient behavior of
waiting time is the result of a change in patient arrival rate and can be represented
for instance, with a double exponential function expressed by means of several
parameters (Cimellaro et al. 2011; Yi 2005). The evaluation of all the parameters
requires calibration. The parameters of the metamodel must be correlated to the
hospital characteristics, such as the number of beds, the number of doctors, the
efficiency of the emergency rooms etc. The current research is trying to define
a metamodel for all the various color codes, improving previous existing models
(Yi 2005) which are based on the entire ED. The reason of this choice derives
from the different priority assigned to each code that leads to a totally different
output. To obtain four different equations, different parameters for each code have
to be selected. Then, it is possible to use the curves for each code, and applying
those to different hospitals by changing the parameters of the model. In this way,
an organizational model for different hospitals could be obtained, without passing
through the complex world of DES models.

12.12 Future Work

The next step will be including in the organizational model the damage of all the
content inside a given hospital. The PACT software will be used because it contains
more than 700 fragility curves of structural and nonstructural vulnerable elements
in the buildings. A new hospital business model will be developed which will
consider not only the structural and nonstructural content, but also the organizational
aspects in the evaluation of the initial investment. Interdependencies (Cimellaro
et al. 2014) among structural and organizational dimension will also be taken
in account in probabilistic terms. Information about the hospital is needed for
better seismic life cycle assessment. Prices of equipment and fragility functions
of content and structure would allow the inclusion of the medical equipment in
the assessment together with the organizational dimension with the goal to find
an optimal structural/organizational system which makes healthcare facilities more
resilient. The goal is to show a reduction of annualized repair costs if resilience-
based design is used. The final goal is trying to answer to the following questions.
Where are we willing to invest money and research resources to reduce the risk and
where should we invest first? What is, finally, the risk the society can afford?
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12.13 Concluding Remarks

Critical buildings such as hospitals have a critical role in our society and this is
the reason why they must remain operational during catastrophic events. In this
context, modeling the organizational part of the hospital is becoming more and
more important. Several studies are taking into account this aspect and particular
attention is given in identifying a fundamental parameter that can describe the
organizational performance of the hospital. The hospital analyzed in this work is
the emergency department of an Italian hospital and the patients’ waiting time is
the parameter that more represents its behavior. An organizational model was built
using the commercial software “Promodel” which contains all the processes that are
generally needed inside the ED in normal operating conditions. Then the system is
subjected to a seismic input which is characterized by a higher patient arrival rate
at the ED. The trend of the waiting time is found and a clear picture of how the
hospital response changes is finally obtained. However, building a discrete event
simulation model is time consuming; therefore, other simplified options should be
considered which can easily represent the transient behavior of the waiting time
from normal to emergency operating conditions. This simplified model is called
metamodel. It consists of an equation which is able to describe the waiting time
increasing during a catastrophic event for each color code.
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Seismic Protection



Chapter 13
On the Seismic Behaviour of Viscously Coupled
Shear Walls

O. Lavan

Abstract In the last couple of decades the use of energy dissipation devices
for earthquake mitigation has gained much attention. Most research in that field,
however, focused on frame buildings. This chapter is based on (Lavan, Earthq
Eng Struct Dyn 41(12):1673–1692) and discusses the possibilities of using energy
dissipation devices, or more specifically viscous dampers, in wall structures to result
in viscously coupled shear walls (VCSWs). In turn, insight to their behaviour,
as well as simplified approximate tools for their analysis and initial design are
presented. While very simple to use, those rely on a strong theoretical background.

13.1 Introduction

The use of energy dissipation devices, and in specific viscous dampers (VDs),
for seismic mitigation is becoming widespread (Soong and Dargush 1997;
Constantinou et al. 1998; Christopoulos and Filiatrault 2006; Takewaki 2009).
Those were shown to effectively reduce both displacement related responses and
force related responses due to the out-of-phase effect in various types of structural
systems (Constantinou and Symans 1992; Lavan and Dargush 2009; Lavan 2012).
In parallel to their development (Constantinou and Symans 1992), and to their
growing application in practice (Soong and Dargush 1997; Constantinou et al.
1998; Christopoulos and Filiatrault 2006), methodologies for the analysis and
design using such VDs have been proposed and studied as well (Agrawal and Yang
1999; Attard 2007; Aydin et al. 2007; Dargush and Sant 2005; Fujita et al. 2010;
Gluck et al. 1996; Kanno 2013; Lavan and Avishur 2013; Lavan and Levy 2005,
2006; Lavan et al. 2008; Levy and Lavan 2006; Lopez and Soong 2002; Sonmez
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et al. 2013; Takewaki 1997, 2000; Shukla and Datta 1999; Whittle et al. 2012; Zhang
and Soong 1992). Most of the applications of VDs and the design methodologies
proposed focused on frame buildings.

The extension of the use of VDs for the seismic mitigation in wall buildings
is very limited. While in frame structures the efficient locations for potentially
allocating such VDs are obvious, in wall structures some creativity is required.
Examples for such creativity could be found in the conceptual designs presented
by (Trombetti and Silvestri 2004, 2006; Silvestri and Trombetti 2007; Smith and
Willford 2007; Madsen et al. 2003; Marko et al. 2004; Rahimian 2002; Taylor 2002).
Trombetti and Silvestri (2004, 2006) and Silvestri and Trombetti (2007) proposed
allocating viscous dampers between frames and walls at every floor in wall-frame
structures. Since the deflected shapes of walls and frames are different, the dampers
experience large relative velocities between their ends, hence, efficiently dissipating
energy. Another efficient configuration, “the damped outrigger concept”, locates
dampers between outriggers attached to the core, and the perimeter structure (e.g.
Smith and Willford 2007). The large relative velocities expected in those locations
lead to efficient energy dissipation. Another approach allocated dampers within
openings (cut-out sections) in shear walls (Madsen et al. 2003; Marko et al.
2004). This approach was found to be efficient, in particular when the dampers
were allocated at cut-out sections of the shear wall at the lower stories. The use
of viscous dampers as coupling elements between two “bending” elements was
originally proposed by Rahimian (2002) in the form of “Coupled Truss Systems
with Damping”. In that steel structure, vertical trusses served as the bending
elements.

The latter conceptual design seems promising, and has even been implemented
in practice in the Torre Mayor building in Mexico City (Taylor 2002). Nonetheless,
some insight on the behaviour of such systems, their controlling parameters and their
effect on the responses of interest, as well as tools for initial design, are required.
The importance of such insight and such tools should never be underestimated.
While advanced tools for analysis are readily available these days and could be
easily used in practice, insight and simplified “back of the envelope” analysis and
initial design tools can never be replaced. Simplified analysis tools are important for
the following reasons:

• They enable a simple estimation of responses of interest to validate results from
more complex analyses.

• They enable the identification of the main structural elements.
• They provide means for engineers to know what results to search for in the pile

of results attained by complex analyses, and where to look for potential issues in
given designs.

While analysis starts with a given structure and seeks for its response. Design
answers the reverse question. Given the desired response, what are the structural
properties that would achieve it? A reverse procedure to answer this question could
rarely be formulated in the context of earthquake engineering. Furthermore, suppose
such a procedure existed, insight and initial design tools would further enable to:
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• Choose efficient structural systems for consideration and compare the different
alternatives.

• Check instantly if a design alternative is feasible.
• Estimate the sizes of structural elements required and estimate the cost.
• Understand why a given design may not perform well and identify and correct

the conceptual mistakes that prevent them from performing efficiently.

This chapter discusses a work that answers exactly these questions (Lavan 2012).
The main findings of this work will be presented herein, and flowcharts for their use
for practical approximate analysis and initial design will be given.

Section 13.2 presents the VCSWs system and the modelling assumptions. This is
followed in Sect. 13.3 by the study results where the controlling parameter on the
design of such systems is identified ant a parametric study is presented. Insight to
the effect of the controlling parameter on various responses is given in Sect. 13.4.
Sections 13.5 and 13.6 present simplified analysis and design methods, respectively.
These are based on the findings of Sects. 13.3 and 13.4. Finally Sect. 13.7 presents
the conclusions.

13.2 Description of the VCSWs System and Modelling
Assumptions

The VCSWs investigated by Lavan (2012) consists of two walls connected
by viscous dampers that can only transfer shear forces due to shear velocity
(Fig. 13.1a, b). As the floors assumed relatively rigid in their own plane, the
relative horizontal displacement between the walls is restrained. Note that the same
equations to represent the VCSWs also represent another system. This consists
of two parallel systems: A shear wall and a viscously braced frame that has zero
stiffness to shear deformation but does resist shear velocity (for more details see
Lavan 2012). We will focus herein only on the VCSWs system.

Fig. 13.1 Viscously coupled
shear walls: (a) layout, and
(b) parameters (Lavan 2012)
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In order to attain approximate and simplified solutions the following assumptions
were made:

• A plane model is considered. This, of course, limits the discussion to structures
where the torsional response is limited.

• All model parameters are assumed constant along the height. While mass
and stiffness are indeed close to uniform in most structures, the discussion is
limited to constant damping along the height. Nonetheless, the conclusions drawn
regarding feasibility of using viscous dampers in wall buildings, and the nature
of the controlling parameter, are valid for other distributions of damping.

• The behavior of the system can be approximated by linear analysis. As use
is made of viscous dampers, whether in the design of new structures or for the
purpose of retrofitting, the design objective would usually limit plasticity in the
structure. Hence, the damped structure is expected to behave linearly or close to
it, and linear analysis is expected to lead to reasonable approximation of behavior.
Moreover, as the considered structures are “regular”, the “equal displacements
approximation” is expected to lead to reasonable results in that range.

• Axial deformations are neglected. In the viscously coupled shear wall system
it is assumed that the axial deformation of the walls is small. In the wall-
viscous frame system axial deformations of the frame on which dampers are
installed are neglected. This leads to an approximate and simple analysis method
with a single controlling parameter. This assumption is valid in cases where
the damping is not too large and the deformations in the “damping system”
(to be defined subsequently) concentrate in the dampers rather than mostly in
axial deformations. For the range of damping typically used in buildings, this
assumption seems reasonable.

• The viscous dampers are linear and are assumed to be installed on relatively
rigid diagonals. Viscous dampers can be designed, in general, as nonlinear.
Linear viscous dampers, however, have advantages over nonlinear dampers since
the forces they produce are out of phase with the forces due to deformations.
Hence, they are adopted in this study. Those are usually mounted on relatively
axially stiff braces to fully utilize their efficiency.

• The walls deform in bending only, i.e. shear deformations are neglected. This
assumption is often used for the analysis of elements of large span to depth ratio
and has been extensively used for the analysis of conventional coupled shear
walls.

• The out-of-plane bending stiffness of the slabs is neglected. In general, the out
of plane bending stiffness of the slabs is indeed small. Note that their effect may
become considerable in very tall buildings.

• The foundations are assumed to be relatively rigid.
• When added dampers are considered, the inherent damping is neglected. It

is common to assume a relatively small inherent damping in structures retrofitted
with viscous dampers. As the added damping would usually result in large
damping ratios, the effect of the inherent damping on the responses is negligible.
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13.3 Solution Strategy and Study Results

This section summarises the derivations and steps taken in Lavan (2012) and
presents the main equations and results. For more details the reader is referred to
Lavan (2012).

13.3.1 An Equivalent Continuum Model and Its Governing
Equations

In many problems in engineering, where the structure is natively modeled using a
discrete model, a continuum equivalent model may well replace the discrete one
(see e.g. Reinhorn et al. 1977). In the context of the problem at hand, this is the case
when the number of stories is relatively large. For the continuum models, analytical
or semi-analytical solutions could be attained. Such a continuum model was also
used by Prof. Reinhorn in some of his works (see e.g. Wang et al. 1992; Gluck
et al. 1979; Reinhorn et al. 1977; Kusumastuti et al. 2005; Rutenberg et al. 1978;
Cimellaro et al. 2006).

The equation of motion of the continuum model of the system assuming constant
values of the parameters throughout the height of the structure is given by (Lavan
2012):

m
@2u .z; t /

@t2
� c @

3u .z; t /

@z2@t
CEI

@4u .z; t /

@z4
D �m@

2ug.t/

@t2
(13.1)

where u D horizontal relative displacement as a function of time, t, and height,
z; m D mass per unit length; EI D flexural rigidity of the walls; c D added shear
damping as given below; and ug D ground displacement. The sum of the first expres-
sion on the left hand side and the expression on the right hand side of Eq. (13.1)
represents the external forces required to maintain the absolute accelerations of
the system at time t. The second expression on the left hand side represents the
external forces required to maintain the velocities of the system at time t. The
system resisting those forces is the “damping system”. The third expression on
the left hand side of Eq. (13.1) represents the external forces required to maintain
the displacements of the system at time t. The system resisting those forces is
the “stiffness system”. The parameters for viscously coupled shear walls take the
values EI D EI1 C EI2 and c D cdd2l2/h(h2 C b2) (see parameters’ description in
Fig. 13.1b).

Equation (13.1) is accompanied by the boundary conditions that require zero
displacement and angle at the base relative to the ground, zero wall moment and
zero total shear at the top (z D H D wall height).

Once a solution of the governing equations is attained, various responses
of interest could be derived. In the case of VCSWs those are the horizontal
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displacements, D; inter-story drifts, ID, from which the damper’s stroke could

be computed as stroke D ID � .d � l/ =

p

d2 C b2
�

; total accelerations, A; total

horizontal shear, TS; horizontal shear in the stiffness system (the one to resist
displacements), WS; horizontal shear in the damping system (the one to resist
velocities), DS, from which forces in the dampers could be computed as FD D
DS �



h � p

d2 C b2
�
= .d � l/; total bending moment, TM; bending moment in the

stiffness system, WM; and bending moment in the damping system, DM, from which
axial forces in the walls could be computed as N D DM/l.

13.3.2 Dimensional Analysis and Identification
of the Controlling Parameter

To enable a rigorous parametric study, dimensional analysis could be used. In
these cases the number of controlling parameters could be reduced, and the results
could be generalized to represent many cases that were not analyzed with their
dimensional properties. For more details on that the reader is referred to Makris and
Black (2004a, b) and references therein. In the context of the problem at hand the
governing equations are brought to a non-dimensional form. This enabled reducing
the number of controlling parameters to one while identifying this parameter, as
follows:

Equation (13.1) and the corresponding boundary conditions were brought to a
non-dimensional form. This was done using the following non-dimensional param-
eters: ıD u=H I �D z=H I � D t

p
EI=mH4I 2�Dp

c2=mEI I ıg D ug=H . It was
further found that the response is controlled by � only. It was further noted that,
in contrast to coupled shear walls, the controlling parameter in the viscously
coupled shear walls, � D 1=2

p
c2=mEI , does not depend on the height of the

structure. This is a very important observation since it implies that, in contrast to the
conventional coupled shear walls system, the VCSWs system can be efficient also
for low-rise buildings.

13.3.3 Eigenvalue Solution and Complex Modal Spectral
Analysis

In Lavan (2012) the eigenvalue problem of the non-dimensional governing equa-
tions was solved. The non-dimensional natural frequencies and damping ratios for
the first three modes and various values of � are given in Table 13.1.

The non-dimensional properties could be transformed to their dimensional
counterparts using:
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Table 13.1 Non-dimensional natural frequencies and damping ratios for various values of �
(Lavan 2012)

�D 0.0 �D 0.1 �D 0.2 �D 0.3 �D 0.4

Mode !i �i !i �i !i �i !i �i !i �i
1 3.516 0.000 3.525 0.132 3.553 0.266 3.606 0.403 3.697 0.546
2 22.035 0.000 22.067 0.148 22.181 0.300 22.454 0.462 23.197 0.649
3 61.697 0.000 61.704 0.126 61.730 0.255 61.808 0.391 62.098 0.551

!i D
r

EI

mH4
!i I �i D �i (13.2)

It was further shown (Lavan 2012) that the peak contribution of the mode i and
its conjugate to the response of interest can be estimated by means of a response
spectrum analysis (similar to the one proposed by Song et al. (2008) for discrete
systems) as

x0;max;i .�/ D R0;i � Sa;i (13.3)

where x0,max,i(�) is the peak contribution of the mode i and its conjugate
to the response of interest, R0,i the modal contribution of the mode i and
its conjugate to the response of interest and Sa,i is the spectral pseudo
acceleration. The modal contributions, R0,i, were derived for the various
responses of interest in the non-dimensional domain. Figure 13.2 presents
graphs of these coefficients as function of height. Each graph presents the
coefficient using 5 values of Ÿ: 0, 0.1, 0.2, 0.3, 0.4. The first row in Fig. 13.2
presents the contribution of the first pair of conjugate modes while the second
and third rows present the contributions of the second and third pairs of
modes, respectively. Those can then be brought to the dimensional domain as
follows: RD,i D mH4/EI � Rd,i; RID,i D mH3/EI � Rid,i; RA,i D Ra,i; RTS,i D mH � Rts,i;
RWS,i D mH � Rws,i; RDS,i D mH � Rds,i; RTM,i D mH2 � Rtm,i; RWM,i D mH2 � Rwm,i;
RDM,i D mH2 � Rdm,i. As the periods of the various modes are widely spread
(see Table 13.1), thy can be combined using the SRSS rule leading to a good
approximation of the peak response.

13.4 Insight to the Behaviour of VCSWs

The tables and graphs given in the previous section present a powerful tool for an
approximate analysis of VCSWs systems. Nonetheless, it is hard to gain insight to
the effect of damping by using them, as presented. This is because the R values
extracted from those graphs are to be multiplied by the pseudo acceleration to attain
the responses. Nonetheless, for each Ÿ the values extracted from the graphs are
associated with different response spectra. In order to bypass this issue and enable
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a clear comparison between the responses of systems with different Ÿ values, the
responses R where multiplied by the value of

R�;i D Sa .�i /

Sa.0:05/
D
s

0:07

0:02C �i
(13.4)

where R�,i is the conversion factor from pseudo-acceleration computed for 5 %
damping, Sa(0.05), to pseudo-acceleration for a damping ratio � i, Sa(� i). This
expression is adopted from CEN (1998). To obtain the contribution of each pair of
conjugate modes to the desired response, the plots in Fig. 13.3 are to be multiplied
by the pseudo acceleration at the relevant period, with 5 % damping, irrespective of
� i. The plots in Fig. 13.3 for the various values of Ÿ can thus be directly compared
to gain some insight on the effect of Ÿ. The values presented for ŸD 0 represent the
structure with no added damping, but with 5 % Caughey damping, i.e. 5 % damping
in every mode. Note that here the analysis of the viscously damped structures
ignore the inherent damping in each mode. This approximation is often made when
damping is added to the structure and its deformations considerably reduce.

As can be seen, a Ÿ value of 0.2 leads to a reduction of circa 40–50 % in all
responses except those in the damping system. Values of Ÿ> 0.2 may lead to a
further slight reduction in those responses. This, however, will be accompanied by a
large increase in the forces in the damping system. In turn, this would lead to a large
increase in the peak forces in the dampers and axial forces in the columns/walls.
Hence it is suggested using values of Ÿ� 0.2.

13.5 Simplified Analysis Approach

Following is the outline for the simplified analysis approach:

1. Estimate the building’s mass per unit height, m, and the cracked bending stiffness
of the walls, EI;

2. Estimate the damping parameter as c D cd d
2

n�h.d2Cb2/ � l2 (see Fig. 13.1 for more

details on the notation);
3. Calculate � D 1

2

p
c2=mEI and evaluate the natural frequencies and damping

rations !i D
q

EI
mH4 !i and �i D �i where !i and �i are taken from Table 13.1;

4. Calculate values of pseudo-acceleration corresponding to ! i and � i of the
relevant modes;

5. Calculate the contributions of each relevant mode to the responses of interest
using Fig. 13.2 and the corresponding transformations to the dimensional plane
(end of Sect. 13.3.3). Combine the contributions of all modes using the SRSS
rule.
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Note that the analysis is approximate and in any case one should verify the design
according to code requirements and analyses.

13.6 Initial Design Approach

Following is the outline for the initial design approach:

1. Perform an approximate modal analysis to the bare building as indicated in
Sect. 13.5 with zero added damping;

2. Determine the required response reduction in relevant responses of interest;
3. Using Fig. 13.3, estimate the required � value;
4. Perform an approximate modal analysis to the damped structure as indicated in

Sect. 13.5;
5. Evaluate the damping coefficient for the single damper so as to attain the required
� value from step 3 (see equations in step 2 of Sect. 13.5). Estimate the peak force
expected in the damper and its expected stroke (see transformation formulae from
DS and ID, respectively, at the end of Sect. 13.3.1).

13.7 Conclusions

This chapter summarizes the findings of Lavan (2012) regarding the efficiency
and the way VCSWs work: It sheds some light on and gives some insight to the
behaviour of such systems; it gives tools for approximate analysis, and; it gives
tools for their initial design.

The following observations regarding VCSWs systems could be made:

1. Under the assumptions made, a single parameter controls the response reduction
of viscously coupled shear walls or wall-viscous frames w.r.t the corresponding
uncoupled wall system.

2. In contrast to conventional coupled shear walls and wall-frame structures, the
controlling parameter in the viscously coupled shear walls and wall-viscous
frame systems, � D 1=2

p
c2=mEI, does not depend on the height of the structure.

This is a very important observation since it implies that this system can be
efficient also for low rise buildings. Of course, depending on the aspect ratio,
shear deformation of the wall system (not considered here) may play a role in
those systems and should be accounted for.

3. The addition of damping can lead to a considerable reduction in most responses
of interest (up to 60 % for cases where the relation given by CEN (1998) for
the effect of damping on SDOF systems’ response holds) in most responses
of interest. These are: displacements, inter-story drifts, total accelerations, total
and wall shear, overturning moment and wall bending moments. Based on the
example, such a reduction is feasible using “off-the-shelf” dampers.
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4. Increasing Ÿ further than 0.2 may lead to a slight further reduction in the
responses listed in Item 2 above. This, however, will be accompanied by a
large increase in the forces in the damping system. In turn, this would lead
to a large increase in dampers’ peak forces and in columns/walls axial forces.
Hence, it is suggested using values of Ÿ� 0.2. Based on Eq. (13.4) and the
derivations in this paper for ŸD 0.2 circa 50 % reduction in most response values
can be attained. The force in the most loaded damper in this case would be
circa FD D 0:19h=l � p

d2 C b2=d � VBundamped where VBundamped is the base
shear of the undamped structure, and the damper stroke would approximately be
stroke D 0:5 � l � d=pd2 C b2 � IDundamped where IDundamped is the inter-story
drift of the undamped system (% of story height).

5. From Item 4 it can be concluded that for the same response reductions in
two buildings having the same geometric properties h, d, b, and l, but with a
different height, H, mass, m, and stiffness EI, the ratio of the force at the most
loaded damper to the undamped base shear, would be similar. That is, the design
damper forces are expected to be smaller in lower buildings, showing, again, the
applicability of the concept to low raise buildings.
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Chapter 14
An Energy-Based Method for Designing
the Supplemental Damping of Inelastic
Structures

R. Barron and A.G. Ayala

Abstract This paper presents a design method for calculating the supplemental
damping of inelastic structures. This method is based on a balance of the mean
energy dissipated per cycle by the structure and by the supplemental damping. The
objective is to reduce the amplitude of the hysteretic cycles by adding the required
amount of damping, so that the supplemental damping dissipates a large portion
of the hysteretic energy with the reduced amplitude of vibration. The applicability
of the method is shown in the design of the supplemental damping of an 8-story
building highly irregular in plan and elevation. It is concluded that the use of a
small amount of supplemental damping, optimally placed, considerably reduces
the structural response. In this example, the added damping represents a damping
ratio of 4.3 % and it was capable to dissipate more than the 80 % of the energy
fed by the earthquake. The truss system of the supplemental damping took the
majority of the inertial forces, realising the structure from these forces and reducing
its overall response. For example, the mean reduction of the maximum interstory
drifts and maximum story rotations were 46 % and 65 %, respectively. This showed
that the energy-based method herein presented is a good method for designing the
supplemental damping.
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14.1 Introduction

The methodologies for aseismic design have evolved from a force-based philosophy
to a displacement-based philosophy that relies on the ductility of the structure to
dissipate the energy that an earthquake fed into the structure. However, with the
advent of innovative systems of active and passive structural control, once more,
the design methodologies are evolving. The objective of this work is to develop a
method for designing the supplemental damping of structures using an energy-based
philosophy.

The purpose of adding damping to a structure is to increase its capability to
dissipate the energy fed by an earthquake. Without dampers, the input energy of
a large earthquake usually exceeds the capacity of the structure to dissipate energy
by its inherent damping. Once this capacity is surpassed, portions of the structure
typically yield or crack, which may result in severe structural damage. However,
with the use of the energy dissipation devices, which have as a main purpose the
dissipation of the energy fed by the earthquake, the current design methodologies
are been rethinking. As mentioned in Soong and Dargush (1997), “ : : : a focus on
energy as a design criterion is conceptually very appealing. With this approach,
the engineer is concern, not so much with the resistance to lateral loads but rather
with the need to dissipate the energy input into the structure from the seismic
disturbance”.

Housner was the first to propose an energy-based philosophy for aseismic
design (1956). On his method of limit-design, the structure is designed to dissipate
plastically the energy fed by the earthquake. He assumed that the maximum plastic
strain energy is equal to the maximum kinetic energy minus the elastic strain energy,
and suggested the use of elastic velocity response spectra to evaluate the maximum
kinetic energy. On the other hand, the energy dissipation capacity of the structure
is evaluated in a single-degree-of-freedom representation by multiplying the plastic
strain by the yield stress. However the damage to a structure does not depend simply
on the magnitude of the dissipated energy, but the local characteristics are also
important to evaluate the energy flow into its structural components, as well the
history of the inelastic incursions, which determine the level damage of its structural
components. As noted in Soong and Dargush (1997), this is a serious shortcoming
for the use of the energy concepts for limit design of traditional structures. On the
other hand, with the use of passive dampers, which have stable hysteretic loops,
the dampers are designed and placed in the areas of the structure where there is
a great dissipation of the input energy. This reduces the structural response and,
consequently, minimizes the damage to the primary structure.

Even though the great importance of dampers as protective devices, little work
has been done in developing design methods aimed to determine the right amount
and the placement that best reduces the structural response. In contrast, a significant
amount of experimental research has been conducted to determine their character-
istics and their effects on the structures (Reinhorn et al. 1995; Gluck et al. 1996;
Goel and Booker 2001). A practical design method to determine the supplemental
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damping has to be simple and efficient. Simple for the practical engineers can use
it in a routinely design, and efficient in determining the optimal amount and precise
placement in order to use them efficiently.

Although there are some methods in the literature for designing the supplemental
damping, some of them are too simple but not lead to an optimal design, or they are
efficient but not ease to use in a routinely design. This paper describes the design
method proposed in Barron and Ayala (2013) that has the desired characteristics
mentioned in the former paragraph. A numerical example is provided to show
its efficiency in determining the sizes and places of the dampers that reduce the
structural response to the desired limit with a minimum amount of supplemental
damping.

14.2 Procedure to Design a Structure with Supplemental
Damping

As mentioned in the introductory paragraph, the purpose of adding damping to
a structure is to increase its capability to dissipate the destructive energy that
an earthquake fed to the structure. The dampers are characterised by having
stable hysteresis loops that dissipate large amount of energy without a significant
degradation of their strength and stiffness. Accordingly, the dampers are placed in
the zones of the structure where a large portion of the input energy is dissipated by
plastic strain (the energy related to the structural damage), so that they are able to
dissipate that energy. But also it is effective to put the dampers at the places in the
structure where the force of the damper have a large lever arm, making them more
efficient in reducing the overall response of the structure. In that way, with a small
number of dampers, the plastic strain energy of the whole structure can be reduced
considerably. Guided by these considerations, the proposed procedure for designing
the supplemental damping is based on energy concepts.

Before presenting the explanation of the design procedure, it is important to
mention three key issues. (1) The use of diagonals and columns to support the
dampers form trusses. This is an efficient structural system to resist lateral forces
that takes a large portion of the inertial forces, which releases the structure from
these forces. (2) In buildings, the better places to put the dampers are the exterior
frames, where the lateral forces of the trusses that support the dampers have
large lever arms. Consequently, the dampers are more effective in reducing the
translational and torsional response of the structure. (3) Since the procedure for
design the dampers requires locating the zones that dissipate more energy in the
structure, a multi-degree-of-freedom model of the structure is required to evaluate
the response of the different structural elements.

The starting point of the design procedure is the evaluation of the mean energies
dissipated per cycle. The objective is to reduce the amplitude of the hysteretic
cycles of plastic strain by adding the required amount of damping, so that each
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damper dissipates a large portion of the hysteretic energy with a reduced amplitude
of vibration. Therefore, the objective is to reduce the mean amplitude of vibration,
Um, to the target amplitude, U0, at the places where a damper is required to reduce
the large hysteretic cycles.

The mean amplitudes of vibration, Um, of the zones with the larger hysteretic
cycles, can be evaluated by averaging the displacement of local maxima obtained
from a deterministic analysis or can be evaluated directly from a stochastic analysis
as shown in Barron and Ayala (2013). The stochastic approach is used in this work
with the assumption of a stationary response for the strong segment of the response.
This hypothesis is adequate if the structure does not suffer severe damage, which is
possible with the help of the dampers that reduces the large displacements.

To obtain the equation of the dissipated energies, the equation of motion, Eq. 14.1
is required.

M Rx C C Px C f .x/C � . Px; x/ D F.t/ (14.1)

where t is the time variable, x is the time-dependent displacement vector of the
structure, M is the mass matrix, C is the damping matrix that represents the
inherent damping of the structure as an equivalent viscous damping, f (x) is a vector
representing the nonlinear restoring forces of the structure, �(ẋ, x) is a vector
representing the forces produced by the added damping that, in general, can be
a nonlinear function of the displacement and the velocity, and F is a vector that
represents the wind or earthquake induced forces.

As shown in Soong and Dargush (1997), the equation of motion can be rewritten
in the form of energy by multiplying it for the displacement dx D ẋdt and integrating
over one cycle of vibration that is denoted by h�i, the equation Eq. 14.2 is obtained.

hM Rx Pxi C ˝
C Px2˛C hf .x/ Pxi C h� . Px; x/ Pxi D hF Pxi (14.2)

For the steady-state response of a harmonic motion, or for a stationary random
process, h Rx Pxi D h Pxxi D 0. Equation 14.2 is thus changed into the balance equation
of the dissipated energies given in Eq. 14.3.

EID CEPS CEAD D EI (14.3)

where EID D ˝
C Px2˛ is the mean dissipated energy by the equivalent viscous

damping in the structure; EPS D hf .x/ Pxi is the mean plastic strain energy that
is the non-recoverable energy of the restoring forces of the structure when it yields;
EAD D h� . Px; x/ Pxi is the mean energy dissipated by the added damping; and
EI D hF Pxi is the mean input energy impose to the structure by the external force F.

The Eq. 14.3 represents the total mean energy dissipated per cycle by all structural
elements. For the case of buildings, the energies are evaluated at the interstory of the
frames where a damper is required to reduce the large hysteretic cycles. The increase
of the amount of damping from AD1 to AD2 reduces the mean amplitude of
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vibration from Um until it reaches the target displacement U0. In this situation,
the Eq. 14.4 represents the balance equation of the dissipated energies in a cycle
of vibration. This equation equals the dissipated energy in a cycle of vibration at
the mean amplitude Um to the dissipated energy in a cycle of vibration of reduced
amplitude U0, in which the increased damping AD2 dissipates a larger portion of
the energy.

ŒEID CEPS CEAD1�
Um D ŒEID CEPS CEAD2�

U0 (14.4)

The dissipated energy by the damping AD2 can be obtained by solving for EAD2

in Eq. 14.4.

EAD2 D ŒEID CEPS CEAD1�
Um � ŒEID CEPS �

U0 (14.5)

This energy is of paramount importance, because no matter what the type of
damper it is used (viscous, viscoelastic, friction, or metallic), it allow us to design
the damper in the sense that given the amplitude of vibration U0 in a harmonic test,
its characteristics can be determined so it dissipates the required energy in Eq. 14.5.

For example, if a viscous damper is used, it is known that for the steady-state
response of a harmonic motion, or for a stationary random process, the mean energy
dissipated in a cycle of vibration at the frequency ¨ and amplitude U0 is given in
Eq. 14.6 (Clough and Penzien 1993; Chopra 1995).

EAD2 D c�!U 2
0 (14.6)

From this equation, the required damping constant c of the viscous damper can
be evaluated as given in Eq. 14.7. In an actual ground motion, ¨ is the response
frequency (the central frequency in the power spectrum).

c D �!U 2
0 =EAD2 (14.7)

It is important to mention that the procedure for designing the dampers follows
an iterative scheme because the energy introduced by the earthquake depends on
the amplitude of the response, which with the added damping is being reduced until
it reaches the target displacement. Thus, at each step of the iterative process new
values of the energy dissipated for each damper are evaluated using the equation
Eq. 14.5 and new values for the damping constants c are obtained with the equation
Eq. 14.7. The iterative process ends when the c values of all dampers does not
change as we proceed with the iterations.

Usually, the most effective places to put the dampers are the exterior frames.
Accordingly, at the start of the iterations, we assume that the dampers are placed
in all the interstories of the selected frames. As the iterations proceed, some of
the c values are too small meaning that there is no need to put a damper there,
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so we retired those locations from the iterative scheme. This increase the speed of
convergence and improve the results because the dampers are being placed at the
locations where they are more effective.

14.3 A Numerical Example

The procedure for designing the supplemental damping is shown in a numerical
example in which the dampers of an 8-storey steel building are designed. The
Fig. 14.1 shows an isometric view of the building generated with the structural
analysis program SAP2000 (Computers and Structures Inc. 2012). From this Figure
it can be seen the great asymmetries in plan and in elevation of the building.

The building was designed using the strong column-weak beam criterion, which
ensures that the inelastic behavior of the structure appears only on the beams that
developed plastic hinges. Only the columns of the first level developed plastic hinges
at their base. Table 14.1 presents the story heights and masses, and the sections of
beams and columns.

The columns base plates were considered semi rigid assuming a rigidity for the
base plates five times the angular rigidity of the columns. The inherent damping is
modeled as proportional damping using the 1st and 3rd modes of vibration, with a
2 % damping ratio.

Fig. 14.1 Isometric view of
the building generated with
SAP-2000
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Table 14.1 Story masses, their location and sections of beams and columns

Height Mass Mom. of inertia X cm Y cm Beams Columns
Story (m) (kg) � 103 (kg m2) � 104 (m) (m) W section TS

1 4.0 628 11; 570 12:75 15:75 18 � 60 16 � 16 � 5/8
2 3.8 622 11; 461 12:75 15:75 16 � 50 16 � 16 � 5/8
3 3.8 615 11; 327 12:75 15:75 16 � 45 16 � 16 � 1/2
4 3.8 601 11; 185 12:5 15:9 16 � 45 16 � 16 � 1/2
5 3.8 459 6; 185 9:0 18:0 16 � 40 16 � 16 � 1/2
6 3.8 438 5; 903 9:0 17:6 16 � 40 16 � 16 � 3/8
7 3.8 229 1; 235 9:0 9:0 16 � 36 16 � 16 � 3/8
8 3.8 208 1; 120 9:0 9:0 16 � 36 16 � 16 � 3/8

Fig. 14.2 Horizontal components of the ground acceleration recorded at the parking area of the
building of Minister of Communications and Transportations (SCT), in Mexico City, generated by
the earthquake occurred on September 19, 1985, in the cost of Michoacán, México

14.3.1 Modelling of the Ground Excitation

The ground accelerations applied to the building are the two components that were
recorded at the parking area of the building of Minister of Communications and
Transportations, in Mexico City, during the earthquake occurred on September 19,
1985, in the cost of Michoacán, México. The N00W component, in Fig. 14.2a, was
applied to the X direction and the N90W components, in Fig. 14.2b, is applied to
the Y direction.

For the stochastic analysis, the ground accelerations are considered as vector
random process with components in the X and Y directions. These components
are assumed zero-mean stationary gaussian processes. The unilateral auto- and
cross-power spectral densities are shown in Fig. 14.3. These spectral densities were
evaluated using the intense part of the records, with a duration of 50 s, defined
between the times corresponding to the 5 and 95 % of the Arias intensity. To
calculate these spectral densities, the “cpsd” function of MATLAB (Krauss et al.
1994) was used with a 30 s Hamming window with 50 % overlap.
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Fig. 14.3 The unilateral auto- and cross-power spectral densities of the two components of the
ground acceleration recorded at the SCT building, in Mexico City, during the earthquake occurred
on September 19, 1985, in the cost of Michoacán, México

Table 14.2 Story stiffness and yield shear-force of frames

Stiffness (kN/cm) Yielding shear force (kN)

Frames Frames

Interstory 1 2 3 4 5 6 7 8 9 10 11 12 13 1 2 3 4 5 6 7 8 9 10 11 12 13

1 480 310 550 310 1,800 1,250 2,900 1,250
2 340 210 390 200 1,560 1,070 1,960 1,090
3 280 170 320 160 1,350 910 1,570 990
4 240 165 290 180 1,060 830 1,400 800
5 170 140 290 – 920 650 1,280 –
6 135 120 250 – 760 550 900 –
7 130 – 150 – 680 – 680 –
8 100 – 105 – 500 – 500 –

14.3.2 Modelling of the Building

Since the design procedure requires several analyses to determine the optimal
sizes and locations of the dampers, a simplified model of the building was used.
Each frame is modeled as shear-type frame with a one shear-resisting element per
interstory that takes into account the shear forces of the columns of the inter-story.
The Bouc-Wen model (Bouc 1967; Wen 1976) with a smooth exponent of 3 and a
5 % post yielding stiffness, is used to represent the nonlinear behaviour of the shear-
resisting elements. The story stiffnesses were calculated from a pushover analysis
with lateral forces proportional to the first mode of vibration. Table 14.2 shows the
stiffness and yield shear forces of the frames in the simplified model.

The yield shear-forces were evaluated considering that the plastic moments of
the beams are distributed by half between the upper and the lower columns that
connected them, dividing the sum of the ends moments of the columns by the
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Fig. 14.4 Hysteresis loops of the simplified model vs. the SAP2000 model; (a) third story of
frame 1 and (b) third story of frame 7

Table 14.3 Mean dissipated energy per cycle (kJoules) in all frames

Frame 1 2 3 4 5 6 7 8 9 10 11 12 13

Inherent damping 22 20 19 18 10 10 11 18 16 14 12 3 3
Plastic strain 40 34 29 27 11 12 13 20 14 10 8 1 1

story height gives the yield shear-forces. Some adjustment to the yield shear forces
were made so the simplified model represents well the response of the more-precise
SAP2000 model. Figure 14.4 presents a comparison of the hysteresis loops obtained
with the simplified model and SAP2000, for the 3rd story of frames 1 and 7. From
this figures it can be seen the good approximation of the simplified model.

The deterministic and stochastic analyses of the simplified model were performed
with computer programs developed in MATLAB (2013). The analysis procedure for
the stochastic analysis is briefly explained in Barron and Ayala (2013).

14.3.3 Design of the Dampers

The procedure for designing the dampers starts with the evaluation of the mean inter-
story-displacement of local maxima, Um, from which the dissipated plastic strain
energy and the dissipated energy by the inherent damping are evaluated. Table 14.3
presents the dissipated energies on each frame. From this table it can be seen that the
frames 1, 2, 3, 4 and 8 dissipate the larger amount of strain energy. At a first glance
one can think that the best place to put the dampers are those frames. However, as
it is shown next, the most effective locations to place the dampers are the exterior
frames.

The procedure starts by selecting the frames were the dampers are going to be
located. Usually, the most effective places are the exterior frames. Accordingly, the
exterior frames 1, 7, 8 and 13 are selected to put the dampers, although the frames 7



242 R. Barron and A.G. Ayala

Table 14.4 Calculated damping coefficients for the Design_1 and Design_2 obtained with the
target displacements of 2.0 and 1.5 cm, respectively. Damping units in (kN-s/cm)

Design 1 Design 2

Frame 1 7 8 13 1 7 8 13

Interstory 7 18 – 0 – 0 – 0 –
6 58 0 0 – 78 0 0 –
5 82 0 16 – 105 0 54 –
4 22 65 32 0 103 114 45 0

3 123 113 111 26 194 160 171 73

2 76 104 0 0 194 175 111 41

1 0 0 0 0 0 0 0 0

and 13 does not dissipate much energy. At the start of the iterations it is assumed that
the dampers are placed in all the interstories of the selected frames. As the iterations
proceed, some of the c values are too small, meaning that there is no need to put a
damper there, so we retired those locations from the iterative scheme. This increase
the speed of convergence and improve the results because the dampers are being
placed at the locations where they are more effective.

For purpose of comparison, two target displacements, U0, are used to design the
dampers. These displacements are 2.0 and 1.5 cm. The locations and sizes of the
dampers obtained with these target displacements are named Design 1 and Design
2, respectively. Table 14.4 shows the calculated damping coefficients for these two
designs. It can be observed that the 1st interstory did not required dampers in
both designs, and that only the frame 1 required a damper in 7th interstory in the
Design 1.

As will be shown in the next section, with a small amount of damping, the two
damper configurations obtained produce a grate reduction in the displacements and
the torsional response of the structure. The damping ratio of these designs were
evaluated using the non-classical mode shapes. The complex characteristic values
of the first mode are œ1 D �0.172 C 3.95i for the Design 1 and œ1 D �0.441 C 3.99i
for the Design 2. The corresponding damping ratios are ŸD 4.3 % and ŸD 10.5 %,
respectively.

14.4 Presentation and Discussion of the Results
of the Numerical Example

What follows presents a comparison of the seismic performance of the building
in the numerical example with and without dampers, for the designs Design 1 and
Design 2. The first response parameter to review is the mean interstory displacement
of local maxima. Table 14.5 presents the mean interstory displacements of local
maxima for the 1st and 3rd interstory of all frames. It can be seen that that these
displacements never exceeded the target displacement of 2.0 and 1.5 cm established
for the Design 1 and Design 2, respectively.



14 An Energy-Based Method for Designing the Supplemental Damping. . . 243

Table 14.5 Mean interstory displacements of local maxima for the 1st and 3rd interstory. Design
1 with a target displacement of 2.0 cm and Design 2 with a target displacement of 1.5 cm

Frames 1 2 3 4 5 6 7 8 9 10 11 12 13

Mean drift (cm) No dampers 3.6 3.6 3.6 3.6 3.7 3.8 3.9 3.5 3.2 2.9 2.6 2.3 2.1
Design 1 2.0 2.0 2.0 2.0 2.0 2.0 2.0 2.0 2.0 2.0 2.0 2.0 2.0

3rd interstory Design 2 1.5 1.5 1.5 1.5 1.5 1.5 1.5 1.5 1.5 1.5 1.5 1.5 1.5
Mean drift (cm) No dampers 2.5 2.4 2.4 2.4 2.5 2.5 2.6 2.3 2.1 1.9 1.7 1.6 1.4

Design 1 1.6 1.6 1.6 1.6 1.6 1.6 1.7 1.6 1.5 1.5 1.4 1.3 1.2
1st interstory Design 2 1.3 1.3 1.3 1.3 1.3 1.4 1.4 1.3 1.2 1.2 1.1 1.1 1.0

Table 14.6 Maximum interstory drifts (cm) of 3rd interstory of all frames

Frame 1 2 3 4 5 6 7 8 9 10 11 12 13

Without dampers 8.4 8.3 8.2 8.2 8.4 8.6 8.8 8.1 7.4 6.7 6.0 5.4 4.9
Design 1 4.5 4.5 4.5 4.5 4.5 4.5 4.5 4.6 4.5 4.5 4.5 4.5 4.6
Design 2 3.4 3.4 3.4 3.4 3.4 3.4 3.4 3.4 3.4 3.4 3.4 3.4 3.4

Fig. 14.5 Capacity curve and
probability density function
of the seismic demand
(maximum drift of the 3rd
interstory of frame 1) for the
base structure and the
structure with added damping
denoted as Design 1 and
Design 2

The second response parameter to review is the maximum inter-story-
displacement. Table 14.6 presents the maximum interstory drifts for the 3rd
interstory of all frames. It can be observed large displacements for the base structure,
all of them are above 8.0 cm. The seismic norms establish limits for the interstory
drift as a percentage of the height. For example, the FEMA P-750 (2009) establishes
a drift limit ratio of 1.5 % for an occupancy category III (High occupancy). For the
example building, with an interstory height of 380 cm, this limit is L D 5.7 cm. For
the base structure, the drift limit is exceeded in most of the frames. On the other
hand, the designs Design 1 and Design 2 comply with this limit. From Table 14.6 it
can be seen that the larger interstory drifts got the larger reductions. For the Frames
1–7, which have the larger displacements, the mean reduction is 46 % for the Design
1 and 60 % for the Design 2.

A rational approach for the performance evaluation of a building has to consider
the randomness of the ground motion. Figure 14.5 presents the probability density
functions (pdf) of the maximum interstory drift of the 3rd interstory of frame 1, for
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Table 14.7 Comparison of the dissipated energies (kJouls/cycle), base structure vs. Design 1 and
Design 2

Inherent Added Plastic strain Total

Without dampers 176 (44 %) – 220 (56 %) 396
Design 1 67 (16 %) 334 (81 %) 14 (3 %) 415
Design 2 40 (10 %) 359 (89 %) 4 (1 %) 403

the base structure and the structure with added damping, Design 1 and Design 2.
These functions are scaled by 1,000 just for the purpose to see them at the scale
of the shear force. From these pdf can be evaluated the probabilities that the peak
interstory drift exceeds the limiting displacement L D 5.7 cm, these probabilities are
99.7 %, 4 % and 0 % for the base structure, Design 1 and Design 2, respectively.

The third response parameter to review are the dissipated energies in the structure.
Table 14.7 presents a comparison of the energies dissipated in the base structure and
the structure with added damping, Design 1 and Design 2. From this table it can be
seen that both designs reduces considerably the energies dissipated by the inherent
damping and the plastic strain. The dampers dissipating more than the 80 % of
the energy fed by the earthquake. This reduces the forces in the primary structure
because the dampers and the corresponding truss system that support them take
the majority of the inertial forces. With a reduced force, the lateral and torsional
responses of the building are diminished. For example, the mean reduction of the
maximum interstory drifts and maximum story rotations were 46 % and 65 %,
respectively. With these levels of reduction the structure has a behaviour practically
linear (see Fig. 14.6b, c).

From the comparison of the level of damping in the Design 1 and Design 2,
it can be seen that the Design 1 is more convenient because it gives a good and
an acceptable level of reduction with a 40 % less damping than the Design 2,
(4.3 %/10.5 %).

It is important to see a comparison of the effect of the added damping in the
reduction of the hysteresis loops. Figure 14.6a–c present the hysteresis loops for
the 3rd interstory of frame 1. From this figure it can be seen the reductions in
the displacement and the force that is obtained with the added damping. The
Design 1 reduces the maximum displacement from 8.2 cm, in the base structure,
to 4.4 cm, which produces a response almost elastic. Whereas the Design 2, with
more damping, reduces the maximum displacement to 3.9 cm, which produces an
elastic structural response.

Figure 14.6d shows a comparison of the maximum displacement profile of frame
1 for the base structure vs. the Design 1 and the Design 2. It can be seen that the roof
displacements are reduced 26 % for the Design 1 and 40 % for the Design 2. It is
important to mention that a reduction of the roof displacement is no representative
of the reductions of the interstory drifts because the roof displacement is the addition
of all interstory displacements that are not reduced in the same proportion, the larger
reductions are in the 2nd, 3rd, 4th and 5th interstory, with a mean reduction of 46 %
and 59 % for the Design 1 and the Design 2, respectively.
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Fig. 14.6 Comparison of the hysteretic loops of the 3rd interstory of frame 1, and comparison of
the displacement profiles of frame 1, base structure vs. the Design 1 and Design 2

The forth response parameter to review are the story rotations. Table 14.8 presents
the maximum story rotations for the base structure and the structure with added
damping, Design 1 and Design 2. From this table it can be seen that the reductions
are almost uniform, and are more than 50 %. The mean values of reduction are 65 %
for the Design 1 and 78 % for the Design 2.

To end this section, Table 14.9 summarizes the most relevant results of this
numerical example that compares the effectiveness of the Design 1 and Design
2 in reducing the structural response. Table 14.9 shows the mean reductions, in
percentage, of the maximum interstory drifts and maximum story rotations. From
this table it can be seen that the Design 1 produces a good reduction of the structural
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Table 14.8 Comparison of maximum story rotations, base structure vs. Design 1 and Design 2.
(Rotations in degrees � 10�3)

Story 1 2 3 4 5 6 7 8

Without dampers 50 119 198 280 333 401 430 448
Design_1 21 42 59 96 106 136 156 163
Design_2 14 20 28 50 65 95 103 111

Table 14.9 Mean reductions, in percentage, of the maximum interstory drifts and maximum story
rotations for the Design 1 and Design 2

Design 1 (ŸD 4.3 %) Design 2 (ŸD 10.5 %)

Interstory drift 46 % 60 %
Floor rotations 65 % 78 %

response with a 4.3 % added damping, and that an increase in damping to 10.5 %
in the Design 2 does not increases substantially the reductions obtained with the
Design 1. Therefore, the Design 1 gives good reduction of the translational and
torsional response of the building with a less damping.

14.5 Conclusions

This paper presented a design method for calculating the supplemental damping of
inelastic structures. This procedure is based on a balance of the mean dissipated
energy per cycle by the structure and by the added damping. The objective is to
reduce the amplitude of the hysteretic cycles of plastic strain by adding the required
amount of damping, so that each damper dissipates a large portion of the hysteretic
energy with the reduced amplitude of vibration. The dampers are also placed at
the zones of the structure where they have a large lever arm, making them more
efficient in reducing the overall response of the structure. In that way, with a small
number of dampers, the plastic strain energy of the whole structure can be reduced
considerably.

A numerical example was provided to illustrate the applicability of the design
method. The example consisted on determining the supplemental damping of an
8-story building that is highly irregular in plan and elevation. The two horizontal
components of the ground motion were considered. Two target displacements were
established and the two levels of the calculated damping were named Design 1 and
Design 2. From this example it was shown the effectiveness of the proposed design
method in reducing the translational and torsional response of the building. From
the analysis of the results of this example, the fallowing conclusions can be made.

• The use of a small amount of supplemental damping, optimally placed, reduces
considerably the structural response. For the building example, the added
damping represents a small damping ratio of 4.3 %. The supplemental damping
was capable to dissipate more than the 80 % of the energy fed by the earthquake.
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The truss system of the supplemental damping took the majority of the inertial
forces, realising the structure from these forces and reducing its overall response.
For example, the mean reduction of the maximum interstory drifts and maximum
story rotations were 46 % and 65 %, respectively.

• It is confirmed that the energy-based method herein presented is a good method
for designing the supplemental damping of a structure. This method determined
the best size and placement of the dampers that produces a large reduction of the
structural response with a small number of dampers.
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Chapter 15
Seismic Response and Stability
of the Rocking Frame

Nicos Makris and Michalis F. Vassiliou

Abstract This paper investigates the planar rocking response of an array of free-
standing columns capped with a freely supported rigid beam in an effort to explain
the appreciable seismic stability of ancient free-standing columns which support
heavy epistyles together with the even heavier frieze atop. Following a variational
formulation the paper concludes to the remarkable result that the dynamic rocking
response of an array of free-standing columns capped with a rigid beam is identical
to the rocking response of a single free-standing column with the same slenderness;
yet with larger size – that is a more stable configuration. Most importantly, the study
shows that the heavier the freely supported cap-beam is (epistyles with frieze atop),
the more stable is the rocking frame regardless the rise of the center of gravity of
the cap-beam; concluding that top-heavy rocking frames are more stable than when
they are top-light. This “counter intuitive” finding renders rocking isolation a most
attractive alternative for the seismic protection of bridges with tall piers; while its
potential implementation shall remove several of the concerns associated with the
seismic connections of prefabricated bridges.
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15.1 Introduction

Under base shaking slender objects and tall rigid structures may enter into rocking
motion that occasionally results in overturning. Early studies on the seismic
response of a slender rigid block were presented by Milne (1885); however, it was
Housner (1963) who uncovered a size-frequency scale effect which explained why:
(a) the larger of two geometrically similar blocks can survive the excitation that will
topple the smaller block; and (b) out of two same acceleration amplitude pulses,
the one with the longer duration is more capable to induce overturning. Following
Housner’s seminal paper a number of studies have been presented to address the
complex dynamics of one of the simplest man-made structures – the free standing
rigid column.

Yim et al. (1980) conducted numerical studies by adopting a probabilistic
approach, Aslam et al. (1980) confirmed with experimental studies that the rocking
response of rigid blocks is sensitive to system parameters; while Psycharis and
Jennings (1983) examined the uplift of rigid bodies supported on viscoelastic
foundation. Subsequent studies by Spanos and Koh (1984) investigated the rocking
response due to harmonic steady-state loading and identified “safe” and “unsafe”
regions together with the fundamental and subharmonic modes of the system. Their
study was extended by Hogan (1989, 1990) who further elucidated the mathematical
structure of the problem by introducing the concepts of orbital stability and Poincare
sections. The transient rocking response of free-standing rigid blocks was examined
in depth by Zhang and Makris (2001) who showed that there exist two modes of
overturning: (a) by exhibiting one or more impacts; and (b) without exhibiting any
impact. The existence of the second mode of overturning results in a safe region
that is located on the acceleration-frequency plane above the minimum overturning
acceleration spectrum. The fundamental differences between the response of a
rocking rigid column (inverted pendulum) and the response of the linear elastic
oscillator (regular pendulum) led to the development of the rocking spectrum
(Makris and Konstantinidis 2003). More recent studies pertinent to the rocking
response of rigid columns have focused on more practical issues such as the
representation of the impact (Prieto et al. 2004), the effect of the flexibility-yielding
of the supporting base (Apostolou et al. 2007; Palmeri and Makris 2008), the effect
of brittle and ductile restrainers (Makris and Zhang 2001) or the effect of seismic
isolation on the rocking response of the free-standing column (Vassiliou and Makris
2012).

In this paper we investigate the planar rocking response of an array of free-
standing columns capped with a freely supported rigid beam as shown schematically
in Fig. 15.1. Herein we use the term “rocking frame” for the one degree of freedom
structure shown in Fig. 15.1. Sliding does not occur either at the pivot points at
the base or at the pivot points at the cap-beam. Our interest to this problem was
partly motivated from the need to explain the remarkable seismic stability of ancient
free-standing columns which support heavy free-standing epistyles together with the
even heavier frieze atop. As an example, Fig. 15.2 shows the entrance view of the
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Fig. 15.1 Rocking array of free-standing columns capped with a freely supported rigid beam

Fig. 15.2 View of the Temple of Aphaia, in Aegina, Greece. Its monolithic, free-standing columns
support massive epistyles and the frieze atop and the entire rocking frame remains standing for
more than 2,500 years in a region with high seismicity

late archaic temple of Aphaia in the island of Aegina nearby Athens, Greece. Dates
ranging from 510BC to 470BC have been proposed for this temple. All but three of
the 32 outer columns of the temple are monolithic and they have been supporting for
2.5 millennia the front and back epistyles together with the heavy frieze (triglyph
and metope).

The understanding of the rocking response and stability of the configuration
shown in Fig. 15.1 is also pertinent to the growing precast bridge construction
technology where bridge piers supporting heavy decks are allowed to rock atop
their foundation in order to achieve re-centering of the bridge bent after a seismic
event.
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15.2 A Notable Limitation of the Equivalent Static Lateral
Force Analysis

15.2.1 Seismic Resistance of Free-Standing Columns Under
“Equivalent Static” Lateral Loads

Consider a free-standing rigid column with size R D p
b2 C h2 and slenderness

b/h D tan˛ as shown in Fig. 15.3 (left). Let us first assume that the base of
the column is moving (say to the left) with a “slowly” increasing acceleration,
üg (say a very long-duration acceleration pulse which allows for an equivalent
static analysis). Uplift of the block (hinge formation) happens when the seismic
demand (overturning moment) D mügh reaches the seismic resistance (recentering
moment) D mgb. When uplifting is imminent, “static” moment equilibrium of the
block about the pivoting point O gives

mRugh
„ƒ‚…
demand

D mgb
„ƒ‚…
resistance

or Rug
„ƒ‚…
demand

D g
b

h
D g tan˛
„ƒ‚…
resistance

(15.1)

Equation (15.1) shows that the block <b, h> will uplift when üg � gtan˛. Now,
given that this is a “quasistatic” lateral inertial loading, the inertia moment due to

Fig. 15.3 Left: Geometric characteristics of a free-standing rocking column together with its

moment rotation diagram. Right: During rocking motion

 R
.t/ ¤ 0

�
the seismic resistance is

proportional to R2; while, the seismic demand is proportional to R
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the nearly zero rotational accelerations of the blocks is negligible

 R
.t/ D 0

�
. Upon

uplift has occurred, the rocking block experiences a positive rotation, 
 (t); therefore,
the seismic moment demand is mügRcos(˛� 
 (t)); while the seismic resistance is
merely mgRsin(˛� 
 (t)), since R
.t/ D 0. For 
 > 0, the resistance of the rocking
block upon uplifting under quasistatic lateral loading is tan(˛� 
 (t)) which is
smaller than tan˛. Accordingly; once the block uplifts, it will also overturn. From
this analysis one concludes that under quasistatic lateral loading the stability of a
free-standing column depends solely on its slenderness (gtan˛) and is independent

to the size


R D p

b2 C h2
�

.

15.2.2 Seismic Resistance of Free-Standing Columns
Subjected to Dynamic Loads

In reality, earthquake shaking, üg, is not a quasistatic loading and upon uplifting has

occurred the block will experience a finite rotational acceleration

 R
.t/ ¤ 0

�
. In

this case, dynamic moment equilibrium gives

�mRug.t/R cos Œ˛ � 
.t/�
„ ƒ‚ …

seismic demand

D Io R
.t/Cmg R sin Œ˛ � 
.t/�
„ ƒ‚ …

seismic resistance


 > 0 (15.2)

where Io is the rotational moment of inertia of the column about the pivot point at
the base – a quantity that is proportional to the square of the size of the column R.
As an example for rectangular columns, Io D 4

3
mR2, and Eq. (15.2) simplifies to

�Rug.t/R cos Œ˛ � 
.t/�
„ ƒ‚ …

seismic demand

D 4

3
R2 R
.t/C gR sin Œ˛ � 
.t/�

„ ƒ‚ …
seismic resistance


 > 0 (15.3)

Equation (15.3) indicates that when a slender free-standing column is set into
rocking motion the seismic demand (overturning seismic moment) is proportional
to R (first power of the size); whereas, the seismic resistance (opposition to rocking)
is proportional to R2 (second power of the size). Consequently, Eq. (15.3) dictates
that regardless how slender a block is (small ˛) and how intense the ground shaking,

üg, is (seismic demand is a first power of R), when a rotating block

 R
.t/ D finite

�
is

large enough, the second power of R in the right-hand-side (seismic resistance term)
can always ensures stability. Simply stated, Housner’s (1963) size effect uncovered
in 1963 is merely a reminder that a quadratic term eventually dominates over a linear
term regardless the values of their individual coefficients.

Figure 15.3 (right) shows schematically the relations with the size R of the
seismic demand (linear relation) and the seismic resistance (quadratic relation).
From its very conception the “equivalent static lateral force analysis” is not meant to
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deal with any rotational acceleration term; therefore, its notable failure to capture the
ample seismic stability (resistance) of tall free-standing structures. Consequently, it
is worth noting that while in modern earthquake resistance (capacity) design we
follow essentially a “static” approach based on the concepts of strength, stiffness
and ductility, the earthquake resistance design of the ancient temples as the one
shown in Fig. 15.2, is based entirely on a truly dynamic approach based on the
concept of rotational inertia; while, the three basic quantities that we use in modern
capacity design are essentially immaterial (strength D gtan˛, stiffness D negative,
ductility D nonexistent).

15.3 Review of the Dynamics of the Solitary Rocking Column

With reference to Fig. 15.3 (left) and assuming that the coefficient of friction is large
enough so that there is no sliding, the equation of motion of a free standing column
for negative rotation (
 (t)< 0) is (Yim et al. 1980; Hogan 1989; Makris and Roussos
2000; Zhang and Makris 2001, among others).

Io R
.t/CmgR sin Œ�˛ � 
.t/� D �mRug.t/R cos Œ�˛ � 
.t/� 
 < 0 (15.4)

Equations (15.2) and (15.4) are valid for arbitrary values of the slenderness angle
˛D tan�1(b/h) and can be expressed in the compact form

R
.t/ D �p2
�

sin Œ˛ sgn Œ
.t/� � 
.t/�C Rug
g

cos Œ˛ sgn Œ
.t/� � 
.t/�
	

(15.5)

The oscillation frequency of a rigid block under free vibration is not constant,
because it strongly depends on the vibration amplitude (Housner 1963). Never-

theless, the quantity p D
q

mRg

Io
is a measure of the dynamic characteristics of

the block. For the 5.3 m � 1.0 m free-standing column of the Temple of Aphaia in
Aegina, p D 1.67 rad/s; whereas, and for a household brick, p � 8 rad/s.

Figure 15.3 (bottom) shows the moment-rotation relationship during the rocking
motion of a free-standing block. The system has infinite stiffness until the magnitude
of the applied moment reaches the value mgRsin˛, and once the block is rocking, its
restoring force decreases monotonically, reaching zero when 
 D˛. This negative
stiffness, which is inherent in rocking systems, is most attractive in earthquake
engineering given that such systems do not resonate.

During the oscillatory rocking motion of a free-standing rigid column, the
moment-rotation curve follows the curve shown in Fig. 15.3 (bottom) without
enclosing any area. Energy is lost only during impact, when the angle of rotation
reverses. When the angle of rotation reverses, it is assumed that the rotation
continues smoothly from points O to O0 and that the impact force is concentrated at
the new pivot point, O0. With this idealization, the impact force applies no moment
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around O0, hence the angular momentum around O0 is conserved. Conservation of
angular momentum about point O0 just before the impact and right after the impact
gives

Io P
1 �m P
12bR sin .˛/ D Io P
2 (15.6)

where P
1 D angular velocity just prior to the impact; and P
2 D angular velocity right
after the impact. The ratio of kinetic energy after and before the impact is

r D
P
22
P
21

(15.7)

which means that the angular velocity after the impact is only
p
r times the velocity

before the impact. Substitution of (15.6) into (15.7) gives

r D
�

1 � 3

2
sin2˛

�2
(15.8)

The value of the coefficient of restitution given by (15.8) is the maximum value of
r under which a free-standing rigid block with slenderness ˛ will undergo rocking
motion. Consequently, in order to observe rocking motion, the impact has to be
inelastic. The less slender a block (larger ˛), the more plastic is the impact, and for
the value of ˛ D sin�1p2=3 D 54:73ı, the impact is perfectly plastic. During the
rocking motion of slender blocks, if additional energy is lost due to the inelastic
behavior at the instant of impact, the value of the true coefficient of restitution r will
be less than the one computed from Eq. (15.8).

15.4 Equation of Motion of the Rocking Frame

The free standing rocking frame shown in Fig. 15.1 is a single-degree-of-freedom
structure with identical columns, having size R D p

b2 C h2 and slenderness
˛D atan(b/h). The only other parameter that influences the dynamics of the rocking
frame is the ratio of the mass of the cap-beam, mb, to the mass of all the N rocking
columns, mc; � D mb

Nmc
. For the temple of Aphaia in Aegina where the frieze �

is as low as 0.6; whereas in prefabricated bridges � > 4. As in the case of the
single rocking column, the coefficient of friction is large enough so that sliding
does not occur at the pivot point at the base and at the cap-beam. Accordingly, the
horizontal translation displacement u(t) and the vertical lift v(t) of the cap-beam
are functions of the single degree of freedom 
 (t). For a positive horizontal ground
acceleration (the ground is accelerating to the right), the rocking frame will initially
rock to the left (
 (t)< 0). Assuming that the rocking frame will not topple, it will
recenter, impacts will happen at the pivot points (at the base and at the cap-beam)
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and subsequently it will rock to the right (
 (t)> 0). During rocking the dependant
variables u(t), v(t) and their time derivatives are given for 
 (t)< 0 and 
 (t)> 0 by
the following expressions

u D 2R .sin˛ � sin .˛ ˙ 
// (15.9)

Pu D 2R cos .˛ ˙ 
/ P
 (15.10)

Ru D 2R



sin .˛ ˙ 
/

 P

�2 � cos .˛ ˙ 
/ R


�

(15.11)

and

v D 2R .cos .˛ ˙ 
/ � cos˛/ (15.12)

Pv D 2R sin .˛ ˙ 
/ P
 (15.13)

Rv D 2R



� cos .˛ ˙ 
/

 P

�2  sin .˛ ˙ 
/ R


�

(15.14)

In the equations above, whenever there is a double sign (say ˙) the top sign is
for 
 (t)< 0 and the bottom sign is for 
 (t)> 0.

During rocking motion Langrange’s equation must be satisfied,

d

dt


dT

d P

�

� dT

d

D Q (15.15)

In Eq. (15.15), T is the kinetic energy of the system and Q is the generalized force
acting on the system

Q D dW

d

(15.16)

in which W is the work done by the external field forces acting on the rocking frame
during an admissible rotation ı
 . During this admissible rotation ı
 , the variation
of work is

ıW D dW

d

ı
 (15.17)

In either case were 
 (t)< 0 or 
 (t)> 0 the kinetic energy of the system is

T D N
1

2
Io


 P

�2 C 1

2
mb



.Pu/2 C .Pv/2

�
(15.18)
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Using Eqs. (15.10) and (15.13), Eq. (15.18) reduces to

T D

N

2
Io C 2mbR

2

�
 P

�2

(15.19)

Our analysis proceeds by first investigating the rocking motion of a free-standing
frame subjected to a horizontal ground acceleration Rug.t/when 
 (t)< 0. During this
segment of the motion the variation of the work, W, is

ıW D


mb C N

2
mc

�
�Rugıu � gıv� (15.20)

or

ıW D


mb C N

2
mc

�

Rug du

d

� g dv

d


�

ı
 (15.21)

The combination of Eqs. (15.17) and (15.21) gives

dW

d

D


mb C N

2
mc

�

Rug du

d

� g dv

d


�

(15.22)

which simplifies to

dW

d

D 2R



mb C N

2
mc

�
��Rug cos .˛ C 
/C g sin .˛ C 
/

�
(15.23)

after using the expression given by (15.9) and (15.12).
The substitution of Eqs. (15.19) and (15.23) into Lagrange’s equation given by

(15.15) results to the equation of motion of the rocking frame for 
 (t)< 0

 
Io

2mcR
C 2�R

�
� C 1

2

�
g

!

R
 D sin .˛ C 
/ � Rug
g

cos .˛ C 
/ (15.24)

where � D mb
Nmc

is the ratio of the mass of the cap-beam (epistyle), mb, to the mass
of all the N columns D Nmc.

For the case where the rotation is positive 
 (t)> 0 the variation of the work is

ıW D �


mb C N

2
mc

�
�Rugıu � gıv� (15.25)

and Eq. (15.16) takes the form

dW

d

D �2R



mb C N

2
mc

�
�Rug cos .˛ C 
/C g sin .˛ C 
/

�
(15.26)
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The substitution of Eqs. (15.19) and (15.26) into Lagrange’s equation given by
(15.15) offers the equation of motion of the rocking frame for 
 (t)> 0

 
Io

2mcR
C 2�R

�
� C 1

2

�
g

!

R
 D � sin .˛ � 
/ � Rug
g

cos .˛ � 
/ (15.27)

For rectangular columns Io D (4/3)mR2; and Eqs. (15.24) and (15.27) can be
expressed in a single compact form

R
.t/ D �1C 2�

1C 3�
p2


sin Œ˛ sgn Œ
.t/� � 
.t/�C Rug.t/
g

cos Œ˛ sgn Œ
.t/� � 
.t/�
�

(15.28)

Equation (15.28) which describes the planar motion of the free-standing rocking
frame is precisely the same as Eq. (15.3) which describes the planar rocking motion
of a single free-standing rigid column with the same slenderness ˛, except that in
the rocking frame the term p2 is multiplied with the factor 1C2�

1C3� . Accordingly, the
frequency parameter of the rocking frame, bp, is

bp D
s
1C 2�

1C 3�
p (15.29)

where p D
q

3g

4R
is the frequency parameter of the rocking column and � D mb

Nmc
is

the mass of the cap-beam to the mass of all N columns.

For a light cap-beam


� D mb

Nmc
! 0

�
, the multiplication factor 1C2�

1C3� ! 1 and

the array of free standing columns coupled with a light epistyle exhibit precisely the
dynamic rocking response of the solitary free-standing column. On the other hand,
as the mass of the epistyle increases

lim
�!1

1C 2�

1C 3�
D 2

3
(15.30)

Accordingly, the dynamic behavior of a rocking frame with a very heavy cap-
beam supported on columns with slenderness ˛ and frequency parameter, p Dq

3g

4R
, is identical to the dynamic rocking response of a single rigid column with

slenderness ˛ and frequency parameter bp D
q

2
3
p – that is a smaller frequency

parameter; therefore a larger, more stable column.
This remarkable result offered by Eq. (15.28) – that the heavier the cap-beam

is, the more stable is the free standing rocking frame despite the rise of the center
of gravity of the cap-beam – has been also confirmed by obtaining Eq. (15.28) for
a pair of columns with the algebraically-intense direct formulation after deriving
the equations of motion of the two-column frame through dynamic equilibrium
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Fig. 15.4 Values of the maximum coefficient of restitution as a function of the slenderness, ˛ of
the columns of the rocking frame for different values of the mass ratio � D mb

Nmc

(Makris and Vassiliou 2014). Furthermore, numerical studies with the discrete
element method by Papaloizou and Komodromos (2009) concluded to the same
result – that the planar response of free-standing columns supporting epistyles is
more stable than the response of the solitary, free-standing column.

According to Eq. (15.28) the rocking response and stability analysis of the free-
standing rocking frame with columns having slenderness, ˛, and size R, is described
by all the past published work on the rocking response of the free-standing single
block (Housner 1963; Yim et al. 1980; Aslam et al. 1980; Spanos and Koh 1984;
Zhang and Makris 2001; Makris and Konstantinidis 2003; Vassiliou and Makris
2012; Makris and Roussos 2000, among others), where the block has the same
slenderness, ˛, and a larger size bR given by

bR D 1C 3�

1C 2�
R D



1C �

1C 2�

�

R (15.31)

During rocking motion of a free-standing frame, the moment-rotation curve
follows the curve shown in Fig. 15.3 (bottom) where R is replaced by bR. Energy is
lost during impact when the angle of rotation reverses. At this instant it is assumed
that the rotation continues smoothly and that the impact forces are concentrated at
the new pivot points. Application of the angular momentum-impulsive theorem in
association with the change of the linear momentum of the cap-beam (Makris and
Vassiliou 2013) offers the ratio of the kinetic energy of the rocking frame after and
before impact

r D
 P
2

P
1

!2

D
 
1 � 3

2
sin2 ˛ C 3� cos 2a

1C 3�

!2

(15.32)

Equation (15.32) indicates that the angular velocity of the rocking frame after the
impact is only

p
r times the velocity before the impact. Figure 15.4 plots the value
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of the minimum coefficient of restitution
p
r D 1� 3

2 sin2 ˛C3� cos 2a
1C3� as a function of

the slenderness ˛ for different values of the mass ratio � D mb
Nmc

.
Figure 15.4 indicates that the maximum coefficient of restitution

p
r of the

rocking frame is always smaller than the maximum coefficient of restitution of the
solitary column D 1 � 3

2
sin2˛, indicating that when a free-standing frame engages

into rocking motion, it dissipates more energy than the equal slenderness equivalent
solitary free-standing column with size bR due to the additional impacts that happen
between the columns and the cap-beam (epistyles and frieze).

15.5 Overturning Spectra – Self Similar Response

The relative simple form yet destructive potential of near source ground motions has
motivated the development of various closed form expressions which approximate
their dominant kinematic characteristics. The early work of Veletsos et al. (1965)
was followed by the papers of Hall et al. (1995), Makris (1997), Makris and Chang
(2000), Alavi and Krawinkler (2001) and more recently by the papers of Mavroeidis
and Papageorgiou (2003) and Vassiliou and Makris (2011). Physically realizable
pulses can adequately describe the impulsive character of near-fault ground motions
both qualitatively and quantitatively. The minimum number of parameters of the
mathematical pulse is two, which are the acceleration amplitude, ap and the duration
Tp. The more sophisticated model of Mavroeidis and Papageorgiou (2003) involves
four parameters which are the pulse period, the pulse amplitude, the pulse phase
and the number of half cycles. Recently, Vassiliou and Makris (2011) used the
Mavroeidis and Papageorgiou model (2003) in association with wavelet analysis to
develop a mathematically formal and objective procedure to extract the time scale
and length scale of strong ground motions.

The current established methodologies for estimating the pulse characteristics
of a wide class of records are of unique value, since the product, apTp

2 D Lp

is a characteristic length scale of the ground excitation and is a measure of the
persistence of the most energetic pulse to generate inelastic deformation (Makris
and Black 2004a, b). It is emphasized that the persistence of the pulse, apTp

2 D Lp,
is a different characteristic than the strength of the pulse which is measured with
the peak pulse acceleration, ap. The reader may recall that among two pulses with
different acceleration amplitude (say ap1> ap2) and different pulse durations (say
Tp1< Tp2) the inelastic deformation does not scale with the peak pulse acceleration
(most intense pulse) but with the strongest length scale (larger apTp

2 D most
persistent pulse) (Makris and Black 2004a, b; Karavasilis et al. 2010).

The heavy dark line in Fig. 15.5 (Top) which approximates the long-period
acceleration pulse of the NS component of the 1992 Erzincan, Turkey, record is

a scaled expression of the second derivative of the Gaussian distribution, e
�t
2.

2 ,
known in the seismological literature as the symmetric Ricker wavelet (Ricker 1943,
1944).
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Fig. 15.5 Top: North-South components of the acceleration time history recorded during the
1992 Erzican, Turkey earthquake together with a symmetric Ricker wavelet. Bottom: Fault-normal
component of the acceleration time history recorded during the 1971 San Fernando earthquake,
together with an antisymmetric Ricker wavelet

 .t/ D ap

 

1 � 2�2t2

T 2p

!

e
� 1
2
2�2t2

T 2p (15.33)

The value of Tp D 2�
!p

, is the period that maximizes the Fourier spectrum of
the symmetric Ricker wavelet. Similarly, the heavy dark line in Fig. 15.5 (Bottom)
which approximates the long-period acceleration pulse of the Pacoima Dam motion
recorded during the February 9, 1971 San Fernando, California earthquake is a

scaled expression of the third derivative of the Gaussian distribution e
�t
2.

2

 .t/ D ap

ˇ

 
4�2t2

3T 2p
� 3

!

te
� 1
2
4�2t2

3T 2p (15.34)

in which ˇ is a factor equal to 1.3801 that enforces the above function to have a
maximum equal to ap.

The choice of the specific functional expression to approximate the main pulse of
pulse–type ground motions has limited significance in this work. What is important
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to recognize is that several strong ground motions contain a distinguishable
acceleration pulse which is responsible for most of the inelastic deformation of
structures (Hall et al. 1995; Makris and Chang 2000; Alavi and Krawinkler 2001;
Makris and Psychogios 2006; Karavasilis et al. 2010, among others). A mathemat-
ically rigorous and easily reproducible methodology based on wavelet analysis to
construct the best matching wavelet has been recently proposed by Vassiliou and
Makris (2011).

Consider the free-standing rocking frame shown in Fig. 15.1 that is subjected to
an acceleration pulse (like those shown in Fig. 15.5) with acceleration amplitude
ap and pulse duration, Tp D 2�

!p
. From Eq. (15.28) it results that the response of a

free-standing rocking frame subjected to an acceleration pulse is a function of six
variables


.t/ D f
�
p; ˛; �; g; ap; !p

�
(15.35)

The seven variables appearing in Eq. (15.35) involve only two reference dimen-
sions; that of length [L] and time [T]. According to Buckingham’s …-Theorem,
the number of dimensionless products with which the problem can be completely
described is equal to [number of variables D 7] – [number of reference dimen-
sions D 2] D 5. Herein we select as repeating variables the characteristics of the
pulse-excitation, ap and !p and the five independent …-products are: …
 D 
 ,
…! D!p/p, …˛ D tan˛, …� D � and …g D ap/g. With these five dimensionless
…-products, Eq. (15.35) reduces to


.t/ D �


!p

p
; tan˛; �;

ap

g

�

(15.36)

The rocking response of the free-standing frame shown in Fig. 15.1 when
subjected to a horizontal base acceleration history Rug.t/ is computed by solving Eq.
(15.28) in association with the minimum energy loss expression given by Eq. (15.32)
which takes place at every impact.

Figure 15.6 shows the minimum overturning acceleration spectra of a free-
standing rocking frame when subjected to a symmetric Ricker pulse (left) and an
antisymmetric Ricker pulse (right) for different values of the mass ratio � D mb

Nmc
.

The top plots are for values of the column slenderness ˛D 10ı and the bottom plots
are for ˛D 14ı.

In constructing Fig. 15.6, the frequency parameter p is the frequency parameter of
the columns of the frame (not bp) and the enhanced stability of the rocking frame due

to (a) the corresponding larger size, bp D
q

1C2�
1C3� p, and (b) the reduced coefficient

of restitution (see Eq. (15.32)) is given by the curves for each given value of � .
Figure 15.6 indicates that up to values of !p/p D 4 the additional stability of

the rocking frame versus the stability of the equal slenderness solitary column
is marginal. For values of !p/p> 4 (larger columns or shorter period pulses) the
minimum acceleration overturning spectra of the rocking frame are higher than
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Fig. 15.6 Minimum overturning acceleration spectra of the free-standing rocking frame shown in
Fig. 15.1 when subjected to a symmetric Ricker pulse (left) and an antisymmetric Ricker pulse
(right) for different values of the mass ratio � D mb

Nmc
. Top: ˛D 10o, Bottom ˛D 14o. The values

of the coefficient of restitution are given by Eq. (15.32)

the corresponding spectrum of the solitary rocking column showing the enhanced
seismic stability of the top-heavy rocking frame. This enhanced seismic stability is
indifferent to the height of the center of gravity of the cap-beam.

15.6 Seismic Stability of Ancient Columns Supporting
Epistyles and the Frieze Atop

In ancient Greek temples the epistyles are positioned from the vertical axis of
one column to the vertical axis of the neighboring column; therefore, the joint of
the epistyles are along the vertical axis of the column (see Fig. 15.2). With this
configuration during lateral loading of the peristyle of the temple, each epistyle in
addition to the horizontal translation, u, shown in Fig. 15.1 it will also experience
a small rotation. Nevertheless, the tendency of the epistyle to rotate is partially
prevented from the presence of the neighboring high-profile epistyle and the heavy
stone of the frieze atop which goes over the joint of the epistyles (see Fig. 15.2).
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According to this construction pattern with very tight joints the ancient builders
constructed a nearly continuous and massive structure atop the columns which
according to this study enhanced appreciably the seismic-rocking stability of the
peristyle of the temples.

Two of the strongest ground motions recorded in Greece are the 1973 Lefkada
record and the 1995 Aigion record (Vassiliou and Makris 2011). Both records
exhibit distinguishable acceleration pulses with durations Tp � 0.6 s. We concen-
trate on the Temple of Apollo in Corinth where its 7.5 m � 1.8 m monolithic columns
remain standing since 540BC in an area with high seismicity. The dimensions of its

columns yield a frequency parameter p D
q

3g

4R
D 1:4rad=s and a slenderness

˛D tan� 1(b/h) D 13.5
ı

. By taking the pulse duration Tp D 0.6 s of the nearby
Aigion record, the dimensionless term ˘! assumes the value !p

p
D 2�

pTp
D

7:5. For such large value of !p/p � 7.5 the bottom plots of Fig. 15.6 give for
the solitary free-standing column (� D 0 line) an overturning ground acceleration
ap> 15gtan’D 15 g � 0.24 D 3.6 g – which is an unrealistically high acceleration.
Consider now the extreme situation for Greece, where the predominant pulse
of the ground shaking exhibits a period Tp D 0.9 s. A pulse period Tp D 0.9 s
may be a rare event for the fault size and earthquake magnitude that prevail in
Greece; nevertheless, it helps one understanding the appreciable seismic stability
of rocking structures. With Tp D 0.9 s and p D 1.4 rad/s, !p/p D 5 and according
to the bottom plots of Fig. 15.6 which are for slenderness ˛D 14o, the minimum
overturning acceleration of a rocking frame with � D 0.25 exceeds the value of
ap � 5 g � 0.24 D 1.2 g. This analysis shows that the free-standing peristyles of
ancient temples can survive acceleration pulses as long as 0.9 s and as intense as
1.2 g. While this is a physically realizable pulse (Loh et al. 2000), it is an unlikely
strong shaking for the seismicity of Greece that apparently never happened over the
2,500 years of the lifespan of the temple.

15.7 The Emerging Concept of Rocking Isolation for Bridges

The concept of allowing the piers of bridges to rock is not new. For instance, the
beneficial effects that derive from uplifting and rocking have been implemented
since the early 1970s in the South Rangitikei bridge in New Zealand (Beck and
Skinner 1973). During the last decade, the benefits/challenges associated with the
rocking of bridge piers have been receiving increasing attention partly because of
growing interest in the prefabricated bridge technology (Wacker et al. 2005; Pang
et al. 2008; Cohagen et al. 2008, and references reported therein) and partly because
of the need for the bridge structure to recenter after a strong seismic event (Sakai
et al. 2006; Cheng 2008, among others).

In the prefabricated bridge technology the bridge piers and the deck are not
free standing. The structural system is essentially a hybrid system (see Wacker
et al. 2005; Cheng 2008) where the bridge pier is connected to its foundation
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Fig. 15.7 Free Standing rocking bridge bent. Potential sliding during impact is prevented with the
recess shown. No vertical post-tensioning, no continuation of the longitudinal reinforcement of the
columns through the rocking interfaces at the pile-caps and the cap-beam

and at the deck with a post-tensioned tendon that passes through the axis of
the column together with longitudinal mild steel reinforcement running near
the circumference of the column. During earthquake loading the majority of
deformation is concentrated at the pier-foundation and pier-cap-beam interfaces
and the overall deformation pattern of the post-tensioned pier-cap-beam system
resembles the deformation pattern of the free-standing rocking frame that is under
investigation in this study. Nevertheless, the post-tensioning tendons and the mild-
steel longitudinal reinforcement that extends into the foundation and the cap-beam
contributes appreciably to the lateral moment capacity of the system and in most
prefabricated bridge applications, the moment-rotation curve of the hybrid systems
follows a positive slope. Furthermore, during seismic shaking the post-tensioned,
prefabricated bridge frame may be subject to resonance due to its overall positive
stiffness; while, the longitudinal mild-steel reinforcement that extends through the
seismic connection is subject to buckling and fracture.

Within the context of a proof-of-concept, in this study we present the planar
rocking response of a free-standing two-column bridge bent where its moment
rotation curve follows a negative slope given that the frame is entirely free to rock
(see Fig. 15.3-bottom). Figure 15.7 shows schematically the free-standing two-
column bridge bent of interest in its deformed configuration. Sliding at the pivot
point during impact is prevented with a recess at the pile-cap and the cap-beam
as shown in Fig. 15.7. In this numerical application the cylindrical piers of the free-
standing bridge bent are 9.6 m tall with a diameter d D 2b D 1.6 m. These are typical
dimensions of bridge piers for highway overpasses and other bridges in Europe
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and USA. Taller bridge piers will result to even more stable configurations. With
2h D 9.6 m and 2b D 1.6 m, the slenderness of the bridge pier is tan˛D 1/6 D 0.166
and its frequency parameter p D 1.23.

Depending on the length of the adjacent spans and the per-length weight of
the deck, the mass ratio � D mb

Nmc
assumes values from four and above (� > 4).

The larger the value of � (heavier deck), the more stable is the free standing
rocking frame (see Fig. 15.6). The seismic response analysis of the rocking frame
has been studied until this section by using as ground excitation acceleration
pulses described either by symmetric or the antisymmetric Ricker wavelets. The
acceleration amplitude, ap, and the duration, Tp, of any distinct acceleration pulse
allow the use of the dimensional analysis presented in this work and the derivation
of the associated …-products which improve the understanding of the physics that
govern the problem together with the organization and presentation of the response.
Nevertheless, in order to stress the main finding of this study – that top-heavy free-
standing rocking frames enjoy ample seismic stability – we examine the planar
seismic response of the free standing two column bridge bent shown in Fig. 15.7
when subjected to six strong-motion historic records listed in Table 15.1. The values
of the acceleration amplitude, ap, and pulse period, Tp, shown in last two columns
of Table 15.1 have been determined with the extended wavelet transform (Vassiliou
and Makris 2011).

Figure 15.8 plots the time histories of the normalized rotation, 
 /˛, together with
the vertical uplift, v(t), and the horizontal drift, u(t), of the free standing rocking
bridge bent shown in Fig. 15.7 with � D mb

Nmc
D 4. Note that for all six strong

ground motions selected in this analysis the frame rotation, 
 , is less than one-
third of the slenderness, ˛, of the columns (
 /˛ < 0.33); therefore the free-standing
rocking frame exhibits ample seismic stability.

The peak horizontal displacement umax ranges from 20 to 50 cm; while the
vertical uplift is as high as 5 cm. The evaluation of these response quantities shall
be conducted in association with the equivalent response quantities from vertically
post-tensioned hybrid frames (Wacker et al. 2005; Pang et al. 2008; Cheng 2008)
and seismically isolated decks (Constantinou et al. 1998; Makris and Zhang 2004;
Buckle et al. 2006, among others) after considering the effects of the end-conditions
of the deck at the abutments. This comparison/evaluation is the subject of an
ongoing study which also examines other practical issues such as the effect of the
crushing of the pivoting points of the columns (Roh and Reinhorn 2010a, b) and the
accommodation of the deck uplift at the end-abutments.

The main conclusion of this study is that heavy decks freely supported on free-
standing piers exhibit ample seismic stability and that the heavier is the deck (even
if the center of gravity rises) the more stable is the rocking frame. This conclusion
may eventually lead to the implementation of the free-standing rocking frame –
a structural configuration where all the issues associated with seismic connections
such as buckling and fracture of the longitudinal reinforcing bars or spalling of the
concrete cover (Wacker et al. 2005; Pang et al. 2008; Cohagen et al. 2008; Sakai
et al. 2006; Cheng 2008) are removed as they are not an issue in the ancient temple
shown in Fig. 15.2.
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Despite the successful design of the South Rangitikei bridge and the ample
dynamic stability of the rocking frame as documented in Makris and Vassiliou
(2012, 2013, 2014), most modern tall bridges (with tall slender piers) are protected
from seismic action via base (shear) isolation of the deck, rather than from (the
most natural) rocking isolation. Part of the motivation of this work is to show in
the simplest possible way that in the event that a rocking system is selected, the
heavy deck atop the tall slender columns not only does not harm the stability of
the columns but in contrast enhances the stability of the entire system as shown by
Eq. (15.28).

Our work comes to support the emerging design concept (mainly advanced by
the prefabricated bridge technology) of concentrating the inelastic deformations of
bridge frame at the locations where the bridge-piers meet the foundation and the
deck (Mander and Cheng 1997; Sakai and Mahin 2004; Wacker et al. 2005; Mahin
et al. 2006; Cheng 2008; Cohagen et al. 2008; Yamashita and Sanders 2009, among
others). It shall however be stressed that in the prefabricated bridge technologies,
the bridge piers and the deck are not free-standing, therefore, the structural system
is essentially a hybrid system in-between the rocking frame examined in this work
and a traditional ductile moment-resisting frame.

At present, the equivalent static lateral force procedure is deeply rooted in the
design philosophy of the structural engineering community which is primarily
preoccupied on how to improve the ductility and performance of the seismic
connections; while the ample dynamic rocking stability that derives from the
beneficial coexistence of negative stiffness and gravity as described by Eq. (15.28)
is ignored. At the same time, it shall be recognized that during the last decade
there have been several publications which have voiced the need to go beyond the
elastic response spectrum and the associated equivalent static lateral force procedure
(Makris and Konstantinidis 2003; Lagomarsino et al. 2004; Apostolou et al. 2007;
Resemini et al. 2008; Garini et al. 2011, among others). The time is therefore ripe
for the development of new, physically motivated response/design curves which are
relevant (in a technically sound way) with the response/design of large, slender
structures. Part of the motivation for this paper is to bring forward the ample
seismic stability associated with the free rocking of large, slender structures and
the corresponding rocking frame.

To this end Fig. 15.9 shows evidence of hinging of the top frame of a bell-
tower in Gaio, Italy which remained standing due to the beyond limit-state rocking
mechanism that developed (Lagomarsino, Personal communication, 2008). The
main objective of this paper is through the derivation of Eq. (15.28) to accept and
establish the hinging mechanism (inherent in the rocking frame) not just as a limit-
state mechanism but as an operational-state (seismic protection) mechanism for
large slender structures as was accepted more than 2.5 millennia ago by the builders
of ancient temples as shown in Fig. 15.2.
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Fig. 15.9 Evidence of
hinging of the top of a bell
tower in Gaio, Italy which
remained standing after
earthquake shaking due to the
beyond limit-state stability of
the developed rocking frame
(Lagomarsino Personal
communication, 2008)

15.8 Conclusions

This paper investigated the planar rocking response of an array of free-standing
columns capped with a freely supported rigid beam. Following a variational
formulation, the paper concludes to the remarkable result that the dynamic rocking
response of an array of free standing columns capped with a rigid beam is identical
to the rocking response of a single free-standing column with the same slenderness
as the slenderness of the columns of the rocking frame; yet with larger size and
more energy loss during impacts. A larger size rocking column corresponds to a
more stable configuration; therefore, the presence of the freely supported cap-beam
renders the rocking frame more stable despite the rise of the center of gravity.

Most importantly, the study shows that the heavier the freely supported cap-beam
is, the more stable is the rocking frame concluding that top-heavy rocking frames
are more stable than when they are top-light. The stability of the rocking frame is
independent to the number of columns and depends only on the ratio of the weight
that is transferred to the column to the weight of the column together with the size
and the slenderness of the columns.

The acceleration needed to create uplift of the rocking frame is independent to
the mass and the height of the center of gravity of the cap-beam and depends only
on the slenderness, ˛, of the columns (uup

g D g tan˛).
The findings above render rocking isolation a most attractive alternative for the

seismic protection of bridges given that the heavier is the deck the more stable
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is the rocking bridge. The future implementation of a truly rocking frame where
there is neither post-tensioning nor continuation of the longitudinal reinforcement
through the rocking interfaces shall remove several of the concerns associated with
the seismic connections of prefabricated bridges such as buckling and fracture of
the longitudinal reinforcing bars or spalling of the concrete cover.
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Chapter 16
The Dispersion of Concrete Compressive
Strength of Existing Buildings

M.T. Cristofaro, R. Pucinotti, M. Tanganelli, and M. De Stefano

Abstract The correct estimation of the compressive concrete strength plays a
key role in the evaluation of the structural performance of existing RC buildings.
Both Italian (NTC 2008) and European (EC8) Standards define different levels
of knowledge according to the number of tests carried out on a building. They
indicate a reduced value to assume in the analysis, defined as the mean value of the
compressive strength, divided by a confidence factor. However, such a procedure
completely neglects the dispersion of the test data, as represented by the high values
of the coefficient of variation. Instead, this aspect is treated by FEMA 356 where
a limit to the coefficient of variation was introduced. In this paper, with reference
to a significant number of existing buildings located in Tuscany, the coefficient of
variation (cov) of concrete strength is evaluated and the frequency of high cov values
is determined. The dispersion of compressive strength, obtained by SonReb method,
using correlation curves calibrated ad hoc on single building, shows that increasing
the number of data for each building the coefficient of variation does not necessary
decrease. Moreover, the strength value considered by EC8 in the analysis for a single
building, i.e. the mean value of compressive strength, is often not conservative,
while the approach provided by FEMA 356 is safer since it dependent on the cov
itself.
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16.1 Introduction

The assessment of existing buildings is an important issue that involves researchers
and engineers in many countries. Estimation of concrete strength in existing
structures is essential to evaluate their seismic capacity and to design seismic
strengthening.

Recent innovations in codes (CEN. EN 1998–3 2005; Ministero delle Infrastrut-
ture 2008, 2009; FEMA 356 2000) provide clear rules to assess the safety and to
conduct the static strengthening on existing buildings. Type and number of in situ
tests depend on the level of knowledge, which can be classified as Limited (KL1),
Normal (KL2) and Full (KL3). The evaluation of seismic performance is influenced
by many factors; one of these is the concrete compressive strength, as shown in
Pucinotti and Tripodo (2009), De Stefano et al. (2013a, b), D’Ambrisi et al. (2009)
and Pucinotti (2013). The assessment of the in situ concrete compressive strength
is influenced by the methodology used (destructive or non-destructive tests), but
also from the strong heterogeneity of the concrete (Pucinotti and Modaferri 2010;
Pucinotti 2013).

The Italian code NTC 2008 (Ministero delle Infrastrutture 2008) specifies that
the mean value of the in situ strength (structural resistance) is usually lower than the
mean value of the strength obtained on cast specimens that are prepared during the
construction phases, stored and cured in laboratory (potential strength). The mean
value of the structural resistance is acceptable if it is at least equal to 85 % the design
value (Pucinotti 2013). The NTC08 and its instructions (Ministero delle Infrastrut-
ture 2008, 2009) do not take into account the dispersion of the data in the definition
of the in situ mean compressive strength of the concrete; in fact they introduce
coefficients of confidence which depend on the level of knowledge (KL) only.

FEMA 356 (2000) considers instead a statistical parameter, the coefficient of
variation (cov), which depends on the scattering data. If the cov of the sample is
lower than 14 %, the mean strength can be used in the analysis. Instead, for the
cov greater than 14 %, the concrete strength value to use in analyses is defined as
the mean minus one standard deviation. As alternative, if the cov exceeds 14 %,
additional tests shall be performed until a cov lower than 14 % is achieved. The
paper, with references of a large number of RC structures built between the years
1950 and 1980, highlights the large dispersion of the in situ concrete strength. It also
shows that often the mean value of strength (fcore_mean) is not representative of the
actual value. Data were collected by the Regional Seismic Department of Tuscany
Region, by a series of destructive and non-destructive tests.

16.2 Description of Compressive Strength Population

Since the 1990s the Regional Seismic Department of Tuscany, operating in the
framework of national and regional programmes on seismic prevention (VSCA
2004), has started campaigns of destructive and non-destructive investigations on
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Fig. 16.1 Tuscany region: seismic geographic areas investigated

Table 16.1 Number of buildings and samples investigated

1950s 1960s 1970s 1980s

Buildings 7 25 38 20

Samples 65 266 302 170

Mean samples for a single building 9 10 9 8

fcore_mean (MPa) 11:20 13:90 18:90 23:50

RC existing buildings built in Tuscany between the 1950s and the 1980s. These
data have been organized into a data-base (Cristofaro 2009). Figure 16.1 shows
the assumed geographic classification of Tuscany region: Lunigiana, Garfagnana,
Mugello, Casentino, Valtiberina, Amiata.

The buildings have undergone both non-destructive tests and destructive tests.
In detail, destructive tests were conducted on cores extracted from 803 structural
elements of 90 buildings. Cores were cut and leveled, capped and subjected to
compressive tests in laboratory. The experimental tests were conducted on cores
with ratio length over diameter (l/d) equal to 2. Moreover non-destructive tests
were conducted on 3,162 structural building elements. A such significant number
of available samples has allowed a relevant statistical analysis.

Table 16.1 shows, for all decades, the total number of buildings, the total number
of samples, the mean number of samples for a single building and, lastly, the mean
value of the core concrete strength (fcore_mean).
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16.3 Statistical Analysis

For each building the mean value of core concrete strength (fcore_mean), the standard
deviation and the cov were valued. In the case of fcore_mean and cov a normal
distributions and a log-normal distributions were considered for all decades.

Figure 16.2 shows the comparison between the histograms representing the
analyzed samples, for each considered decade, and the two assumed distributions,
respectively normal and lognormal. As can be seen in Table 16.1, the considered
samples have different size, and consequently even the obtained histograms are dif-
ferently detailed. In almost all cases, anyway, the histograms presents a substantial
asymmetry, and, therefore, the lognormal distribution seems to better represent the
considered samples.

Below, the error of the estimate, calculated as the ratio of the confidence interval
at 95 % (confidence) and the mean value so as to obtain an error of the estimate
in function of number of samples, is presented. These estimates were performed on
four values of the cov varying between 14 and 56 %. In detail, Fig. 16.3 shows the
results of the error of the estimate of mean rebound index value (Ir_mean) for each
building of the 1950s, 1960s, 1970s and 1980s. It appears that, independently from
construction period of the building, the cov remains low (around 14 %) when the
number of samples increases.

Figure 16.4 shows instead the results of the error of the estimate of mean
ultrasonic velocity (Vus_mean) for each building of the 1950s, 1960s, 1970s and
1980s. In this case the cov not systematically decreases as the number of samples
increase, and it ranges between 14 and 28 %.

In both cases (see Figs. 16.3 and 16.4) the dispersion of data on a single building,
and the consequent cov, are small. This evidence does not occur for of destructive
testing.

Figure 16.5 shows the results of the error of the estimate of the fcore_mean. It is
possible to see that at the increase of data does not correspond a significant reduction
in the error of the estimate. Also it is possible to see as the cov, in some cases, is
close to 50 %.

The influence of the number of data on the error of estimate and cov has
been evaluated. For each building a formulation ad hoc (Cristofaro 2009) by
SonReb method has been calibrated by using the regression analysis. Such analysis
provides a mathematical relationship between a dependent variable and one or more
independent variables. In the case of the combined SonReb method the dependent
variable is the fcore, while the independent variables are the rebound index Ir and the
ultrasonic velocity Vus. The obtained correlation formula is the following:

fcore D a � I br � V c
us (16.1)

where a, b, and c are the parameters to be determinate to calibrate the correlation
law for individual building.
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Fig. 16.2 Normal and log-normal distributions of both mean compressive strength and cov

Figure 16.6 shows the evaluation of the error of the estimate refers to the mean
value of concrete compressive strength (fSonReb_mean), obtained using the Eq. (16.1),
for a single building. As can be seen, the increase of number of data induces a
decrease of the error of the estimate. Also, for relevant number of data, values of
cov are not necessary low; in fact in some cases the is over cov 42 %.
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Fig. 16.7 Comparison between the cov relating to destructive and non-destructive testing

Figure 16.7 shows, for each building, the results of the coefficient of variation
of the compressive strength carried out on cores (PD) and those obtained by the
SonReb method (PnD). The figure shows as the PnD method does not provides a
significant reduction in the cov, but in some cases a increase of it.

Figure 16.8 shows the results of error of the estimate related to concrete com-
pressive strength obtained with destructive and non-destructive (SonReb) methods,
found for each building. Moreover it shows, for all considered decades and for
almost all buildings, that SonReb method provides a relevant reduction of the error
of the estimate.
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Fig. 16.8 Comparison between the error of evaluation relating to destructive and non-destructive
testing

16.4 Comparison Between EC8 and FEMA 356

European Standards (EC8) define different levels of knowledge according to the
number of tests carried out on a building; therefore the value of the concrete com-
pressive strength assumed in the analysis is defined as the mean value appropriately
reduced by a confidence factor. However, such procedure neglects the dispersion
of the test data, i.e. the amount of the coefficient of variation. Instead, this aspect
is treated by FEMA 356 where a limit to the coefficient of variation of 14 % is
introduced.

Figure 16.9 shows, for each building, the results of the fcore calculated with both
EC8 and FEMA 356 (CEN. EN 1998–3 2005; FEMA 356 2000). It is possible to
see as the FEMA 356 previsions are safer respect the EC8 previsions also in the case
of level of knowledge limited (KL1).

Finally, Fig. 16.10 shows the percentage difference between the FEMA 356 and
EC8 predictions for different levels of knowledge (i.e. LC1, LC2 and LC3).

In detail, it is possible to see that for both the limited and normal knowledge (LC2
and LC3), EC8 overestimates the strength values compared to FEMA 356.

When the level of knowledge LC1 is considered the estimated values are lower
than those calculated with application of the FEMA 356. In this case, according to
EC8, only the lateral force analysis is applicable.
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16.5 Conclusions

In this paper a series of destructive and non-destructive tests were performed on 90
RC existing buildings built in Tuscany between the 1950s and the 1980s with the
purpose to estimate both the dispersion of compressive strength and the coefficient
of variation. Nondestructive test results showed a low dispersion of the data, with
consequent low values of error of estimate and coefficient of variation. Destructive
tests carried out on cores, for all considered periods, showed coefficient of variation
more than 30 %, with a peak, in some cases, of 60 %. Even the error of the estimate
is high for all the decades under consideration, achieving in some cases 40 %.
In general, destructive tests showed an error of the estimate and a coefficient of
variation much higher than those of the SonReb method. In the evaluation of the
mechanical properties of the concrete of existing buildings, it is therefore important
to combine destructive tests with an adequate numbers of non-destructive tests.

The assessment of the concrete compressive strength obtained from the Eurocode
8 returns values significantly different from those of the FEMA 356. It would be
desirable to determine the mean value of the compressive strength as a function
of the amount of dispersion of data, as prescribed by FEMA356. Alternatively, the
considered experimental data should be increase, including non-destructive testing
calibrated on destructive test results.

In conclusion, results demonstrate as the assessment of the in situ concrete
compressive strength is the most delicate stage in the evaluation of assessment of
existing buildings and therefore must be carefully performed.
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Chapter 17
Concrete Strength Variability as a Source
of Irregularity for Existing RC Structures

M. De Stefano, M. Tanganelli, and S. Viti

Abstract Mechanical properties of concrete can consistently affect the seismic
performance of RC buildings. A proper determination of the concrete strength is
therefore essential for a reliable modeling of the structure. The current European
Technical Code, Eurocode 8, provides a criterion for the strength assumption related
to the knowledge level of the structure, which does not take into account the
variability of the strength. If the concrete strength is affected by a large variability,
the conventional value suggested by Eurocode 8 can be not conservative, since it
does not consider the increase in the demand due to a not homogeneous strength
distribution and the reduced capacity of the weaker members. In this paper the
concrete strength variability is investigated as a source of in-plan and in-elevation
irregularity. The effects of the strength variability on the seismic response and
performance are evaluated on a case study, that is a 4-storeys 3D framed building.
The seismic response of the case study has been represented by performing a
nonlinear static analysis, while the seismic performance has been measured in terms
of chord rotation. Results obtained from the analysis have been compared with the
Eurocode 8 previsions.

17.1 Introduction

A correct evaluation of the concrete strength appears as an important issue of
the seismic analysis of existing RC buildings. In many cases RC buildings made in
the 1960s and 1970s are built with poor materials, due to the scarce control during
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the construction phases. Concrete usually has a low strength, and it is affected by a
very large variability, even within a single building.

In order to properly model an existing structure, a correct characterization of the
concrete strength and a conservative assumption of its distribution have to be made.

Due to concrete strength variability, in fact, buildings can experience an irregular
seismic response, both in plan and in elevation (De Stefano et al. 2006, 2012, 2013;
D’Ambrisi et al. 2013a, b; Magliulo et al. 2012), with a consequent decrease in
their seismic performance. Strength variability, in fact, induces both an irregular
strength and stiffness distribution, since the concrete Young modulus is related to
the effective strength; as a consequence, the structure can experience an irregular
seismic response, with an increase of the seismic demand, together with a reduction
of the capacity in the weakest members.

In these last years, many Authors have made investigations about concrete
strength characterization, focusing their attention both on the topic parameters
to assume in the characterization and on the variability of the strength, with the
consequent assumption of a value for analysis (Masi and Vona 2009; Franchin et al.
2007, 2009; Fardis 2009; Masi et al. 2008; Rajeev et al. 2010; Cosenza and Monti
2009; Marano et al. 2008; Monti et al. 2007; Jalayer et al. 2008).

In this paper the strength variability as a source of in-plan and in-elevation
irregularity is investigated. The paper is organized in three different parts.

In the first part the work is introduced, and the main choices made to perform the
analysis are presented. The strength distribution has been introduced on the basis of
a large database provided by Regione Toscana, including buildings made in different
decades (ranging between 1950 and 1980) in a homogeneous area. From this
database, the most significant statistic parameters have been extracted to describe the
strength distribution. The case-study is described, as well as the assumed strength
distribution, the limit values assumed to check the seismic performance and the
numerical model.

In the second part the strength variability has been considered as source of
in-plan irregularity. This research follows on from previous works (De Stefano
et al. 2012, 2014) made on the same case study. In De Stefano et al. (2012) the
strength variability was introduced at each storey of the building, and at all storeys
together. The seismic performance proved to be largely affected by the introduced
variability. The reduction in the seismic performance came out to be maximum when
the strength variability was at the first storey. Therefore in this paper the strength
variability has been assumed to involve the first storey only, and different values of
cov, ranging between 10 and 35 %, have been assumed for the concrete strength, in
order to investigate the relationship between the amount of the maximum reduction
in seismic performance and the strength variability.

The third part of the analysis focuses on the effects of the in-elevation strength
variability. It is introduced by assuming different values of strength from floor
to floor (De Stefano et al. 2013), according to the statistical parameters obtained
from the available database. The response domains found as a consequence of the
assumed strength samples were compared with the results obtained by following the
EC8 provisions (EC 8-3 2005).
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17.2 The Analysis

17.2.1 Concrete Strength Characterization

According to EC8 (EC 8-3 2005), existing RC buildings have to be represented
assuming the mean value of concrete strength in the analysis, and reducing such
value by a proper reduction factor, (Confidence Factor, CF), for verification.
The Confidence Factor ranges between 1.00 and 1.35 (Italian National Annex),
depending on the knowledge level of the structure. When a fully satisfactory
knowledge of the structure is achieved, the mean value of the strength domain
can therefore be adopted both in the structural analysis and in the verification
(CF D 1.00). EC8 implicitly assumes that the high concrete strength variability in
existing buildings depends on the unsatisfactory size of the tested sample. In fact
it recommends to extend the in situ tests to an adequate number of samples, in
order to reduce the CF. The adoption of a conventional (reduced) value of fc in the
verification is supposed to compensate the variability of the strength.

In this work the strength distribution has been assumed on the basis of a database
(Cristofaro 2009) collected by Regione Toscana, which encompasses about 300
buildings, and over 1,000 destructive and not destructive tests. All the tested
buildings are located in Tuscany in a not negligible seismic area. In this work
only results relative to buildings made in the 1950s, 1960s and 1970s have been
considered. Statistical indexes (Cristofaro et al. 2012) were evaluated for each
building with a minimum of three test results. The cov of specimens taken from
each single building ranges in a large interval, reaching 50 % for the three decades.
In the analysis, the fc population is assumed to follow a Gaussian distribution with
a mean equal to 19.36 MPa and different cov values, ranging between 10 and
35 %. Figure 17.1 shows the assumed strength distribution; it consists in five values,
respectively obtained from the mean by adding and subtracting once and twice the
standard deviation.

Fig. 17.1 The assumed
strength distribution
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Fig. 17.2 Case-study

17.2.2 Sample Structure

The sample structure, shown in Fig. 17.2, is a 4 story 3D reinforced concrete frame
with two bays, 4.5 m long, in the y-direction and five bays in the x-direction, four
3.2 m long and one 2.4 m long. The building is symmetric both along x and y
axes. The concrete strength of the columns has been described according to the
distribution model shown in the previous section, while the strength of the beams
has been assumed equal to the mean value (fc D 19.36 MPa). The reinforcement is
assumed to have the same mechanical properties of the Italian FeB38k steel (yield
stress over 375 N/mm2, ultimate stress over 430 N/mm2), since it has compatible
characteristics with the steel used in the 1970s. The building is designed for vertical
loads only, ignoring seismic loads. Vertical loads consist of dead loads and live loads
equal to 2 KN/m2.

17.2.3 The Structural Model

The analysis has been performed by using the program Seismostruct (Seismosoft
2006). A fiber model has been adopted to describe the cross section, and each
member has been subdivided into four segments. The Mander et al. (1988) model
has been assumed for the core concrete, a three-linear model has been assumed
for the unconfined concrete, and a bilinear model has been assumed for the
reinforcement steel. The damping has been assumed according to the Rayleigh
model, whose parameters were obtained by imposing 5 % damping to the first two
vibration modes, in terms of participating mass, of the structure.

Diaphragmatic action of floor slabs has been considered by introducing two
diagonal struts in each floor bay.
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17.2.4 The Assumed Performance Limits

In this work only ductile, flexure-controlled failure modes were considered. Shear
failure has not be considered since it is strongly affected by reinforcement details,
joint features and typology of secondary components which are not included in the
modeling.

The structural response has been evaluated in terms of interstorey drifts, which
have been compared with the ultimate limit values provided by Eurocode 8. EC8
considers two ultimate Limit States: Severe Damage, SD and Near Collapse, NC.
Their limit chord rotations have been found for each column as a function of the
ultimate rotation (see eq. A.1 par. A.3.1.1 in EC 8-3 2005). Each column has a
different limit value, since the chord rotation depends on the cross section features
and on the assumed fc value.

17.3 The Strength Variability as Source
of In-Plan Irregularity

17.3.1 The Assumed Strength Distribution Layouts

The current research follows on from a previous work (De Stefano et al. 2012)
made on the same case study. From the previous investigation the effects of the
strength variability resulted to affect the first storey much more than the other ones.
In this work, therefore, the in-plan strength variability has been introduced at the
first storey only. The columns of the other storeys, therefore, have been assumed to
have the mean strength value, as well as the beams.

Since the seismic analysis has been performed in the y-direction only, the
variability has been given mostly along the x-direction. Figure 17.3 shows the
considered models assumed for strength distribution in the columns of the first
storey. Two different models having the same mean and cov ranging between 10 and
35 % have been considered. The first model is one-way asymmetric (1-way asym,
Fig. 17.3a), and it has the lower strengths all located at the left side of building
plane, while the second model is two-way asymmetric (2-way asym, Fig. 17.3b),
and it has the weaker columns towards the upper left side.

Fig. 17.3 Considered strength distributions in the columns of the first storey
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The assumed plan strength layouts represent extreme situations, as they have
the most skewed distributions which can be expected from the assumed strength
domains. The effects related to the assumed strength layouts, both in terms of
increase in the seismic demand and reduction in the seismic performance, have
therefore to be considered as the maximum possible consequence of the strength
variability.

17.3.2 The Seismic Analysis

Many recent studies (D’Ambrisi et al. 2009; Bosco et al. 2009, 2013a, b, c) have
proved that the seismic response of irregular buildings can be found by performing
nonlinear static analyses. In this study the N2 method, according to the approach
suggested by Eurocodes (EC 8-3 2005), has been adopted. Two different heightwise
pattern distributions, both of them applied along the y-direction, have been assumed
to perform the analysis, respectively proportional to the product of the masses and
their distance to the foundation plan (inverse triangular distribution) and to the
masses only (mass-proportional distribution). The elastic spectrum provided by EC8
for a soil-type B has been assumed as seismic input. Different values of PGA ranging
between 0.05 and 0.30g, with a step equal to 0.05g, have been considered.

17.3.3 The Effects of the Strength Variability
on the Seismic Response

Due to an unfavorable distribution of the concrete strength, the building can
experience unexpected torsional effects, with a consequent increase in the seis-
mic response. The maximum seismic demand found by considering the strength
variability has been compared with the one coming from the EC8 conventional
approach. In Fig. 17.4 the maximum drifts at the first storey obtained with the two
assumed models (1-way asym and 2-way asym) are shown and compared with the
values provided by EC8. As should be noted, increasing the assumed PGA, the
introduced strength variability induces an increase in the maximum drift, whose
amount depends on the considered cov.

When the nonlinear static procedure is adopted to find the seismic response of
buildings, EC8 recommends to introduce a mass-eccentricity of ˙5 %, in order to
consider the possible sources of irregularity. If the 5 % eccentricity is introduced
in the analysis, the consequent torsional effects are larger than those related to
the strength variability in all the considered cases, as can be seen in the graphs
in Figs. 17.5 and 17.6. It must be underlined, anyway, that the 5 % eccentricity
provided by EC8 is aimed to cover all the possible plan irregularities, and not only
those related to the strength variability.
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Fig. 17.4 Maximum ID at the first storey obtained by considering the strength variability and EC8
approach

Figures 17.5 and 17.6 show the normalized Top Displacement (TD) along
the x-direction column-lines obtained with the two models, respectively. In each
figure results obtained by considering both the two assumed heightwise pattern
distributions have been shown.

17.3.4 The Effects of the Strength Variability
on the Seismic Performance

The strength variability can affect the seismic performance of the structure even
by reducing the capacity in the weakest members. When the concrete strength is
affected by a large variability, in fact, some members can present a resistance much
smaller than the expected one, so inducing a reduction in the seismic performance
(demand vs. capacity) of the overall structure. Figure 17.7 shows the ratio between
demand and capacity for the considered Ultimate Limit States, Severe Damage
(SD) and Near Collapse (NC), at the increasing of the seismic input for all the
considered values of cov. When the ratio demand/capacity exceeds the unity, the
seismic performance is not satisfactory according to the EC8 prescriptions.

The performance found by applying the EC8 approach is larger than the per-
formance related to the unfavorable strength distributions assumed in the analysis.
Therefore, the EC8 evaluation appears to be unconservative, despite the adoption
of the 5 % eccentricity, when compared with the correspondent results found with
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Fig. 17.5 Normalized Top Displacement (TD) at the column lines along the x-direction: 1-way
asym model

the assumed strength distributions. As regards the SD limit state, the performance
related to the lower fc value provided by EC8 approach (CF D 1.35) is smaller (more
conservative) than the one coming from analysis for cov below 25 % (1-way asym
model) and 30 % (2-way asym model), respectively. If the higher value of fc is
adopted (CF D 1.00), the seismic performance provided by the EC8 approach is
conservative only for cov below 15 % when compared with the considered strength
distributions. The results obtained for the seismic performance don’t seem to be
affected by the assumed heightwise pattern.

As regards the NC limit state, the safest estimation of the seismic performance
by EC8 (5 % eccentricity and CF D 1.35), covers the results found by introducing
the strength variability for cov below 30 %. Even in this case, when a CF D 1.00
is adopted, the EC8 approach overestimates the performance, comparing to the
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Fig. 17.6 Normalized Top Displacement (TD) at the column lines along the x-direction: 2-way
asym model

analysis, for cov over 25 %. It has to be noted that, when the 5 % eccentricity is
not considered, the seismic performance provided by EC8 is not conservative even
when compared to the smaller cov values.

Figure 17.8 shows the comparison between the seismic performance (SD and NC,
respectively), found with the EC8 approach and with the two assumed models (1-
way asym, 2-way asym) for a specific value of PGA (PGA D 0.25g) at the varying
of the cov. The ranges of the ratio demand/capacity obtained by applying the EC8
approach are evidenced and compared with the trend of the same ratio found with
the two strength distribution models. It can be noted that the two models provide dif-
ferent trends of the demand/capacity ratio, especially for cov between 20 and 30 %.
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Fig. 17.7 Seismic performance: SD and CP limit states
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Fig. 17.8 Seismic performance: SD and CP limit states (PGA D 0.25g)

17.4 The Strength Variability as Source
of In-Elevation Irregularity

17.4.1 The Assumed Strength Models

In order to investigate the effects of the in-elevation strength variability on the
response of the case-study, a different strength value has been given to each storey.
To this purpose, the five values constituting the strength domain have been combined
to achieve a different mean strength at each level. The strength distribution at each
storey, shown in Fig. 17.9, is symmetric along both the main directions, in order to
avoid torsional effects, and therefore to get results easy to understand.

By combining the five fc samples, four different mean strength values, respec-
tively equal to 14.2, 16.7, 21.9 and 24.5 MPa have been obtained. The possible
combinations of these four storey strength are represented by the 24 models shown
in Fig. 17.10.
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mean storey fc: 14.2 MPa

mean storey fc: 21.9 MPa mean storey fc: 24.5 MPa
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Fig. 17.9 Strength distribution in the columns
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Fig. 17.10 Strength distribution in elevation

17.4.2 The Seismic Analysis

Both a nonlinear static (i.e. pushover) and a dynamic (i.e. time-history) analyses
were performed to determine the seismic response of the case study. As regards the
nonlinear static analysis, the N2 method was applied and two different horizontal
patterns, respectively mass-proportional and inverse triangular, were assumed, like
in the previous section.

The seismic input is represented through a set of seven ground motions with
an average spectrum closely approaching that provided by Eurocode 8, assuming
soil type B. The assumed set of ground motions was provided by Working Group
Itaca (2008), on the basis of a PGA equal to 0.25g, a nominal life of the structure
of 50 years and a magnitude between 5.5 and 6.5. The seven ground motions have
been selected in order to match with the elastic design spectrum for a period range of
between 0.5 and 1.0 s. Table 17.1 lists the main information for the adopted ground
motions, together with their elastic spectra compared to that from EC8.
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Table 17.1 Ground motions data

Name Location
Date
dd/mm/yyyy

PGA
(g)

Duration
(s)

STRNSC Sturno 23/11/1980 0.225 70.75
CLTWEC Calitri 23/11/1980 0.174 85.99
AQGWEC L’Aquila 06/04/2009 0.446 100.00
AQKNSC L’Aquila 06/04/2009 0.353 100.00
AQKWEC L’Aquila 06/04/2009 0.330 100.00
AQVNSC L’Aquila 06/04/2009 0.545 100.00
AQVWEC L’Aquila 06/04/2009 0.657 100.00

Fig. 17.11 Capacity curves of the case study with the assumed strength distributions

17.4.3 The Effects of the Strength Variability
on the Seismic Response

17.4.3.1 Nonlinear Static Analysis

Each response quantity was found to be the mean value of the correspondent
response domain, made by seven samples. Figure 17.11 shows the capacity curves of
the two considered distributions under the two assumed heightwise patterns. It can
be noted that the most favorable and unfavorable capacities occur, in all cases, for
the same distribution models. In fact the A01 strength distribution (weakest storey at
the bottom, strongest storey at the top) provides the lowest capacity, while the A24
one (strongest storey at the bottom, weakest storey at the top) provides the highest
capacity.
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Fig. 17.12 Drift distribution along the building height

Fig. 17.13 Max drift at the first storey

Below, therefore, only the results obtained for these extreme strength distributions
(A01, A24) have been shown, as they represent the maximum and the minimum
seismic responses for the two considered distributions, so embracing all the other
results.

Figure 17.12 shows the maximum drift profiles (averaged from the seven ground
motions) for the most favourable and unfavourable models, by considering the
two assumed heightwise patterns and the five seismic intensities. When the most
unfavourable strength distribution is adopted, the maximum drift occurs at the first
storey in all considered cases. When the most favourable distribution model is
considered together with the inverse triangular heightwise pattern, instead, both the
first and the second storeys experience large drifts, and the maximum can occur at
any of the two levels.

In Fig. 17.13 the drift values at the first storey found by adopting the two
alternative heightwise patterns have been compared. As can be seen from the
diagrams, the results are very similar. In the following paragraphs, therefore, only
the results obtained from the inverse triangular heightwise pattern will be shown.
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Fig. 17.14 Maximum drift profile found with all the considered fc values (PGA D 0.25g)

Fig. 17.15 Max drift at the first storey

17.4.3.2 Time-History Analysis

Figure 17.14 shows the effects of the strength variability on the obtained drift
profiles. For sake of brevity, only the results obtained for the highest PGA
(PGA D 0.25g) have been shown. The scatter in the drift domains due to the
assumed concrete strength is maximum at the first storey, and it is sensitive to the
considered ground motion. In fact the dynamic response of the case study appears to
be largely affected by the assumed concrete strength value for some ground motions
(AQKNSC, STRSNC, CLTWEC) more than for the others.

Figure 17.15 shows the maximum interstory drifts at the first storey as a function
of the PGA. The trend of the drift as the PGA increases is the same in all cases, but
the results provided by the nonlinear static analysis are higher than those from the
time-history analysis. This difference between the two analytical approaches is not
unexpected, since the static analysis is usually conservative (Magliulo et al. 2007)
compared to the dynamic one. The maximum drifts obtained from the two strength
distributions were compared with those obtained by the strength values suggested
by EC8 (see Fig. 17.16).
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Fig. 17.17 Seismic performance of the case study (first storey)

17.4.4 The Effects of the Strength Variability
on the Seismic Performance

The diagrams represented in Fig. 17.17 express the maximum values of the ratio
between the seismic response (averaged on the seven ground motions) and the
correspondent limit, as provided by EC8 for the two considered limit states: Severe
Damage and Collapse Prevention.

In the Severe Damage limit state the structural demand found by the static
analysis for the unfavorable strength distributions (A01) exceeds the correspondent
capacity for PGA over 0.10g (0.15g for dynamic analysis), and the demand, for
PGA equal to 0.25g, is three times the capacity (A01, static analysis). When the
conventional strength values are adopted, the seismic performance is acceptable for
PGA below 0.25g when the dynamic analysis is performed, while it overcomes the
limit values already for PGA over 0.15 when the static analysis is applied.

In the Near Collapse limit state the structural demand provided by the time-
history analysis exceeds the structural capacity only when the most unfavorable
case (A01) is considered. For PGA equal to 0.25g the ratio demand/capacity found
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by the model A01 is twice (with both the two analysis types) than the same ratio
found by the EC8 approach, when a CF D 1.00 is adopted.

17.5 Conclusive Remarks

17.5.1 Strength Variability as Source of In-Plan Irregularity

The strength variability has proved to affect the seismic response both in the
demand, by inducing torsional effects, and in the capacity, by reducing the strength
of the weakest members.

The maximum demand found by introducing the strength variability has been
compared to the one provided by the EC8 procedure, that resulted to be unconserva-
tive. Anyway, when the accidental eccentricity of 5 % is introduced in the analysis,
according to the EC8 prescriptions, the torsional effects provided by EC8 approach
largely cover those induced by the assumed strength variability.

The seismic performance proved to be even more sensitive to the strength
variability than the seismic demand. In fact, even when the safest conventional
value of fc (CF D 1.35) is adopted in the verification, the ratio between demand
and capacity found according to EC8 prescriptions is smaller (i.e. less conservative)
than the ratio obtained by considering the strength variability for cov over 20 %.

The two alternative strength distributions, respectively asymmetric along one of
the main axes (1-way asym model) and along both axes (2-way asym-model) provide
significant differences in the estimated seismic performance of the case study,
especially for cov varying between 20 and 30 %. The two heightwise patterns used
to perform the nonlinear static analysis, respectively mass-proportional and inverse
triangular, provide instead very similar results, proving not to affect the analysis.

17.5.2 Strength Variability as Source of In-Elevation
Irregularity

The strength variability proved to be an in-elevation irregularity source, inducing
relevant effects both on the seismic demand and on the performance of the case
study.

When the variability of the concrete strength is included in the analysis, the case-
study experiences a large variation in the seismic response, with a coefficient of
variation in the maximum drift of 17 % for PGA equal to 0.25g. The maximum drift
due to the strength variability largely exceeds the response evaluated by assuming
the concrete strength as suggested by codes provisions. EC8, in fact, provides
maximum drifts up to 35 % lower than those from the most unfavorable assumed
distribution.
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The effect of fc variability affects the seismic response even more substantially in
terms of chord rotation. The maximum ratio between demand and capacity found by
considering the strength variability is much higher than the ratio found by following
the Codes’ provisions. The demand/capacity ratio obtained with the considered fc
domains exceeds (for PGA D 0.25g, static analysis) the value of 3.0, while the same
quantity, when calculated with the EC8, never exceeds 2.0.

Since all the analyses were performed using both static (pushover) and dynamic
(time-history) analyses, the effect of the performed analysis on the obtained results
can be observed. The nonlinear static analysis, even in this work, has proved to be
conservative comparing to the time-history one providing larger values (up to 80 %)
of the response parameters. Instead, the difference in results related to the adopted
heightwise pattern (mass-proportional and inverse triangular) in the nonlinear static
analysis is negligible.

17.5.3 Conclusions

The strength variability proved to be a source of in-plan and in-elevation irregularity,
inducing a relevant increase both in the seismic demand and in the seismic
performance of the case-study. When the concrete strength has an intrinsic high
variability, the current European Technical Code, EC8, does not provide a reliable
approach for concrete strength characterization, since it completely neglects the
effects of the inherent variability.

Since the subject has proved to be relevant in defining the seismic performance
of existing RC buildings, further analyses should be done in order to obtain more
general results and to suggest possible improvements to the current European
Codes.
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Chapter 18
Evaluating the Efficiency of Recent Nonlinear
Static Procedures on the Seismic Assessment
of an Asymmetric Plan Building

A. Belejo and R. Bento

Abstract The Seismic Assessment of an asymmetric plan building is performed
through an assemblage of recent Nonlinear Static Procedures (NSPs); some of them
are extensions of known NSPs. Among these methods are included two multi-mode
methods: Modal Pushover Analysis (MPA) and Improved Modal Pushover Analysis
(iMPA); the Extended N2 which considers the higher modes effects in both plan and
elevation; and the 3D Pushover wherein each step derives from a different known
NSP in order to obtain the most reliable results.

The seismic response of an asymmetric plan building is studied considering both
components of ground motion acting simultaneously. The seismic assessment of the
building is performed in terms of pushover curves, top displacement ratios, lateral
displacements profiles, interstorey drifts, normalized top displacements and shear
forces. Such seismic quantities are compared with the results obtained by means of
Nonlinear Dynamic Analysis (NDA).

18.1 Introduction

Over the years, NSPs have been constantly modified and improved in order to
overcome the drawbacks and inaccuracies discerned in the studies previously
performed. The capture of the torsional behavior of the buildings, the influence
of higher mode effects and the load pattern considered are included among the
most common issues faced by the scientific committee in the application of NSPs in
buildings.

A. Belejo • R. Bento (�)
ICIST, DECivil, Instituto Superior Técnico, Universidade de Lisboa,
Avenida Rovisco Pais 1, 1049-001 Lisbon, Portugal
e-mail: rita.bento@tecnico.ulisboa.pt

G.P. Cimellaro et al. (eds.), Computational Methods, Seismic Protection, Hybrid
Testing and Resilience in Earthquake Engineering, Geotechnical, Geological
and Earthquake Engineering 33, DOI 10.1007/978-3-319-06394-2__18,
© Springer International Publishing Switzerland 2015

307

mailto:rita.bento@tecnico.ulisboa.pt


308 A. Belejo and R. Bento

The original version of MPA was created by Chopra and Goel (2002) and is
a complete version of multi-mode pushover analysis. It is a multi-run method,
where several pushover curves are obtained from different load patterns proportional
to each mode of vibration. The final response is attained combining the results
corresponding to each pushover curve using an appropriate combination rule. In
2004 the application was extended to the case of plan asymmetric buildings (Chopra
and Goel 2004), and also a modified approach assuming higher modes as elastic
was proposed (Chopra et al. 2004). The MPA has been permanently improved
and updated until the most recent version which is an adaptation to consider both
components of ground motion acting simultaneously in buildings, developed by
Reyes and Chopra (2011a, b, 2013).

In 2008 Paraskeva et al. introduced an improved version of the MPA procedure
(iMPA) for application in bridges, which was published after (Bento and Pinho
2008; Paraskeva and Kappos 2010). The aim of iMPA was to overcome the
weakness of the control node localization and the invariability of the lateral force
distribution. In buildings, the node control position is not, in general, an issue; on
the other hand the lateral load redistribution considered in iMPA, taking into account
the deformed shape of the structure in inelastic regime may be a valid alternative in
order to improve results when the structure exhibits inelastic behavior.

Some attempts to consider the redistribution of inertia forces after structure yields
were already suggested for a planar frame structure by Jianmeng et al. (2008); and
recently this methodology was tested in 3D asymmetric plan buildings (Belejo and
Bento 2014).

Also Fajfar and his team, who proposed the original N2 method (Fajfar and
Fischinger 1988) which is recommended in Eurocode 8 (CEN 2004), continued
to develop their method through extensions applied to the original version in
order to consider the torsion effects (Fajfar et al. 2005), the higher mode effects
(Kreslin and Fajfar 2011) and most recently, both effects simultaneously (Kreslin
and Fajfar 2012). The extensions are based on the assumption that the structure
remains in the elastic range when vibrating in higher modes, therefore the seismic
demands are obtained combining the results obtained through a simple Pushover
analysis with corrective factors obtained through linear response spectrum dynamic
analysis.

Recently due the available set of methods, studies were performed in order to
understand which the best approach for the seismic assessment of plan asymmetric
buildings, considering the most known procedures. Thus, as result of this study,
in Bhatt (2012) the 3D Pushover was proposed, also called as Extended Adaptive
Capacity Spectrum method in Bhatt and Bento (2014). This method has as sources
the known methods: ACSM (Casarotti and Pinho 2007) regarding to the lateral
distribution applied and type of pushover curve obtained, CSM proposed in
FEMA440 (Freeman 1998; Freeman et al. 1975; ATC 2005) to obtain the damping
considered in the reduced spectrum and consequently the peak displacement and
Extended N2 in order to capture the torsional behavior.

The objectives of this paper are to evaluate the individual efficiency of the
methods mentioned before in their most recent versions when applied to an
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asymmetric plan structure. The reliance of the results obtained by the NSPs is
evaluated through comparison with Nonlinear Dynamic Analyses (NDAs) for two
different levels of seismic intensity.

18.2 Nonlinear Static Procedures

18.2.1 Modal Pushover Analysis for Asymmetric-Plan
Buildings (MPA)

The MPA considers a conventional force based pushover analysis based on the
vibration modes of the structure. In each run, a different load pattern proportional to
the considered vibration mode of the structure is applied, and the results computed
from each run are combined in order to obtain the final results. The complete
methodology as a whole is described step by step in Chopra and Goel (2004).

The load pattern applied in the scope of MPA for asymmetric plan buildings
includes two lateral forces and torque at each floor level as explained in Chopra
and Goel (2004). However, in order to substitute the torque a different loading can
be applied in the building in the nodes with mass assembled, normalizing the modal
displacements of each node for both directions to the maximum modal displacement
of the structure and multiplying by the respective mass.

Since both components of ground motion are considered acting simultaneously,
the process is repeated for both orthogonal directions for all the modes considered.
After obtaining the seismic response due both components of ground motion, they
are combined by the SRSS multi-component combination rule to determine the
seismic response of the structure.

18.2.2 Improved Modal Pushover Analysis (iMPA)

The iMPA procedure is a two-phase method wherein the deformed shape obtained
in the first phase of the method, when the structure is responding inelastically to the
considered earthquake level, leads to the load pattern, which is applied in the second
phase. The steps of the second phase are the same as in MPA for each mode, but
considering the new load pattern.

The iMPA, was originally created for bridges by Paraskeva and Kappos (2010),
and tested in buildings by Belejo and Bento (2014).

Considering both components of ground motion acting simultaneously in build-
ings, in the first phase seismic responses are computed for both components of
the ground motion separately for each mode, and in the second phase two more
analyses are performed per mode, one for each component. Similar as MPA, SRSS
combination rule is used in order to obtain the total seismic response of the structure.
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In order to estimate member forces, when combining the seismic response of
each mode would lead to forces that exceed the capacity of the elements in cases
where both ends of an element deform into the inelastic range, by analyzing the
plastic hinge rotations. To overcome this disadvantage, the extension proposed by
Reyes and Chopra (2011a) to calculate member forces, is applied in both multi-
mode procedures.

18.2.3 Extended N2

The extension of N2 method herein applied is the most recent which takes into
account the higher mode effects in both plan and elevation. It corresponds to
extended versions of the original N2 method, which is described in Eurocode
8, in order to overcome the torsional problem in asymmetric plan structures
and simultaneously considering the higher mode effects, which affects high-rise
buildings or buildings irregular in height. This version intends to handle both issues
by adjusting the pushover results, computed with the original N2 method, by means
of correction factors based on linear dynamic response spectrum procedures, as
described in Kreslin and Fajfar (2011).

The method is applied separately, and the results obtained for both directions are
combined through SRSS combination rule.

18.2.4 3D Pushover

The 3D Pushover method (Bhatt 2012; Bhatt and Bento 2014) was intended to
overcome the problems of a simple pushover analysis using known methods in each
step of the procedure. The selection of the method was performed in order to apply
the best procedure in each step with the purpose of obtain the most reliable results.
The most common issues in performing a pushover analysis are the invariability
of the lateral load, the damping associated to the seismic action and the torsional
behavior capture. In order to overcome all these problems, all studies performed
along the time until this proposal were considered, and the approach which leads
to better results was chosen for each step, and combining all steps, a new NSP was
created. The methods by which 3D Pushover is based, are essentially the ACSM
(Casarotti and Pinho 2007), following its guidelines regarding to the lateral load
application; the CSM (Freeman 1998; Freeman et al. 1975) following FEMA 440
(ATC 2005) guidelines in considering the damping associated to the seismic action
and to obtain the peak displacement and the extended N2 (Fajfar et al. 2005) to
capture the torsional behavior of the structure. The procedure as a whole is described
in Bhatt (2012).

After a short description of the procedures, the variants of each method are
summarized in Table 18.1.
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18.3 Case Study

In this work, the case study analyzed is a bi-asymmetric plan nine-story steel
building (Fig. 18.1), the same analyzed in Belejo and Bento (2014).

All floors present the same height of 3.96 m and all structure shows 9.14 m
spans. The identified columns and the girders that connect them are characterized
as Moment Resisting Frames (MRF), whereas gravity frames whose only function
is to support the gravity loads compose the remaining structure. Member sizes are
governed by drift instead of strength requirements and are defined in Reyes (2009).
Due to the lack of available models to define the panel zones in the software used
in this work, braced frames were introduced in the alignments C1–C8, C3–C9,
C9–C12 and C14–C18 in order to obtain the same modal characteristics of the
building studied by Reyes (2009). The translational masses considered in 1st–8th
floors are 1,212 tones and 1,074 tones in the roof.

18.4 Modeling Issues

The building was modeled in SeismoStruct v6.0 (SeismoSoft 2006), a downloadable
fiber element based finite element software. The model was built using space frames
assuming the centerline dimensions. All sections were defined with 100 fibers and
each fiber was characterized by the material relationship.

Hysteretic damping is implicitly included in the nonlinear fiber model formu-
lation of the inelastic frame elements. In order to take into account the possible
non-hysteretic sources of damping, it was modeled by Rayleigh damping with its
two constants selected to give 2 % damping ratio at the fundamental period of
vibration T1 and a period of 0.2T1, following the work of Reyes (2009). According
to Priestley and Grant (2005), the non-hysteretic damping represents the energy
dissipation due to phenomena like friction between structural and non-structural

Fig. 18.1 Case study; (a) Plan view; (b) Lateral view, dimensions in [m] (Belejo and Bento 2014)
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members, energy radiation through the foundation, etc., and which is mobilized dur-
ing the seismic response of the structure. The scientific and engineering community
still does not have definitive answers about the type and values of viscous damping
used to represent such energy dissipation.

A simplified bilinear stress-strain relationship with 3 % of strain hardening was
assumed for steel, based on Byfield et al. (2005) exhibiting an average yield strength
around 248 MPa and an ultimate strength of 400 MPa.

Nodal Constraints were modeled with a Penalty Functions option with exponent
107 in order to take into account the rigid diaphragm effect. The mass of each floor
was applied lumped in the nodes, according to the respective tributary area.

18.5 Seismic Features

Seven ground motion records were randomly selected from the set of records used
by Reyes which criteria were defined in Hancock et al. (2006). All records were
matched to the seismic hazard spectrum with 2 % probability of exceedance in
50 years.

Table 18.2 shows the Earthquakes and respective station of the records
considered.

In the records considered, SeismoMatch v2.0.0 (SeismoSoft 2008) was used to
match them to the hazard spectrum for the period range between 0.2T1 and 2T1.
SeismoMatch is an application capable of adjusting earthquake accelerograms to
match a specific target response spectrum. The method used for spectral matching
adjusts the time history in the time domain by adding wavelets to the acceleration
time-series as described in Hancock et al. (2006).

The mean spectrum of each component and the overall mean spectrum are shown
in Fig. 18.2 as well as all matched spectra and the Seismic Hazard spectrum.

In order to reduce the time of analysis, an interval between the build-up of 5 and
95 % of the total Arias intensity (Bommer and Martínez-Pereira 1999) is considered.

Due to the uncertainty of knowing the position of the buildings relatively to the
components of the records, all records were assigned to the building in two different
ways: X component of the record according to the X component of the building
and Y component of the record assigned to the Y component of the building; and
the opposite, i.e. the X component of the record assigned to the Y direction of the

Table 18.2 Ground motion
records considered

Earthquake name Station name

Northridge 1994 Beverly hills
Duzce 1999 Bolu
Kobe 1995 Snishi – Akashi
Superstition Hills 1987 Poe
San Fernando 1971 LA Hollywood
Imperial Valley 1979 Sahop Casa Flores
Hector Mine 1999 Hec
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Fig. 18.2 Seismic hazard
spectrum and the median
response spectra of seven
scaled ground motions (X and
Y directions and overall)

building and the Y component of the record assigned to the X component of the
building. Therefore the final seismic response is determined by the mean of the
14 results obtained. Consequently, for each intensity level, the spectrum used to
compute the peak deformation in NSPs, corresponds to the mean spectrum obtained
from the 14 records (two components for each ground motion).

18.6 Numerical Results and Discussion

In this section, the seismic response of the building obtained through the NSPs
and NDAs, is shown in terms of pushover curves, top displacements ratios, lateral
displacement profiles, interstorey drifts, normalized top displacements and Shear
Forces for two different levels of seismic intensity, considering both components of
ground motion acting simultaneously.

The modal properties of the building are displayed in Table 18.3, which shows
the periods and the effective modal mass percentages in both X and Y directions
(Ux and Uy) for the two first triplet of modes (6 modes).

The first mode of the building is characterized by torsion motion, the second
mode shows translation along both axes, but predominantly in X direction, and the
third mode has translational behavior in Y direction coupled with torsion; which
means torsional flexibility in both directions. The second triplet of modes (4th to
6th modes) assumes the same order regarding to the nature and directions of motion
when comparing with the first triplet.

These two triplets of modes were selected in order to estimate the seismic
demands in both directions for the two multi-mode methods. In such procedures,
for each mode, only pushover curves in the dominant direction of motion are
considered: the pushover curves in the X direction were considered for the 2nd
mode and in Y direction for the 1st and 3rd modes for both triplets of modes.

Figures 18.3 and 18.4 display the pushover curves obtained for the MPA (and the
1st phase of iMPA) for each mode considered together with peak displacements
obtained for all intensities of ground motion considered, wherein two different
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Table 18.3 Periods (in
seconds) and effective modal
mass percentages of the
studied building

Mode Period (s) [Ux] (%) [Uy] (%)

1 1.86 8:0 26:7

2 1.70 59:9 20:5

3 1.57 12:7 33:0

4 0.68 1:1 3:1

5 0.59 7:3 3:5

6 0.55 2:3 4:2

Fig. 18.3 Pushover curves of the 3 modes in MPA procedure: (a) 1st triplet of modes, X direction;
(b) 1st triplet of modes, Y direction

Fig. 18.4 Pushover curves of the 3 modes in MPA procedure: (a) 2nd triplet of modes, X direction;
(b) 2nd triplet of modes, Y direction
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Fig. 18.5 Pushover curves of the 2nd phase of iMPA procedure in X direction

intensities are tested: the first intensity corresponds to a 10 % probability of
exceedance in 50 years and the second one to a 2 % probability of exceedance in
50 years.

As mentioned in Sect. 18.2, iMPA is a double-run method, in which the final
lateral load pattern for each mode is dependent of a first peak of displacement
obtained. This means that for each intensity of seismic action and direction
considered, a second pushover curve is achieved, from which seismic response
is captured. This phase of the method was not performed for the second triplet
of nodes for the reason that the higher mode equivalent SDOF systems do not
contribute much to the inelastic response when the structure reaches the peak
deformation in the first phase as shown in Fig. 18.3b, and that the errors arising from
elastic computation in calculating the response of higher-mode equivalent SDOF
systems can be neglected (Gupta and Kunnath 2000). For the first triplet of modes,
pushover curves from the second phase of the method are shown in Figs. 18.5
and 18.6.

In extended N2, pushover curves are obtained by applying a lateral load propor-
tional to the 1st mode shape in each direction (Fig. 18.7). Whereas the capacity
curves obtained through 3D Pushover are derived from displacement adaptive
Pushover analysis in separated directions, which are displayed in Fig. 18.8.

From the curves plotted in Figs. 18.7 and 18.8, as those obtained according to
the three first modes in multi-mode methods, one can conclude that the building
shows different behavior for both intensities studied: transition between elastic and
inelastic behaviors when considering 10 % probability of exceedance in 50 years,
and inelastic behavior for 2 % probability of exceedance in 50 years.

Taking into account the Pushover Curves plotted in Figs. 18.3, 18.4 and 18.5, all
the seismic demands are obtained.
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Fig. 18.6 Pushover curves of the 2nd phase of iMPA procedure in Y direction

Fig. 18.7 Pushover curves in X and Y direction, respectively, in extended N2

Displacement ratios between the values obtained with the analyzed NSPs and the
corresponding mean estimates coming from NDAs are computed (18.1). The NSPs
must never lead to underestimated results, therefore these ratios should always be
higher than 1.

Top Displacement ratio D NSP0s top displacement

NDA mean top displacement
(18.1)

The nonlinear dynamic results obtained are used to compare with NSPs results.
Therefore, by this analysis, one would desire such ratios to tend to unity, which
means that the NSPs would match to the NDA mean results. These ratios, defined
in terms of top displacements in the center of mass, are plotted in Fig. 18.9.
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Fig. 18.8 Pushover curves in X and Y direction, respectively, in 3D Pushover

Fig. 18.9 Top displacement ratios in the center of mass: (a) X direction; (b) Y direction

The Extended N2 is the procedure with highest top displacements values and
it is justified by the factor applied to take into account the higher mode effects,
which increases considerably the top displacements. On the other hand, the top
displacements obtained in the center of mass by the other procedures match with
accuracy with the ones obtained through NDAs.

The lateral displacement profiles and interstorey drifts were obtained in center of
mass and in edge columns of the building (columns C1 and C17) and are displayed
in Figs. 18.10 and 18.11 respectively.

When focusing on the lateral displacement profiles and interstorey drifts
obtained, the 3D Pushover and the multi-mode methods generally lead to smaller
values when compared to Extended N2, however they generally lead to accurate
results. Extended N2 overestimates the results for the two intensities of ground
motion in both directions.

In terms of lateral displacements profiles, the multi-mode methods show good
accuracy, where Improved MPA is slightly more conservative than MPA, more
noticeable in the inelastic range of the structure. Extended N2 overestimates the
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Fig. 18.10 Lateral displacement profiles: (a) X direction; (b) Y direction

Fig. 18.11 Interstorey drifts: (a) X direction; (b) Y direction

lateral displacements in all columns, for both intensities considered. The lateral
displacements obtained with 3D Pushover match perfectly with NDA in X direction,
and are shown as a little conservative in Y direction.

Regarding to the Interstorey Drifts obtained, all methods lead to conservative
results in terms of maximum values obtained. Generally the results obtained by
3D Pushover and multi-mode procedures are very close among them and achieve
a good approximation to NDA results in the most of the stories for all situations.
In few cases interstorey drifts in the upper stories are not well captured by these
methods, mainly in Y direction. On the other hand, Extended N2 is able to capture
the drifts in the upper stories and show conservative results for the other stories in
both directions for the intensities studied.
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Fig. 18.12 Normalized top displacements: (a) X direction; (b) Y direction

Fig. 18.13 Shear forces: (a) X direction; (b) Y direction

In order to study the torsional behavior of the building, the trend of normalized
top displacements is analyzed and the results are shown in Fig. 18.12. This
measurement is obtained by normalizing the edge displacement values with respect
to those of the center of mass. The torsional response in NDAs is taken from the
stage of the analysis correspondent to the maximum top displacement (in absolute
value) in the center of mass.

All studied methods show great accuracy in the capture of the torsional amplifica-
tion in the edge sides of the building in inelastic regime for both directions. Only the
multi-mode procedures show conservative results in the flexible side of the building
in Y direction.

Respecting to Shear Forces, the extension to MPA proposed by Reyes and Chopra
(2011a) to estimate internal forces in the structure, was herein applied for the multi-
mode procedures and when the elements deform into the inelastic range.

In addition to the columns that show displacement results, the column C9, which
is close to the center of mass, was added to, in order to obtain a more widespread
behavior of the structure in terms of Shear. Hence Shear forces were obtained in
both directions of the building and results are shown Fig. 18.13.
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All methods provide a good approximation in terms of shear forces for both
intensities and in both X and Y directions, as displayed in Fig. 18.13. However
3D Pushover and Extended N2 present slight conservative results in the first stories
where the maximum values of Shear Force are achieved.

The shear capacity of the studied columns, calculated by Eurocode 3, is far from
being achieved in all columns analyzed.

18.7 Conclusions

In this paper, the nonlinear static procedures MPA, Extended N2, 3D Pushover
and an improved version of MPA (iMPA), were applied in order to evaluate
their respective individual performance. With this as the main objective, all the
aforementioned methods were applied to an asymmetric nine-storey plan building,
considering both components of seismic motion acting simultaneously. The results
obtained were herein compared with the ones evaluated by means of Nonlinear
Dynamic time-history Analyses.

According to all results achieved, one can conclude that all these recent methods
or extensions to methods, which had been proposed in the past, lead to very
accurate results, as far as this steel building concerned. Since the studied building
is torsional flexible in both directions, the capture of its torsional behavior was the
most concerning achievement and the results obtained regarding to the capture of
the torsional behavior by all methods matched with accuracy the NDA results. Other
considerable fact is the height of the building, which some higher modes of vibration
are relevant to the seismic performance; however these methods were effective in
overcome this issue as well, i.e. taken into account the higher modes of vibration
effects.

Notwithstanding the effectiveness of all methods, MPA and iMPA seemed to
present the best approach to NDA in terms of lateral displacement profiles and
interstorey drifts wherein generally iMPA is slightly more conservative between
both methods. The 3D Pushover and mainly Extended N2 generally overestimate
these results. On the other hand, in terms of torsional behavior of the building,
Extended N2 and 3D Pushover are closer to NDA. Finally, one can say the shear
forces values are quite close among all methods and also fit with NDA results.

Having four different approaches which lead to good results, the choice of the
method in order to perform an eventual seismic assessment of an asymmetric plan
building would be probably sustained by the less time-spending required. In fact, to
apply Extended N2 or 3D Pushover, an extra dynamic response spectrum analysis
is required and in the case of multi-mode methods, pushover analysis per mode
has to be performed, and specifically in iMPA, doubled time-consuming is needed
when compared with MPA. Nevertheless, it is important to note that, to apply the
3D Pushover, it is important that the software used is able to perform an adaptive
analysis, which is not a common feature of the finite element programs usually used
to perform nonlinear static analysis.
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Finally it is important to highlight that these methods have already been applied
to other asymmetric plan buildings and the same conclusions have been reached
about the efficiency of the procedures on the seismic assessment of the buildings.
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