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Foreword

Biometeorology continues to grow as a discipline. It is increasingly recognised for 
its importance in providing science of relevance to society and well being of the 
environment. This book is the first in a new book series on Biometeorology. The 
purpose of the new series is to communicate the interdisciplinary philosophy and 
science of biometeorology to as wide an audience as possible, introduce scientists 
and policy makers to the societal relevance of and recent developments in its sub-
fields and demonstrate how a biometeorological approach can provide insights to 
the understanding and possible solution of cross-cutting environmental issues. One 
such cross-cutting environmental issue is climate change.

While the literature on the science of climate change, climate change mitigation 
and the impacts of climate change is voluminous, that on adaptation to climate 
change is meagre in comparison. The purpose of this book is to partly redress this 
imbalance by providing insights from a biometeorological perspective. The book 
acknowledges that society has a long history of adapting to the impacts associated 
with climatic variability and change but makes the point that climate change poses 
a real threat to already strained coping systems. Therefore there is a need to realign 
human use systems with changing climate conditions.

The topics covered in this volume, under the umbrella of adaptation to climate 
change, reflect the core areas of biometeorology, for example, the human thermal 
environment, early warning systems, plant and animal biometeorology, tourism, 
water resources and psychological aspects of weather and climate as well as 
theoretical aspects of adaptation. The book concludes with an assessment of the 
status and prospects for biometeorology The key messages that emerge from the 
12 chapters are that:

● Driving forces of impacts, including climate, often interact in complex and sur-
prising ways. Models are needed to study the behaviour of complex systems.

● Global environmental changes are increasing the complexity of challenges to 
which human, animal, and plant systems have to adjust

● Current levels of adaptation are uneven across vulnerable regions and sectors, 
with many poorly prepared to deal with projected changes in climate and climate 
variability
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● Understanding of the interactions of climatic factors with human, animal, and 
plant systems can be used to increase adaptive capacity through for example 
early warning systems

● Effective adaptation to climate variability and change will come from adjust-
ments in social and economic systems

● Significant opportunities exist for biometeorology to contribute to policy devel-
opment so that societies can live effectively with climate variability and change

These messages bear significant implications for those involved in developing 
climate change adaptation policies and provide directions for research in the area 
of climate change adaptation science. 

Chief Editor
Professor Glenn McGregor

University of Auckland 
New Zealand
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1.1 Introduction

Biometeorology was first officially recognised as an emerging interdisciplinary 
science in August 1956, when Dr. Tromp and colleagues organized the first 
International Symposium of Biometeorology in the UNESCO Building in Paris. 
The meeting led to the establishment of the international society. The first issue 
of the societies’ journal, The International Journal of Biometeorology, was pub-
lished 5 years later in 1961. This volume was initiated to mark the 50th anni-
versary of the establishment of the International Society of Bioclimatology and 
Biometeorology.

In 1956, there were few interdisciplinary scientific societies and the idea of 
 creating new disciplines at the interstices of well-established fields was not univer-
sally welcomed by established scholars and their scientific societies in meteorol-
ogy and biology. One consequence of being viewed as somehow less scientific 
was that the emerging interdisciplinary groups tended to stress the importance of 
scientific rigour, sometimes at the expense of innovation and originality. This was 
reflected in the rapid crystallisation of biometeorology into specialised sub-fields, 

Chapter 1
Biometeorology for Adaptation to Climate 
Variability and Change

Ian Burton, Kristie L. Ebi, and Glenn McGregor
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 particularly human, plant, and animal biometeorology in the early decades. These 
groups attracted the interest of some applied meteorologists and climatologists, 
with their partners and collaborators drawn from traditional disciplines, i.e. health 
sciences for human biometeorology, and botanists, zoologists, agronomists, and 
related  sciences for plant and animal biometeorology. These three sub-disciplines 
tended to dominate the Congresses of the International Society of Biometeorology 
held every 3 years, and the papers published in the journal. The Society flourished 
and its scientific rigour and respectability was established, although the interdisci-
plinary ambitions were not entirely fulfilled in the way imagined.

In more recent decades, the Society has branched out and become more innova-
tive. At the same time, it has tended to fragment even more. To some extent this 
represents the growing maturity and richness of the field of biometeorology. At its 
best, this is exemplified in the work of the several Commissions of the Society that 
organise collaborative research and scientific exchanges in the period between the 
Congresses. In addition there have been groups that have spun-off and created their 
own organizations, such as Urban Climatology.

The recent arrival on the international scientific and political agenda of the 
concept of adaptation to climate variability and change offers an opportunity for 
the international biometeorology community to demonstrate its relevance to one of 
the major global issues of the time. It also provides an opportunity for the diverse 
groups and specialisations within biometeorology to converge around a  crosscutting 
and integrating theme.

1.2 Adaptation to Climate and Climate Change

Adaptation is a component of vulnerability, such that impacts on human activities 
and biophysical systems are, or can be, moderated by adaptation. As a technical 
term the word “adaptation” has a long and complex history in both the social and 
the natural sciences. In the natural sciences, adaptation is most closely associated 
with Darwinian evolutionary ideas and the process of natural selection. Those 
biological characteristics that have survival value in a hostile and changing envi-
ronment get selected. This form of “adaptation” is strictly biological and usually 
occurs slowly over long time spans. Biological adaptation applies to humans as 
well as other species. It is clear, however, that some species also adapt in other 
ways. One obvious way is through migration. As environmental conditions 
decrease the desirability of a location, plants and animals can migrate to adjacent 
locations where conditions may be more favourable. The more mobile species, such 
as birds and some mammals, utilise this mode of adaptation more effectively than 
trees and plants that can only move from generation to generation by the spatially 
limited dispersal of seeds.

When applied to human society, the term adaptation covers a much wider range 
of possible actions. Human have not only adapted in the evolutionary biology 
sense of the word, but also in their culture, societal infrastructures, and technology. 
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Furthermore, they interfere with natural adaptation processes and adapt plants and 
animals by domestication and selective breeding.

Biological and social adaptations have long been the subjects of scientific 
enquiry. A feature of the processes under investigation has always been that 
change occurs slowly over generations and centuries, with biological adaptation 
requiring longer time periods than socio-cultural adaptation. Now, however, the 
pace of change is accelerating as species and systems respond to climate change. 
Anthropogenic interference with the chemical composition of the atmosphere is 
bringing about major shifts in climatic patterns and is leading to significant rise in 
sea level. The adaptations that are needed now and will be increasingly essential in 
the future is of a different order of magnitude and of a different character than any 
previously experienced.

Over historic and prehistoric periods, human beings have on balance adapted 
well to climate. This success is evidenced by the fact that the human species has 
spread widely over the planet and that more or less successful societies and liveli-
hoods have been created in every climatic zone from the tropics to the arctic; from 
equatorial rainforests to arid regions; and from mountains to coasts, plains, river 
valleys, and deltas.

Much of this successful adaptation took place by a process of trial and error, 
and sometimes errors have led to the temporary or even permanent collapse of 
societies in particular localities. In modern times, understanding adaptation to 
environment, and specifically to climate, has become a matter for scientific and 
professional expertise. Architects and engineers design buildings and infrastruc-
ture to withstand extreme weather conditions such as heat, cold, and windstorms. 
Agronomists design and select cultivars suitable to the climate of particular farm-
ing regions. Medical scientists and public health authorities safeguard populations 
against diseases prevalent in particular climates. Meteorologists deliver forecasts 
and warnings of potentially adverse conditions. And so forth. These scientific, 
professional, and managerial tasks are not generally described as “adaptation”. 
However, since the United Nations Framework Convention on Climate Change was 
negotiated, signed (1992), and ratified (1995), all these and similar activities are 
lumped together under the label of “adaptation”.

This came about because the negotiators of the Convention found it convenient 
to divide responses to anthropogenic climate change into two types. The first and 
foremost response was called “mitigation” by which the negotiators meant any 
and all measures that could be taken to stabilise and eventually reduce the concen-
trations of greenhouse gasses in the atmosphere. This includes the development 
and deployment of energy sources other than fossil fuels, effective approaches to 
increase energy efficiency, and technologies to reduce greenhouse gas emissions, 
such as carbon capture and storage. The framers of the Convention understood that 
many different form of action could be taken to reduce vulnerability to climate, 
climate variability, and climate change. Adaptation was the convenient shorthand 
to refer to these potential actions.

The various special fields within biometeorology have long been concerned with 
the adverse impacts of climate and weather on human activities and the natural 
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(biosphere) system, and how best to cope with them. Applied biometeorologists 
have tended to pursue their research in relative isolation from each other. There 
is now a need to better understand the commonalities as well as the differences. 
The driving force is that these specialists within biometeorology are faced with 
a common problem – how best to cope (adapt) with climate change. Adaptation 
is a cross cutting theme and range of research and practice in which the various 
branches of biometeorology have something to learn from each other and something 
to contribute to the wider agenda of managing the impacts of climate change.

The purpose of this collection of papers on biometeorology and adaptation 
should now be clear:

1. To communicate some of the basic ideas and concepts of the sub-fields of biom-
eteorology as they relate to climate change

2. To explore ideas, concepts, and practice that may be developed in common
3. To begin to converge on a new vision for biometeorology that will help to com-

municate its understanding and expertise, as well as enhance its utility

1.3 Organization of This Volume

With these ideas in mind, the essays have been organised into two sections. After 
this introductory essay, the first section focuses on research frontiers in biometeor-
ology in the fields of human, animal, and plant biometeorology.

Chapter 2 by Gerd Jendritzky and Richard de Dear begin the exploration with 
a discussion of the thermal environment, taking a physiological perspective and 
exploring the problems of developing a Universal Thermal Climate Index.

Chapter 3 by Larry Kalkstein and Scott Sheridan take the heat stress problem 
one step further, describing their work in developing and deploying heatwave early 
warning systems in major world cities.

Chapter 4 by Kristie L. Ebi explores the general question of the requirements 
for developing early warning systems for vectorborne diseases, then surveying the 
current status of early warning systems for one of the most important vectorborne 
diseases worldwide, malaria.

Chapter 5 by Mikhail Sofiev and colleagues takes up the issue of pollen, aller-
gies, and adaptation. The basic mechanisms of allergies are presented and the paper 
describes the risks in terms of pollen ecology, seasonality, and forecasting. The 
paper concludes with a section on the implications of climate change and deploy-
ment of better prevention and treatment (adaptation) techniques.

Chapter 6 by Simone Orlandini and colleagues turn to plant biometeorology, 
discussing the main impacts and stresses of climate change, and identifying avail-
able adaptation options and conditions for their effective deployment. The chapter 
concludes with a discussion of future directions in plant (agricultural) biometeorol-
ogy and research gaps.

Chapter 7 by John Gaughan and colleagues confront the problems of adaptation 
in domestic (farm) animals. The paper focuses upon the specific climate stresses of 



1 Biometeorology for Adaptation to Climate Variability and Change 5

heat, heatwaves, and nutrition, and alternative ways in which these can be managed 
at the farm level. The paper concludes with an assessment of increasing climate 
stress and suggests some needed policy responses.

Chapter 8 by Daniel Scott and colleagues turn to the questions of the climate 
change risks and possible adaptation responses in the tourism-recreation sector. 
This sector is thought to have high adaptive capacity overall, with considerable 
variation from one part of the industry to another. The paper concludes with obser-
vations about the relative lack of attention to climate change, and the need for more 
consideration of adaptation in the sector.

Chapter 9 by Chris de Freitas turns to the problems of water resources and the 
need for adaptation in a sector that is being increasingly stressed by climate change, 
population growth, and infrastructure development.

Chapter 10 by Alan Stewart examines the psychological dimensions of adapta-
tion to weather and climate. Psychological approaches to adaptation are discussed, 
followed by the presentation of a model that lends itself well to organizing the 
different psychological variables that can affect adaptation. The model components 
are discussed along with the cognitive and motivational biases that can affect the 
adaptive course that people might pursue.

The second and final section of the book provides perspectives on the previous 
chapters.

Chapter 11 by Andris Auliciems brings us back to some long debated ideas 
about adaptation and climatic influences on humans and human societies. He points 
us to a reconsideration of climatic determinism and presents a theoretical construc-
tion for thinking about the impacts of climate and human response. Adaptations 
adopted in the past have been more or less successful, but we are now faced with a 
new situation in which we know that change will occur, but how, when, and at what 
rate remains highly uncertain. In these circumstances is it not the well adapted that 
can expect to thrive best, but the most adaptable.

In the final chapter, Chapter 12, the editors take up the challenge of adaptive 
capacity. Given what we know and the long-standing perspectives of biometeorol-
ogy and its current research directions, what more can be done to promote adap-
tation and enhance adaptive capacity? Human society now faces a considerable 
challenge in learning to live successfully with a changing climate. The essays in 
this book point the way to some of the answers and needed directions.
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Abstract Due to the need for human beings to adapt their heat budget to the 
 thermal environment in order to optimise comfort, performance and health the 
 adaptation issue is a question of vital importance. Balancing the human heat 
budget, i.e. equilibration of the organism to variable environmental (atmos-
pheric) and  metabolic heat loads is controlled by a very efficient (for healthy 
people) autonomous thermoregulatory system that is additionally supported by 
behavioural adaptation which are driven by conscious sensations of thermal 
discomfort. These capabilities enable the (healthy) human being to live and 
to work in virtually any climate zone on earth, albeit with varying degrees of 
discomfort. Based on mortality studies a large number of publications show 
the evidence of adverse health impacts by thermal stresses, in particular during 
heat waves.

Based on thermo physiology and heat exchange theory an overview is given on 
different assessment approaches up to the development of the “Universal Thermal 
Climate Index” within ISB Commission 6 and the European COST Action 730. 
Selected applications from the weather/climate and human health field such as Heat 
Health Warning Systems HHWS and precautionary planning in urban areas illustrate 
the significance of thermal assessments with respect to short-term and long-term 
adaptation. A huge potential to save energy – and by this to avoid CO

2
 emissions – 

without loosing acceptable thermal conditions indoors, also in a future warmer 
 climate, results from a adaptive model which has been derived from thermal comfort 
investigations across the world.

Chapter 2
Adaptation and Thermal Environment

Gerd Jendritzky and Richard de Dear

G. Jendritzky
Meteorological Institute, University of Freiburg, Germany

R. de Dear
Division of Environmental & Life Sciences, Macquarie University, Sydney, Australia

K.L. Ebi et al. (eds.), Biometeorology for Adaptation to Climate Variability and Change,  9
© Springer Science + Business Media B.V. 2009
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2.1 Introduction

The close relationship of humans to the thermal component of the atmospheric 
environment is evident and belongs to everybody’s daily experience. Thus, issues 
related to thermal comfort, discomfort, and health impacts are the reason that the 
assessment and forecast of the thermal environment in an effective and practical 
way is one of the fundamental topics of human biometeorology. In this context the 
term “thermal environment” encompasses both the atmospheric heat exchanges 
with the body (stress) and the body’s physiological response (strain).

Balancing the human heat budget, i.e. equilibration of the organism to variable 
environmental (atmospheric) and metabolic heat loads is controlled by a very effi-
cient (for healthy people) autonomous thermoregulatory system (see Section 2.2.1) 
that is additionally supported by behavioural adaptation (e.g. eating and drinking, 
activity and resting, clothing, exposure, housing, migration) which are driven by 
conscious sensations of thermal discomfort. These capabilities enable the (healthy) 
human being to live and to work in virtually any climate zone on earth, albeit with 
varying degrees of discomfort.

De Dear and Brager (2002) found that people who are able to adapt them-
selves (e.g. by clothing and manipulation of operable windows) to the prevailing 
weather outdoors will prefer different indoor temperatures, depending on their 
outdoor thermal exposure over the preceding couple of weeks. This linkage 
between outdoor weather exposures and indoor comfort preferences has been 
quantified in an adaptive model of thermal comfort (de Dear and Brager 1998, 
2002) which, as noted by the IPCC Working Group III (Levine et al. 2007) carries 
enormous potential to reduce reliance on energy-intensive air conditioning in the 
built environment.

Furthermore, observed differences in temperature thresholds for thermal stress 
when, for example, mortality will increase significantly, indicate that societies 
at large can become acclimatized to their local climate (“acclimatization” being 
a special term for adaptation to climate), at least to a certain degree. However, 
the typical seasonal trends in time series of health data shows clearly that, at the 
population level, acclimatization is incomplete. In this context the oft-published 
statement that in a future warmer world the reduction in winter mortality will more 
than compensate the increase in summer mortality should be questioned due to the 
fundamentally different cause–effect relationships at play.

When looking at traditional, vernacular buildings (Roaf et al. 2005) different 
cultures always relied on local experience in climate related building design as a 
measure to adapt to the thermal environment. With the widespread introduction of 
air-conditioning in the twentieth century this connection with climate seemed less 
relevant or important to architects who were generally happy to hand over issues of 
thermal performance of buildings to heating, ventilating and air- conditioning (HVAC) 
engineers. On the other hand probably due to the climate change discussion in the 
last decade or so, and to the health impacts of extreme events such as the Chicago 
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heat wave 1995 and the extreme summer 2003 in Europe, there is an increasing 
awareness of the significance of the thermal  environment for  sustainability, health, 
well-being, including for the need of adaptation. The main application areas are 
listed in the context of the UTCI (Universal Thermal Climate Index) development 
(see Section 2.3). Selected examples for the use of thermal assessment procedures 
to facilitate short- and long-term adaptation are given in Section 2.4. In particular 
the development of Heat Health Warning Systems. HHWS with locally adjusted 
intervention measures are now very popular despite the quite hesitant beginning to 
the WMO/WHO/UNEP HHWS showcase project initiative in 1997. Examples are 
the WHO coordinated European projects cCASHh, PHEWE, EuroHEAT and the 
development in USA (EPA 2006) and Canada.

In spite of the promising evolution of thermal environmental science and its 
application, there are still some weaknesses to be dealt with, including:

– Most of the assessment procedures used operationally do not meet the mini-
mum requirements listed in Sections 2.2.1 and 2.2.2, i.e. the physiological and 
physical basics. Simple indices can only be of limited value and often lead to 
misrepresentations of the thermal environment. Therefore the development of 
the UTCI as an international standard intends to rectify this situation.

– When looking for dose–response relationships between thermal conditions and 
health outcomes, a large degree of “fuzziness” must be accepted because the 
data, usually from first order weather stations such as rural airports, are applied 
as a crude approximation of the exposure of people living indoors with unknown 
metabolic rate, in unknown buildings, in unknown floors under the influence of 
an unknown heterogeneous urban heat island. There is a strong research need to 
get a better idea on the actual thermal exposure which is a function of the heat 
budget and not only of the environmental stressors.

– Because the skill of the numerical weather forecast models differs between the 
meteorological variables there are some difficulties in the medium-range pre-
dictability of complex procedures, in particular with water vapour and clouds 
(which, in turn, impact latent heat transfer from the body, and mean radiant tem-
perature Tmrt, which drives the net radiation exchange at the body surface).

– In spite of the vast amount of research literature in urban climatology there is 
still negligible uptake in urban planning and architecture, where the justifica-
tions of that urban climatological research are usually pitched.

– Very few approaches are available to quantitatively model the effects of accli-
matization (e.g. the adaptive thermal comfort model or HeRATE (Health related 
adaptation to the thermal environment) ). More quantitative adaptive research in 
thermal environments is needed to gain deeper insight at the population level in 
order to improve thermal environmental applications.

– The multidisciplinary interfaces between the participants (researchers, stake-
holders, planners etc.) in the issues “thermal environment and adaptation” 
remains a challenge, but one that we need to deal with since the problems and 
applications never fall neatly into any single discipline.
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2.2  Thermoregulation, Human Heat Budget, 
and Thermal Assessment Procedures

2.2.1 Thermoregulation

For the human being it is crucial to keep the body’s core temperature at a constant 
level (37°C) in order to ensure functioning of the inner organs and of the brain. In 
contrast the temperature of the shell, i.e. skin and extremities, can vary strongly 
depending on the volume of blood it contains, which in turn, depends on meta-
bolic and environmental heat loads. Heat is produced by metabolism as a result 
of activity, sometimes increased by shivering or slightly reduced by mechanical 
work where applicable, e.g. when climbing. The surplus heat must be released to 
the environment. The body can exchange heat by convection (sensible heat flux), 
conduction (contact with solids), evaporation (latent heat flux), radiation (long- and 
short-wave), and respiration (latent and sensible).

From the analytical point of view, the human thermoregulatory system can 
be separated into two interacting sub-systems: (1) the controlling active system 
which includes the thermoregulatory responses of shivering thermo genesis, 
sweat moisture excretion, and peripheral blood flow (cutaneous vasomotion) of 
unacclimatized subjects, and (2) the controlled passive system dealing with the 
physical human body and the heat transfer phenomena occurring in it and at its 
surface (Fig. 2.1). That accounts for local heat losses from body parts by free 
and forced convection, long-wave radiation exchange with surrounding surfaces, 
solar irradiation, and evaporation of moisture from the skin and heat and mass 
transfer through non-uniform clothing. Under comfort conditions the active 
 system shows the lowest activity level indicating no strain. Increasing discomfort 
is associated with increasing strain and according impacts on the cardiovascular 
and respiratory system. The tolerance to thermal extremes depends on personal 
characteristics (Havenith 2001, 2005): age, fitness, gender, acclimatization, mor-
phology, and fat thickness being among the most significant. Of these, age and 
fitness are the most important predictors and both are closely correlated. High 
age and/or low fitness level means low cardiovascular reserve which causes low 
thermal tolerance. The strain for the organism due to thermal stress can be quan-
tified e.g. by an Physiological Strain Index PSI that is based on heart rate and 
Tcore (Hyperthermia) (Moran et al. 1998) and on Tskin and Tcore (Hypothermia) 
(Moran et al. 1999).

2.2.2 The Heat Budget

The heat exchange between the human body and the thermal environment (Fig. 2.2) 
can be described in the form of the energy balance equation which is noth-
ing but the first theorem of thermodynamics applied to the body’s heat sources 
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(metabolism and environmental), and the various avenues of heat loss to environ-
ment (Büttner 1938):

 ( ) ( ) ( ) ( ) ( )Re, * , , , , 0a aH L SWmrtM W Q T v Q T v Q e v Q e v Q T e S⎡ ⎤ ⎡ ⎤− − + − + − ± =⎣ ⎦ ⎣ ⎦  (2.1)

M Metabolic rate (activity)
W Mechanical power
S Storage (change in heat content of the body)

Clothing

Environment

Heat
Exchange

Skin
Temperature

Threshold

Behaviour

Sweating

Skin Blood Flow

Shivering

Core
Temperature

Threshold

Heat
Exchange

Tskin

Tcore

Human physiology model
control system

a
Brain controllers

Fig. 2.1(a, b) Schematic representation of human physiological and behavioural thermoregula-
tion (After Fiala et al. 2001; Havenith 2001)
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Peripheral (skin) heat exchanges:
Q

H
 Turbulent flux of sensible heat

Q* Radiation budget
Q

L
 Turbulent flux of latent heat (diffusion water vapour)

Q
SW

 Turbulent flux of latent heat (sweat evaporation)

Respiratory heat exchanges:
Q

Re
 Respiratory heat flux (sensible and latent)

Thermal environmental Parameters:
T

a
 Air temperature

T
mrt

 Mean temperature
v Air speed relative to the body
e Partial vapour pressure

The meteorological input variables include air temperature Ta, water vapour 
pressure e, wind velocity v, mean radiant temperature Tmrt including short- and 
long-wave radiation fluxes, in addition to metabolic rate and clothing insulation. 
In Eq. (2.1) the appropriate meteorological variables are attached to the relevant 
fluxes. However, the internal (physiological) variables (Fig. 2.1), such as the tem-
perature of the core and the skin, sweat rate, and skin wettedness interacting with 
the environmental heat exchange conditions are not explicitly mentioned here.

2.2.3 Thermal Assessment Procedures

In recognition that the human thermal environment cannot be represented adequately 
with just a single parameter, air temperature, over the last 150 years or so more than 

Fig. 2.2 The human heat budget (Havenith 2001)
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100 simple thermal indices have been developed, most of them two- parameter 
indices. For warm conditions such indices usually consist of combinations of T

a
 

and different measures for humidity, while for cold conditions the combination 
typically consists of T

a
 combined in some way with v. Simple indices are easy to 

calculate and therefore, easy to forecast. In addition they are readily communicated 
to the general public and stakeholders such as health service providers (Koppe et al. 
2004). However, due to their simple formulation of the human heat balance as repre-
sented in Eq. (2.1) (i.e. neglecting significant fluxes or variables), these indices can 
never fulfil the essential requirement that for each index value there must always 
be a corresponding and unique thermo physiological state (strain), regardless of the 
combination of the meteorological input values. Thus their use is limited, results 
are often not comparable and additional features such as safety thresholds etc. have 
to be defined arbitrarily. Comprehensive reviews on simple indices can be found 
e.g. in Fanger (1970), Landsberg (1972), Driscoll (1992), and Parsons (2003).

Another approach based on synoptic climatology starts by identifying the 
various broad-scale weather types characterising a given locality. Several studies 
have identified that specific weather types (air masses) adversely affect mortality. 
Kalkstein et al. (1996) successfully extended this approach to heat health warning 
systems (HHWSs). The synoptic procedure classifies days that are considered to 
be meteorologically similar by statistically aggregating days in terms of a selection 
of meteorological variables such as air temperature, dew point, cloud cover, air 
pressure, wind speed and direction. The classification must be specifically derived 
for each particular locality where the synoptic approach is to be applied (see also 
Chapter 3).

Comprehensively characterising the thermal environment in thermo physiologically 
significant terms requires application of a complete heat budget model that takes all 
mechanisms of heat exchange into account, as described in Eq. (2.1). Such models 
(Fig. 2.3) possess the essential attributes that enable them to be universally utilised 
in virtually all biometeorological applications, across all climates zones, regions, 
and seasons.

This is certainly true for MEMI (Höppe 1984, 1999), and the Outdoor Apparent 
Temperature (Steadman 1984, 1994). However, it is not the case for the simple 
Indoor AT, which forms the basis of the US Heat Index, often used in outdoor appli-
cations by neglecting the prefix “Indoor”. Other comprehensive heat balance indi-
ces include the Standard Effective Temperature (SET*) index (Gagge et al. 1986), 
and OUT_SET* (Pickup and De Dear 2000; De Dear and Pickup 2000), which 
translates Gagge’s indoor version of the index to an outdoor setting by simplifying 
the complex outdoor radiative environment down to a mean radiant temperarture. 
Blazejczyk (1994) presented the man-environment heat exchange model MENEX, 
while the extensive work by Horikoshi et al. (1995, 1997) resulted in a Thermal 
Environmental Index.

Fanger’s (1970) PMV (Predicted Mean Vote) equation can also be considered 
among the advanced heat budget models if Gagge’s et al. (1986) improvement in 
the description of latent heat fluxes by the introduction of PMV* is applied. This 
approach is generally the basis for the operational thermal assessment procedure 
Klima-Michel-model (Jendritzky et al. 1979, 1990) of the German national weather 
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service DWD (Deutscher Wetterdienst) with the output parameter “perceived 
 temperature, PT” (Staiger et al. 1997) that considers a certain degree of adaptation 
by various clothing. This procedure is running operationally taking quantitatively 
the acclimatisation approach HeRATE (Koppe and Jendritzky 2005) into account. 
HeRATE is a conceptual model of short-term acclimatisation that modifies absolute 
PT thresholds by superimposition of the (relative) experience of the population in 
terms of PT of the previous weeks (Fig. 2.4). This procedure has the advantage that 
the index can be used without modification in different climate regions and during 
different times of the year without the need to artificially define seasons and to 
calibrate it to a particular city. Nevertheless, to date the German weather service 
(DWD) is the only national weather service to run a complete heat budget model 
(Klima-Michel-model) on a routine basis specifically for its applications in human 
biometeorology.

2.3  The Near Future: The Universal Thermal 
Climate Index UTCI

Although each of the published heat budget models is, in principle, appropriate 
for use in any kind of assessment of the thermal environment, none of the models 
is accepted as a fundamental standard, neither by researchers nor by end-users. 

Fig. 2.3 Thermal physiological assessment of the thermal environment. PMV Predicted Mean 
Vote, PT* Perceived Temperature, PET Physiological Equivalent Temperature, OUT_SET* 
Outdoor Standard Effective Temperature, AT Apparent Temperature, WCT Wind Chill 
Temperature, Tsk mean skin temperature, SR sweat rate, Esk evaporative heat loss, Wsk wetness 
of the skin, Icl insulation value of clothing clo, Ta air temperature, Tmrt mean radiant temperature, 
v wind velocity, e water vapour pressure
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On the other hand, it is surprising that after 40 years experience with heat budget 
 modelling and easy access both to computational power and meteorological data, 
the oversimplified and thus unreliable indices are still widely used.

Some years ago the International Society on Biometeorology ISB recognised 
the issue presented above and established a Commission “On the development 
of a Universal Thermal Climate Index UTCI” (Jendritzky et al. 2002) (www.utci.
org). Since 2005 these efforts have been reinforced by the COST Action 730 
(Cooperation in Science and Technical Development) of the European Science 
Foundation ESF that provides the basis that at least the European researchers 
plus experts from abroad can join together on a regular basis in order to achieve 
significant progress in deriving such an index (COST UTCI 2004). Aim is an inter-
national standard based on scientific progress in human response related thermo 
physiological modelling of the last 4 decades (Fiala et al. 2001, 2003) including 
the acclimatisation issue.

This work is performed under the umbrella of WMO’s Commission on 
Climatology CCl, and will finally be made available in a WMO “Guideline on 
the Thermal Environment”, probably by 2009, so that everybody dealing with 
biometeorological assessments, in particular NMSs (National Meteorological and 
Hydrological Services), but also universities, public health agencies, epidemiolo-
gists, environmental agencies, city authorities, planners etc. can then easily apply 
the state-of-the-art procedure for their specific purposes. The guideline will provide 
numerous examples for applications and solutions for handling meteorological 
input data.
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The Universal Thermal Climate Index UTCI (working title) must meet the 
 following requirements:

1. Thermo physiologically significant across the entire range of heat exchange
2. Applicable for whole-body calculations but also for local skin cooling (frost bite)
3. Valid in all climates, seasons, and scales
4. Useful for key applications in human biometeorology

The following fields of applications are considered as particularly significant for users:

1. Public weather service PWS. The issue is how to inform and advice the public 
on thermal conditions at a short time scale (weather forecast) for outdoor activi-
ties, appropriate behavior, and climate-therapy.

2. Public health system PHS. In order to mitigate adverse health effects by extreme 
weather events (here heat waves and cold spells) it is necessary to implement 
appropriate disaster preparedness plans. This requires warnings about extreme 
thermal stress so that interventions can be released in order to save lives and 
reduce health impacts.

3. Precautionary planning. UTCI assessments provide the basis for a wide range of 
applications in public and individual precautionary planning such as urban and 
regional planning, and in the tourism industry. This is true for all applications 
where climate is related to human beings. The increasing reliability of monthly 
or seasonal forecasts will be considered to help develop appropriate operational 
UTCI products.

4. Climate impact research in the health sector. The increasing awareness of 
climate change and therewith related health impacts requires epidemiological 
studies based on cause–effect related approaches. UTCI will be the appropriate 
impact assessment tool. So also do scenario based calculations and down-scaling 
methods in the climate change and human health field need appropriate UTCI 
based procedures.

Mathematical modeling of the human thermal system goes back 70 years. In the 
past four decades more detailed, multi-node models of human thermoregulation 
have been developed, e.g. Stolwijk (1971), Konz et al. (1977), Wissler (1985), Fiala 
et al. (1999, 2001), Huizenga et al. (2001) and Tanabe et al. (2002). These models 
simulate phenomena of the human heat transfer inside the body and at its surface 
taking into account the anatomical, thermal and physiological properties of the 
human body (see Fig. 2.1). Environmental heat losses from body parts are modeled 
considering the inhomogeneous distribution of temperature and thermoregulatory 
responses over the body surface. Besides overall thermo physiological variables, 
multi-segmental models are thus capable of predicting ‘local’ characteristics such 
as skin temperatures of individual body parts. Validation studies have shown that 
recent multi-node models reproduce the human dynamic thermal behaviour over 
a wide range of thermal circumstances (Fiala et al. 2001, 2003; Havenith 2001; 
Huizenga et al. 2001). Many of these models have been valuable research tools 
contributing to a deeper understanding of the principles of human thermoregula-
tion (Fiala et al. 2001). However, there is still a need for better understanding of 
 adaptive responses and their physiological implications.
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The passive system of the Fiala model (Fiala et al. 1999, 2001) is a multi-
 segmental, multi-layered representation of the human body with spatial subdivisions. 
Each tissue node is assigned appropriate thermo physical and thermo physiological 
properties. The overall data replicates an average person with respect to body 
weight, body fat content, and Dubois-area. The physiological data aggregates to 
a basal whole body heat output and basal cardiac output, which are appropriate 
for a reclining adult in a thermo-neutral environment of 30°C. In these conditions, 
where no thermoregulation occurs, the model predicts a basal skin wettedness of 
6%; a mean skin temperature of 34.4°C; and body core temperatures of 37.0°C in 
the head core (hypothalamus) and 36.9°C in the abdomen core (rectum) (Fiala et al. 
1999). Verification and validation work using independent experiments from air 
exposures to cold stress, cold, moderate, warm and hot stress conditions, and a wide 
range of exercise intensities revealed good agreement with measured data for regula-
tory responses, mean and local skin temperatures, and internal temperatures for the 
whole spectrum of boundary conditions considered (Richards and Havenith 2007).

The experts of the COST Action 730 WG on Thermo Physiological Modeling 
have agreed to base the UTCI model on the Fiala approach which will be substan-
tially advanced by including as yet unused data from other research groups. The 
UTCI model must meet all the above listed requirements in application. From prac-
tical considerations the advanced Fiala multi-segmental model cannot be applied 
explicitly on a routine basis. Thus the future UTCI computations will make use of 
a statistical approach derived from simulations with the Fiala model that covers 
all conceivable combinations of air temperature, wind, humidity, and mean radiant 
temperature plus clothing.

In an operational procedure the non-meteorological variables metabolic rate MET 
and thermal resistance of clothing are of great importance. The UTCI Commission 
has defined a representative activity to be that of a person walking with a speed of 
4 km/h. This provides a metabolic rate of 2.3 MET (135 W/m2). Clothing isolation 
Icl will be considered as an intrinsic clo-value in the range of Icl = 0.4–1.7 clo 
(1 clo = 0.155 km2/W) determined by air temperature. This should cover the kinds 
of clothing worn by people who are adapted to their local climate. The need to 
address specific characteristics of clothing, such as significant ventilation between 
body surface and inner surface of clothing is still subject of discussion.

2.4 Use for Adaptation (Selected Examples)

There are numerous epidemiological studies published which impressively 
show worldwide the health impact of extreme thermal conditions such as heat 
waves. Figure 2.5 shows as an example a detail of the daily mortality rate time 
series from south-west Germany that includes the hot summer 2003 (Schär and 
Jendritzky 2004). During this summer about 55,000 extra deaths attributable to heat 
occurred in Europe, and from these about 35,000 alone in August (Brücker 2005; 
Kosatsky 2005). Neither the NMSs nor the public health systems were sufficiently 
prepared.
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When considering the impact of the hot summer 2003 numerous questions arise, 
such as:

1. There is no general accepted definition of a heat wave. A conceptually adequate 
definition must be based on the physiological response, see Eq. (2.1).

2. There is no consensus on the definition of the mortality baseline. In Fig. 2.5 a time 
series filtering approach is used rather than just calculating monthly mean values.

3. There is no idea about the actual heat exposure of the population in different 
floors of different buildings in urban areas when applying meteorological data 
from usually rural measuring sites. It can be assumed that the urban heat island 
effect (UHI) has intensified the regional heat load. But how many?

Based on a climate change simulation with HIRAM (Beniston 2004) the distribu-
tion of the maximum temperatures of the summer 2003 (Fig. 2.6) indicates that – if 
the prediction were correct – this extreme summer is expected to be a fairly normal 
regular occurrence by the end of this century in Central Europe! This is basically 
compatible with the change of the annual mean of Perceived Temperature PT in a 
future climate (2041–2050) in central Europe compared to the control run (1971–
1980), which here is taken as the “actual” climate, based on the MPI time-slice 
experiment with ECHAM4 in T106 resolution, assuming the “business-as-usual” 
scenario IS92a (Fig. 2.7a, b). The need for adaptation is evident. Short-term (I) and 
long-term (II) adaptation measures are crucial.
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The heat wave 2003 in Europe:
A unique feature?

Need to adapt

IPCC WGI, 2001:
“Higher maximum temperatures and
more hot days over nearly all land
areas are very likely”
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Fig. 2.6 The heat wave 2003 in Europe compared to the current climatological distribution, and 
that predicted towards the end of the current century. What was an extreme event against today’s 
climatology will become much more common in the future (Beniston 2004)

Fig. 2.7 (a) Annual mean of Perceived Temperature PT (°C) based on the control run (1971–1980)
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2.4.1 Short-Term Adaptation

Lives would have been saved if adequate heat-health warning services (HHWS) had 
been activated in Europe in 2003, as promoted by the WMO/WHO/UNEP show-
case projects in Rome and Shanghai. Such systems are based on biometeorological 
forecasts (Fig. 2.8) expecting exceeding of an agreed threshold (heat load forecast). 
The following interventions (based on a locally adjusted emergency response plan) 
are the responsibility of public health services PHS. HHWSs must be prepared 
in advance with complete descriptions of all processes and clear definition of the 
interface between NMHS and PHS (Koppe et al. 2004; WMO 2004; Kovats and 
Jendritzky 2006; EPA 2006; WMO 2007) (see also Chapter 3).

The whole HHWS procedure can be divided into four more or less independent 
modules:

1. The Public Health Issue.
The most important module is a locally adjusted disaster preparedness (emergency 
response) plan based on a specific mitigation strategy. This plan becomes active 
whenever a heat load event is expected. The scopes concerned, intervention meas-
ures, and responsible agencies, decision-makers, stakeholders, and other people etc. 
must be defined. The experience with existing approaches to implement HHWSs 
shows clearly that the development of an appropriate intervention strategy that 
takes into consideration local needs, such as political and urban infrastructure, is 
the most difficult step.

Fig. 2.7 (b) change of the annual mean of Perceived Temperature PT (K) in a future climate 
(2041–2050). ECHAM4/T106 (DKRZ, Hamburg)
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2. What is Heat Load?
Hampering heat exchange from the human body to the atmosphere produces strain 
for the organism. People with limited adaptive capacity, i.e. people who are not 
fit, can die from manifold causes but the failure of thermoregulation is always 
 implicated. So there is a need for a health related definition of thermal environmen-
tal stress that is thermo physiologically significant.

3. Heat Load Forecasts
The forecast for extreme heat load must be based on routine procedures of National 
Meteorological Services (NMSs) considering the situation of the next few days. 
Figure 2.8 shows a hypothetical 5 day forecast of heat load for Europe already 
demand-oriented to administrative borders. The forecast was based on the ensemble 
prediction system EPS of the European Centre for Medium Range Weather Forecast 
(ECMWF) which is capable of issuing probabilistic forecasts of up to 15 days lead-
time. The public health authorities are responsible to define the kind of emergency 
information they want considering heat load intensity and time schedule.

4. Epidemiology
Correlation studies between the biometeorological indices and population health 
data (mortality/morbidity) are reasonable for calibrations, i.e. to define specific 
thresholds, but it should be noted that this “fine tuning” is only valid for the area 
under investigation. Frequently the paucity of health data, lack of expertise and 
resources are insurmountable obstacles. Scientifically it would be satisfactory to 
have reliable epidemiological results; however, from a practical point of view there 
is no urgent need (just “nice to have”). Whenever a heat wave occurs running a 
functioning HHWS is more important than the attempt to be perfect in any detail.

Heat Health Warning Systems (HHWS) can be realized in the short-term. The 
numerous successful systems established by Kalkstein and collaborators, some as 

Fig. 2.8 Example hypothetical 5 day forecast of the heat-wave probability 08/08/2003 for Europe 
based on the ECMWF ensemble prediction system
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WMO/WHO/UNEP Showcase Projects, and the outcomes of the WHO coordinated 
European projects cCASHh, PHEWE, and EuroHEAT are the best exemplars of 
the value of this approach. For a more comprehensive consideration of HHWSs 
see Chapter 3.

2.4.2 Long-Term Adaptation

2.4.2.1 Adaptation to Urban Climates

The climates of cities present some of the most impressive examples of anthro-
pogenic climate modification resulting from intentional or accidental changes in 
land-use. When looking for the thermal environment issue in the urban climate and 
human health field, the urban heat island (UHI) is the essential subject of anticipa-
tory (or proactive) adaptation/mitigation measures both in short term and long term 
time-scales. Unfortunately till now the term UHI is based just on air temperature 
(actually on the difference between inner-city and rural temperatures) and not on 
the complex controls of the human body’s heat balance.

There is no doubt that the urban heat island is relevant for human health. It 
causes adverse health effects from exposure to extreme thermal conditions. The 
urban heat island has an added effect on heat wave intensity, which may exacer-
bate the impact of weather on heat-related mortality. As the urban heat island is 
the result of urban density, form and materials, it is correspondingly also sensi-
tive to future urban planning. But in spite of the impressive depth in knowledge 
about urban climate there is unfortunately still a need to bridge the gap between 
science and application at the relevant time scales. In the short term time scale 
HHWS intervention strategies are useful tools for mitigating adverse effects due 
to heat waves. In long term time scales there is a need to create urban development 
standards, to make existing knowledge accessible and intelligible, and to develop 
practical tools for urban planning. That support urban planners to reach their fun-
damental aim: creating and safeguarding of healthy environmental conditions for 
residence and work. The global warming problem increases the urgency of this 
prescription.

From a biometeorological point of view the atmospheric fields determining the 
thermal environment are significant in the urban canopy layer (Fig. 2.9), i.e. the 
settle ment structure (including its interactions) as the result of planned or free devel-
opment (Oke 1987; Ali-Toudert and Mayer 2005). While the air temperature shows 
almost no difference between the shaded and the sunny side of the street, the fully-
developed heat-balance index, PT, clearly differentiates the two situations on thermo 
physiologically significant criteria. When wind is calm direct sun exposure affects the 
heat budget of the human being as an increase of air temperature of about 12 K.

For urban planning purposes modelling seems to be the appropriate method. 
Urban climate models with high resolutions that cover urban districts as well as 
towns and cities as a whole including its varying urban structure are  computationally 
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demanding and need users with professional skill. For practical applications in 
urban planning the Urban Bio-climate Model.

UBIKLIM (Graetz et al. 1992; Friedrich et al. 2001) was developed as an expert 
system that utilizes available knowledge in urban climate science in an objective pro-
cedure. Using GIS-techniques UBIKLIM simulates the thermal environment in the 
urban boundary layer at a given location in an urban area that depends on the kind 
of land use, i.e. the settlement structure (these are the planning variables to be trans-
formed into boundary layer parameters). Interactions between neighbouring struc-
tures, topography (local scale), and meso- and macro-scale climate are taken into 
account. The example in Fig. 2.10 shows an urban area with a differentiated pattern 
of probabilities of the occurrence of heat load (in terms of Perceived Temperature, 
not of air temperature) resulting from different land uses (settlement structures).

2.4.2.2 Adaptation to Indoor Climates

Since we spend at least 90% of our daily lives inside built environments of one 
sort or another, indoor climates are probably more significant drivers of our state of 
thermal adaptation than the outdoor climate or local microclimate. The same basic 
physics of heat balance and also physiological responses to the thermal  environment 
are as relevant to indoor settings as they are to the outdoor   environment. The main 

Fig. 2.9 Meteorological and biometeorological conditions in a cross section of a street (PT Perceived 
Temperature, ΔTmrt means difference of mean radiant temperature from air temperature Tair)
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distinction between indoor and outdoor settings is one of extremes. Indoor climates 
are, in the vast majority of cases, best described as moderate thermal environments, 
whereas outdoor microclimates span a much wider range, in the spatial sense, 
but also temporally across all scales, from diurnal, through synoptic, and up to 
seasonal.

The fact that indoor climates account for a substantial component of energy 
 end-use, and therefore greenhouse gas emissions, recently led the Intergovernmental 
Panel on Climate Change to identify the buildings sector as affording the highest 
likelihood of deep reductions in greenhouse gas reductions of all sectors looked at 
in the IPCC Fourth Assessment Report (Levine et al. 2007). That optimism, how-
ever, was based on gradual improvements in the energy efficiency of building enve-
lopes and Heating, Ventilation and Air-Conditioning plant (HVAC). Although the 
potential of human thermal adaptation to indoor climate was recognised as highly 
relevant to energy savings, the IPCC focused its attention on market transforma-
tion that didn’t rely on adjustments to life styles or comfort levels. Nevertheless, 
it is becoming clear that simply shifting building thermostat settings just a few 
degrees away from static targets like 23°C, without expensive retrofits of efficiency 
measures to plant or building envelope can effect a profound saving of energy and 
greenhouse gas emissions. For example, Ward and White (2007) measured a 14% 
reduction in HVAC energy consumption on identical summer days, just by shifting 
the set-point in a conventionally air-conditioned office building in Melbourne just 
one degree higher from the building’s previous 22°C target. With HVAC energy 

Fig. 2.10 The frequency of heat load conditions in days per year in Berlin, Germany based on 
UBIKLIM-simulations in 10 m grids
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typically accounting for up to 40% or 50% of total building energy end-use, the 
need to shift the comfort expectations of building occupants away from static 
HVAC set-points is becoming compelling, because it is an efficiency measure that 
is readily and immediately applicable across much of the existing building stock, 
not just new construction and refurbishments.

Shifting indoor comfort expectations is going to rely on human thermal adapta-
tion. The so-called adaptive model of thermal comfort is premised on the widely 
reported relationship between the indoor temperature at which building occupants 
express thermal comfort, and the mean indoor temperature to which they have 
been exposed over periods ranging from a week to a month (Humphreys 1981; 
Auliciems 1981, 1986; Nicol and Humphreys 2002; De Dear and Brager 1998). 
If indoor temperatures are held constant, detached from the diurnal, synoptic and 
seasonal drifts outdoors, then indoor comfort temperatures will also remain fixed 
as well. However, in un-air conditioned or free-running buildings, especially with 
user-operable windows, comfort temperatures have been noted to be highly cor-
related with the outdoor climatic environment.

The graphs in Fig. 2.11, excerpted from an adaptive comfort research project 
commissioned by the American Society of Heating, Refrigerating and Air-
Conditioning Engineers (ASHRAE) (De Dear and Brager 1998, 2002), compares 
indoor comfort temperatures based on the “static” PMV heat balance model with 
those from an adaptive model that was statistically fitted to actual observations of 
comfort in hundreds of office buildings located in various climate zones around the 
world. The static model’s comfort temperature for each building was derived by 
inputting the building’s mean v, rh, clo, met into the PMV model and then iterat-
ing for different operative temperatures until PMV = 0 i.e. “neutral”. The x-axis in 
both panels of Fig. 2.11 is the monthly mean outdoor temperature prevailing at the 
time of each building’s comfort survey, with the left-hand panel showing results from 
buildings with centrally-controlled HVAC systems, and the right-hand panel show-
ing results from naturally ventilated buildings. The modest adaptation (barely 2°C) 
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Fig. 2.11 The adaptive model of indoor thermal comfort, compared to comfort temperature pre-
dictions by the static heat-balance PMV model. While the PMV model’s predictions compare well 
with the field observations in buildings with centralized HVAC, the classic heat-balance parame-
ters underpinning PMV are inadequate at explaining the greater variance in climatically-correlated 
indoor comfort temperatures observed in free-running buildings (naturally ventilated) (After 
De Dear and Brager 1998)
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to outdoor climate shown by occupants of centrally air-conditioned buildings (left 
panel in Fig. 2.11) is driven largely by adjustments to clothing insulation, and 
is well predicted by the PMV heat balance comfort model. However, occupants 
of naturally ventilated or free-running buildings (right-hand panel in Fig. 2.11) 
adapted to a much wider range of comfort temperatures than could be predicted 
by heat-balance parameters alone. The divergence between observed and PMV-
predicted comfort in the right-hand panel was ascribed to shifting comfort expecta-
tions (De Dear and Brager 1998, 2002). The indoor temperature regimes prevailing 
in free-running buildings are themselves more closely correlated with outdoor 
weather and climate than in the central-HVAC buildings, therefore the indoor tem-
peratures which free-running building occupants come to expect are more closely 
correlated with outdoor temperatures too.

This psychological dimension of comfort, expectation, is not one of the clas-
sic human heat-balance parameters (Eq. (2.1) ), but it probably holds at least as 
much promise for carbon reductions in the buildings sector as do energy efficiency 
improvements in building envelope and HVAC plant – as long as building occu-
pants are provided with adequate adaptive opportunity, especially by means of 
operable windows (Brager et al. 2004).

Having made its way into the 2004 revision of ASHRAE’s comfort standard 55 
“Thermal environmental conditions for human occupancy” (ASHRAE 2004), 
de Dear and Brager’s adaptive comfort model (1998) is already being taken up in 
the design of new buildings. A recent example is the new Federal Building in San 
Francisco (McConahey et al. 2002), which features a natural ventilation façade, 
the first of its kind in an office building on the US west coast since the advent of 
air conditioning in the first half of the twentieth century. However, the question of 
how long it will take for occupants to adapt to variable indoor temperatures after 
they have been acclimatised to static HVAC indoor climates, remains yet to be 
answered.

2.5 Conclusions

The basic state of knowledge in the field of weather/ climate and human health 
allows for the delivery of a number of advisory services in order to enhance the 
capability of societies and individuals to properly adapt to climate and climate 
change. As regards risk factors, biometeorology has to inform and advise the public 
and decision makers in politics and administration with the aim of recognizing and 
averting health risks at an early stage, in the framework of preventive planning, 
for example by making recommendations for ambient environmental standards, by 
evaluation of location decisions, and by consultation on adaptive behaviour. Thus 
services for improving health and well-being of the population can be provided as 
a result of the work of the National Meteorological Services (NMSs).

Climate services can contribute to identify the most appropriate approaches, 
measures, technologies, and policies to improve the adaptive capacity to climate 
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and climate change. Examples are given from the fields HHWSs and precautionary 
planning in urban areas. The significance of these issues also in the context of the 
climate change problem is obvious. Evidently, the services required for the good 
health, safety and well-being of national communities can be significantly improved 
if NMSs are ready to tap into the existing body of knowledge, practices, research 
and technology to design and deliver appropriate biometeorological information 
and advisories to the public in order to support people in proper adaptation.
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Abstract There is an increasing awareness that heat is a major killer in many 
larger urban areas, and many municipalities have taken renewed interest in how 
they deal with oppressive heat. The implementation of sophisticated heat/health 
watch warning systems (HHWWS) is becoming more widespread, and these sys-
tems are becoming an important mechanism to save lives. One primary considera-
tion in HHWWS development is the knowledge that response to heat varies through 
time and space. The more elaborate systems consider not only the intensity of heat, 
but the variability of the summer climate, which is closely related to urban popu-
lation vulnerability. Thus, thresholds that induce negative health responses vary 
from one city to another, as well as over the season cycle at any one city. Warning 
system development involves a clear and consistent nomenclature (e.g. heat advi-
sory, excessive heat warning), coordination between the agency issuing the warn-
ing and other stakeholders, public awareness of the system, targeted intervention 
procedures, and evaluation of effectiveness. This chapter describes these attributes 
in greater detail.

Over the course of recent decades, significant heat waves (e.g., North America 
in 1980 and 1995, Europe in 1976 and 2003, East Asia in 2004) have resulted in 
significant loss of life and exposed considerable weaknesses in the  infrastructure 
of heat wave mitigation plans and human adaptation to oppressive weather 
(Klinenberg 2002).

In response to these heat events, many municipalities around the world have 
taken renewed interest in how they deal with the oppressive heat. In this chapter, 
we discuss the mechanisms for the development and implementation of heat/health 
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watch warning systems (HHWWS), one of the key methods by which heat events 
are forecast and their effects are mitigated. We begin by describing the details by 
which thermal stress is evaluated in current HHWWS and the process by which 
warning criteria are determined. We then discuss the real-time development of 
HHWWS along with the “message delivery” to the public, heat mitigation strate-
gies, and checking the effectiveness of HHWWS.

3.1 The Evaluation of Thermal Stress

There is robust literature (Kovats and Koppe 2005) associating what is  generally termed 
“oppressive” heat with some negative health consequence. However, the means by 
which “oppressive” is defined varies widely (Watts and Kalkstein 2004); accordingly, the 
HHWWS that have been developed across the world in recent years have utilized a diver-
sity of methods. Each of these methods has their  respective strengths and weaknesses.

The utilization of a temperature threshold is perhaps the simplest of all  methods. 
However, as outdoor temperature alone is significantly correlated with human 
 mortality during excessive heat events (EHEs), temperature is considered by some to 
be a fairly reliable indicator. Moreover, the sole utilization of temperature has a further 
advantage in that it is the most commonly measured of all meteorological variables and 
thus is available for more locations. A number of nations, including Spain (Ministero 
de Sanidad y Consumo 2005), France (Pascal et al. 2006), the United Kingdom (UK 
Department of Health 2005), and Portugal (Paixao and Nogueira 2002), utilize maxi-
mum and/or minimum temperature thresholds in determining heat stress (Fig. 3.1).

An extension of the temperature threshold is the utilization of an “apparent tem-
perature” that takes into account humidity (and wind speed in certain cases) as well 
as temperature. Several different formulations of the apparent  temperature exist, 
including the Heat Index (Steadman 1984), used widely in the USA and Australia, 
and the Humidex (Masterton and Richardson 1979), developed in Canada. These 
indices are especially useful in locations where summer absolute humidity levels 
can vary widely, hence their widespread use in North America. Thresholds can then 
be developed as with temperature; the 40.6°C threshold of heat index across much 
of the USA is a prime example (Watts and Kalkstein 2004).

Another method of assessing meteorological conditions for application to the 
heat-health issue involves the classification of weather types, or air masses. The 
philosophy behind this “synoptic” methodology is to classify an entire suite of 
meteorological variables and thus holistically categorize the atmospheric situation 
at a given moment for a particular location or region (Yarnal 1993). This categoriza-
tion when applied to heat is usually based upon surface weather variables, although 
upper atmospheric variables may also be incorporated. By categorizing the atmos-
phere into one of several internally homogeneous groups, other factors, such as solar 
radiation, wind speed, and cloud cover are inherently accounted for. For example, as 
a building’s “heat load”, as expressed by solar radiation income, has been associated 
with variability in human mortality, cloud cover or a some direct measure of solar 
radiation can be an important inclusion (Koppe and Jendritzky 2005). In synoptic 
approaches, discrete categories are created rather than a meteorological threshold 
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value along the continuum of a continuous variable (e.g., temperature); the result 
is a determination of “oppressive” synoptic categories that are historically associ-
ated with negative health outcomes. The synoptic-based systems generally require 
meteorological data that is more comprehensive than the temperature- or apparent 
temperature-based models, including hourly surface data for a number of variables.

A number of systems employ the synoptic methodology. Most notable are 
around 20 of the newer HHWWS across the USA (Sheridan and Kalkstein 2004), 
that incorporate the Spatial Synoptic Classification (SSC, Sheridan 2002). Several 
systems in Italy (Michelozzi and Nogueira 2004), Canada, South Korea, and China 
(Tan et al. 2003) also utilize the SSC.
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A more physiologically based approach by which heat stress is  evaluated 
includes those that are based on modeling the response in the human 
 thermoregulatory  system to ambient weather conditions. Rather than rely on 
proxy indicators, these methods aim to provide a direct assessment based on 
radiative fluxes to and from a typical human being. In the HeRATE system 
(Koppe and Jendritzky 2005), the thermal stress of ambient conditions is com-
bined with an evaluation of short-term adaptation in assessing the overall level 
of heat stress upon the average  individual. While thorough, the thermoregulatory 
system does require the most detailed array of meteorological conditions: in 
order to correctly model  radiative fluxes, detailed information on temperature, 
humidity, wind, and cloud type and cloud cover at  different levels must be 
assessed. The German HHWWS is the foremost advocate of the thermoregula-
tory system, and utilizes the HeRATE system as the foundation for its warning 
system structure (Koppe and Jendritzky 2005).

3.2 Considerations in Evaluating Thermal Stress

Regardless of which procedure above is utilized when devising a HHWWS, several 
key considerations must be made when correlating meteorological parameters with 
a human health response. Three of the most important considerations are the spatial 
variability, temporal variability, and persistence.

One of the primary considerations within the heat-health evaluation is that mete-
orological conditions in one location do not elicit the same response as they would 
in another location. There are a number of examples (e.g. Kalkstein et al. 2008; 
WHO, WMO, and UNEP, 1996) that depict significant differences in the heat/
health relationship on the regional or national scale. Those who are accustomed 
to warmer conditions generally have a higher threshold before becoming stressed; 
moreover, in regions where the heat is more persistent during the summertime, the 
mortality response is generally less than in locations where the heat is intermittent 
(Kalkstein and Davis 1989). These spatial relationships have also changed over 
time (Davis et al. 2003) as air conditioning has become more commonplace.

Though virtually all HHWWS base forecasts upon local conditions, thereby 
accounting for local variability in ambient conditions, fewer modify the  threshold 
values to account for local climatology. Many systems, such as the original US 
National Weather Service, lack regional definitions, and only more recently 
 incorporate them on a basic level (dividing the US into a “northern” and “ southern” 
region, with recommended threshold levels 5°F (3°C) different (NOAA 1995). The 
number of times different locations will exceed these thresholds varies greatly. 
The ICARO system in Portugal also utilizes a single threshold of 32°C (Paixao 
and Nogueira 2002). Most of the newer systems across Europe, including Italy 
(Michelozzi and Nogueira 2004), Spain (Ministero de Sanidad y Consumo 2005), 
the United Kingdom (Department of Health 2004), and France (Institute de Veille 
Sanitaire 2005), incorporate regionally defined thresholds (e.g. France, Fig. 3.2) that 
vary according to climatology.
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The systems with the more elaborate methodology account for spatial variability 
inherently. For example, HHWWS that utilize the Spatial Synoptic Classification in 
the US, Canada, Italy, and China identify air masses whose definitions change across 
space (as well as time), so the spatial component is included (Sheridan and Kalkstein 
2004). Similarly, as the HeRATE system  evaluates heat stress on a local level, it too 
defines localized thresholds (Koppe and Jendritzky 2005).

Below the regional scale, an issue of disparity in vulnerability between urban 
and rural residents also needs to be addressed. In some cases, where thresholds 
are divided based on regional units, this can be accounted for in the general spatial 
variability (e.g. see Paris, France in Fig. 3.2). In other cases, where the jurisdiction 
includes rural and urban areas (as is the case within many US forecast offices), 
there is little differentiation, although at least one office, Wilmington, Ohio 
(G. Tipton, 2006, personal communication) uses lower thresholds for urban areas 
than rural areas, although some recent work (Sheridan and Dolney 2003) suggests 
that differences in vulnerability from rural to urban areas are minimal.

Just as the heat-health relationship varies spatially, it also varies over the 
course of the summer season. This intra-seasonal acclimatization has been well 
documented (WHO/WMO/UNEP 1996). Early season heat waves elicit a stronger 
response than late season heat waves of identical character, as the local population 
has had a chance to acclimatize to the warmer weather. Additionally, there is a 
“mortality displacement” effect that is very apparent in many locales shortly after a 
heat wave has ended; 20–40% of the mortality during an EHE would have occurred 
shortly afterward had the event not occurred (WHO/WMO/UNEP 1996).

Despite its importance, relatively few systems account for intra-seasonal vari-
ability. Nearly all of the systems based on an apparent temperature or temperature 
threshold do not modify this threshold over the course of the year. Several of 

Fig. 3.2 Minimum (left) and maximum (right) thresholds by division in France’s HHWWS 
(Institute de Veille Sanitaire 2005)
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the Italian cities that utilize apparent temperature thresholds are an exception 
(Michelozzi and Nogueira 2004), with a modifier for time-of-season included in 
the calculation of heat-related mortality, for example, for Milan (only on days 
 categorized as Moist Tropical Plus by the SSC):

MORT = -3.36 + 0.67 DIS +.36 T6−0.039 TOS, where

MORT = forecast mortality, DIS = day in sequence of offensive weather, T6 = 06 h 
temperature, and TOS = time of season (1 May = 1, 2 May = 2, etc.). Similarly, 
the HeRATE system as well as all air mass-related systems account for this intra-
seasonal acclimatization by altering thresholds throughout the year (Koppe and 
Jendritzky 2005; Sheridan and Kalkstein 2004; see Fig. 3.3 for example).

The persistence of an EHE is another factor that impacts heat-related mortality 
in an important manner (Kalkstein 2000). Vulnerability, as expressed by increasing 
mortality, generally increases through the first several days of an EHE, and then 
may decrease thereafter. There are two methods by which this can be accounted 
for. Several systems base their thresholds upon repeat occurrence – for instance, the 
Swiss heat warning system is based upon the exceedence of a heat index of 32°C 
on three consecutive days (MeteoSwiss 2006). In other cases, predictive equations 
account for the persistence of offensive weather by determining mortality changes 
as thresholds are exceeded over a longer time interval.

3.3 The Determination of Thresholds

Once a meteorological methodology has been selected for HHWWS development, 
the next stage is the determination of when to describe weather conditions as being 
“oppressive”. Most modern HHWWS are developed using an inductive method, 

Fig. 3.3 Seasonally adjusted relative temperature threshold compared. Absolute temperature 
threshold for defining oppressive conditions (B. Davis, August 2005, Personal communication, 
New Hope EnvironmentalServices)
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by which past weather and past health information are analyzed to determine what 
weather conditions lead to excess mortality. This can be done in either a subjective 
or statistical fashion.

Regardless, nearly all of the studies that have assessed the heat-health relation-
ship for HHWWS development have utilized mortality data. While this certainly 
should not imply that the only negative health outcome from excessive heat is death, 
this dataset is nevertheless the most popular as it records a dichotomous event (either 
one is dead or alive, unlike hospital admissions, where there are levels of severity), 
and the records are generally the most readily available and most complete.

Past mortality data are generally obtained for either the total population or the 
total senior (aged 65 and older) population within a city, region, or metropolitan area 
(Sheridan and Kalkstein 2004). Mortality of all causes, or almost all causes (sometimes 
with the exception of accidents) are used in place of just those deaths that are termed by 
a medical examiner as “heat-related,” since this restriction would result in a significant 
undercount of vulnerability (Sheridan and Kalkstein 2004). Data are usually standard-
ized to account for demographic shifts over time as well as intraseasonal variability in 
mortality, and may be standardized to allow for comparison across locations.

Whether mortality data are utilized or not, one critical point in setting up a 
HHWWS is the determination of a threshold at which a heat warning is called, 
which is based on operational considerations (Smoyer-Tomic and Rainham 2001). 
If the threshold is set too low, too many heat warnings may be called, and the popu-
lation may suffer from warning fatigue and disregard warnings. Conversely, if the 
criterion is set too high, days that are significantly hazardous may go unheralded.

In many of the synoptic-based HHWWS, the identification of an “oppressive air 
mass” is made when any air mass is associated historically with a statistically signif-
icant mean above the normal, “baseline” mortality (Sheridan and Kalkstein 2004). 
A rise in mortality of 5–10% or more on average is often significant. In contrast, 
other systems are developed with a specific mortality increase threshold in mind. 
France’s HHWWS is the best example of this, where the threshold temperature 
values are associated with mortality rises of 50% in Paris and other urban centers, 
and 100% (i.e., a doubling) in rural locations (Pascal et al. 2006). Similarly, in 
Portugal, the ICARO system requires a value of 0.31 (representing a 31% increase 
above normal) for a warning to be called (Paixao and Nogueira 2002).

In a number of other cases, no clear mortality-related threshold is specified. For 
Germany’s HeRATE system, as it is thermal heat load that is quantified, there are 
no mortality benchmarks but rather the inherent levels of thermal stress that are uti-
lized to determine the warning (Koppe and Jendritzky 2005). In other systems, such 
as the Swiss system or the original US National Weather Service system, thresholds 
are defined with no direct association made to specific mortality increases.

Most HHWWS contain greater than one level of warning, with a set of  municipal 
responses based on the level of negative health outcomes (as discussed further 
below). Where mortality thresholds are defined, it is often a higher  threshold that 
determines a higher warning; for example, in the Philadelphia HHWWS it is a 
 minimum of four excess deaths forecast that leads to an “Excessive Heat Warning;” 
the lower “Heat Advisory” is associated with excess mortality forecasts of 1–3 
deaths (Sheridan and Kalkstein 2004). Similarly, the higher Level 4 in the ICARO 
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system in Portugal is associated with at least a 93% increase in mortality forecast, 
compared with the lower Level 3, associated with a 31% increase, as noted above 
(Paixao and Nogueira 2002). With other HHWWS, it is a matter of duration. For 
example, in the Toronto HHWWS, no higher-level Extreme Heat Alert is called 
until at least 1 day after a lower-level Heat Alert has been issued, regardless of 
the magnitude of the heat (U.S. EPA 2006). In France, the third (lower) level of 
mobilization is associated with the first day of a heat wave, whereas the fourth 
(higher) level of mobilization is associated with subsequent days (Institute de Veille 
Sanitaire 2005).

3.4 Creation of a Warning System

Ultimate HHWWS development and the impact of the system on the community is 
linked with the quality of the message delivery system to both the public and impor-
tant stakeholders (Bernard and McGeehin 2004). To accomplish this successfully, 
many current systems have turned to the internet as a way of increasing the speed of 
communication among all interested parties (Sheridan and Kalkstein 2004). Ideally, 
meteorological data must be made available in digital form from a forecasting office 
for at least the next 1–3 days. These data can then be processed and produce an infor-
mational web page as output for all associated stakeholders (Fig. 3.4).

Fig. 3.4 The operational webpage for the Phoenix/Yuma, USA HHWWS
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The Philadelphia (USA) HHWWS has served as a prototype for many other 
systems across the world since its inception (Kalkstein et al. 1996; Sheridan and 
Kalkstein 2004). The current system begins its daily run by the ingestion of digi-
tized forecast data provided by the local National Weather Service (NWS) office. 
The computer program determines the SSC air mass type and then categorizes each 
of the next 7 days based on its potential for leading to a negative health response. 
These categorizations include an excessive heat warning or heat advisory for 
the first day, a heat watch if the offensive weather is forecast 2 days out, and an 
excessive heat outlook for days 3–7. Warnings and advisories differ in that the 
former is forecast to produce significant loss of life, while the latter is not, in spite 
of the presence of an offensive air mass. If there is an excessive heat warning or 
heat advisory, the NWS contacts the Philadelphia Department of Health to inform 
them of their decision. The Department of Health then formulates its intervention 
plan based on whether a warning or advisory has been issued, and contacts the 
numerous stakeholders in Philadelphia who must react in some manner when loss 
of life is expected; this is expanded upon below. Forecasts may be modified by the 
Philadelphia National Weather Service Office at any time during the day as condi-
tions warrant; the HHWWS software then reassesses the forecast automatically.

It is clear that this process generally requires the collaboration of those in the 
meteorological field and the public health sector. In a number of cases, the decision 
on whether or not to call a warning is made on the meteorological end, including 
many locations in the US (Sheridan and Kalkstein 2004), and Germany (Koppe 
and Jendritzky 2005). In these cases it is then up to the local health authorities 
to decide whether to and how to act upon this warning. In other cases, the health 
authorities bear the primary responsibility for the calling of warnings, including 
Italy (de’Donato et al. 2005) and Portugal (Calado 2004). Either method can work 
efficiently, as long as the collaboration between the meteorological and health 
 community within the municipality is close.

It is important that the public understands the message being issued when  excessive 
heat is forecast. Nomenclature varies considerably from one country to the next; 
in Toronto, “Emergencies” and “Alerts” are issued; in Philadelphia, “Warnings”, 
“Advisories”, and “Watches” represent the nomenclature; in Rome, the terminology 
is “Alarms” and “Advisories”. Differing nomenclature among nations is fine, but 
it is important that the terminology is consistent within countries so the public can 
understand the consistent message if traveling from one locale to the next. Thus, the 
media plays a large role in utilizing the proper terminology and in  explaining the 
level of concern to individuals tuning in. Often when a new HHWWS is developed 
in an urban area, a press conference is scheduled, and the messages to be issued by 
the HHWWS are explained in detail to the media and the public at large.

3.5 Intervention Measures and Public Outreach

No matter how efficient HHWWS are in estimating the health outcome of an 
excessive heat event, they cannot be successful in saving lives if proper interven-
tion procedures are not in place. Intervention describes the actions taken by local 
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communities whenever excessive heat warnings are issued by the local or regional 
weather service or health department. For intervention activities to be successful, 
there must be close stakeholder interaction between a number of agencies assigned 
with increasing the well-being of the local population. Some of these include, beyond 
the local weather service, the department of health, emergency  management, local 
utility companies, institutions that house the elderly, police, civic associations, and 
church groups. Intervention also implies “getting the  message to the people”; even 
if extensive intervention activities are developed by a particular locale, they are less 
effective if people are unaware of the existence of an EHE, and the proper response 
to such an event. Thus, outreach and message delivery are major  components to 
intervention, and sometimes these aspects is ignored.

The intensity of intervention activities varies widely from  community to commu-
nity, region to region, and country to country. Many areas recognize that heat is possi-
bly the major weather-related health issue in their  jurisdiction, and these areas tend to 
have the most elaborate intervention systems. The  development of HHWWS in many 
regions has enhanced awareness and stakeholder  collaboration; one good example is 
Seattle, USA, where prior to the establishment of a HHWWS in 2005, no heat adviso-
ries were ever issued by the local National Weather Service office. This cool, marine 
city did not consider heat to be a major (or even minor) health issue. Today, not only 
are advisories being issued  utilizing a new synoptic-based HHWWS, but the city and 
surrounding communities have  developed a  comprehensive intervention plan, fact 
sheets on how people and  agencies should respond to the heat, and recently the area 
sponsored a highly successful “Partners for Preparedness Conference” attended by 
the Mayor, a U.S. senator, county health commissioners, utility companies, and of 
course the developers of the HHWWS for Seattle (National Weather Service 2005; 
Seattle Partners in Emergency Preparedness 2005).

Although intervention procedures vary across locales, a broad consensus is emerging 
which describes the most vulnerable segments of the population, and some universal 
procedures that should be undertaken to lessen the negative health outcomes of excessive 
heat events. The elderly, very young, homeless, poor, socially isolated, those with mobil-
ity restrictions, those on medication, alcoholics, and those engaging in vigorous outside 
physical activity are most at risk (US EPA 2006). In many communities, these population 
segments are identified and kept under surveillance to lessen the probability of increased 
health problems. In addition, the following activities have been broadly accepted as 
being constructive to lessen the number of heat-related fatalities:

Establishing and facilitating access to air conditioned public shelters• 
Ensuring real-time public access to information on the risks of excessive heat • 
conditions and appropriate responses through broadcast media, web sites,  toll-free 
phone lines, and other means
Establishing systems to alert public health officials about high risk individuals or • 
those in distress during an excessive heat event (e.g., phone hotlines, high-risk lists)
Directly assessing and, if needed, intervening on behalf of those at greatest risk • 
(e.g., the homeless, older people, those with known medical conditions)

Beyond these baseline interventions, some communities have developed sophisti-
cated plans to protect their inhabitants from heat-related illnesses. Two of the most 
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Table 3.1 Summary of confirmed EHE notification and response program elements in 
Philadelphia and Toronto

Program elements Philadelphiaa Torontob

Prediction
Ensure access to weather forecasts capable of predicting 

EHE  conditions 1–5 days in advance
√ √

Risk assessment
Coordinate transfer and evaluation of weather forecasts 

by EHE program personnel
√ √

Develop quantitative estimates of the EHE’s potential 
health impact

√ √

Use of the broader criteria for identifying heat-attributable 
deaths

√ √

Develop information on high-risk individuals √
Develop information on facilities and locations with 

 concentrations of high risk individuals
√ √

Notification and response
Coordinate public broadcasts of information about the 

 antici pated timing, severity, and duration of EHE 
 conditions and  availability and hours of any public 
 cooling centers

√ √

Coordinate public distribution and broadcast of tips on 
how to stay cool during an EHE and symptoms of 
excessive heat exposure

√ √

Operate phone lines that provide advice on staying cool and 
recognizing symptoms of excessive heat exposure, or that 
can be used to report heat-related health concerns

√ √

Designate public buildings with air-conditioning or 
specific private buildings as public cooling shelters 
and provide transportation to those locations.

√ √

Extend hours of operation at community centers with air-
 conditioning

√

Arrange for extra staffing of emergency support services √
Directly contact and evaluate the environmental conditions 

and health status of known high-risk individuals and 
 locations likely to have concentrations of these individuals

√ √

Increase outreach efforts to the homeless and establish 
 provisions for their protective removal to cooling  shelters

√ √

Suspend utility shut-offs √ √
Reschedule public events to avoid large outdoor gatherings 

when possible
√

Mitigation
Develop and promote actions to reduce effects of urban heat 

islands (e.g., increase urban vegetation and albedo of 
surfaces)

Not evaluated

aNOAA 1995; Kalkstein 2002.
bKalkstein 2002; M. Vittiglio and N. Day, 2005, personal communications, Toronto Public Health.

elaborate programs are in Philadelphia, USA and Toronto, Canada (Table 3.1), and 
outreach efforts are not only extensive but costly; the total cost for  intervention 
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activities in Philadelphia for summer, 2002 was over $100,000 (Kalkstein 2002). 
Other locales have no formal heat wave mitigation plan, such as Phoenix and New 
Orleans, USA. Although both cities have sophisticated heat/health warning systems 
in operation, these are much less effective in saving lives if they are not pared with 
the proper intervention procedures.

3.6 Effectiveness of Intervention Activities

One criticism of urban intervention programs is that they do not reach the most 
vulnerable segments of the population in time to help ameliorate negative health 
outcomes. Many locales disseminate “passive” heat avoidance advice, which often 
doesn’t reach the intended vulnerable targets, such as homeless and homebound 
people (Kovats and Ebi, 2006). Some communities, especially in Europe, have 
registers of vulnerable individuals, but many of these are developed voluntarily by 
relatives of high-risk people. Thus, intervention programs must include a vigorous 
dissemination program if they are to be successful.

There have been some evaluations to determine how effective heat intervention 
outreach has been. During the 2003 heat wave in Portugal, the mass media reached 
over 90% of the population. TV was the main source of dissemination, followed 
by radio and newspapers. Less than 5% consulted information on the internet. Less 
than 2% called the public health emergency line. In summary, it was concluded that 
the behavior of the people changed during the heat wave and the instructions were 
closely followed by a large segment of the population (Paixao 2004).

Results obtained from a recent US/Canada study on “getting the message out” 
were somewhat different (Sheridan 2006). Although there was clear recognition 
of deadly heat events by the general population, there was considerable confu-
sion involving how people should handle themselves during such an event. Most 
respondents knew that they should remain hydrated, but few knew that they should 
not overexert themselves. It appeared that people listened intently to the forecasts 
indicating dangerous heat, but blocked out the intervention procedures suggested 
by the local health departments. Additionally, in this study, few people actually 
modified their behavior or considered themselves highly vulnerable to the negative 
impacts of excessive heat.

Another issue that may lessen effectiveness in disseminating of heat intervention 
advice is potential confusion between heat and pollution warnings. In a Toronto 
and Phoenix evaluation, ozone alerts often coincided with heat events, and some 
 vulnerable individuals chose not to drive to cooling centers because of the  pollution 
alert (Sheridan, in press). Thus, people were deprived the benefit of a cooler sur-
rounding because the pollution alert suggested that driving be limited. One of 
the future challenges of heat warnings is to determine whether they should be 
 combined with  pollution warnings (not recommended by the authors), or whether 
they should remain separate. If the latter is chosen, it is important that the media 
does not send “mixed messages” to vulnerable segments of the population.
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3.7  Methods to Check Effectiveness 
of Urban Heat Programs

Heat health watch warning systems are very difficult to evaluate because of the inter-
active nature of the systems (Kovats and Ebi, in press). Of course, the goal of the sys-
tems is to reduce the negative health outcomes in urban areas,  particularly heat-related 
mortality. However, how can you separate mortality reductions attributed to, for 
example, increased air conditioning penetration, from reductions directly related to 
HHWWS operation, greater public awareness, and associated intervention activities?

Effectiveness requires evaluation of the system on several different fronts 
(Kalkstein 2006):

1. How accurate is the actual weather service forecast of a heatwave?
2. Assuming forecast accuracy, how precise is the system in estimating the  negative 

health outcome that is anticipated from the forecast heat event?
3. Is the system, and ancillary intervention activities, actually saving lives?

Forecast accuracy is vital if the system is to be a useful tool to stakeholders. Errors 
in forecasting come in two forms: false positives and false negatives. A false positive 
arises if the forecast calls for an excessive heat event and no event materializes. The 
result would be loss of money to the community, since an advisory or warning would 
be called when it would not be necessary. There would also be a loss in public con-
fidence, since “crying wolf” too often renders the population skeptical to the overall 
message that is attempted to be delivered. A false negative occurs if the forecast does 
not anticipate an excessive heat event and one actually occurs. This is a worse out-
come than a false positive, because the local populous is not aware that a dangerous 
extreme weather event will occur, the system will not call an advisory or warning, 
and greater numbers of lives will be lost. The newest systems in the U.S. now fore-
cast 5 days out, and care must be taken not to overreact when adverse heat conditions 
are predicted to happen that far in advance (Sheridan and Kalkstein 2004).

There have been several manuscripts published that have assessed the accuracy of the 
HHWWS itself in estimating heat-related mortality. The synoptic-based Philadelphia 
system seemed to accurately estimate heat-related deaths during the hot summer of 1995 
(Kalkstein et al. 1996), and the more recent generation detected 21 of 22 hot days when 
heat-related mortality occurred in 2005 (Szatkowski 2006). Evaluations of the Italian 
system have shown mixed, but generally positive, results. There was an underestima-
tion of deaths in Rome for the intensely hot summer of 2003 (Michelozzi et al. 2004), 
but more positive results have been obtained when the Rome system was redeveloped 
after that oppressive heat event (de’Donato et al. 2005). Obviously it is imperative that 
HHWWS show some sense of accuracy in estimating negative heat-related health out-
comes, as a number of systems tie their intervention activities to these estimates.

Determining if the systems are saving lives is a tricky business, and only a few 
 studies to date have looked into this issue. Probably the best-known study was 
performed by Ebi et al. (2004) during a 4 year period after the inauguration of the 
Philadelphia heat/health system in 1995. The evaluation determined that, during the 
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summers of 1995–1998, the system saved 117 total lives. It was concluded that, for 
each day the National Weather Service office in Philadelphia called a warning, an aver-
age of 2.6 lives were saved on the warning day and on each of the following 3 days. 
The study also estimated that the net benefits of system operation totalled over US$400 
million, based upon a conservative standard of US$4 million per statistical life.

Clearly other studies of this type are necessary, but in most cases the newest generation 
of heat/health systems have not been running sufficiently long to collect the requisite data 
on lives saved. Nevertheless, it is clear that an accurate system, based on sound biomete-
orological science, coupled with a quality intervention program and an efficient public 
delivery system can contribute mightily to lives saved during extremely hot weather.

3.8 Conclusions

Awareness that heat is the major weather-related killer in most large urban areas has 
increased considerably (Kalkstein et al., 2008), and it is apparent that  quality heat/health 
programs can save lives (Kalkstein 2000). There is no single system or methodology 
that is “best” when it comes to meteorological methodology or efficiency of operation. 
Rather, each municipality must choose between an array of possible approaches to deal 
most effectively with heat  outcomes. The chosen approaches are dependent upon the type 
and frequency of meteorological variables forecast by the local weather service office, 
the  political composition of the urban area, the stakeholder collaboration that exists in the 
region, and the ultimate intervention plan that each locale must develop. However, there 
is one unifying theme that is important to emphasize: systems should be based on finding 
thresholds that lead to negative health outcomes. Arbitrary, absolute thresholds are much 
less efficient, and each urban populous responds differently to extreme heat.

The public is becoming more aware that there are many tools available to them to 
combat extreme heat/health problems. With the inauguration of each new HHWWS in 
the United States and Canada, there is an associated press conference that is organized 
by the local National Weather Service office, the Department of Health, and several other 
stakeholders. Invitees include the media, politicians, civic leaders, fire and police depart-
ments, and other relevant stakeholders. These press conferences are important; they are 
widely broadcast and familiarize the public with the dangers of excessive heat.

However, there is still evidence that, although the public generally knows when 
an EHE is occurring, they either feel that they are not vulnerable to the impacts or 
they are unaware of how to deal with the situation. One study indicates that rela-
tively few people modify their behavior when an excessive heat warning is called 
(Sheridan 2006). A similar study, which was developed by interviewing over 200 
people in Phoenix, USA, a particularly hot city, indicated that people were aware 
of the issuance of excessive heat warnings (86%), but a much smaller proportion 
actually modified their behavior during dangerously hot weather (50%; Kalkstein 
2006). Thus, even with the most sophisticated HHWWS available, the systems will 
be less effective if the general populous is unaware of how to respond. This appears 
to be the “weak link” in system operation and implementation.
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The rapid spread of quality HHWWS around the world is a very welcome devel-
opment, recognized by local and national weather and health officials as well as 
the World Meteorological Organization and World Health Organization. The links, 
from system development to public response, are becoming stronger as awareness 
increases, but there is still considerable work to be done to minimize the vulner-
ability of the general population to the vagaries of heat.
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Abstract Malaria is the most important vectorborne disease in the world; it is 
also preventable. Climate patterns and weather events play a role in determin-
ing the incidence and geographic range of malaria, including through changes 
in human behavior, effects on the pathogen (Plasmodium), and effects on the 
malaria vector (Anopheles). Better understanding of the associations between 
malaria and environmental variables has lead to increased interest in develop-
ing early warning systems that alert public health and vector control personnel 
about developing conditions that are associated with epidemics, combined with 
the ability to implement appropriate and effective interventions to reduce the 
number of expected cases. A key challenge has been the inability to predict 
when and where outbreaks will occur far enough in advance that timely inter-
ventions can be implemented. Advances in several areas could increase the 
sensitivity and specificity of malaria early warning systems, including improv-
ing long-range forecasting, monitoring of environmental variables, and case 
surveillance. Better understanding is needed of how to incorporate uncertain-
ties when setting thresholds for early warning systems. In most areas where 
malaria epidemics occur, additional capacity is needed to effectively respond 
to a warning that an epidemic is predicted to occur. Despite the uncertainties 
and constraints, there is significant promise in using climatic and environmental 
variables to help regions prepare for and effectively respond to malaria epidem-
ics.  Projected climate change suggests increased malaria risks, emphasizing the 
need for more effective warning systems.
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4.1 Introduction

Malaria is the most important vectorborne disease in the world; it is also a preventable 
disease. It places significant burdens on families and communities, particularly 
in Africa where 80% of all cases and 90% of mortality occur (Bremen 2001; 
D’Alessandro and Buttiens 2001). In sub-Saharan Africa, malaria remains the most 
common parasitic disease and is the main cause of morbidity and mortality among 
children less than 5 years of age and among pregnant women (WHO 2004). Up to 
3 million deaths from the direct effects of malaria occur annually in Africa, more 
than 75% of them in children (Bremen et al. 2004). This estimate could double if 
the indirect effects of malaria (including malaria-related anemia, hypoglycemia, 
respiratory distress and low birthweight) are included when defining the burden 
of malaria (Breman 2001). The 1990 Global Burden of Disease study estimated 
that malaria accounted for approximately 10.8% of years of life lost across all 
sub-Saharan Africa (Murray et al. 1996). The importance of the burden of malaria 
is reflected in it being chosen as one of the Millennium Development Goals. The 
Global Strategic Plan for Roll Back Malaria 2005–2015 stated that “six out of eight 
Millennium Development Goals can only be reached with effective malaria control 
in place” (http://www.rollbackmalaria.org/forumV/docs/gsp_en.pdf).

Malaria has proved difficult to control (Githeko and Shiff 2005). Despite 
considerable control efforts, including larviciding, insecticide residual spraying, 
chemoprophylaxis for particularly vulnerable groups (i.e. pregnant women and chil-
dren), and effective case management, there has been a global resurgence of epidemic 
malaria over the past 2 decades, causing significant morbidity and mortality. Reasons 
suggested for the resurgence include failure of malaria control programs, population 
redistribution and growth, changes in land use, increasing prevalence of drug and 
pesticide resistance, degradation of public health infrastructure, and climate varia-
bility and change (Githeko and Ndegwa 2001; Greenwood and Mutabingwa 2002).

At the Abuja summit of African leaders in 2000, targets were set for improving 
malaria epidemic detection and response with the aim of detecting 60% of epidem-
ics within 2 weeks of onset and responding to 60% of epidemics within 2 weeks 
of detection (WHO/UNICEF 2005). However, the implementation of these targets 
within current health systems may be difficult. In many epidemic-prone regions, cur-
rent surveillance is not able to provide timely detection of the onset of epidemics, 
and response has been limited by human and financial constraints. This has increased 
interest in using remotely sensed indicators of conditions conducive to an outbreak.

Climate patterns and weather events play a role in determining the incidence 
and geographic range of malaria worldwide, including through changes in human 
behavior, effects on the pathogen (Plasmodium), and effects on the malaria vector 
(Anopheles). Climate patterns are a primary determinant of whether the conditions 
in a particular location are suitable for stable Plasmodium falciparum malaria 
transmission (Craig et al. 1999). Numerous laboratory and field studies have docu-
mented that a change in temperature may lengthen or shorten the season during 
which mosquitoes or parasites can survive; and that changes in precipitation or 
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temperature may result in conditions during the season of transmission that are 
conducive to increased or decreased parasite and vector populations. At warmer 
temperatures, adult female mosquitoes feed more frequently and digest blood 
more rapidly, and the Plasmodium parasite matures more rapidly within the female 
mosquitoes. Temperature also affects the duration of the aquatic stage. Therefore, 
small changes in precipitation or temperature may allow transmission in previously 
inhospitable altitudes or ecosystems. Most malaria epidemics follow abnormal 
weather conditions, often in combination with other causes (Abeku 2007).

Better understanding of the associations between malaria and environmental 
variables has lead to increased interest in developing early warning systems that 
alert public health and vector control personnel about developing conditions that 
are associated with epidemics, combined with the ability to implement appropriate 
and effective interventions to reduce the number of expected cases. A key challenge 
has been the inability to predict when and where outbreaks will occur far enough 
in advance that timely interventions can be implemented to control malaria and its 
consequences. The ability to do so would have significant benefits for the control 
and prevention of malaria. For example, in Ethiopia, an annual alert  implemented 
during a fixed week just before the beginning of the high  transmission  season can 
prevent 28.4% of malaria cases (Teklehaimanot et al. 2004a–c). However, an early 
warning system based on temperature, rainfall, and other  variables can prevent an 
equivalent percentage of cases with only 0.5 alerts per year, thus saving lives using 
fewer public health resources. Incorporating advances in climate forecasting with a 
better understanding of the relationships among weather variables, climate anoma-
lies, malaria epidemics, and of particularly vulnerable sub-populations can be the 
basis of effective early warning systems.

This chapter reviews malaria transmission dynamics, summarizes key issues 
with developing early warning systems for infectious diseases, reviews develop-
ments in malaria early warning systems, and then summarizes recent projections 
of the burden of malaria under different climate change scenarios to indicate the 
possible extent of future needs for early warning systems.

4.2 Malaria

Malaria transmission can be categorized as stable and unstable. High transmission 
levels with little inter-annual variation characterize regions with stable transmission. 
Regular exposure to malaria leads to a level of population immunity that means that 
epidemics are less likely. Where malaria is transmitted stably, the probability of 
dying from an untreated case of malaria is approximately 2–3% (Kiszewski and 
Teklehaimanot 2004). In these areas, people are infected repeatedly throughout 
their lives and there is considerable morbidity and mortality during early childhood. 
Because those who survive childhood have some immunity against malaria, many 
adult infections are associated with low morbidity.



52 K.L. Ebi

Unstable malaria is characterized by transmission levels that vary annually. 
Population immunity is low, so when malaria transmission occurs, explosive epi-
demics can occur that cause significant morbidity and mortality in both children 
and adults. Case fatality rates can be up to ten-times greater during an epidemic 
(Kiszewski and Teklehaimanot 2004). Although the average number of people 
infected in epidemic-prone regions may be relatively few compared with where 
transmission is stable, the impact per case can be far greater due to higher rates of 
severe disease and mortality. Older, more productive members of the community can 
be severely affected, amplifying the impacts of the epidemic on families and society. 
Although there are concerns with the accuracy of malaria data, it is estimated that 
epidemic malaria causes 12–25% of estimated annual worldwide malaria deaths, 
including up to 50% of the estimated annual malaria mortality in people less than 
15 years of age (Worrall et al. 2004). In Africa it has been estimated that the popu-
lation at risk of epidemic malaria is nearly 125 million, with 12.4 million annual 
cases of epidemic malaria (Worrall et al. 2004). Epidemic malaria occurs most often 
in areas where environmental conditions are marginal for the mosquito vector and 
parasite development, including warm, semi-arid zones, tropical mountainous areas, 
and regions where previous levels of control are beginning to fail. Many epidemics 
in highland areas are superimposed over normal seasonal increases in malaria inci-
dence, a phenomenon that makes early detection difficult (Abeku 2007).

The severity of malaria is a function of interactions among the malaria parasite, the 
mosquito vector, the host, and the environment. In Africa, the pattern of malaria trans-
mission varies regionally, depending on climate, biogeography, ecology, and anthro-
pogenic activities (i.e. irrigation) (Mabaso et al. 2007). The vectors that carry malaria 
require specific habitats, with surface water for reproduction, favorable  temperatures, 
and humidity for adult mosquito survival. The development rates of both the vector 
and parasite are temperature dependent. Malaria vectors lay their eggs in irriga-
tion canals, wetlands, and small pools of water, as long as the water is clean, not 
too shaded, and relatively still. In many semi-arid areas, these sites are only widely 
 available with the onset of seasonal rains, unless there is dry season irrigation.

Conditions more permissive for malaria transmission appear during climate anoma-
lies (Kiszewski and Teklehaimanot 2004). Epidemic malaria is a serious problem in 
semi-arid and highland areas (above 2,000 m) in eastern and southern parts of Africa. 
Reports suggest that the incidence of malaria in the East African highlands has 
increased since the end of the 1970s (Githeko and Shiff 2005). Analysis of temperature 
data from 1950 to 2002 for four high-altitude sites found evidence for a significant 
warming trend (Pascual et al. 2006). The possible biological significance of this trend 
was assessed using a model of the population dynamics of the mosquito vectors for 
malaria and concluded that the observed temperature changes could significantly 
accelerate the mosquito life cycle, particularly the development rate of larvae and adult 
survival. Therefore, even a small increase in temperature may result in a significant 
increase in the number of available malaria vectors. Because the probability that an 
Anopheles mosquito will transmit malaria with each bite is low, the number of avail-
able competent vectors is an important determinant of an epidemic.



4 Malaria Early Warning Systems 53

Climate patterns are important determinants of the geographic distribution and 
incidence of malaria, but other factors are also critical. The many determinants of 
malaria rarely act in isolation; these determinants form a web of interconnected 
influences, often with positive feedbacks between malaria transmission and other 
drivers (Janssen and Martens 1997; Chan et al. 1999; Lindsay and Martens 1998). 
The non-climatic socioeconomic and biological drivers that have a direct impact 
on malaria include drug and pesticide resistance, deterioration of health care and 
public health infrastructure (including vector control efforts), demographic change, 
and changes in land use patterns. Further, the presence of protein-calorie undernu-
trition and micronutrient deficiencies, particularly zinc and vitamin A, contribute 
substantially to the malaria burden (Caulfield et al. 2004).

Early warning systems can save lives when they intensify vector control activi-
ties and increase the availability of insecticide-treated bednets, anti-malarial drugs, 
etc. Inter-epidemic assessments also are critical for improving the responsiveness 
and effectiveness of interventions.

4.3 Components of an Early Warning System

The principal components of an early warning system include forecasting when 
and where an epidemic is likely to occur, predicting the number of cases of malaria 
that could occur (or whether a pre-defined threshold will be exceeded), implement-
ing an effective and timely response plan, and ongoing evaluation of the system 
and its components (Ebi and Schmier 2005). The distinction between prediction 
and early warning is important: early warning is prediction but not all predictions 
are early warnings. An effective and efficient early warning system for malaria 
should reduce vulnerability to current climate, as well as be designed for easy 
modification to take into account continuing climate change. The relative impor-
tance of forecasting  timing and predicting the number of cases will depend on the 
control decisions that will be taken and the degree of interannual variation of the 
disease. In some instances, forecasting the timing of a likely epidemic is sufficient. 
For example, for diseases which are absent from the human population for long 
periods followed by explosive epidemics, early detection and/or forecasts of the 
probability of an epidemic may be more important than predictions of epidemic 
size (Kuhn et al. 2005).

The system should be developed with all relevant stakeholders to ensure that the 
issues of greatest concern are identified and addressed, thus increasing the likeli-
hood of success of the system. Stakeholders include the agencies and/or organiza-
tions that will fund the development and operation of the system, the groups who 
will be expected to take action, and those likely to be affected. Including those 
previously affected may provide local knowledge about responses and their effec-
tiveness. Figure 4.1 describes a framework for developing early warning systems 
for vectorborne diseases (Kuhn et al. 2005).
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4.3.1 Developing Disease Prediction Models

Multiple disciplines are required to develop accurate, population- and 
 location-specific effective and efficient early warning systems (Woodruff 2005). 
Biometeorology contributes to the development of models to predict possible health 
burdens associated with changes in weather patterns, through understanding of key 
aspects of weather/malaria associations. The two principal approaches to mod-
eling associations between weather variables and malaria morbidity and mortality 
are statistical and biological. Statistical models are derived from direct correla-
tions between the predictor variables such as climate and the outcome of interest. 
Biological models attempt to represent the processes by which climate affects the 
population dynamics of pathogens and vectors. The specific approach used will 
depend on the model purpose.

The usefulness of the model depends on the ability to obtain reliable and up-
to-date information on both the health outcome and the factors critical to disease 
incidence in time for effective responses to be implemented. Various indicators can 
be used to evaluate different aspects of the accuracy of a system, including overall 
accuracy (measure of increased predictive accuracy over what should have been 
expected), model sensitivity (proportion of the epidemics correctly predicted), 
specificity (proportion of non-epidemic periods correctly predicted), positive 
predictive value (proportion of predictions of an epidemic that were correct), and 
negative predictive value (proportion of predictions of a non-epidemic that were 
correct).

Data requirements

RESPONSE

MODEL ASSESSMENT/EVALUATION

MEASURES TO BE TAKEN

1. Evaluate the epidemic
potential of the disease

3. Identify climatic and non-
climatic disease risk factors

1. Disease surveillance
-      Non-existing lead-time

1.      Assess immediate needs
2.      Health care, vector control
3.      Epidemiological surveillance
4.      Monitor environmental health
5.      Public health information and education

2. Monitoring of disease risk
factors
 -    Lead-time 1-3 weeks
 -    High geographical resolution

3. Models forecasts
-      > 6 months lead-time
-      Low geographical resolution

2. Identify geographical
location of epidemic areas

4. Quantity the link between climate
variability and disease outbreaks.

Preliminary phase

Components of an Early warning System

Output: predictive models

Output: detection of epidemic
location

Output: early warning of outbreak

Output: early warning of outbreak

-   Historical or current disease data
    (monthly or weekly incidence
    measures)
-    Temperature and rainfall variability
     data (daily or weekly)
-    Vegetation data (weekly or
     monthly)
-    Also consider case definition,
     confounders, population distribution
     and other known factors

-      Agree on accuracy needed
       for model predictions
-      Identify a priori the 
       availability of data
-     Assess availability of funds
      for acquiring climate and
      vegetation data and setting
      up GIS systems
-     Ensure that functioning
      detection and response
      systems exist
-     Train personnel for epidemic
      preparedness

-      Establish new, or improve
       existing, surveillance centres
-      Run forecasting models
-      Disseminate reslults of model
       simulations to national
       stakeholders to ensure
       necessary response
-      Determine most appropriate
       response action
-      Ensure that planned response
       systems are in place

-    How easy is the system to use?
-    Do the predictions fall within the level of accuracy agreed in the 
     preliminary phase?
-    Is the system cost-effective? Assess the costs incurred and lost
     man-hours saved. This allows cost-effective implementation of
     control (i.e. before the epidemic peak)

-    Continuous disease surveillance data
-    Continuous weather monitoring data (from
       satelites)
-    Measures of vector densities, human biting
     rate and economological inoculation rate
     (EIR)
-    Relationship between climate variability
     and disease outbreaks (from preliminary
     phase)

Fig. 4.1 Components of an early warning system for infectious diseases (Kuhn et al. 2005)
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Both long- and short-range forecasts can be used as the basis of an early warn-
ing system. Long-range forecasts rely on atmospheric and oceanic phenomena 
such as the El Nino Southern Oscillation (ENSO) that indicate trends of higher 
or lower than normal temperature and precipitation 6 months or more in advance. 
Short-range forecasts focus on monthly or weekly weather patterns. Inputs can 
come from direct monitoring of risk factors such as rainfall measurements in 1 
month to predict the probability of an outbreak of a vectorborne disease in the 
subsequent months, or forecasting of these risk factors (such as seasonal climate 
forecasts) (Kuhn et al. 2005). Model choice will depend on the trade-offs between 
accuracy (generally maximized by using direct observations of risk factors) and 
lead-time.

Malaria prediction models need to consider not just weather, but also other risk 
factors that could affect the potential for an outbreak. Because the effects of climate 
on disease transmission are influenced by the topography and hydrology of each 
situation, a generalized early warning approach may not be feasible for a large 
geographic area (Kiszewski and Teklehaimanot 2004).

4.3.2 Developing Epidemic Response Plans

The impacts of a malaria epidemic are determined by the vulnerability of the 
affected population (i.e. prevalence of immunity, malnutrition, drug resistance, and 
other factors), changes in transmission risk due to factors such as unusual rainfall, 
and the ability of health care facilities to detect and effectively respond to an epi-
demic early.

Key to the control of vector-borne diseases such as malaria is surveillance and 
response. Surveillance involves the systematic collection of information on health 
determinants and outcomes necessary to determine the occurrence and geographic 
range of health outcomes, and the analysis, interpretation, and distribution of this 
information to relevant actors for timely and effective control activities. Surveillance 
programs are designed to provide early intelligence on whether a health outcome is 
increasing in incidence or geographic range. Routine collection and analysis on a 
weekly basis of surveillance data, depending on the shape of the epidemic transmis-
sion curve, can significantly improve implementation of appropriate interventions, 
thus increasing the chance of effective disease control.

A challenge in many countries with high malaria burdens is that surveillance 
programs require collecting accurate and timely data. Substantially less than 10% of 
malaria cases are reported officially (Breman et al. 2007), with most cases self diag-
nosed and treated at home. Of diseases brought to medical attention, most fevers are 
presumed to be malaria, without verification of the diagnosis. This misclassification 
of malaria leads to considerable uncertainty in analyses of the associations between 
environmental variables and morbidity and mortality. However, presumptive treat-
ment of malaria also has benefits, including promptness of therapy (and, therefore, 
hopefully reduced risks that the case will progress to severe malaria), reduced costs 



56 K.L. Ebi

in time and money, lack of expenditure on diagnostic facilities and skilled staff, and 
equity in availability of treatment (Koram and Molyneux 2007).

A response plan needs to incorporate components for implementation and for 
evaluation of effectiveness. The implementation component should, at a minimum, 
include modules addressing where the response plan will be implemented; when 
interventions will be implemented, including thresholds for action; what interven-
tions will be implemented; how the response plan will be implemented; and to 
whom the interventions will be communicated (Ebi and Schmier 2005).

WHO developed a framework for malaria early warning systems (MEWS) that 
includes four components: vulnerability mapping, seasonal climate forecasting; 
environmental monitoring; and sentinel case surveillance (WHO 2004). Mapping 
of areas prone to epidemics is done through historical analysis alone or in combi-
nation with climate/environmental suitability for malaria transmission. To support 
development of an operational MEWS, the International Research Institute for 
Climate and Society (IRI) created an online resource for information about the cli-
matic conditions that are associated with malaria transmission (Grover-Kopec et al. 
2006; http://iridl.ldeo.columbia.edu/maproom/.health/.regional/.africa/.malaria/). 
Based on the published literature, climatic conditions are considered to be suitable 
for transmission when the monthly precipitation accumulation is at least 80 mm, 
the monthly mean temperature is between 18°C and 32°C, and the monthly relative 
humidity is at least 60%. Because explosive epidemics may occur in regions where 
rainfall is the constraining variable, usually with a lag of several weeks, the MEWS 
interface displays the most recent dekadal (about 10-day) rainfall estimates and 
allows users to generate four time-series graphs that provide an analysis of recent 
rainfall with respect to that of recent seasons and a short-term historical average to 
identify epidemic-prone regions.

4.4 Developments in Malaria Early Warning Systems

The first operationally useful early warning system for epidemic malaria was 
implemented in India (Kiszewski and Teklehaimanot 2004). The system com-
bined human and meteorologic factors to provide about a one month lead-time of 
epidemic risk. Rainfall alone accounted for about 45% of the variation in malaria 
transmission.

A number of recent publications describe approaches for forecasting malaria 
epidemics using climate data; not all of these approaches have been used to develop 
early warning systems (Table 4.1). Most models aim to predict outbreaks of 
Plasmodium falciparum malaria in Africa. Although different approaches have been 
used, those that are operational aim to predict epidemics with a lead-time of several 
months, thus providing ample time and opportunity to prepare. Most publications 
reporting the successful development of a malaria early warning system were based 
on a few years of data. Unfortunately, the  systems typically don’t have follow-up 
publications demonstrating their effectiveness over time.
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Seasonal weather forecasts need to be accurate enough and at a scale fine 
enough to describe important microclimatic conditions. Further, the system needs 
to be sufficiently predictive of the presence or absence of malaria epidemics in 
years with unusual weather patterns. Hay et al. (2003) assessed whether a combi-
nation of seasonal climate forecasts, monitoring of meteorologic conditions, and 
early detection of cases could have helped prevent the 2002 malaria emergency in 
highland regions of western Kenya. Seasonal climate forecasts did not anticipate 
the heavy rainfall. On a shorter time scale, rainfall data gave timely and reliable 
early warnings. Normal rainfall conditions in two regions led to typical out-
breaks, while exceptional rainfall in two other regions led to epidemics. Routine 
health information and management systems did not give timely warning of the 
epidemic.

Similar conclusions were reached in studies in Tanzania and Eritrea. Jones 
et al. (2007) analyzed weather data and peripheral blood smear examinations, and 
found that malaria incidence was positively correlated with rainfall during the first 
rainy season (October–March). During the second rainy season (April–September), 
malaria incidence was correlated with high rainfall that season and high maximum 
temperature during the first rainy season. However, excluding the 1998 epidemic 
from the analysis, there was no statistical association between excessive rain-
fall and malaria incidence in the first season; maximum temperature alone was 
associated with increased malaria. The authors concluded that the underlying 
relationship between rainfall and malaria in this district may be too complicated 
to analyze using regression analysis. Over the period 1990–1999, DEMETER 
seasonal temperature forecasts were able to predict high malaria incidence during 
the first season, despite the low statistical significance of the temperature relation-
ship. DEMETER rainfall forecasts for the second season would have been unable 
to predict the rainfall anomalies in 1993 (low rainfall) and 1994 (high rainfall); 
both were associated with high malaria incidence. DEMETER rainfall forecasts 
were predictive for intermediate (non-extreme) years. If DEMETER had been used 
operationally, the seasonal forecast for 1996 would have resulted in a false alarm. 
In 1999, the forecast and observed temperature anomalies were positive, but near 
normal malaria conditions were recorded.

Eritrea has a successful malaria control program for endemic malaria, and is 
susceptible to epidemics with high morbidity and mortality (Ceccato et al. 2007). 
Relationships were investigated between monthly clinical malaria incidence in 58 dis-
tricts and monthly climate data and seasonal forecasts. Although correlations were good 
between malaria anomalies and measured rainfall (lagged by 2 months), the weather 
stations did not have sufficient coverage to be widely useful. Satellite derived rainfall 
was moderately correlated with malaria incidence anomalies with a lead-time of 2–3 
months, as was remotely sensed vegetation (NDVI). However, the seasonal forecasting 
skill was low for the June/July/August rains, except for the Eastern border.

Other research is furthering understanding of disease transmission dynamics 
that hold the promise of developing more sensitive and specific early warning sys-
tems. For example, Kiszewski et al. (2004) developed a global index representing 
the contribution of regionally dominant vector mosquitoes to the force of malaria 
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transmission. The index incorporates published estimates of the proportion of 
blood meals taken from human hosts, daily survival of the vector, and duration of 
the transmission season and of extrinsic incubation. The results found that biologic 
characteristics of the diverse vector species interact with climate to explain much 
of the regional variation in the intensity of transmission.

4.5  Projections of the Future Incidence 
and Geographic Range of Malaria

There has been a great deal of interest in modeling how the incidence and geographic 
range of malaria could change under different climate change projections. Malaria 
is a complex disease to model, so no model completely describes the relationships 
among environmental variables, vector, and parasite. Table 4.2 summarizes recent 
studies that projected the impacts of climate change on the incidence and geographic 
range of malaria, including the climate scenarios used. Most of the studies focused 
on sub-Saharan Africa. The results suggest that climate change will be associated 
with geographic expansions of the areas suitable for stable falciparum malaria in 
some regions and with contractions in others. Most models do not consider how 
vector and disease control programs could affect malaria’s future incidence and 
geographic range. For those studies that did, the main approaches used were inclu-
sion of current “control capacity” in the observed climate-health function (Rogers 
and Randolph 2000) and categorization of the model output by adaptive capacity, 
thereby separating the effects of climate change from the effects of improvements 
in public health (van Lieshout et al. 2004).

Few models projected the impacts of climate change on malaria outside Africa. 
An assessment in Portugal projected an increase in the number of days per year 
suitable for malaria transmission; however, the risk of actual transmission would be 
low or negligible if no infected vectors are present (Casimiro and Calheiros 2002). 
Some central Asian areas are projected to be at increased risk of malaria, and areas 
in central America and around the Amazon are projected to have reductions in 
transmission due to decreases in rainfall (van Lieshout et al. 2004). An assessment 
in India projected shifts in the geographic range and duration of the transmission 
window for falciparum and vivax malaria (Bhattacharya et al. 2006). An assessment 
in Australia based on climatic suitability for the main anopheline vectors projected 
a likely southward expansion of habitat, although the future risk of endemicity 
would remain low due to the capacity to respond (McMichael et al. 2003).

The World Health Organization conducted a regional and global comparative risk 
assessment to project the total health burden attributed to climate change, including 
malaria, between 2000 and 2030 and how much of this burden could be avoided 
by stabilizing greenhouse gas emissions at different concentrations (stabilization 
at CO

2
-equivalents of 550 ppm or at 750 ppm) (Campbell-Lendrum et al. 2003; 

McMichael et al. 2004). Large changes were projected in the risk of falciparum 
malaria in countries at the edge of the current distribution, with relative changes 
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much smaller in areas that are currently highly endemic for malaria; Table 4.3 pro-
vides relative risk estimates. The upper estimate of the projected potential increase 
in malaria risk is large in some regions (e.g. 1.83 for the Western Pacific region) and 
small in others (e.g. 1.02 for the South-East Asian region). The study concluded that 
if the understanding of broad relationships between climate and disease was realis-
tic, then unmitigated climate change was likely to cause significant health impacts 
through at least 2030 (Campbell-Lendrum et al. 2003).

Although there are considerable uncertainties with projections of the possible 
impacts of climate change on the geographic range and incidence of malaria, many 
studies project increases in malaria along the edges of the present distribution. If the 
geographic range extends, then large-scale epidemics would likely result when the dis-
ease is introduced into non-immune populations. Table 4.2 provides an indication of 
where additional early warning systems are likely to be needed in coming decades.

4.6 Discussion

Although considerable progress has been made in using environmental variables to 
predict malaria epidemics, improvements are needed in several areas. Controlling 
malaria in epidemic-prone areas is a different challenge than in epidemic settings; 
strategies need to be targeted in time and space (Cox and Abeku 2007). Limitations in 
long-range forecasting, monitoring of environmental variables, and case surveillance 
are challenging development of accurate and timely malaria early warning systems.

An assessment of the validity of seasonal climate forecasts for malaria transmis-
sion in Africa suggested that model systems forecast climate anomalies correctly in 
only 6–7 out of 10 years (Blench 1999). That means that weather and health data 
will continue to need to be collected until the skill of seasonal climate forecasts 
improves significantly.

Table 4.3 Range of estimates for the relative risks of malaria attributable to 
climate change in 2030 from the global burden of disease study by exposure 
scenarios (McMichael et al. 2004)

Relative risks

Region
Unmitigated 
emissions S750 c S550 c

Africa region 1.00–1.17 1.00–1.11 1.00–1.09
Eastern Mediterranean region 1.00–1.43 1.00–1.27 1.00–1.09
Latin America and Caribbean 

region
1.00–1.28 1.00–1.18 1.00–1.15

South-East Asia region 1.00–1.02 1.00–1.01 1.00–1.01
Western Pacific regiona 1.00–1.83 1.00–1.53 1.00–1.43
Developed countriesb 1.00–1.27 1.00–1.33 1.00–1.52
a Without developed countries.
b And Cuba.
c Stabilization at CO

2
-equivalents of 550 ppm or at 750 ppm
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Another difficulty associated with the use of climate data in monitoring health 
impacts lies in linking climate and health data at a suitable high resolution; weather 
stations are often widely spaced and may not describe either local variation in cli-
mate (e.g. temperature in city centers vs. nearby rural areas) or microclimatic con-
ditions in specific important environments (e.g. resting sites of adult mosquitoes). 
In order to develop early warning systems, it may be necessary to measure weather 
variables in important microclimates, and to test whether they provide close cor-
relation with health outcomes. When data are not available, there are a variety of 
approaches for estimating weather variables based on downscaling from regional 
and global models. However, these are not yet available at high spatial resolutions.

The sensitivity and specificity of a predictive model have implications for the 
design of interventions. False positives (issuing a warning when none was required) 
and false negatives (not issuing a warning when one was needed) have conse-
quences, not only in terms of morbidity and mortality, but also in terms of public 
willingness to rely on subsequent warnings. Incorporating understanding of these 
uncertainties and their associated costs into the design of an early warning system 
can improve its effectiveness. In all cases, model performance should always be 
validated using external data (Cox and Abeku 2007).

In most areas where malaria epidemics occur, additional capacity is needed to 
effectively respond to the warning that an epidemic is predicted to occur. Health 
systems are often weak, with significant improvements needed in the capacity 
for monitoring, surveillance, planning, preparedness, and preventing outbreaks of 
malaria (DaSilva et al. 2007).

Despite the many uncertainties and constraints, recent research suggests signifi-
cant promise in using climatic and environmental variables to help regions prepare 
for and effectively respond to malaria epidemics. Kuhn et al. (2005) reviewed the 
evidence for a range of epidemic-prone infectious diseases and concluded that the 
following candidate infectious diseases for development of early warning systems: 
cholera, malaria, meningococcal meningitis, dengue fever, yellow fever, Japanese 
ad St. Louis encephalitis, Rift Valley fever, leishmaniasis, African trypanosomiasis, 
West Nile virus, Murray Valley encephalitis and Ross River virus, and influenza. 
Climate change projections suggest increased risks for epidemics with changing 
weather patterns, making the need for more effective warning systems imperative.
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Abstract This chapter is dedicated to the problem of plant-induced human allergy 
and to a specific way of adaptation to it via short-to-mid-term forecasts of atmos-
pheric pollen concentrations and following pre-emptive and preparatory measures. 
It starts from the introduction to the subject, then considers the main forms of 
human plant-related allergy. Then, basics of pollination ecology are introduced and 
the mechanisms and possible models for pollination are presented. Apart from the 
standard local-scale effect of pollination, the chapter considers the long-distance 
transport of pollen and outlines the methodology for its quantitative evaluation 
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and forecasting. The final section is dedicated to possible adaptation measures in 
changing climate.

5.1 Introduction

Allergy is among the major diseases of the world affecting about 500 million peo-
ple. These diseases are present in all countries, they pose a major burden to the 
society, and their prevalence is increasing in nearly all regions, with the fastest rate 
reported in developing countries. Even allergic diseases considered as non-severe, 
such as allergic rhinitis, impair the social and professional lives of the patients or 
their caregivers. Moreover, patients with allergic diseases have reduced learning 
capabilities and impaired school performance. Finally, the corresponding economic 
impact is substantial (Bousquet et al. 2006).

Allergic diseases result from a complex interaction between genes, allergens 
and co-factors, which vary between regions. Allergens are antigens reacting with 
specific IgE (immunoglobulin E) antibodies and mainly released in a form of 
molecular-weight fine aerosols from a wide range of mites, animals, insects, plants, 
or fungi. They are usually distinguished as indoor (mites, some molds, animal dan-
der, insects) and outdoor allergens (pollens and some molds). Exposure to allergens 
is a trigger for symptoms in sensitised individuals with asthma and allergic rhino-
conjunctivitis.

There are regional specifics of the sensitivity to allergens. For example, in 
Africa, allergic diseases are more common in urban rather than in rural areas 
possibly because parasites protect from atopic diseases. In most other regions the 
situation is the opposite suggesting non-allergenic co-factors in development of 
sensitization and symptoms.

Pollen is among the first identified and most important triggers of allergic asthma and 
rhino-conjunctivitis, and pollination depends on climatic and meteorological  variables. 
Greater concentrations of carbon dioxide and higher temperatures may increase 
the amount of released pollen, change the geographical distribution of  pollinating 
plants and induce longer pollen seasons. Pollen allergenicity can also increase due to a 
combined effect of pollen and air pollution (Laaidi 2001; WHO 2003).

According to the mode of the pollen transport, one can distinguish anemophil-
ous and entomophilous plants.

The pollen grains of anemophilous plants are usually aerodynamic and disperse 
with wind. They represent a major problem for sensitised patients as they often are 
emitted in large quantities, may travel long distances and may affect individuals 
who are far from the pollen source. It is, however, those who are nearest the emis-
sion area or directly downwind from it who generally show the most severe symp-
toms. Severity, affected territory and duration of the pollinating season are mainly 
driven by actual weather conditions as well as by the larger-scale characteristics of 
the regional climate. Therefore, changes in environment and climate may in near 
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future considerably affect loads of airborne allergens via changes in vegetation 
structure, magnitude of flowering and atmospheric transport. Understanding the 
mechanisms driving the development of pollen seasons and means of their short- 
and long-term forecasting for taking pre-emptive measures is of great importance 
to public health at present and in the predicted future conditions.

As shown in several studies (Erdtman 1937; Keynan et al. 1991; Rantio-
Lehtimäki 1994; Campbell et al. 1999; Corden et al 2002; Latalowa et al 2002; 
Hjelmroos 1992; Damialis et al. 2005; Lorenzo et al. 2006), the pollen load in 
air consists of two main fractions: grains emitted from regional sources of pol-
len (nearby forests, grasslands, etc.) and grains released from remote sources 
and transported to the region with moving air masses. Forecasting the local 
and regional pollen emission can be based on various phenological models and 
observations, as well as on aerobiological monitoring. The long-range transport 
phenomenon poses different complicated problems, not considered until recently. 
Now, the long-range transport of both grains themselves and the allergenic mate-
rial, which can be released during the atmospheric dispersion (Motta et al. 2006; 
Majd et al. 2004), is a quickly growing area of research. Large-scale pollen 
transport can also have environmental impacts well beyond the problem of human 
allergy. For instance, highlights the possibility of quick distribution of genetic 
material over large territories, across climate zones and vegetation regions. This 
can catalyze the changes caused by the altering climate and make them faster and 
more widespread.

The pollen of entomophilous plants is carried by insects. Attracted by the 
 usually colourful and perfumed flowers they carry the pollen grains from one 
flower to the female parts of another. The pollen grains are sticky and adhere to 
one another, often forming heavy lumps, and to the antennae or other parts of the 
insects. Little pollen is liberated into the atmosphere and sensitisation thus usually 
requires direct contact between the subject and the pollen source.

Certain entomophilous plants, such as dandelions and spiraeas, produce large 
amounts of pollen which accidentally gets into the air. This is common when the 
flowers are pollinated by insects that consume a lot of pollen grains themselves, and 
when there is an open pollen presentation. Others are ambophilous, which means 
that they are adapted to wind as well as to insect dispersal, a system that allows for 
flexibility. Examples are some species of plantain, e.g. Plantago lanceolata, and 
manna ash, Fraxinus ornus. Some of these ambophilous species may be among the 
plants that cause allergy symptoms on a regular basis.

The pollen causing most allergies are found among:

Grasses that are universally distributed. The grasses pollinate at the end of spring • 
and the beginning of summer, but, in some places such as Southern California 
or Florida, they are spread throughout the year. Bermuda grass (Cynodon dacty-
lon) and Bahia grass (Paspalum notatum) do not usually cross-react with other 
grasses (Davies et al. 2005).
Weeds such as the Compositeae plants: mugwort (• Artemisia) and ragweed 
(Ambrosia) (D’Amato et al. 1998; Solomon 2001), Parietaria, not only in the 
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Mediterranean area (D’Amato et al. 1998), Chenopodium and Salsola in some 
desert areas (Al-Dowaisan et al. 2004). Weeds such as ragweed flower at the end 
of summer and the beginning of autumn. Parietaria often pollinates over a long 
period of time (March–November) and is considered as a perennial pollen.
And trees: birch (• Betula), other Betulaceae (Lewis and Imber 1975; Eriksson 
et al. 1984), Oleaceae including the ash (Fraxinus) and olive tree (Olea europea) 
(D’Amato et al. 1998), the oak (Quercus), the plane tree (Platanus) (Varela et al. 
1997) and Cupressaceae including the cypress tree (Cupressus) (Charpin et al. 
2005), junipers (Juniperus) (Iacovacci et al. 1998), thuyas (Guerin et al. 1996), 
the Japanese cedar (Cryptomeria japonica) (Ganbo et al. 1995) and the moun-
tain cedar (Juniperus ashei) (Ramirez 1984; Bucholtz et al. 1985).

Trees generally pollinate at the end of winter and the beginning of spring. However, 
the length, duration and intensity of the pollinating period often vary from 1 year to 
the next sometimes making the diagnosis difficult. Moreover, the change in temperature 
in Northern Europe has caused earlier birch pollen seasons (Emberlin et al. 2002). 
Multiple pollen seasons in polysensitized patients are important to consider.

The grass season is early to late summer, whilst weeds such as Ambrosia flower 
at the end of summer and beginning of autumn. Parietaria often pollinates over a 
long period of time (March–November) and is considered a perennial pollen. In 
warm and humid climate also grass pollens can be found all year round.

The size of the pollen varies from 10 to 100 μm on average. This explains why 
 pollen itself is deposited in the nostrils and, more particularly, the eyes and also why 
most pollen-allergic patients suffer from rhino-conjunctivitis. However, pollen aller-
gens can be borne on submicronic particles (Solomon et al. 1983; Suphioglu et al. 
1992) and induce and/or contribute to the persistence of rhinitis and asthma. This 
is particularly the case of asthma attacks occurring during thunderstorms (Anto and 
Sunyer 1997; Bauman 1996; Bellomo et al. 1992; Knox 1993; Venables et al. 1997).

Cross reactivities between pollen types, due to the presence of homologous 
allergens with common epitopes, are now better understood using molecular biology 
techniques (Scheiner et al. 1997; Fedorov et al. 1997; Ipsen and Lowenstein 
1997; Mothes et al. 2004). However, it is unclear as to whether all in vitro cross-
reactivities observed between pollens are clinically relevant (Pham and Baldo 
1995). Major cross reactivities include pollens of the Gramineae family (Freidhoff 
et al. 1986; Hiller et al. 1997; Mourad et al. 1988) except for Bermuda and Bahia 
grasses (Matthiesen et al. 1991; Lovborg et al. 1998) and Bahia grass (Phillips 
et al. 1989), the Oleacea family (Bousquet et al. 1985; Baldo et al. 1992; Batanero 
et al. 1996), the Betuleacea family (Hirschwehr et al. 1992; Mari et al. 2003) and 
the Cupressaceae family (Pham et al. 1994) but not those of the Urticaceae fam-
ily (Corbi et al. 1985; Bousquet et al. 1986). Moreover, there is clinically little 
cross-reactivity between ragweed and other members of the Compositeae fam-
ily (Leiferman et al. 1976; Fernandez et al. 1993; Hirschwehr et al. 1998). For 
the grass family, cross-reactivity is often extensive within subfamilies. Most of 
the common grasses within the temperate areas belong to Pooideae, and cross-react 
to a large extent. Bermuda grass (Cynodon dactylon) and Bahia grass (Paspalum 
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notatum) belong to Chloridoideae.and cross-reactions between these species and 
Pooideae species are less common. Many of the reactions may in this way be 
explained by the close phylogenetic relationship between the pollen-producing 
plants. But in some cases, they may be the result of so called pan-allergens, which 
from a evolutionary point of view very conservative protein families. One example 
is profiling, present in all eukaryots, another is a family of pathogenesis-related 
proteins that occur in many angiosperms, and to whom the most important Betula 
allergen belongs. The occurrence of pan-allergens explain why distantly related 
plants such as banana (Musa) and melon (Cucurbita), or birch (Betula) and celeriac 
(Apium,) may be involved in cross-reactions.

5.2  Human Allergy, Sensitivity to Natural Pollen 
and Pre-emptive Measures Based on Forecasting 
of Pollen Atmospheric Concentrations

Pollen grains typically induce rhinitis, conjunctivitis and asthma. However, they 
may more rarely be involved in contact urticaria, anaphylactic symptoms or excep-
tionally in diseases such as nephritic syndrome.

5.2.1 Rhinitis and Conjunctivitis

Allergic rhinitis is a symptomatic disorder of the nose induced by an IgE-mediated 
inflammation of the nasal membranes in response to allergen exposure. Symptoms 
of rhinitis include rhinorrhea, nasal obstruction, nasal itching and sneezing which 
will be cured spontaneously or with treatment. The severity of allergic rhinitis can 
be classified as “mild” or “moderate-severe” (Fig. 5.1) based on symptoms and 
quality of life parameters.

Moderate-severe
one or more items

. abnormal sleep

. impairment of daily
  activities, sport, leisure
. abnormal work and
  school
. troublesome symptoms

Persistent

. > 4 days per week

. and > 4 weeks

Mild
 normal sleep
& no impairment of daily
   activities, sport, leisure
& normal work and
   school
& no troublesome
   symptoms

Intermittent

. Š 4 days per week

. or Š 4 weeks

Fig. 5.1 Classification of 
allergic rhinitis
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Previously, allergic rhinitis was subdivided based on the time of exposure into 
seasonal, perennial and occupational diseases (9–11). Perennial allergic rhinitis 
is most frequently caused by indoor allergens such as dust mites, moulds, insects 
(cockroaches) and animal danders. Seasonal allergic rhinitis is related to a wide 
variety of outdoor allergens such as pollen or moulds. However, this subdivision is 
not entirely satisfactory since:

It is often difficult to differentiate between seasonal and perennial symptoms.• 
The exposure to some pollen allergens is long-standing.• 
The exposure to some perennial allergens is not similar over the year.• 
The majority of patients are now sensitised to pollen and perennial allergens.• 

Thus, a major change in the subdivision of allergic rhinitis has been proposed by ARIA 
with the terms “intermittent” and “persistent” (Fig. 5.1). However, in the present 
document, the terms “seasonal” and “perennial” are still used for the description of 
published studies.

Eye symptoms are common in patients suffering from allergic rhinitis, however, 
they do not exist in all patients. In some cases, eye symptoms may predominate 
over rhinitis, hence the presence of conjunctivitis should always be considered. On 
the other hand, conjunctivitis is not always induced by allergy triggers.

The high prevalence of allergic rhinitis and its effect on quality of life have led 
to its being classified as a major chronic respiratory disease. It is reported to affect 
10–40% of the global population and its prevalence is increasing both in children 
and adults. There are approximately 350 million people suffering from allergic 
rhinitis. The prevalence in European Union varies from 17% to 28% in different 
countries (Bauchau & Durham, 2001).

Allergic rhinitis can significantly reduce quality of life, impairing sleep and adversely 
affecting leisure, social life, school performance, and work  productivity (McMenamin 
1994). The direct and indirect financial costs of allergic rhinitis including sick 
leave, school and work absenteeism and loss of productivity are substantial as well.

Asthma is a chronic inflammatory disorder of the airways usually associated 
with variable airflow obstruction, which is often reversible, spontaneously or under 
treatment, and airway hyper-responsiveness (Global strategy 2002). Allergen sensi-
tisation is an important risk factor for asthma and is also often associated with rhini-
tis (an inflammation of nose) (Bousquet et al. 2001). Typical symptoms of asthma 
are wheezing, shortness of breath, chest tightness and cough. Acute exacerbations 
may lead to even life-threatening asthma attacks. Asthma impairs school and work 
performance and social life. Physical quality of life is impaired by bronchial symp-
toms, whereas social life is also impaired by rhinitis co-morbidity.

Asthma affects both children and adults. Using a conservative definition, it is  estimated 
that as many as 300 million people of all ages and all ethnic backgrounds suffer from 
asthma, which is also the most common chronic disease in childhood. Two large multi-
national studies have assessed the prevalence of asthma around the world: the European 
Community Respiratory Health Survey (ECRHS) in adults (EC Survey 1996) and the 
International Study of Asthma and Allergies in Childhood (ISAAC 1998) (Fig. 5.2).

Trends in asthma prevalence vary between countries. For the past 40 years, the 
prevalence of asthma has increased in all countries in parallel with that of allergy. 
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Asthma still increases worldwide as communities adopt modern lifestyles and 
become urbanized. With a projected increase of proportion of the world popula-
tion living in urban areas, there is likely to be a marked increase in the number 
of people with asthma worldwide over the next two decades. It is estimated that 
there may be an additional 100 million people with asthma by 2025. However, the 
prevalence of childhood asthma and allergy may decrease in some countries with 
a high prevalence of the disease and the increase of the asthma epidemic possibly 
coming to an end.

The links between rhinitis and asthma are not always straightforward. Epi-
demiologic studies have consistently shown that asthma and rhinitis often  co-exist 
in the same patients. In epidemiologic studies, over 70% of asthmatics have con-
comitant rhinitis. However, only 15–40% of rhinitis patients have clinically 
demonstrable asthma. Patients with severe persistent rhinitis more often suffer 
from asthma than those with intermittent disease. Both allergic and non-allergic 
rhinitis can be associated with asthma. Although differences exist between rhinitis 
and asthma, upper and lower airways may be considered as a unique entity influ-
enced by a common and probably evolving inflammatory process, which may be 
sustained and amplified by intertwined mechanisms.

The elements of a successful allergy treatment are:

Patient education and training• 
Avoidance of allergens which induce symptoms to sensitized person whenever • 
it is practically possible
Pharmacotherapy• 
Allergen-specific immunotherapy by subcutaneous injections or by sublingual • 
route with drops or tablets

World Map of the Prevalence of
Clinical Asthma

≥10.1%
7.6%−10.0%
5.1%−7.5%
2.5%−5.0%
0%−2.5%
No standardized data available

Source: Beasley R. Global Burden of Asthma. GINA.2004

Fig. 5.2 A map of world prevalence of asthma
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For all of them, timely information on forthcoming pollen episodes and their sever-
ity would allow for tuned measures with higher efficiency, lower costs and reduced 
adverse effects.

The patient-physician relationship and communication should be based on the 
needs of the patient. A patient-centered and structured consultation has shown 
to be effective, as well as individualized and guided self-management plans. 
Patients are able to modify their asthma treatment according to their symptoms 
and severity of the disease. The main goal of allergy treatment and management 
is to interfere with the underlying allergic inflammation. With early introduc-
tion of effective medications after a proper diagnosis of the allergic disorder 
inflammation can be controlled. Patients tend to regard themselves as “allergic to 
pollen” in general; for physicians, however, understanding the individual trigger 
mechanism can be an important guide to the effective treatment and control of 
the disease.

5.2.2 Pollen Counts and Symptoms

Trees tend to trigger allergic reactions of patient with asthma and allergic rhino-
conjunctivitis in early spring while grass contribution is mostly visible during late 
spring and early summer; weeds can trigger symptoms from spring to fall. Each 
plant pollinates at approximately the same time each year. However, during the last 
decades, a significant trend for earlier flowering in many species on the Northern 
hemisphere has been observed (Menzel et al. 2006). Weather conditions strongly 
affect concentration of pollen in the air and therefore the prevalence of allergic 
symptoms. The airborne pollen quantification is a fundamental piece of informa-
tion for validation and interpretation of scientific clinical trials for the efficiency 
of medication in pollen related-diseases. It is possible to significantly improve the 
treatment and its efficiency by using the quantitative pollen information as one of 
the guidelines. The specific roles of aerobiological observations and modelling as 
the sources of this information can be summarized in the following main items:

For health-care authorities, planning protective measures against pollen-related • 
diseases
For allergists, who must be aware of pollen situation in order to educate their • 
patients
For patients, planning and adapting their medication before and during the pol-• 
len season, planning their holidays, physical training, traveling, education and 
career, as well as domestic habits, such as garden and plants in the house
For pharmacists, preparatory measures for coming pollen season and for being • 
able to give information and advises to their customers
For medical industry, planning the manufacturing capacities of medications• 
For allergists and medical scientists, in the clinical trials, for selecting the allergen • 
extracts for diagnosis and treatment, and for evaluating the effects of the treatment.
For schools and universities, planning the schedule for examinations• 
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For hospitals and emergency rooms, preparing to outbreaks of acute exacerba-• 
tions of allergic diseases in case of upcoming episodes of heavy pollen loads
For allergists, when treating patients with immunotherapy, when information • 
about the ambient allergen load is necessary

A wish-list from health-care professionals to aerobiologists and meteorologists 
would then include:

Detailed timing of pollen season in different regions (patients live in a certain area • 
and the more local the pollen-related information is the better it is for the patient).
Estimated duration of individual pollen (trees, grasses, weeds) seasons.• 
Estimated strength of the season and expected pollen counts.• 
Timely warnings about major changes in pollen counts.• 
Easy access to global pollen information with the native language of the patient. • 
This is crucial to allergic people when planning their activity and traveling.

5.3 Pollination Ecology

5.3.1  Basics of Flowering Phenology, Processes 
Determining Flowering Timing and Intensity

Considering the seasonal development of allergenic plants, a special attention must 
be dedicated to early-flowering tree species and herbaceous taxa. For trees, the gen-
era in Fagales (Betula, Alnus, Carya, Corylus, Carpinus, Juglans, Quercus) and the 
genus mulberry (Moraceae; Morus) together with sugi (Taxodiaceae: Cryptomeria 
japonica) in the boreal and temperate zones and olive (Oleaceae: Olea) in the 
Mediterranean climate are among the most common agents of seasonal allergies. 
Important herbaceous taxa include one of the largest plant family, the grasses 
(Poaceae) with about 640 genera and over 10,000 species (Mabbelrey 1987), 
widely distributed weeds, such as mugwort (Artemisia), ragweed (Ambrosia), pig-
weed (Amaranthus) and goose foot (Chenopodium), as well as pellitory (Parietaria) 
growing predominantly in the Mediterranean climate (www.pollen.com/Pollen.
com.asp, www.polleninfo.org).

For many anemophilous plants, effective pollination and reproduction requires 
adaptations that make plants release pollen simultaneously. Photoperiod, espe-
cially the length of the diurnal dark period, has an important part in regulating 
the development of herbaceous plants (Flood and Halloran 1982; Hay 1990; 
Mahoney and Kegode 2004). Temperature is also important for the growth rate 
of herbaceous plants and the discrimination of seasons (Yanovsky and Kay 
2003). For trees, a complicated interplay of changes in the light environment 
and temperature conditions controls the timing of events related to flower-
ing and leaf bud burst. Dormancy, the state of arrested growth in autumn and 
winter, is released by exposure to chilling temperatures while the following 
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bud development is driven by increasing temperature in spring. There is also 
recent evidence of importance of light environment for the onset of the bud 
development (Heide 1993a, b; Partanen et al. 1998, 2001, 2005; Linkosalo and 
Lechowicz 2006).

Flowering of wind-pollinated trees for most broadleaf species takes place before the 
leaf bud burst. The advantage is obvious: leaves would hinder the movement of pollen 
within the tree while the flowering before the bud burst enables more efficient spread 
of pollen. The timing of leaf bud burst poses a crucial optimization problem between 
maximizing the period of active photosynthetic production and minimising the risk 
of damage due to spring frost (Chabot and Hicks 1982; Kikuzawa 1989; Reich et al. 
1992). As the flowering precedes the leaf bud burst, its time window is quite  narrow 
and requires proper regional synchronization between the plants. High correlation 
between these phenological events within and between many boreal tree species seems 
to suggest that the trees utilise similar mechanisms to control the timing of the spring 
phenological events. Yet the timing of flowering between species varies somewhat. 
For example, in Southern Finland the mean date of birch flowering is in mid-May, 
while aspen flowers about two, and alder up to 4 weeks earlier (Linkosalo 2000).

For herbaceous species, the studies of common ragweed (Ambrosia artemisii-
folia) and two mugwort species suggest a juvenile phase, during which it is not sen-
sitive to photoperiod, but after that the light for about 14 h a day is needed for flower 
bud development and seed production (Deen et al. 1998; Sheldon and Hewson 
1960; Edmonds 1979; Ferreira et al. 1995; Mahoney and Kegode 2004). In northern 
Europe, the pollen season of mugwort starts earlier in northern locations where the 
length of darkness grows more rapidly in late summer (Ekebom et al. 1997).

For all wind-pollinated plants, the weather parameters have significant impact 
on daily and diurnal patterns of pollen release. The release of mature grains is 
largely a physical process. Dry conditions, sometimes just a temporary decrease in 
relative air humidity, are needed for anther walls to dry out and anthers to split, thus 
allowing the pollen to release. A warm night accelerates the release while it can be 
almost inhibited by a cold one, especially in herbaceous species (Edmonds 1979; 
Sheldon and Hewson 1960; Solomon 2002).

After the pollen liberation, air flows agitate the source plant and/or lift the pollen 
free from the bounder layer surrounding the surface on which it rests. A few spe-
cies liberate the grains actively, for example, mulberries and nettles catapult their 
pollen into the air (Solomon 2002). During the pollination period pollen dispersal 
is favored by warm and windy conditions, low relative humidity and absence of 
precipitation. Rain causes a break in pollination, removes pollen from the air and 
may, if continuing for several days or in combination with night frosts, even spoil 
catkins thus decreasing the total pollen yield. In general, any strong deviation of 
external factors from the regional climatologic norms (e.g. temperatures or rain-
fall above or below normal level) during the critical points of developmental phase 
may result in lowered growth and flower production, or abortion of flower buds 
(Sharp and Chisman 1961). In a long run, the pollination seasons of species may 
be able to become adapted to the new conditions through natural selection (Flood 
and Halloran 1982; Hay 1990).
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The phenological phases and their key features can be quantified and simulated by 
means of models. The basis for phenological modelling was laid more than 270 years 
ago, when French scientist Réaumur (1735) first discovered, while  trying to find out 
why cereals ripen at different times in different years, that the heat sum accumulated 
from April until the ripening date always reaches about the same value. This model is 
essentially similar to the so-called Thermal Time or Growing Degree Day model, that 
is still the most common model describing various phenological events. As Réaumur 
found out, most developmental events proceed at rate depending on ambient air tem-
perature. Several experimental studies have since verified this finding, including the 
classical work by Sarvas (1972), who found that the relationship between ambient 
temperature and rate of progress of meiosis in pollen mother cells is constant for sev-
eral tree species (Fig. 5.3a). The relationship follows a sigmoidal curve, and is rather 
similar to the linear dependence suggested by the Thermal Time models (Fig. 5.3b).

Sarvas claimed that the same relationship applies to the flower development of 
several boreal tree species. Even further, the good performance of similar models 
in describing both flowering and leaf bud burst of various species seems to sug-
gest that the boreal trees utilise rather similar control mechanisms to drive all their 
spring phenological events. More support for this claim was given by Linkosalo 
(1999), who found using data from historical phenological time series, that the 
correlation between flowering and leaf bud burst of Betula is 0.97, while the two 
events take place on the average 1.1 days apart. Similar figures for the flowering of 
Betula and Populus are 0.83 and 22.7 days. The lower correlation in the latter case 
is due to the longer time difference between the two events.

Leaf and flower buds of boreal and temperate trees develop already during the 
previous summer. To keep the buds viable until the next spring, they need to reach 
a frost-resistant state in the autumn, keep it throughout the winter and avoid prema-
ture onset of development during that time. Various studies starting from the clas-
sical work of Coville (1920) have shown that buds fall dormant in the autumn – a 
state where the development is hindered even if the environmental conditions, most 
of all air temperature, are feasible. Dormancy is released by exposure to chilling 
temperatures, to certain changes in the light environment, or to a combination of the 
two (e.g. Sarvas 1974; Heide 1993a, b; Myking and Heide 1995; Leinonen 1996; 
Linkosalo and Lechowich 2006). Sarvas (1974) found the optimal temperature for 
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dormancy release to be around 3°C (Fig. 5.3c). He formulated a model to describe 
the sequence of chilling followed by the bud development. Thus the model is called 
“Sequential” (Hunter and Lechowicz 1992; Hänninen 1995).

Curiously, some more recent work (e.g. Häkkinen et al. 1998; Hannerz 1999; 
Linkosalo et al. 2000; Hänninen et al. 2006) have found that the standard Thermal 
Time model, where the bud development is assumed starting from a fixed date 
in spring, fits empirical data better than the Sequential model. It seems that even 
though chilling, as described by Sarvas, is required, it is not a sufficient condi-
tion for the dormancy release, but an additional environmental forcing is needed. 
Indeed, some studies on Betula indicate that light environment affects the dor-
mancy release (Heide 1993a, b; Linkosalo and Lechowicz 2006). These results are 
for leaf bud burst, but the above-mentioned high correlation of leaf bud burst and 
flowering suggests that the events are controlled by same mechanisms, and thus the 
use of the same models is justified.

In the temperate climatic zone the role of chilling in dormancy release seems to 
have much more importance, as chilling temperatures are not as prevailing as in the 
boreal zone, so that the sufficient amount of chilling can be reached rather late in 
winter. Yet also Thermal Time model has been used with good success to describe 
the bud development of temperate trees (e.g. Kramer 1994; Chuine et al. 1999).

The reasons causing the year to year variation of the flowering intensity are less 
known. Yet the intensity may fluctuate from year to year by more than an order of 
magnitude. The variation is irregular but synchronised over large geographic areas 
(Koenig and Knops 2000). Accumulated heat sum of previous summer seems to cor-
relate positively with flowering intensity, which is also physiologically reasonable as 
the flower buds are developed during the previous summer. However, even after tak-
ing this into account the variability of the results still remains large. There are several 
possible reasons for this. Firstly, environmental stress of non-meteorological origin 
can affect the flowering intensity. Secondly, the resource allocation within the tree 
varies from year to year, for example the allocation to the ripening seeds that affects 
the development of catkins and forces less pollen production in years following the 
strong flowering (Tuomi et al. 1982; Masaka & Maguchi, 2001). Thirdly, the pol-
lination success depends heavily on stochastic environmental features, such as wind, 
rain and air humidity during the flowering (Peternel et al. 2005). These are hard to take 
into account in the phenological model and therefore they are often ignored despite 
potentially considerable impact on the pollen release. Finally, models describing the 
pollination intensity are typically based on empirical data collected with pollen traps, 
which are unable to distinguish between local pollen and pollen originating from more 
distant regions (Ranta et al. 2005).

5.3.2 Local- and Regional-Scale Aspects of Pollen Seasons

Climate is a major determinant of regional seasons of allergenic pollen. In boreal 
and temperate vegetation zones cold period limits the pollination schedule of plants 
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to certain months, while in warmer climate allergenic pollen may, in  addition to 
periodical peaks, be present in the air all year round (Fang et al. 2001; Hurtado and 
Alson 1990; Murray et al. 2002; Savitsky and Kobzar 1996). Arid climate may also 
confine the pollen season to a few months (Halwgay 1994). More specificities arise 
from edaphic factors, land-use and cultivation, which all affect the distributions and 
productivity of allergy plants. Extensive geological formations, such as mountains, 
have their own unique vegetation and pollen flora. Also urban settlements with their 
characteristic temperature, land-use, high CO2 concentration and light environment 
are specific habitats for allergy plants (Ziska et al. 2004).

In boreal and temperate zones (after Allaby 2002) the local pollen season is 
created by three groups of wind-pollinated plants with different seasonality of pol-
lination: (1) early-flowering trees and shrubs, (2) annual and perennial herbaceous 
plants pollinating during late summer/early fall near the end of the growing season, 
(3) herbaceous plants emitting pollen during several months or throughout the 
growing season (Edmonds 1979).

The first group – trees and shrubs flowering at the beginning of growing season 
or even in winter – start the season of allergenic pollen. Many tree genera with cir-
cumpolar distribution, such as birch (Betula), alder (Alnus) hazel (Corylus), poplar 
(Populus), oaks (Quercus) and mulberry (Morus), belong to this group. Hickory 
and Walnut are important spring-time allergenic plants in North America. Taxa 
belonging to Cupressaceae release pollen already during winter months in the 
Mediterranean region and in the Southern Great Plains, USA (Juniperus), as does 
the most important allergy plant in Japan, sugi (Cryptomeria). Olive (Olea) is an 
important allergy plants in springtime in the Mediterranean basin.

The duration and magnitude of pollen liberation of different species vary, but 
at a local scale a tree population may, under favourable conditions, release pollen 
during a relatively short period of time, resulting in sharp peak of high concentra-
tions of airborne pollen. Because many species in this group represent the common 
regional forest, ornamental or cultivated trees, pollen concentrations may be very 
high during these peaks (Fig. 5.4).

The second group – annual and perennial herbaceous plants pollinating during 
late summer and autumn – contain two main allergenic taxa: ragweed (Ambrosia) 
and mugwort (Artemisia). Ragweed is the etiological agent in half of pollinosis 
cases in the US and its significance is increasing in many areas. Most ragweed spe-
cies originate from North America. During last 80 years they have distributed over 
Australia and Japan, western parts of South America and Europe, limiting to south 
Scandinavia and Asian parts of Russia (Makra et al. 2005). Outside their natural 
habitats (Hall 1994), both ragweed and mugwort are weeds, and readily invade 
habitats recently disturbed by man, for example wastelands, abandoned fields and 
road sides, which brings them near the human population.

At a local scale ragweed and mugwort release pollen during several weeks of 
time per year (Fig. 5.4). Counts of airborne pollen are usually lower than those 
of common forest trees, but, for example, in Hungary where ragweed is abun-
dant, daily average of 1,000 grains m−3 has been exceeded several times (Makra 
et al. 2005). It must be also noted that the concentrations of mugwort pollen may 
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be underestimated at ground level, since the pollen grains of this species are heavy 
and do not readily rise to the position of the elevated pollen traps.

The third group is somewhat artificial and includes taxonomic groups, such as 
grasses (Poaceae), goosefoot (Chenopodium) and pigweed (Amaranthus), with 
many cross reacting species flowering in different times during the growing season. 
Human activities greatly affect the distributions and abundance of many of these 
species: important allergic genera as fescue (Festuca), rye grass (Lolium), blue 
grass (Poa), Bermuda grass (Cynodon), bent (Agrostis) are pasture grasses and/or 
cultivated as forage or lawn. Many of them, like orchard grass (Dactylis glomerata) 
and timothy (Phleum pratense) have been introduced from Europe and naturalised 
in North America and other continents.

Other examples of allergenic taxa releasing pollen during the whole growing 
season are pellitory (Parietaria) predominantly growing in the Mediterranean 
climate but found up to the UK, and cosmopolitans goosefoot (Chenopodium) and 
pigweed (Amaranthus). The latter are noxious weeds and invade recently disturbed 
soils. Both genera contain several cross-allergenic species flowering during dif-
ferent times of the growing season (Edmonds 1979; Fang et al. 2001; Hall 1994; 
Hurtado and Alson 1990). Pellitory-of-the-wall (Parietaria judaica) predominantly 
grows close to human habitats, in wall fissures and disturbed soils. Individual 
plants consist of shoots arising from common root-stock. Although most shoots 
flower during spring, some individuals have flowering shoots nearly a year round, 
which makes the pollen season practically continuous in some regions (Guardia 
and Belmonte 2004).

Many grass species are cross reacting, so even if individual species flower dur-
ing a certain time period (specific for the particular taxa), the overall pollen season 
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of grasses lasts several months (Zanotti and Puppi 2000). In East Australia and 
other southern hemisphere regions with similar climate such season lasts over 200 
days (Green et al. 2004), while in temperate climate the period of high pollen con-
centrations is normally confined to a couple of months (WHO 2003). During the 
main season, counts over 1,000 grains m−3 of airborne grass pollen can be exceeded 
in some areas, UK for example, in peak season (Emberlin et al. 1999).

Pollen allergens are present not only in grains themselves but practically in 
all parts of the plant, especially when the pollination time approaches. The aller-
gens are found, for instance, in small-sized (1–4 μm) particles called orbicules 
(El-Ghazaly et al. 1995). The orbicules (or Ubisch bodies) are sporopollenin 
granules stored together with pollen in anther lobes and often released before the 
liberation of the pollen itself. These small-size particles contain the same allergens 
as pollen and may penetrate deep into human airways, down to the alveoli trigger-
ing the allergic reactions (El-Ghazaly et al. 1995). Concentration of such small-size 
allergenic particles in the air can increase up to 2 weeks before the main pollen 
period, which may explain the early allergic reactions occurring a few days prior 
to flowering (Matikainen and Rantio-Lehtimäki 1998). Allergens are also present 
e.g. in birch leaves and in the sticky exudates surrounding bursting leaf buds and 
thus may cause problems to allergic people when branches are used as decoration 
indoors. The presence of allergens in grass leaves may also be a cause of allergy 
symptoms that may occur in connection with lawn mowing, although this does not 
seem to be thoroughly investigated.

Many countries have national networks of pollen monitoring stations. Currently 
available forecasts of pollinating season are mainly based on local observations 
together with information about the weather, growing seasons and typical flowering 
times of the local plants. Many regional or site-specific forecasting models based 
on regression of empirical pollen data sets against weather variables have been 
published in recent years (WHO 2003, numerous local regression models for trees, 
grasses, etc.). In particular, in Austria the local predictions for the onset of pollen 
seasons of alder, hazel and birch are based on thermal phenological models (http://
www.polleninfo.org). The National Pollen Research Unit, UK, provides regional 
pollen forecasts for several timescales and characteristics of the pollen season. The 
information on season start, expected severity and duration is released a month in 
advance. Medium range (5 days ahead) and short-range forecasts are used to predict 
day-to-day variation of concentrations once the season started. The techniques are 
based on regression of empirical pollen data against weather variables, as well as 
on local vegetation information (Emberlin et al. 1999; Adams-Groom et al. 2002). 
EU project A.S.T.H.M.A was an attempt to create regional service of short-term 
forecasts of pollen concentrations and health risks (http://www.enviport.com). In 
Denmark, a statistical model based on empirical pollen data and weather param-
eters is used to estimate the pollen amount of birch (Betula), grasses (Poaceae) 
and mugwort (Artemisia) for up to 48 h ahead (Janne Sommer, Danish Asthma 
and Allergy Association, personal communication). In Tulsa (Oklahoma, USA) a 
trajectory model is being used to predict the regional scale transport of Juniperus 
ashei pollen (http://pollen.utulsa.edu).
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5.4  Impact of Long-Range Pollen Transport to Allergenic 
Episodes: Forecasting Possibilities

The above-outlined main mechanisms that control the plant behavior at a specific 
place lead to significantly different regional phenological calendars dependent 
on specifics of regional climate and vegetation. Some key features of these proc-
esses can be simulated using semi-empirical models, such as Thermal-Time, thus 
allowing the forecasting of pollen seasons using meteorological forecasts and local 
plant observations. The current section will discuss the process that challenges 
such regionalization and provides large-scale links between different parts of con-
tinents: a long-range transport of genetic and allergenic material released during 
the flowering.

A typical shape of observed pollen concentrations in air during the spring 
season is shown in Fig. 5.4. One can distinguish the main peak representing the 
local flowering season with well-seen start and end times, which is surrounded 
by smaller-scale increases of counts a few days before and after the main rise of 
concentrations. In some places these “tails” turn into two peaks comparable with 
the main one. These early and late blows of pollen often originate from long-
distance transport. The evidence of such phenomenon is quickly growing and 
obtained at nearly all climatic zones (Corden et al. 2002; Latalowa et al. 2002; 
Hjelmroos 1992; Damialis et al. 2004; Rantio-Lehtimäki 1994). However, from 
the point of view of atmospheric science and air pollution, pollen could not be 
expected to be dispersed farther than a few tens of kilometres in the atmosphere: 
the grains are too big (tens of micrometres in diameter) and thus ought to be 
deposited much too fast to be a large-scale pollutant. According to atmospheric 
science, a so-called Junge size spectrum of aerosol with long air lifetime is con-
fined between 0.1 and 1 μm.

A more detailed theoretical consideration (Sofiev et al. 2006) showed, however, 
that at least some types of pollen are susceptible for distribution with air masses for 
a distance of several hundreds or thousands kilometers, which is well sufficient for 
transport between climatic zones. These conclusions can be extended by suggesting 
that the allergenic material can be emitted from the pollen grain during its active 
period. There are also suggestions that anthropogenic pollution can escalate such 
process (Majd et al. 2004; Motta et al. 2006). As stated in the previous section, this 
material consists of organic particles with characteristic size close to the “classical” 
fine-particle range 0.10–1 μm, which are known to travel over large scales.

The four most-evident consequences of the long-range pollen transport are: (i) 
earlier start of pollen seasons in northern regions where the local flowering is late 
in comparison with (remote) neighbors (Fig. 5.5); (ii) a delay of the end of the sea-
son in central and southern regions where the local flowering ends early (Fig. 5.6); 
(iii) an increase of the actual concentrations during the main season, especially in 
regions with weak or moderate flowering intensity (this is not observable directly, 
and requires detailed modelling to highlight); (iv) a fast (in a scale of days) trans-
port of genetic material across the continents, climate and vegetation zones.
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Fig. 5.5 An example of a 
strong early-spring pollen epi-
sode in central Finland caused 
by the long-range transport 
from central Europe in 1999 
(Sofiev et al. 2006)

Fig. 5.6 An example of north-to-south transport of pollen from Finnish Lapland to Denmark after 
the end of the season in the south. Left panel: observed by European Aeroallergen Network sites 
(courtesy of S. Jaeger), right-hand panel: probability (Area Of Risk) and pollen concentrations 
modelled by SILAM model, http://pollen.fmi.fi

An analysis of the phenomenon and its forecasting requires the involvement of 
atmospheric dispersion models in combination with tools for the prediction of pol-
len emissions over large territories, such as continents. A principal scheme of such 
a system is shown in Fig. 5.7.

From the point of view of atmospheric science, pollen is a specific aerosol and 
simulation of its transport does not pose principal difficulties, providing that exist-
ing dispersion models are applicable. These models assume that the transported 
species follow the path of surrounding air, including small turbulent eddies, and do 
not pose any feedback to the atmospheric flows. As shown by Sofiev et al. (2006), 
these assumptions are fulfilled for birch pollen (a comparatively small grain), 
but are not necessarily correct for larger particles because the neglected terms 
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in the transport and deposition equations might no longer be small. The inertial 
 penetration of such grains through low-turbulence layer can be taken into account 
via a classical parameterization described by Seinfeld and Pandis (2006), chapter 
19.4.2. However, it would improve only the estimation of dry deposition, still 
assuming that the grain follows the main air flows far from the surface. Additional 
complexity can be introduced by including the aerodynamic shape of some grains. 
The presence of wings or strong asymmetry may lead to detachment of the grain 
from surrounding air. For such pollen, the existing dispersion models will mani-
fest large errors in deposition intensity and, possibly, miscompute the diffusion. 
Therefore, the usage of existing models for each specific taxon requires the explicit 
applicability checking.

It is known that pollen grains loose and gain water depending on air humidity 
and temperature, but the corresponding processes are quite poorly known and so far 
none of working systems takes these into account.

The most important and the most difficult challenge, however, is the  construction 
of the pollen emission model. As seen from Fig. 5.5 and also pointed by e.g. 
Damialis (2004), Rantio-Lehtimäki (1994), Sofiev et al. (2006) and Siljamo et al. 
(2004), the long-range transport episode usually lasts for a couple of days and 
entirely depends on meteorological conditions. Flowering start time varies between 
the neighboring climatic zones for just a few days. Therefore, in order to catch the 
long-range transport episode the emission model has to forecast the emission tim-
ing with accuracy of 1–2 days – homogeneous over large areas. Unfortunately, even 
local-scale phenological models have the standard deviations of predicted flower-
ing time about 4–5 days and therefore cannot serve as a sole source of emission 
information for deterministic pollen forecasts.

There can be two ways to cope with the problem of high uncertainty of pollen 
emission: (i) to use probabilistic forecasts via ensemble simulations or straightfor-
wardly computed probability distributions, and (ii) to utilize additional information 
via data assimilation mechanisms to adjust the phenological models “ on-the-fly”. 

Phenological
observations

Phenological
models

Integrated modelling systemIntegrated modelling system

EVALUATION:
Model evaluation kit

MMAS

Unified
pollen

emission
model Transport

model
Deposition

model

Physiography,
birch mapping

SILAM modelling system

Aerobiological
observations

Meteorological data
HIRLAM, ECMWF

ETEX, alcaline dust 
observ. campaigns

Fig. 5.7 A scheme of analysis and forecasting system for evaluation of pollen long-range trans-
port (being developed in Finland, http://pollen.fmi.fi)
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Three most-evident data sources for the assimilation are the near-real-time 
 aerobiological and phenological observations and satellite images.

Probabilistic large-scale simulations and forecasting have been used in Finland 
for several years with positive outcome (see http://pollen.fmi.fi, Sofiev et al. 2006). 
The model estimated both absolute pollen concentrations over Europe and the 
 territories affected by each of six major birch forest areas (probability distribu-
tions). The concentration estimate relies on an European-scale phenological 
emission model, while the second one does not use it at all – just a map of birch 
forests. The combination of these two characteristics appeared to be very useful for 
the allergy forecasting as it (i) shows a risk of getting pollen from major remote 
sources, (ii) indicates the forests affecting the receptor region, and (iii) estimates 
an absolute concentration of pollen grains in air using some emission model with 
known formulations and accuracy. The next level of sophistication of this meth-
odology is to build a probabilistic emission model that would include the above-
mentioned uncertainty as a feature of the flux probability distribution.

Adjustment of the emission module using independent observations are proved 
to be useful but also has certain limitations. In particular, near-real-time phenologi-
cal observations currently do not exist. Many countries have very dense networks 
(Fig. 5.8) but the data collection is manual, as well as the processing and compilation 

Fig. 5.8 Combined map of 15 national phenological networks in Europe. Colour denotes the 
number of observed years by each station
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of national databases. There is no European-wide regular  phenological database; the 
one presented in Fig. 5.8 was compiled for birch at Finnish Meteorological Institute 
and is owed to courtesy of the national phenological networks listed in Table 5.1.

Pollen counts are the only data partly available with a delay of less than 2 days 
(http://www.polleninfo.org). However, such observations do not provide informa-
tion about the pollen source and thus cannot distinguish between the local and 
 long-range transported pollen. Therefore, this information can be used for two 
purposes: now-casting the pollen concentrations in the area surrounding the trap 
and forecasting the counts downwind. Size of the area where a specific pollen 
trap is representative varies strongly depending on local conditions and micro-
climate. Usually, however, it extends over a few tens of km – for daily pollen 
concentrations.

A promising set of information emerges from the growing satellite fleet. Several 
modern methodologies for evaluating the state of vegetation with very high spatial 
and temporal resolutions (250 m and 15 min, respectively) are expected or already 

Table 5.1 National phenological networks contributed to the database presented in Fig. 5.8

Country
No. of 
stations

Years available 
at least for some 
stations Species

Data handler/
provider

Belarus 5 1967–1998, 
2002–2005

Betula Minsk aerobiology 
group

Czech Republic 206 1955–2004, few 
older

Betula pendula Czech Hydrometeoro-
logical Inst.

Estonia 19 1947–2003 Betula EMHI
Finland 586 1997–2005, 

1800s–2004
Betula pen-

dula, Betula 
 pubescens

Finnish Forest Research 
Institute METLA

Germany 2,119 1985–2004 Betula pendula DWD
Latvia 2 1958–1993 Betula University of Tartu
Lithuania 3 1962–1996 Betula University of Tartu
Norway 1 1927–2004 Betula pubescens Biofork Nord
Poland 20 1980–1992, 

2005
Betula pendula Institute of Meteorology 

and water manage-
ment

Russia 89 1951–1998 Betula University of Tartu, 
Moscow State 
University

Slovakia 4 1986–2004 Betula pendula Slovak Hydromet. Inst.
Spain 4 2002–2003 Betula pendula, 

Betula alba
University of Vigo

Switzerland 138 1996–2004 Betula pendula Meteoswiss
Ukraine 5 1951–1998 Betula Moscow State 

University
United Kingdom 3,414 1999–2004 Betula pendula UK Phenological 

Network
Total 6,615
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available for users (http://modis.gsfc.nasa.gov, http://www.esa.int/msg/pag4.html, 
http://www.eumetsat.int). These products allow various approaches for evalua-
tion of phenological stages, such as NDVI (Normalized-Difference Vegetation 
Index), micro-channel based evaluation of leaf area indices, etc. (Manninen et al. 
2006; Høgda et al. 2002). However, all these tools have a significant limitation: 
the  flowering itself is not visible from the space. The observable set of parameters 
describes the status of leaves, their size, area, color, etc. For some species the 
moment of e.g. bud burst correlates well with the flowering (with a possible shift 
for a few days), while for the others this dependence is either weak or overshad-
owed by other species opening their leaves earlier (the satellite monitors evidently 
see the unfolding of leaves of the earliest taxa). Therefore, the satellite-based cor-
rection of predicted flowering timing, being otherwise highly accurate and timely, 
is available not for all plants and not at all for herbaceous plants.

To conclude the list of challenges on the way of pollen large-scale forecasting, 
it is worth recalling that absolute amount of pollen released during flowering is 
largely determined by the previous-year conditions during the active vegetation 
period and, to a less extent, by winter conditions. This is an entirely new feature 
for atmospheric dispersion modelling: usually such models have to “remember” 
the situation for just a few hours to the past. Pollen forecasting model has to keep 
(albeit, in an aggregated form) the information over the past year.

The above-outlined complexity resulted in existence of only few modelling 
systems approaching the pollen forecast problem. Two of them working at local 
scale are mentioned above – the A.S.T.H.M.A system in S. Europe and University 
of Tulsa in the USA. To our knowledge, the only system approaching the European 
scale exists in Finland (see example of its results in Fig. 5.6). Similar models are 
being developed in Denmark, France, the US and other countries.

The usefulness of such systems for the purpose of the human adaptation to 
the pollen seasons strongly depends on the forecast horizon: a warning made few 
hours before the episode may be too late for preparatory actions. Based on existing 
statistics of application meteorological models, the high-quality detailed forecast is 
usually possible for a period of about 2 days, while the main trends can be com-
puted almost a week in advance. Providing that the pollen emission is predicted 
accurately enough, the allergenic forecasting can be made for a similar period.

5.5  Perspectives of Changing Climate: Most-Evident 
and Probable Impact and Means of Adaptation

As shown in the previous sections, the climate is a major determinant for the 
phenology, distribution and productivity of plants, as well as for the distribution 
of the released pollen. With climate change, the margins of species ranges, their 
relative abundances and boundaries may start to shift (Walther 2003), which will 
result in changes in local allergenic pollen spectra. For example Finland will prob-
ably experience an annual mean temperature increase of 3–5°C during the next 
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100 years (Carter et al. 2005) and the CO
2
 concentration increase of 0.5–2% per 

decade (Vingarzan 2004). Forest resources are expected to increase throughout the 
country, and at the same time, the proportion of coniferous trees will be reduced 
with an increased dominance of birches (Kellomäki et al. 2001). Likewise, eastern 
cottonwood (Populus deltoides) that is a fast-growing broad-leaved tree, able to 
respond rapidly to changing environment, is expected to benefit from rising CO

2
 

concentration (Gielen and Ceulemans 2001).
A meta-analysis of reports on 79 crop and wild plant species indicated that CO

2
 

enrichment resulted in 19% more flowers, 18% more fruits and 16% more seeds 
(Jablonski et al. 2002). Studies with several species have indicated that increase 
in ambient growth temperature may accelerate onset of flowering (Blázquez et al. 
2003). Stinson and Bazzaz (2006) observed that elevated CO

2
 stimulated signifi-

cantly the stand-level reproduction of common ragweed and minimized the differ-
ences in the reproductive output of large and small plants.

A number of recent changes in pollen patterns have been reported  regarding 
onset (earlier) and duration (longer) of the pollen season (Clot 2001, 2003; 
Emberlin et al. 1997, 2002; Frenguelli et al. 2002; Galán et al. 2005; Inoue et al. 
2002; Newnham 1999; Tedeschini et al. 2006), and also the airborne pollen load 
(Bortenschlager and Bortenschlager 2005; Corden and Millington 1999; Frei 1998; 
Frei and Leuschner 2000; Jäger et al. 1996; Rasmussen 2002; Spieksma et al. 2003). 
Most of these changes have been attributed to the increased levels of air  pollutants 
or the higher temperatures associated with global warming, while some others 
have been attributed to urbanisation and land use change (Voltolini et al. 2000). 
Nevertheless, the ever increasing eutrophication of the planet due to increased CO

2
 

or nitrogen concentrations and its effect on pollen production (Wayne et al. 2002; 
Townsend et al. 2003) should also be taken into consideration.

Several reports suggest that the synchronous increase in pollen abundance or 
pollen season length and in respiratory allergy severity or prevalence are to some 
extent interdependent, the latter being potentially the result of the first (Ault 2004; 
Clot 2003; Frei 1998; Frei and Leuschner 2000; Voltolini et al. 2000; Wayne et al. 
2002; Ziska et al. 2003; Menzel et al. 2006). The number of taxa and covered area 
vary between the studies. Several reports have concentrated on a selected taxon 
(Clot 2001; Corden and Millington 1999; Emberlin et al. 1997, 2002; Frenguelli 
et al. 2002; Galán et al. 2005; Inoue et al. 2002; Orlandi et al. 2005; Osborne 
et al. 2000; Rasmussen 2002; Tedeschini et al. 2006). Others considered up to six 
(Bortenschlager and Bortenschlager 2005; Frei 1998; Frei and Leuschner 2000; 
Jäger et al. 1996; Voltolini et al. 2000; Menzel et al. 2006), for the territory cover-
ing up to a whole of Europe. However, Beggs (2004) has argued for the inclusion 
of more taxa in pollen studies of each study area so as to quantify how global the 
observed trends are, or how intense is the regional factor.

Shifts to an earlier onset of the pollen season have been more frequently 
observed than increases in airborne pollen abundance (Clot 2001, 2003; Emberlin 
et al. 1997, 2002; Frenguelli et al. 2002; Galán et al. 2005; Inoue et al. 2002; 
Orlandi et al. 2005; Osborne et al. 2000; Tedeschini et al. 2006). For other pollen 
variables, the picture is more complicated. Often no trends are observed (Frenguelli 
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et al. 2002; Leuschner et al. 2000) and when they are, they tend not to be  consistent 
across different taxa and regions (Spieksma et al. 2003; Tedeschini et al. 2006; 
Voltolini et al. 2000). Overall more attention has been paid to pollen distribution 
patterns than to pollen abundance.

Clot (2003) and Damialis et al. (2007) have examined a wider sector of the 
regional pollen flora (more than 15 plant taxa) concentrating on the onset and 
length of pollen season, together with the atmospheric pollen loads. Clot (2003) 
found mainly earlier onset of pollen season in Neuchatel, Switzerland, whereas 
Damialis et al. (2007) found mainly increasing trends in atmospheric pollen levels 
in Thessaloniki, Greece, with no systematic shift in the onset of the pollen season.

Differences in regional responses to climatic change are related to differing 
geographical location (viz. latitude) or to specific regional characteristics (i.e. local 
climate). The Mediterranean environment is characterised by an annual alternation 
of a hot and dry period with a cold and moist one. Species living in this environ-
ment are adapted to large changes of environmental factors, among which is air 
temperature. Under such strongly varying conditions, systems have developed 
high resilience and species are able to survive environmental fluctuations (Dell 
et al. 1986). The increasing trends of annual pollen levels in Thessaloniki (Greece) 
could be interpreted in terms of increased daily atmospheric pollen concentrations 
deriving from a higher reproductive effort of various plant species in response to a 
changing environment. This is supported by the fact that the peak daily count also 
showed an increasing trend for a large number of taxa and that the two (annual load 
and daily peak of pollen counts) were interrelated (Damialis et al. 2007).

Such results, showing strong upward trends in annual pollen abundance that 
reflect increased levels of pollen production, but much fewer significant changes 
in phenological characters, have not been reported by other researchers. However, 
Menzel (2000) and Menzel and Fabian (1999), who studied flowering phenology 
of plant species across Europe, concluded that due to regional characteristics and in 
contrast to what is observed in western and northern Europe, no shifts to an earlier 
onset of flowering are observed in the Balkan peninsula, where Thessaloniki is 
located. The fact that Damialis et al. (2007) did observe trends in pollen production 
patterns suggests existence of a major factor leading to responses that can mask 
between-species variability in the temporal features of their reproductive output.

Increased reproductive effort, in terms of flower and/or pollen production, in 
response to higher temperatures is widely documented; this holds true for both ani-
mal and wind pollinated species (see, for example, Aerts et al. 2004; Mølgaard and 
Christensen 1997; Stenström and Jónsdóttir 1997; Wan et al. 2002; Ziska et al. 2003). 
In the example of Greece, minimum air temperature presented an increase of the 
order of 1.0°C in 2005, compared to that in 1987. In this timescale, airborne pollen 
levels have displayed remarkable changes that suggest exponential increase. This 
is particularly true for Cupressaceae, Carpinus, Quercus. Nevertheless, a few taxa 
did not follow this pattern and either displayed decreasing trends (Populus) or no 
trends at all (i.e. Ambrosia). Regarding Populus, which is the only taxon with a 
negative trend in airborne pollen levels over the last 2 decades, we could remark 
that Populus species have high demands in water (Kailidis 1991). Increasing air 
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temperatures influence water availability, as they influence evapotranspiration 
rates. For a most sensitive to water-shortage species, rising temperatures might 
result into a stress situation that could lead to reduced reproductive effort. In the 
case of Ambrosia, its low participation in the regional vegetation may be responsi-
ble for the inability to detect trends (Damialis et al. 2007). In the absence of com-
mensurate changes in the abundance of the respective flora, Damialis et al. (2007) 
argued that changes of airborne-pollen load over the last 20 years in the area of 
Thessaloniki could be interpreted in terms of the concurrent temperature increase, 
without ignoring the eutrophication of the planet as an alternative or additional 
cause. The study has not revealed the influence of the other strong meteorological 
driver in the Mediterranean region – precipitation amount – onto the pollen abun-
dance. The main reason for that is believed to be a weak and irregular trend of this 
parameter during the considered period. A significant decreasing trend, however, if 
projected for this region in the recent IPCC (2007) report (Intergovernmental Panel 
on Climate Change, http://www.ipcc.ch).

Climate change may also facilitate the spread and naturalization of some 
allergy plants in new areas. Common ragweed has its northern limits in the south 
of Sweden, but because the growing season is usually too short for the seeds to 
mature, the establishment of flowering plants require recurrent import of contami-
nated birdseed, for instance (Dahl et al. 1999). The establishment of flowering pop-
ulations of ragweed in new areas increases also the risk of long-distance transport 
of its allergenic pollen to new areas (Dahl et al. 2000; Lorenzo et al. 2006). Some 
processes seem to be gaining the stream: in summer 2005 considerable amounts 
ragweed pollen originated from Eastern Europe was observed during 4 days in 
sub-arctic Scandinavia. There is also a possibility that the species not too sensitive 
to light limitations, such as pellitory-of-the-wall and other Urticaceae-plants, as 
well as some grass species, may benefit from longer warm season and extend their 
distribution towards the north resulting in longer pollen period.

As a result, a combination of the environmental changes and atmospheric pol-
lution may in the near future considerably affect loads of airborne allergens via 
changes in vegetation structure, magnitude of flowering and allergen content of 
pollen (Singer et al. 2005; WHO 2003; Williams 2005). If such changes will be 
realised, the only way to cope would be an adaptation to the changing environ-
ment and, in particular, to longer and possibly more diverse flowering seasons. 
Adaptation The adaptation of people is possible via a set of pre-emptive measures 
of behavioural and medical kinds, which both require timely and detailed forecasts 
of forthcoming pollinating seasons. As shown by the existing systems, such fore-
casting is possible and useful. However, it heavily relies on many empirical models 
and statistical relationships, which may appear to be wrong in the future climate. 
Therefore, the new systems should be based on more universal parameterizations 
and include possibility for adjustment of the model setup and state using real-time 
observations.

Phenological and aerobiological data, reflecting the behaviour of various 
ecosystems, from regions differing in latitude or altitude and belonging into dif-
ferent climatic zones, have far-reaching importance. They can serve in predicting 
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future patterns, in interpreting fossil pollen patterns, but they can also enable us to 
 anticipate associated human health impacts and take appropriate measures, given 
that the prevalence and severity of respiratory allergies have been significantly 
increasing worldwide and several reports link them to increases in the pollen 
abundance or pollen season length. Taxa like Carpinus, Quercus, Cupressaceae 
or Populus that show trends might serve as bio-indicators of the expected climatic 
change in the Mediterranean region and possibly in other climatic zones as well.
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Abstract Weather conditions play a fundamental role in plant growth and 
development, due to their direct and indirect influence on physical, chemical 
and biological processes. It is then crucial the analysis of possible impact due to 
current and future climate change and variability. With this main objective, this 
chapter starts with a preliminary analysis of plant responses to weather conditions 
and then with an evaluation of climate change and variability, deeply discussing 
the main impacts and stresses of climate change, considering enhanced CO

2
, 

higher temperature and available water. Then responses of different systems are 
discussed together with available adaptation options and conditions for their 
effective deployment. Different levels of adaptations were considered, from the 
short and long term measures, to the farm , regional and national options. The 
chapter concludes with a discussion of future directions in plant biometeorology 
and research gaps.

6.1 Plant Responses to Weather Conditions

Weather conditions play a fundamental role in plant growth and development due to 
their direct and indirect influence on each physical, chemical and biological process, 
that is regulated by specific requirements and any deviation from these patterns may 
exert a negative influence (Das et al. 2003). Air and soil temperature, air and soil 
humidity, solar radiation, wind speed and direction, rainfall, evapotranspiration are 
the most important variables affecting the vegetative and productive responses of 
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plants, both in natural and cultivated systems. Others can be of interest in particular 
cases, such as leaf wetness for the analysis of many plant pathogens (Table 6.1).

To define plant responses to weather conditions, and so also to their change and 
variability, studies can be based on the application of agroclimatic indices and sim-
ulation models. These are basically formal expressions of biological, physical and 
chemical functions fed with environmental and climatic forcing variables. Models 
are often the only tool available to study the behaviour of complex plant produc-
tion systems under a variable and changing climate, and they offer unique insights 
to understand the frequently non-linear interactions among processes in soil-plant 
systems. In the last few years an increasing interest in this subject has occurred and 
a high number of computer applications for biometeorological purposes have been 
developed. Among these it is possible to emphasise plant growth and development, 
crop yield quality and quantity estimation, water balance, plant protection against 
pests, diseases, weed and weather hazards, soil erosion and conservation, etc. 
(Eitzinger et al. 2008).

The analysis of plant responses requires different sources of data, such as 
meteorological (temperature, rainfall, relative humidity, leaf wetness, solar radia-
tion, wind direction and speed), physical (CO

2
 concentration, soil structure) and 

 biological (observed symptoms, crop monitoring, plant parameters). Meteorological 
data are generally required with hourly time step for epidemiological models, while 
daily data are required for the other kinds of simulations (growth and development); 
some soil erosion models require a shorter time step (minutes). The availability 
of meteorological information can be improved by further developing the spatial 
interpolation methods and by a more effective use of weather radar and satellite 
information in addition to traditional meteorological ground data. Automation of 
weather observing stations may have different impacts on the availability of some 
meteorological parameters. For instance, cloud cover is now rarely measured as it 
requires visual observation, whereas automatic station are frequently equipped with 
solar radiation sensors.

Table 6.1 Role of weather conditions in plant-pathosystems processes

Variable Effect

Temperature Phenological development
Solar radiation Biomass assimilation and growth
High temperature Rate of infection
 Threshold of development and survival
Low temperature Spore and insect conservation
 Lower threshold of development and survival
Leaf wetness Inoculation
 Survival of organism
Precipitation Dispersion of spore and insect
 Survival of spores
Relative humidity Survival of spores
Wind Dispersion of spore and insect
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The use of atmospheric models as a source of meteorological data is also an  alternative 
that is worth considering. Large scale models, such as global circulation ones, are pro-
vided with a spatial resolution which is still largely insufficient for local scale purposes. 
The grid size of global models like the ECMWF-model is at the moment about 60 km. 
Limited Area Models (LAM) were designed with the aim to provide higher resolution 
atmospheric fields at the continental and regional scale while retaining global model-
ling capability. Nowadays LAMs use resolutions of 5–30 km and need some external 
information, i.e. initial conditions and lower and upper boundary conditions, generally 
provided by Global Circulation Models (Dalla Marta et al. 2003).

6.2  Preliminary Considerations of Climate Change 
and Variability

The evaluation of climate change and variability impacts can be performed both on 
past and future data. There are different ways to analyse past climate: use of histori-
cal data, remote sensing and reanalysis. Historical weather data are available from 
data banks of many Meteorological Services or Research Institutions. Direct use 
of these data however, is sometimes not possible, due to poor data quality, requir-
ing significant quality control and data patching. Sometimes data validation take 
a great deal of time, compromising the effective realization of analysis. In case of 
good quality data, the analysis of trend, variability and extremes can be performed 
(Bartolini et al. 2008). Finally, reanalysis projects reproduce historical global scale 
atmospheric circulation over decades by analysing various meteorological observa-
tion data (Kalnay et al. 1996).

Remote sensing can be a valid alternative. In particular, earth observation 
images show the world through a wide-enough frame, so that complete large-scale 
phenomena can be observed. Earth observation from space has the capacity to 
provide such global data sets continuously and consistently not only on this level, 
but also on the national and local levels and the use of warning systems must be 
based on such data. Some example of vegetation products are: vegetation index, 
maximum greenness during the growing season, total greenness during the grow-
ing season, leaf area index, etc. Some of them are available for more than 25 years, 
enough to identify climate change trends (Struzik et al. 2008).

To analyse future climate conditions, scenarios can be used to explore changes 
in a range of climate variables and management responses. They are a  simplified 
description of how the future may develop. Scenarios are neither predictions 
nor forecasts, instead they derive from projections. Nevertheless climatic effects 
can differ considerably in different regions. Thus, global average values are not 
adequate for quantifying the potential hazard at the regional level. To simulate 
climatic variability and extreme events depending on small-scale effects and 
influenced substantially by topography and geography, high-resolution downscal-
ing techniques are of crucial importance (Calanca et al. 2008). They are applied 
both on reanalysis and future scenarios and allow the users to obtain information 
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at mesoscale and local scale, where the impacts on agriculture are more evident 
and assessable. For this aim, the use of numerical weather models can be of vital 
importance due to their capacity to simulate meteorological conditions on a small 
scale, when properly validated.

There is considerable evidence that regional variations in climate, particularly 
the rise of temperature, have already affected plant systems, increasing the hazard 
impacts (Table 6.2). Examples of observed changes include lengthening of the 
growing season, latitudinal and altitudinal shifts of plant range, earlier flower-
ing, outbreak of plant diseases, acceleration in breakdown of organic matter in 
soils, and insects development. With respect to the latter for instance, during the 
period between 1964 and 2004 in England, a 1°C increase in temperatures can be 
associated with a 16-day earlier shift in the first appearance of peach-potato aphid 
(Myzus  persicae) with peak flight time of the orange tip butterfly (Anthocharis 
cardamines L.) 6 days earlier (Cannell et al. 1999). More frequent precipitation 
and more humid conditions favour the spread of diseases. The highest intensity of 
rainfall reduces the infiltration of water in the soil, decreasing the net available soil 
water content, contributing to an increase of drought conditions.

At times climate variability can exceed a defined threshold, determining 
an extreme event. The perceived severity of said event depends on the vulner-
ability of the natural environment and human society. These events usually cause 
very  extensive or local hazards with high intensity: drought, frost, windstorms, 
heat waves, cold injury, fire, heavy precipitation, floods, snow, wind and hail. 

Table 6.2 Climate variables and their effect on plant production systems processes and some 
of the observed/predicted impacts

Variation Effect Impact

Increase of temperature Increasing of the length  Variation of harvest period
  of growing season  and modification of quality 
   and quantity of productions

 Variation of range  More variable production
  of cultivation areas
 Anticipation of bud break Frost risk
  Modification of pollination 
   periods
 Favourable conditions  Possible introduction of new
  for pest and disease  disease and pest
Increase of high rainfall Drought during Summer  Strong damages to vegetation
  months and flood 
  and land slide risks
Increase of Summer  Increase frequency Modification of plant responses
 temperature  of heat waves  and possible impacts on quality
   and quantity of yield
Increase of climate  Rapid modification Problems with vegetation
 variability  of weather conditions  acclimatisation to high 
   and low temperature
  More variable productions
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The importance of extreme events derives from their capacity to cause serious 
damage in very short time frames. For example, in the late 1990s, a drought that 
affected the central and the southern parts of Spain caused losses of more than 800 
million euro in the cereal, olive oil and livestock sectors (more than 50% of the 
total value of these fields) (European Environment Agency 2003). The impact of 
the summer-2003 heat wave and drought on agriculture and forestry (potato, maize, 
wheat,  fodder, poultry) caused losses of 4–5 billion euro in Italy, 1.5 billion euro in 
Germany, and 4 billion euro in France (COPA-COGECA 2003). In the Philippines, 
typhoons, floods and droughts caused 82.4% of the total Philippine rice (Oryza 
sativa) losses from 1970 to 1990.

On these grounds it is possible to emphasise that climate variations affect the 
complex agriculture-climate system, by influencing its main biological, chemi-
cal and physical elements. Therefore all the management and planning aspects of 
vegetation must be considered and adapted to climate change and variability with 
specific short and long term strategies with respect to crop protection, watering, 
fertilisation, plant breeding, production, site selection, etc.

The importance of the potential impacts of increased frequency and magnitude 
of climate extremes as a result of potential climate change has been emphasised in 
the recent IPCC Fourth Assessment report. This report suggested that such changes 
may be more important than the projected changes in mean climate (Easterling et al. 
2007). Improved understanding of both the impacts of changes in climate extremes 
and the adaptation options for reducing their impacts is a vital step in determining 
the course of emission-reduction policies (Howden et al. 2007). Consequently the 
assessment of meteorological hazard impacts on agricultural systems represents an 
important goal for researchers in the biometeorology community and discipline. 
Given that there are many aspects in common between both the driving variables of 
climate extremes and the physiological impacts that they have on crop systems, there 
appears to be a case for a more coherent and coordinated approach to this issue across 
the biometeorology research community including through the more effective link-
age of data, methods and techniques. However, the incredibly diverse nature of crop 
systems across the world and the possible responses to changes in  climate extremes 
means that dealing with this issue is not just the domain of researchers but also that 
of decision-makers: farmers, extension workers, industry leaders and government 
policymakers. Importantly, these people and institutions not only are in a position to 
take action but they also have important information in their own right to contribute 
to improved understanding of the risks and responses (Howden et al. 2007). Closing 
the ‘relevance gap’ between researchers and such decision-makers is an important 
step (Meinke et al. 2006). Consequently, approaches to risk assessment, design and 
construction of early warning systems and development of innovative technologies 
and practices needs to have effective input from users: a move from ‘supply-driven’ 
science to ‘demand-driven’ science. Almost by definition, this will require a much 
more multi-disciplinary approach to analysis of the issue and an appreciation that 
progress needs to be made at a range of spatial and temporal scales. For example, 
there exist many barriers to adaptations to current and future climate changes and 
fostering change at the farm scale will often be facilitated by  improvements in 
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the  decision-environment that the farmers operate in (e.g. Easterling et al. 2007). 
Consequently, while the focus of this paper is on the organ, plant and crop scales at 
which biometeorology has traditionally addressed, we also address some of the larger 
scale factors that may allow more effective adaptation. Consequently, in climate 
terms, just as the past may no longer be a good guide for the future, in terms of the 
discipline of biometeorology, past scales of research may need expanding to account 
for future changes in users  information needs.

The International community is requesting information on climate change and 
variability and relevant mitigation and adaptation strategies. Consequently the 
assessment of meteorological hazard impacts represents a fundamental goal for 
researchers and scientific societies with objective evaluation of current and future 
climatic conditions by using, harmonising and integrating all the available data, 
methods and technologies. Risk assessment, definition of warning systems and 
addressing specific recommendations and evaluations for policy makers, extension 
services, and other users are therefore crucial. It is crucial to support the transition 
from “passive acceptance” of climate change and variability by providing decision-
makers with suitable information and know-how in order to make an “active 
response”. Moreover, both biometeorologists and users should realize as soon as 
possible that the past may no longer be a good guide for the future.

In the next three sections, climate change impacts, adaptation strategies and key 
research challenges will be described to provide an example on how plant biomete-
orology may be helpful for studying and addressing this fundamental issue. We will 
focus on cropping systems from which to draw some key lessons because they are 
relatively well studied, of critical and increasing importance to food security, and are 
typically more amenable to adaptation options. However, many of the issues raised 
here are transferable to other domains of biometeorological research such as grazing 
systems, forests and natural systems although the decisions and context change.

6.3 Impact of Climate

6.3.1 Biophysical Response

6.3.1.1 Enhanced CO2

It is well known and demonstrated that plants, when exposed to increased concentra-
tions of CO

2
, respond with an increased rate of photosynthesis (Kimball et al. 2002; 

Ainsworth and Long 2005). This behaviour is particular evident in C
3
 plants (plants 

that use a 3-carbon compound in the first step of photosynthesis) that include most 
of the small grains, legumes, root crops, cool season grasses, and trees. C

4
 plants 

(that have an additional 4-carbon compound step to capture CO
2
), which are tropical 

grasses such as maize, sorghum, millet, and sugarcane, have a more efficient photo-
synthetic pathway than the C

3
 plants under current CO

2
 concentrations. C

4
 plants 

also increase their photosynthesis with elevated atmospheric CO
2
 concentration, 
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but less markedly (Kimball et al. 2002; Ainsworth and Long 2005). Moreover, both 
C

3
 and C

4
 plants respond to elevated CO

2
 by partially closing their stomata. This 

reduces the loss of water from the interior of the leaf to the atmosphere (transpira-
tion). This reduction in transpiration is not accompanied by any significant loss in 
photosynthesis. As a result of these combined responses to elevated levels of CO

2
 

plants have a higher water use efficiency (production per unit of water consumed) 
that can be quite large (about 40% for both C

3
 and C

4
 plants with a doubling of CO

2
, 

Kimball et al. 2002; Ainsworth and Long 2005). Whilst, the effect on total water use 
(evapotranspiration per unit area) is less marked (Rozema 1993).

Recent studies confirm that the effects of elevated CO
2
 on plant growth and yield 

depend on photosynthetic pathway, species, growth stage and management regime, 
such as water and nitrogen (N) applications (Kimball et al. 2002; Ainsworth and 
Long 2005). On average across several species and under unstressed conditions, 
recent data analyses find that, compared to current atmospheric CO

2
 concentrations, 

crop yields increase at 550 ppm CO
2
 in the range of 10–20% for C3 crops and 

0–10% for C4 crops (Ainsworth et al. 2004; Gifford 2004; Long et al. 2004).
These differential effects of CO

2
 on C

3
 and C

4
 crops may alter plant com-

petitive interactions of very sensitive ecosystems (such as savanna and grassland) 
(e.g. Stokes et al. 2006)

6.3.1.2 Higher Temperature

The trends towards mean higher temperature already occurring are bringing forward 
the start of the growing season of many plants at middle to higher latitudes (e.g. 
IPCC 2007b) resulting in changes in agronomic practices (e.g. Stephens and Lyons 
1998). It is likely that global warming will further modify the length of the potential 
growing season (shorter life cycle of determinate crops such as cereal crops, peas, 
beans, and oil seed crops., and longer life cycle of indeterminate crops like grass, 
sugar beet, carrots) if there is no adaptation through change in crops to those with 
different thermal time requirements (e.g. Easterling et al. 2007). Less severe winters 
will also allow more productive cultivars of winter annual and perennial crops to 
be grown. This may be of particular importance for C

4
 species as they perform bet-

ter at higher temperatures. As a result of relative changes between crop types (and 
even crop to livestock production), there is a growing expectation that crop areas 
will shift. The shifts are likely to be most pronounced along the current margins for 
production of specific crops. In warm, low latitude regions, increased temperatures 
increase respiration, resulting in less than optimal conditions for net growth.

Short periods of high temperature can have significant impacts on crop yield 
through spikelet sterility in rice (Matsui et al. 1997) or lowering grain number 
and grain size (Ferris et al. 1999). High temperatures during grain-filling may also 
reduce grain quality through development of heat shock proteins such as beta-
gliadins, which negatively impact on dough-making (e.g. Blumenthal et al. 1991).

Temperature is also related to potential evaporation through influencing the 
vapour pressure deficit (atmospheric demand) and also being related to incident 
solar radiation: two of the three key drivers of evaporation (Monteith 1980). 
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Vapour pressure deficit is the difference between the potential and the actual 
moisture  content of the atmosphere. The highly non-linear nature of the relation-
ship between temperature and the potential vapour content means that increases in 
temperatures will increase potential evaporation, all else being equal. This effect 
will be lessened if night-time temperatures (which are related to vapour pressure, 
Tanner and Sinclair 1983) increase faster than daytime temperatures but the global 
climate models do not currently show a consistent response like this (IPCC 2007a). 
If evaporative demand increases, this will decrease the water use efficiency of crops 
(yield per mm of water used) and also increase the demand for water (e.g. increased 
water needs for a given crop such as irrigated rice).

6.3.1.3 Available Water

Plant growth is strongly influenced by the availability of water. Climate change is 
expected to modify rainfall, evaporation, runoff, and soil moisture storage. Changes 
in total seasonal precipitation or in its pattern of variability are both important. The 
occurrence of moisture stress during flowering, pollination, and grain-filling is 
harmful to most crops (e.g. grain, maize, soybean and wheat). Increased evaporation 
from the soil and increased transpiration from the plants will cause drought stress; 
resulting in an increased need for crop varieties with greater drought tolerance.

The demand for water for irrigation is projected to rise in a warmer climate, 
increasing the competition between agriculture and urban as well as industrial 
users of water (e.g. Doll 2002). Falling water tables and the resulting increase in 
the energy needed to pump water will make the practice of irrigation more expen-
sive, and more water will be required per unit area under drier conditions with 
more greenhouse gas emissions generated. Peak irrigation demands are also likely 
to rise due to more severe heat waves. Additional investment for dams, reservoirs, 
canals, wells, pumps, and piping may be needed to develop irrigation networks in 
new locations or to maintain the existing irrigation systems. Finally, changes in soil 
water availability will alter soil salinisation processes in both irrigated and dryland 
cropping systems (e.g. van Ittersum et al. 2003) with either beneficial or problem-
atic outcomes possible depending on the system and climate changes. For example, 
dryland salinisation risk may be lessened by climate changes which involve lower 
rainfall (van Ittersum et al. 2003).

6.3.1.4 Climate Variability

Extreme meteorological events, such as spells of high temperature, heavy storms, 
or droughts, can severely disrupt plant production. Similarly, frequent droughts 
not only reduce water supplies but also increase the amount of water needed for 
plant transpiration. Recent studies carried out on specific aspects of increased 
 climate variability (e.g. increased heavy precipitation, increased flood, risks of 
soil erosion, water and soil salinisation, heat and frost stress during growing 
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 seasons)  demonstrated that increased climate variability may have greater impacts 
on  agriculture than changes in climate means alone (Howden et al. 2003a; van 
Ittersum et al. 2003; Monirul and Mirza 2002; Rosenzweig et al. 2002; Nearing 
et al. 2004; Easterling et al. 2007).

6.3.2 Responses of Crop Systems

6.3.2.1 Cereals and Seed Crops

Cereals, oilseed and protein crops including pulses are generally determinate 
 species (plants with a discrete life cycle which ends when the grain is mature), and 
the duration to maturity depends on temperature and, in many cases, day length. 
A temperature increase will therefore shorten the length of the growing period, 
reducing yields, if management is not altered (Porter and Gawith 1999; Tubiello 
et al. 2000; Howden 2002), and change the area of cultivation assuming no changes 
to variety or timing of planting (Olesen et al. 2007). Simple management options 
to  counteract the warming effect are changes that include  sowing dates and use of 
longer season cultivars (Olesen et al. 2000; Tubiello et al. 2000, Howden 2002). 
Changes in yield will be a function of changes in CO

2
, rainfall, temperature and 

management with potential interactions and  synergies between these factors 
 leading to non-linear changes. For example, in mid- to high-latitude, the effects of 
increased warming effect may be wholly or partly counteracted by the CO

2
 fertilisa-

tion effect by to an increase of about 2–3°C, whereas at low latitudes the positive 
effect of CO

2
 fertilisation may still exist but with lower temperature increase (up to 

1.5–2°C) (Tubiello et al. 2007).

6.3.2.2 Root and Tuber Crops

Potato, as well as other root and tuber crops, is expected to show a large response 
to rising atmospheric CO

2
 due to its large below ground sinks for carbon (Miglietta 

et al. 1998; Bindi et al. 2005) and phloem loading mechanisms (Komor et al. 
1996). On the other hand, warming may reduce the growing season in some species 
and increase water requirements with consequences for yield (Bindi et al. 2008). 
Climate change scenario studies performed for Europe using crop models show no 
consistent changes in mean potato yield (Wolf 2002), but a consistent increase in 
yield variability is predicted for the whole of Europe, which raises the agricultural 
risk for this crop. However, available crop management strategies (i.e. advanced 
planting and the cultivation of earlier varieties) seem likely to be effective in over-
coming these changes (Wolf 2002).

Root crops such as sugar beet may be expected to benefit from both the warm-
ing and the increase in CO

2
 concentrations, as these crops are indeterminate (plants 

that continue to grow and yield throughout the season) in their development and an 
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extended growing season will increase the duration of growth, provided sufficient 
water is available (Richter et al. 2006).

6.3.2.3 Horticultural Crops

Horticultural crops include vegetables and ornamental crops, either field-grown 
or grown under protected conditions. The main effects of a climatic warming 
anticipated for protected crops are changes in the heating and cooling requirements 
of the housing; which may feed back to altered greenhouse gas emissions. Most 
field-grown vegetables are high value crops, which are grown under ample water 
and nutrient supply. Therefore they are likely to mainly respond to changes in tem-
perature and CO

2
. Responses to these factors vary among species, largely depend-

ing on the type of yield component and the response of phenological development 
to temperature change. For determinate crops like onion, warming will reduce the 
duration of crop growth and hence yield, whereas warming stimulates growth and 
yield in indeterminate species like carrot (Wheeler et al. 1996; Wurr et al. 1998). 
For lettuce, temperature has been found to have little influence on yield, whereas 
yield is stimulated by increasing CO

2
 (Pearson et al. 1997).

For many field-grown vegetable crops in Europe, increasing temperature will 
generally be beneficial, with production expanding out of the presently cultivated 
areas. A temperature increase will in some areas offer the possibility of a larger 
span of harvesting dates thus giving a more continuous market supply during a 
longer period of the year. For cool-season vegetable crops such as cauliflower, large 
temperature increases may decrease production during the summer period in dry 
areas due to decreased crop quality (Olesen and Grevsen 1993).

6.3.2.4 Industrial and Biofuel Crops

No literature on the impact of climate change on industrial crops like gums and 
resins, and medicinal and aromatic plants is available; whereas limited knowledge 
of climate change impacts on other industrial crops has been recently acquired. Van 
Duivenbooden et al. (2002) estimated that rainfall reduction associated with cli-
mate change could reduce groundnut production in Niger by 11–25%. Varaprasad 
et al. (2003) also concluded that groundnut yields would decrease under future 
warmer climates, particularly in regions where present temperatures are near or 
above optimum despite increased CO

2
. Moreover, impacts of climate change and 

elevated CO
2
 on perennial industrial crops will be greater than on annual crops, as 

both damages (temperature stresses, pest outbreaks, increased damage from climate 
extremes) and benefits (extension of latitudinal optimal growing ranges) may accu-
mulate with time (Rajagopal et al. 2002).

The large increases in cotton yields due to increases in ambient CO
2
 concen-

tration reported in the IPCC 2001 have been strongly rescaled when changes in 
temperature and precipitation were also included in the assessments (Reddy et al. 
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2002). Literature still does not exist on the probable impacts of climate change on 
other fibre crops such as jute and kenaf.

Impacts of climate change on typical biofuel crops such as maize and sorghum 
are discussed earlier in the cereals and seed crops section. Studies with other bio-
fuel crops such as switchgrass (Panicum virgatum L.), a perennial warm season 
C

4
 crop, have shown yield increases with climate change similar to those of grain 

crops (Brown et al. 2000). Although there is no information on the impact of cli-
mate change on non-food, tropical biofuel crops such as Jatropha and Pongamia, it 
is likely that their response will be similar to other regional crops.

6.3.2.5 Permanent Crops

Permanent crops are very sensitive to climate change since they usually need several 
years to reach reproductive maturity and then they remain economically productive 
for a long time. Several studies have been conducted on high value (economic and 
environmental) permanent crops like grapevine and olive.

Grapevine is a woody perennial plant, which requires relatively high tempera-
tures for production. A climatic warming will therefore modify suitable areas for 
its cultivation and season duration (from budburst to harvest). Studies carried out 
for some the main grapevine producing areas (Europe, California and Australia) 
show both enlargement of the suitable areas to higher latitudes (Kenny and Harrison 
1992; Harrison et al. 2000; Jones et al. 2005) and compressed season durations 
(e.g. early harvest) (Webb et al. 2007; Moriondo et al. 2008). These changes may 
have strong repercussions on mean yields. Without CO

2
 fertilization or adaptation 

measures, general yield reductions are expected (e.g. for California losses may 
range from 0% to >40% depending on the trajectory of climate change, Lobell 
et al. 2006). Yield losses that may be only marginally reduced when the fertilisa-
tion effect of increasing CO

2
 concentration is included (Bindi et al. 2001; Moriondo 

et al. 2008). In both cases, however, yield variability is expected to increase under 
future climate causing higher economic risks for growers (Bindi et al. 1996; Bindi 
and Fibbi 2000).

Further the impact on grape yields, climate change may have strong repercussion 
also on grape quality. Currently, many regions appear to be at or near their optimum 
growing season temperatures. Under future climate, in these regions producing high 
quality grapes at the margins of their climatic limits, the ripening of balanced fruit 
required for existing varieties and wine styles will become progressively more dif-
ficult. Whilst, in other regions, predicted climate changes could push some regions 
into more optimal climatic regimes for the production of current varietals. For 
example in the main Australian winegrowing regions grape quality may be reduced 
on average from 7% with lower warming to 39% with higher future warming by 
the year 2030, and from 9% with lower warming to 76% with higher warming by the 
year 2050 (Webb et al. 2008). The same for United States where potential premium 
grape production area in the conterminous United States could decline by up to 81% 
by the late twenty-first century (White et al. 2006).
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Olive is a typical Mediterranean species that is particularly sensitive to low 
 temperature and water shortage, thus the northern and southern limits of cultivation 
in Europe may be conditioned by climate change. Accordingly, studies performed for 
the Mediterranean basin showed that the area climatically suitable for olive cultiva-
tion could be enlarged due to changes in temperature and precipitation patterns that 
make some areas of France, Italy, Croatia, and Greece newly suitable for olives (Bindi 
et al. 1992; Moriondo et al. 2008). However, since olive requires chilling to break dor-
mancy (i.e. vernalization), this expansion of olive cultivation to higher latitude may be 
limited in some areas due to climate warming (e.g. olive phenology and yield will be 
affected in the southern part of California due to high temperature, but may expand in 
northern areas until limited by low winter temperatures) (Gutierrez et al. 2008).

In addition to the limit of cultivation, the time and the length of the main olive’s 
phenological stages may be affected by climatic warming. In particular, the time of 
flowering may be strongly affected (e.g. from 1 to 3 weeks early flowering by the 
end of the century in the south of Spain) (Galan et al. 2005).

6.4 Main Adaptive Options Available

The purpose of crop adaptation strategies is to manage potential risks related to 
climate change over the next decades (i.e. counter negative impacts or take advan-
tage of positive ones). These adaptations can be thought of as being applicable at 
different temporal and spatial scales, e.g., short term adjustments and long term 
adaptations, farm-level, regional or national policy level. Some of these adaptations 
are outlined below.

6.4.1 Short-Term Adjustments

Short-term adjustments to climate change are efforts to optimise production with-
out major system changes. They are autonomous in the sense that no other sectors 
(e.g. policy, research, etc.) are needed in their development and implementation. 
Thus, short-term adjustment can be considered as the first defence tools against 
climate change. A large range of short-term adjustments have been reported for 
dealing with the effect of climate change, these include:

Changes in planting dates and cultivars. For spring crops, climate warming will 
allow earlier planting or sowing than at present. Crops planted earlier are more 
likely to be already matured when extreme high temperatures, such as temperature 
in the middle of summer, can cause injury. Earlier planting in spring increases the 
length of the growing season; thus earlier planting using a long season cultivar will 
increase yield potential, provided moisture is adequate and the risk of heat damage 
is low. Care will be needed to not increase the risk of damage from a late frost, 
however, as warming is generally expected to reduce frost risk, this may be manage-
able. Alternatively, in scenarios with large increases in temperature and  significant 
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reductions in rainfall, short-season cultivars may be used to escape heat and drought 
risks during anthesis to grainfill (van Ittersum et al. 2003). Deeper planting of seeds 
will also contribute to make seed germination more likely. This approach may also 
be used for winter crops (i.e. cereals). Early sowing and late-season cultivars may 
be used to match cold temperature requirements (vernalization) that may be not 
completely fulfilled during warmer winters and to offset the reduction in the length 
of the growing season due to warmer climate.

Changes in external inputs. External inputs are used to optimise the production of 
crops in terms of productivity and profitability. The use of fertilisers is generally 
adjusted to fit the removal of nutrients by the crop and any losses of nutrients that 
may occur during or between growing seasons. A change in yield level will therefore, 
all other things being equal, imply a corresponding change in fertiliser inputs. The 
projected increases in atmospheric CO

2
 concentration will cause a larger nitrogen 

uptake by the crop, and thus larger fertiliser applications. This may be exacerbated 
by the tendency for lower grain nitrogen levels with elevated CO

2
 concentration 

particularly in low nitrogen situations (e.g. Sinclair et al. 2000). On the other hand 
climatic constraints on yields may lead to less demand for fertilisers. Changes in 
climate may also cause larger (or smaller) losses of nitrogen through leaching or 
gaseous losses. This may also lead to changes in the demand for fertiliser.

The use of pesticides reflects the occurrence of weeds, pests and diseases. Global 
warming will in many areas lead to a higher incidence of these problems and thus 
to a potentially increased use of pesticides. The use of pesticides can, however, be 
limited through the adoption of integrated pest management systems, which adjust 
the control measures to the observed problem and also takes a range of influencing 
factors (including weather) into account.

Current fertiliser and pesticide practices are partly based on models and partly 
on empirical functions obtained in field experiments. These models and functions 
are updated regularly with new experimental evidence. This process will probably 
capture the response of changes in the environment through CO

2
 and climate. It is, 

however, important that agricultural researchers and advisors are aware of the pos-
sible impact of global change on use of external inputs, so that older empirical data 
are used with proper caution.

Practices to conserve moisture. A number of water conserving practices are 
commonly used to combat drought. These may also be used for reducing climate 
change impacts (Easterling 1996). Such practices include conservation tillage and 
irrigation management. Conservation tillage is the practice of leaving some or 
all the previous season’s crop residues on the soil surface. This may protect the 
soil from wind and water erosion and retain moisture by reducing evaporation 
and increasing infiltration of precipitation into the soil. Conservation tillage may 
also decrease soil temperature. Irrigation management can be used to improve 
considerably the utilisation of applied water through proper timing of the amount 
of water distributed. For example with irrigation scheduling practices, water is 
only applied when the crop needs it. This tunes the proper timing and amount 
of water to actual field conditions allowing a reduction in water use and cost of 
production.



120 S. Orlandini et al.

Easterling et al. (2007) synthesised the results from adaptation studies on wheat, 
rice and maize showing that on average these adaptations allowed to avoid damage 
caused by a temperature increase of up to 1.5–3°C in tropical regions and 4.5–5°C 
in temperate regions; while further warming than these ranges in either region 
exceeds adaptive capacity.

6.4.2 Long-Term Adaptations

Many long-term adaptations (planned adaptations), including major structural 
changes to overcome adversity caused by climate change, have been identified 
(Howden et al. 2003b; Kurukulasuriya and Rosenthal 2003; Aggarwal et al. 2004; 
Antle et al. 2004; Easterling et al. 2004).

Changes of land use to respond to the differential crop performance under climate 
change and to stabilise production. In this case crops with high inter-annual vari-
ability in production (e.g. wheat) may be substituted with crops with lower produc-
tivity but more stable yields (e.g. pasture).

Crop breeding through the use of both traditional and biotechnology techniques 
to allow introduction of heat and drought resistant crop varieties. Collections of 
genetic resources in germ-plasm banks may be screened to find sources of  resistance 
to changing diseases and insects, as well as tolerances to heat and water stress and 
better compatibility to new agricultural technologies. For example, crop varieties 
with higher “harvest index” will help maintain irrigation efficiency under condi-
tions of reduced water supplies or enhanced demands. Genetic manipulation may 
also offer another possibility to adapt to stresses (heat, water, pest and disease, etc.) 
enhanced by climate change allowing the development of “designer-cultivars” much 
more rapidly than it is possible today. Species not previously used for agricultural 
purposes may be identified and others already identified may be quickly used.

Crop substitution for the conservation of soil moisture. Some crops use a lower 
amount of water, are more water and heat resistant, so that they tolerate dry weather 
better than others do. For example, sorghum is more tolerant of hot and dry condi-
tions than maize.

New land field techniques (laser-levelling of fields, minimum tillage, chiselling 
compacted soils, stubble mulching, etc.) or new management strategies (e.g. irri-
gation scheduling and monitoring soil moisture status) to improve irrigation effi-
ciency in agriculture. Moreover a wide array of techniques (such as inter-cropping, 
multi-cropping, relay cropping etc.) to improve water use efficiency.

Changes in nutrient management to reflect the modified growth and yield of crops, 
but also changes in the turn-over of nutrients in soils, including losses. It may thus 
be necessary to revise standards of soil nitrogen mineralisation and the efficiency of 
use of animal manures and other organic fertilisers. There is a range of management 
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options that will affect the utilisation of fertilisers and manure, including fertiliser 
placement and timing, reduced tillage and altered crop rotation management.

Changes in farming systems to remain viable and competitive. Specialised farms, 
especially dairy farms and arable farms, will probably respond more to climate 
change than mixed farms. On mixed farms with both livestock and arable produc-
tion there are more options for change, and thus a larger resilience to change in the 
environment.

6.4.3 Farm Level Adaptations

There is a large range of farm level options for adapting to climate change. Key 
adaptations (Howden et al. 2003a) include:

– Further develop risk amelioration approaches (e.g. zero tillage and other mini-
mum disturbance techniques, retaining residue, extending fallows, row spacing, 
planting density, staggering planting times, controlled traffic, erosion control 
infrastructure)

– More opportunistic cropping – more effectively taking into account environmental 
condition (e.g. soil moisture), climate (e.g. seasonal climate forecasting) and mar-
ket conditions

– Expand routine record keeping of weather, production, degradation, pest and 
diseases, weed invasion

– Tools/training to access/interpret climate data and analyse alternative manage-
ment options

– Learning from farmers in currently more marginal areas
– Selection of varieties with appropriate thermal time and vernalisation require-

ments, heat shock resistance, drought tolerance (i.e. ‘Staygreen’ varieties), high 
protein levels, resistance to new pests and diseases and perhaps that set flowers 
in hot/windy conditions

– Improve seasonal and other climate forecasting and also develop warnings prior to 
planting of likelihood of very hot days and high erosion potential

Whilst a range of technological and managerial options may exist as indicated 
above, the adoption of these new practices will require:

– Confidence that climate changes several years or decades into the future can be 
effectively predicted against a naturally high year to year variability in rainfall 
that characterises these systems.

– The motivation to change to avoid risks or use opportunities.
– Development of new technologies and demonstration of their benefits.
– Protection against establishment failure of new practices during less favourable 

climate periods.
– Alteration of transport and market infrastructure to support altered production. 

(McKeon et al. 1993).
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Adaptation strategies that incorporate the above considerations are more likely to 
be of value, as they will be more readily incorporated into existing on-farm man-
agement strategies.

Provided climate changes are not overly large nor rapid, many cropping enter-
prises in developed nations are likely to be largely self-adapting if adequate infor-
mation and appropriate technologies are available, costs/price ratios and the policy 
environment are favourable and there is altered infrastructure suited to the new con-
ditions. For example, there is emerging evidence that at least some farmers in some 
regions of Australia are making rational adaptations to the existing trends in climate 
(e.g. frost reductions) which maintain risk at historical levels but which enhance 
economic returns (Howden et al. 2003b). However, for farmers in less-developed 
nations, climate change is likely to provide a significant challenge, interacting with 
a range of other pressures on those systems.

6.4.4 Regional Level Adaptations

Historically, there have been substantial and quite rapid changes in land manage-
ment and landuse with climate variations in many parts of the globe (e.g. Meinig 
1962; Meinke and Hammer 1997). The scope and scale of potential future climate 
changes suggests that significantly greater landuse change may happen in the 
future, particularly at the margins of current industry distributions. A key reason 
for problems that may arise from any negative climate changes may be either inap-
propriate policy or unrealistic expectations that encourage people to ‘hang on’ in 
extended dry periods, leading to substantial degradation of the soil and vegetation 
resources (McKeon and Hall 2000). One way to avoid such problems is to integrate 
climate change into regional planning (e.g. Olesen and Bindi 2002), however, there 
are significant issues in (1) identifying climate change thresholds given the com-
plexities of climate change interacting with the many ongoing issues (e.g. dryland 
salinisation, change in irrigation water allocation processes etc.) and (2) the high 
levels of uncertainty inherent in climate change scenarios due to large ranges in 
greenhouse emissions (from uncertain socio-economic, political and technological 
developments) and fundamental uncertainty in the science of the global climate 
system. There are emerging approaches to deal with this uncertainty (e.g. Howden 
and Jones 2004) but these have yet to be applied to a regional context.

6.4.5 National Level Adaptations

The high levels of uncertainty in future climate changes suggest that rather than 
try to manage for a particular climate regime, we need more resilient agricultural 
systems (including socio-economic and cultural/institutional structures) to cope 
with a broad range of possible changes. There is a substantial body of both theory 
and practice on resilient systems (e.g. Gunderson et al. 1995). However, enhanced 
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resilience usually comes with various types of costs or overheads such as building 
in redundancy, increasing enterprise diversity and moving away from systems that 
maximise efficiency of production at the cost of broader sustainability goals. One 
approach to developing more resilient agricultural regions is to develop an adap-
tive management strategy where policy is structured as a series of experiments that 
have formal learning and review processes. However, this could provide a serious 
challenge to some institutions that are based on precedent (and hence only look 
‘backwards’ not ‘forward’), have a short-term focus only and which are risk averse 
(e.g. Abel et al. 2002). Nevertheless, there is a large range of policy activities that 
could be undertaken which will enhance the capacity of agricultural systems to deal 
with a changing climate. These include (Howden et al. 2003a):

– Policy: linkages to existing initiatives to enhance resilience
– Managing transitions: support during transitions to new systems
– Communication: industry-specific and region-specific information
– R&D and training: participatory approach to improve self-reliance and provide 

the knowledge base for adaptation
– Model development and application: systems modelling to integrate and extrapolate 

anticipated changes
– Climate data and monitoring: to link into ongoing evaluation and adaptation
– Seasonal climate forecasting: for incremental adaptation linked to other 

information
– Breeding and selection: support and ensure access to global gene pools
–  Pests, diseases and weeds: enhanced quarantine, sentinel monitoring, forecasting 

and management
– Water: trading systems that allow for climate variability and climate change, 

distribution systems, water management tools and technologies
– Landuse change and diversification: risk assessments and support

6.5 Key Research Challenges

Many needs for future research emerge from the arguments reported in the previous 
sections of this chapter. Key research challenges for the forthcoming years include:

– To perform studies of the integrated impacts of climate change and CO
2
 increase 

on cropping systems more than on single crops and on mixed farming systems 
more than on monoculture farms (e.g. Tubiello et al. 2007).

– Develop linkages between global climate models and farming systems models to 
undertake these studies at a range of scales (e.g. Meinke et al. 2006).

– To conduct similar studies on the effects of climate change and CO
2
 increase on 

specialised farming systems, which have a particular reliance on product quality.
– To undertake more research on adaptation at the farm level to influence strategies 

for improving the sustainability of farming systems that can deal with a large 
array of climate changes. There is a need to assess the rates of adaptation of new 
management strategies relative to rates of climate change for different farming 
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systems and different cropping regions. This will need to include exploration of 
a range of technological and policy adjustments (short and long term strategies) 
available in agriculture, in order to evaluate their efficiency in mitigating nega-
tive impacts or exploring new options offered by climate change.

– To develop integrated assessments using climatic and non-climatic conditions 
(economic, social, technological, environmental, institutional) to identify neces-
sary changes in agriculture in a changing climate.

– To develop reliable weather forecasts at seasonal and other timescales and fur-
ther methods for adapting such forecasts in farm management. These climate 
forecasts may provide one of the most efficient ways of adapting to cli mate change 
(McKeon et al. 1993).

– To better understand how farmers perceive climatic related risks and how they 
respond, in both the short and long term, to variable climatic conditions, includ-
ing the magnitude and frequency of extreme events. A key element here will be 
in reducing the uncertainty of the climate change forecasts.

– To scope how biotechnology could be better used for coping with drought, heat 
and other climate related problems much more rapidly than it is possible today by 
means of the identification of genotypes and species not previously used for agri-
cultural purpose or others already identified that may be quickly developed into 
widely available varieties. Genetic traits from other species may also be intro-
duced in domesticated species to overcome some of the anticipated problems.

Sound research on the impact of climate change on agriculture, as well in other 
sectors, requires extensive and good data on biophysical and socio-economic 
responses. Where these responses can be reliably quantified, the identification 
of changes in agriculture by integrated assessment using both climatic and non-
climatic conditions should be performed. These analyses should be structured to 
provide a detailed exploration of a range of technological and policy adjustments in 
agriculture for reducing negative impacts, increasing positive impacts and explor-
ing new options for agriculture. Finally, these results need to be communicated 
effectively so as to be useful for research and policy making, taking into account the 
often different cultural, institutional and capacity differences between regions.
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The climatic niche for an animal is predicted in terms of the 
temperature extremes it can endure.

Folk 1974, p. 4

Abstract The livestock sector is socially, culturally and politically very  significant. 
It accounts for 40% of the world’s agriculture Gross Domestic Product (GDP). It 
employs 1.3 billion people, and creates livelihoods for one billion of the world’s 
population living in poverty. Climate change is seen as a major threat to the sur-
vival of many species, ecosystems and the financial sustainability of livestock 
production systems in many parts of the world. The potential problems are even 
greater in developing countries. Economic studies suggest severe losses if  current 
management systems are not modified to reflect the shift in climate. In short, 
farmers/ managers need to adapt to the changes. There has been considerable 
 interest in gaining an understanding how domestic livestock respond to climatic 
stressors. Studies have for the most part been undertaken in developed coun-
tries. These studies have provided a wealth of knowledge on differences between 
genotypes, the impact of climatic stress on production, reproduction and health. 
However  little is known about adaptation of animals to rapid changes in climatic 
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conditions. Furthermore, little is known about the impacts of climatic stressors on 
many  indigenous breeds used throughout Africa, Asia and South America. The 
uncertainty of climate change, and how changes will impact on animal production 
on a global scale are largely unknown.

This chapter will discuss: what is understood about animal adaptation; the 
 current knowledge of the impacts of climate stressors on domestic animals, in terms 
of production, health, and nutrition; housing and management methods which can 
be used to alleviate heat stress; techniques used to predict animal responses to heat; 
and, strategies required to ensure continued viability of livestock production. 

7.1 Introduction

Climate change is not a new phenomenon. In the past, animals have been subjected 
to major shifts in the Earths climate. Some species did not survive, while others 
adapted to the changes and flourished.

The extinction of Megafauna (mammals >100 kg) around the world was prob-• 
ably due at least in part to environmental and ecological factors.
The extinction was almost completed by the end of the last ice age.• 
It is believed that Megafauna initially came into existence in response to glacial • 
conditions and became extinct with the onset of warmer climates.

What are the implications for animal production today? How will climate change 
impact modern animal production? How will farmers and domestic animals adapt 
to these changes?

Climate change is seen as a major threat to the survival of many species, eco-
systems (Frankham 2005; Hulme 2005; King 2004), and the viability and sustain-
ability of livestock production systems (Hahn et al. 1990; Sombroek and Gommes 
1995; Smit et al. 1996; Frank et al. 2001; Turnpenny et al. 2001). The economic 
impact of climate changes in relation to livestock production has been considered 
in several studies (Adams et al. 1990; Ray et al. 1992; Bowes and Crosson 1993; 
Easterling et al. 1993; Rosenweig and Parry 1994; St-Pierre et al. 2003). Most of 
the studies predict severe losses if current management systems are not modified to 
reflect the shift in climate.

7.2 Impact of Climate Change on Animal Agriculture

The livestock sector is socially, culturally and politically very significant. It accounts 
for 40% of the world’s agriculture Gross Domestic Product (GDP). It employs 
1.3 billion people, and creates livelihoods for one billion of the world’s population 
living in poverty. Global meat production is expected to more than double from 
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229 to 465 million tonnes between 1999/2001 and 2050. Milk production is also 
expected to increase from 580 to 1,043 million tonnes over the same period. In 
order to achieve these increases, livestock production will intensify. Production of 
pigs and poultry is expected to account for much of the increase. Grazing occupies 
26% of ice-free terrestrial land, and crop production for animal feed accounts for 
33% of all arable land. It is estimated that livestock production accounts for 70% 
of all agricultural land and 30% of the total land surface (Steinfeld et al. 2006). 
Approximately 3.5 billion hectares are being grazed compared to 1.2–1.5 billion 
hectares under cropping (Howden et al. 2007).

Climate affects animal agriculture in four ways (Rötter and Van de Geijn 1999) 
through impacts on livestock: (1) feed-grain availability and price; (2) pastures 
and forage crop production and quality; (3) health, growth and reproduction; and 
(4) diseases and pests distributions. Adaptation of practices used by farmers to 
changing climatic conditions is paramount (ILRI 2006). These changes may result 
in a redistribution of livestock in a region; changes in the types of animals that are 
used (e.g., a shift from cattle to buffalo, sheep, goats or camels); genotype changes 
(e.g., the use of breeds that will handle adverse conditions, such as Brahman cattle); 
and changes in housing of animals (e.g., protective structures which have allowed 
the expansion of the dairy industry into areas such as southern USA, Brazil, Israel, 
Saudi Arabia that would not otherwise be suitable [Darwin et al. 1995]). A lack of 
thermally-tolerant breeds of cattle is already a major constraint on production in 
Africa (Voh et al. 2004). Furthermore, it is possible that conflicts over resources 
may become a problem (Darwin et al. 1995). However, climate change may have a 
positive impact on livestock production in some areas. For instance, areas that are 
cooler and wetter may increase forage production and, in turn, livestock production. 
Warming of areas such as Canada may increase in agricultural production (Arthur 
and Abizadeh 1988). Increased rainfalls and winter temperatures in India, Pakistan, 
and Bangladesh may have both positive (e.g., longer growing seasons) and negative 
(e.g., flooding, increased animal disease risk) effects. Changing conditions in Africa 
may spread trypanosomosis into previously unaffected areas. Movement of para-
sites into previously unaffected areas could result in large production and financial 
losses. Any advantages that may result from climate change could be hampered by 
an inability (political, social and financial) to change farming practices.

The impact of climate change (higher temperatures) on pastures and rangelands 
may include deterioration of pasture quality (C

3
 grasses) towards lower quality 

tropical and subtropical C
4
 grasses (Barbehenn et al. 2004) in temperate regions as a 

result of warmer temperatures and fewer frosts (Briske and Heitschmidt 1991; Greer 
et al. 2000); however, there could also exist potential increases in yield and possible 
expansion of C

3
 grasses if climate change were favorable as a result of an increase in 

CO
2
 (Kimball et al. 1993; McKeon et al. 1993; Idso and Idso 1994; Allen-Diaz 1996; 

Campbell et al. 1995; Reilly 1996), and if precipitation is favorable. An increase in 
CO

2
 is likely to have a negative effect on C

4
 grasses (Collatz et al. 1998; Christin et al. 

2008) resulting in declines in pasture productivity and lower carrying capacity.
The impact of climate change on wildlife is deemed to be largely negative 

(Thuiller et al. 2006). However, in some instances increasing ambient  temperature 
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has had little negative impact, at least to date (Johnston and Schmitz 1997; 
Beaumont et al. 2006), whereas in other cases the impact is largely due to changes 
in vegetation (Johnston and Schmitz 1997). In some scenarios, a species may be 
able to extend their current range.

In the animal context, climate change needs to be viewed as more than global 
warming. As previously mentioned, some areas will become cooler, and this may 
only have minor impacts on the animals (but could alter feed availability). On the 
other hand, extreme events such as heat waves can have major impacts on non-
adapted animals. Heat waves are recurring events in many current climates, and are 
projected to increase in number and intensity (Mearns et al. 1984; Gaffen and Ross 
1998; IUC 2002). The risk of floods and droughts are also predicted to increase. 
While there may be little change per se in a region, extreme events may increase in both 
intensity and duration leading to substantial changes in animal management prac-
tices. Climatic variables which need to be assessed include: ambient temperature, rela tive 
humidity, the day to night and seasonal variations in ambient temperature, rainfall, 
wind speed, solar and terrestrial radiation, evaporation rates, and atmospheric 
CO

2
 (Folk 1974; Hulme 2005). It is likely that heat and drought will be the major 

contributing factors to changes in animal production over the next 50 years. Some 
of the effects will be direct (e.g., heat stress of livestock), and others indirect (e.g., 
changing pasture composition). In the context of this chapter, we will concentrate 
on the impact of increasing heat load on livestock, and how animals adapt to 
increasing heat stress.

Livestock production involves a relatively small group of domesticated animals. 
Diamond (1999) reported that of the 148 non-carnivorous species weighing more 
than 45 kg as adults, only 14 have been domesticated. Even fewer bird species 
(0.001%) have been domesticated (Mignon-Grasteau et al. 2005). However, this 
does not necessarily make the task any easier.

Mammals are homeothermic endotherms and maintain a core body temperature 
between 35°C and 40°C depending on the species (Langlois 1994). They are able, 
through irradiative, conductive, convective, and evaporative exchanges, to generally 
maintain core body temperature within a fairly narrow range (Langlois 1994; Folk 
et al. 1998). In many species 5–7°C deviations from core body temperature may 
cause death, and at least reductions in productive performance. Mammals have a 
greater capacity for dealing with cold environmental conditions than they do with 
hot conditions (Folk et al. 1998). The lethal limit of core temperature is about 6°C 
above normal for healthy animals, and depression of central nervous activity, par-
ticularly in the respiratory center, occurs before that (Schmidt-Nielsen 1975). In 
horses, death may occur if core body temperature decreases by 10°C (27% devia-
tion from normal) or increases by 5°C (13% deviation) (Langlois 1994). In cattle, 
death has occurred when rectal temperature exceeds 43.5°C (6°C above normal) 
(J. Gaughan, 2006, personal communication). There is a paucity of information on 
upper critical body temperature in livestock. Body temperature of some species is 
more labile, with the capacity to survive large changes in body temperature. For 
example, the core body temperature of camels can vary between 34.0°C and 42°C 
(Schmidt-Nielsen et al. 1956; Fowler 1999). Antelope ground squirrels show large 
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fluctuations of core temperature between 37°C to 43°C. These animals will return 
to burrows or seek shade and rest when core body temperature approaches 43°C. 
Once body temperature returns to normal (approx 37°C) activity may recommence 
(Willmer et al. 2000). Animals that hibernate may lower body temperature to only 
a few degrees above freezing.

7.3  Economic Impacts of Climate Change 
on Animal Agriculture

Production losses in livestock enterprises are an expected outcome of climate change. 
Leva et al. (1997) have determined the present production losses in the major milk 
producing regions in Argentina, and have projected those losses if the global cli-
mate change scenario took place. Estimations based on work by Berry et al. (1964), 
for cows producing 15, 20 and 25 kg milk/day suggest that, under the global climate 
change scenario, milk production in Argentina would decline on average by 60% 
(Leva et al. 1997). The economic effect of heat stress on dairy cows in Australia 
was estimated to be AUS$11,986 per 100 cows if no heat abatement strategies were 
implemented (Mayer et al. 1999). A recent investigation of the economic losses due 
to heat stress for a number of US livestock industries (dairy cattle, beef cattle, pigs, 
chickens and turkeys) was undertaken by St-Pierre et al. (2003). They concluded 
that without heat abatement, losses across all livestock industries would average 
US$2.4 billion/annum. A review by Sackett et al. (2006) estimated that the annual 
production losses in the Australian feedlot industry due to summer heat stress at 
A$16.5 million. Clearly, economic losses may be significant.

7.3.1 Effect of Heat Waves on Animals

An aspect of climate change is an increase in severe weather. Significant heat 
events since the mid 1990s appear to be increasing and have resulted in sizable 
human and animal mortality. Hahn and Mader (1997), Xin and Puma (2001) and 
Hahn et al. (2000, 2002) described the impact on livestock from a week long heat 
wave in the mid-central United States during July 1995: the heat wave also resulted 
in a significant number of human deaths. That heat wave was estimated to have 
cost the US cattle industry $28 million in animal deaths and reduced livestock 
performance. In Iowa over 1.8 million laying hens died during this heat wave. In 
July 1999, a heat wave in Nebraska was responsible for 3,000 cattle deaths and over 
$20 million in economic loss (http://hpccsun.unl.edu/nebraska/owh-july31.html). 
In Australia, a heat wave in 2000 resulted in the death of 24 people and over 2,000 
cattle. Poultry losses were estimated to exceed 15,000. Horses and dogs also died 
during this event. During the heat wave which occurred in Europe during summer 
2003, over 35,000 people, thousands of pigs, poultry and rabbits died in the French 
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regions of Brittany and Pays-de-la-Loire (http://lists.envirolink.org/pipermail/ar-
news/Week-of-Mon-20030804/004707.html). In 2004 during an Australian heat 
wave over 900 cattle died. In 2006, a major heat wave moved across the USA and 
Canada. This heat wave resulted in the death of over 15 pets (not defined), 225 peo-
ple, 25,000 cattle, and 700,000 poultry in California alone. Heat waves in Europe 
in 2006 and 2007 resulted in the deaths of more than 2000 people. However the 
number of animal deaths could not be established. Over 800 peacocks died during 
a heat wave in India in 2007. It is likely that without some form of intervention, 
either in terms of management or genetic change (via selection for heat tolerance), 
significant animal deaths will occur during future heat waves. These losses could 
be significantly greater if the predicted increase in the intensity and duration of heat 
waves is realized.

7.4 Impact of Climate Change on Animal Health

The effects of climate changes and, in particular, global warming on health status 
of livestock have not been considered with the same attention as given to humans 
(http://www.who.int/globalchange/climate/en/). However, it is assumed that as 
in the case of humans, climate changes can affect the health of livestock and 
poultry, both directly and indirectly. Direct impacts include temperature-related 
illness and death, and the morbidity of animals during extreme weather events. 
Indirect impacts follow more intricate pathways and include those deriving from 
the influence of climate on microbial density and distribution, distribution of 
vector-borne diseases, host resistance to infections, food and water shortages, or 
food-borne diseases. Some general concepts of livestock environment and health 
have been presented by Simensen (1984) and these may serve as a guide to manage-
ment of disease during climate change.

A series of studies carried out in dairy cows indicated a higher occurrence of 
mastitis during periods of hot weather (Giesecke 1985; Smith et al. 1985; Morse 
et al. 1988; Waage et al. 1998; Cook et al. 2002; Yeruham et al. 2003). However, 
the mechanisms responsible for the higher occurrence of mastitis during summer 
have not been elucidated. The hypothesis to explain these observations include 
the possibility that high temperatures can facilitate survival and multiplication of 
pathogens (Hogan et al. 1989) or their vectors (Chirico et al. 1997), or a negative 
action of heat stress on defensive mechanisms (Giesecke 1985).

During summer, ketosis is more prevalent due to increased maintenance require-
ments for thermoregulation and lower feed intake (Lacetera et al. 1996), and the 
incidence of lameness increases as a consequence of metabolic acidosis (Shearer 
1999). Furthermore, analysis of metabolic parameters in the blood of dairy cows 
indicates that high environmental temperatures may be responsible for alteration 
of liver function, mineral metabolism and oxidative status (Bernabucci et al. 2002) 
(Table 7.1), which may also lead to animals having clinical or sub-clinical disease.

Results from an epidemiology study carried out in California (Martin et al. 
1975) documented higher mortality rates of calves born during summer. Others 
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Items Changes

Energy metabolism
Body condition score Loss
Glycemia Decrease
Non esterified fatty acids Increase
Ketone bodies Increase
Urea Increase/decrease
Liver function
Albumin Decrease
Cholesterol Decrease
Bilirubine Increase
AST Decrease/increase
γGT Decrease/increase
LDH Decrease/no changes
AlPh Decrease
Mineral metabolism
Ca Decrease/no changes
P Decrease/no changes
Mg Decrease
Na Decrease
K Decrease
Cl Increase
CAB (Na + K − Cl) Decrease
Oxidative balance
Pro-oxidants (TBARS, ROMs) Increase
Antioxidants (GSH, Thiols) Decrease

Table 7.1 Effects of high  environmental temperatures 
on blood indexes of energy and mineral metabolism, 
liver function and  oxidative balance in dairy cows 
(Adapted from Lacetera et al. 1996; Ronchi et al. 1999, 
Bernabucci et al. 2002)

have reported that heat stress may be responsible for impairment of the protective 
value of colostrum both in cows (Nardone et al. 1997) and pigs (Machado-Neto 
et al. 1987), and also for alteration of passive immunization of calves (Donovan 
et al. 1986; Lacetera 1998). On the other hand, results on the negative influence of 
heat stress on colostral immunoglobulins may provide an explanation for the higher 
mortality rate of newborns observed during hot months.

Several studies have assessed the relationships between heat stress and immune 
responses in cattle, chickens or pigs. However, results of those studies are conflicting. 
In particular, some authors reported an improvement (Soper et al. 1978; Regnier and 
Kelley 1981; Beard and Mitchell 1987), others described an impairment (Regnier and 
Kelley 1981; Elvinger et al. 1991; Kamwanja et al. 1994; Morrow-Tesch et al. 1994), 
and others indicated no effects (Regnier et al. 1980; Kelley et al. 1982; Bonnette 
et al. 1990; Donker et al. 1990; Lacetera et al. 2002) of high environmental tempera-
tures on immune function. Recently, in a field study carried out in Italy  during the 
summer 2003 (Lacetera et al. 2005), which was characterized by the occurrence of at 
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least three heat waves, there was a profound impairment of cell-mediated  immunity 
in high yielding dairy cows (Fig. 7.1). Interestingly, such results suggest that immu-
nosuppression during hot periods may be responsible for the  failure of vaccine 
interventions and for reduced reliability of diagnostic tests based on immune system 
reaction (i.e., tuberculin skin test). The large variety of experimental conditions in 
terms of species, severity and length of heat stress, recovery opportunities, and also 
of the specific immune functions taken into consideration are likely to explain the 
discrepancy among results of different studies. In addition other factors such as pho-
toperiod may impact on immune function (Auchtung et al. 2004).

Global warming will affect the biology and distribution of vector-borne infec-
tions. Wittmann et al. (2001) simulated an increase of temperature values by 2°C. 
Under these conditions, their model indicated the possibility of an extensive spread 
of Culicoides imicola, which represents the major vector of the bluetongue virus. 
The distribution of ticks and flies is also likely to change.

Another mechanism through which climate changes can impair livestock health 
is represented by the favorable effects that high temperature and moisture have on 
growth of mycotoxin-producing fungi. Their growth and the associated toxin pro-
duction are closely correlated to the degree of moisture to which they are exposed, 
which itself is dependent on weather conditions at harvest, and techniques for drying 
and storage (Frank 1991). With regard to alteration of animal health, mycotoxins can 
cause acute disease episodes when animals consume critical quantities. Specific tox-
ins affect specific organs or tissues such as the liver, kidney, oral and gastric mucosa, 
brain, or reproductive tract. In acute mycotoxicoses, the signs of disease often are 
marked and directly referable to the affected target organs. Most frequently, however, 
concentrations of mycotoxin in feeds are below those that cause acute disease. At 
lower concentrations, mycotoxins reduce the growth rate of young animals, and some 
interfere with native mechanisms of resistance and impair immunologic responsive-
ness, making the animals more susceptible to infection. Studies have shown that some 
mycotoxins can alter lymphocyte functions in domestic ruminants through alteration 
of DNA structure and functions (Lacetera et al. 2003, 2006; Vitali et al. 2004).
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Fig. 7.1 DNA synthesis in peripheral blood mononuclear cells (PBMC) isolated from spring 
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7.5 Animal Adaptation

Adaptation has the potential to reduce some of the damage caused by climate 
change (Hulme 2005). However, little work has been undertaken to identify strate-
gies which will allow domestic animals to adapt to climate change (King 2004).

How is adaptation in domestic animals defined? Is it simply the ability of the 
animals to survive, grow, and reproduce? Or, is it maintenance of productive per-
formance at some predetermined level? Numerous terms are used to describe ani-
mal responses to adverse environments (Folk 1974; Yousef 1987).

In its broadest form, adaptation is defined as a change which reduces the physi-
ological strain produced by a stressful component of the total environment. The 
change may occur within the lifetime of an organism (phenotypic) or be the result of 
genetic selection in a species or subspecies (genotypic) (Bligh and Johnson 1973).

Genetic or Biological Adaptation: Adaptation is achieved through genetic • 
change over time (generations), which involves evolutionary processes, and also 
through environmental stimulation and experiences during an animal’s lifetime 
(Hafez 1968; Price 1984 cited by Mignon-Grasteau et al. 2005). This comes 
about via natural selection, and selection of animals by humans (Hafez 1968). 
Identification of heat tolerant phenotypes within existing breeds, or infusion of 
genes for heat tolerance may be a partial solution. The biological properties of 
animals are a result of interactions between stress intensity, magnitude of envi-
ronmental fluctuations, and the energy available from resources (Parsons 1994).
Phenotypic or Physiological Adaptation: Animals have the ability to respond • 
to acute or sudden environmental change (e.g. shivering when exposed to cold) 
(Folk 1974; Hafez 1968; Langlois 1994), and with longer exposure to climate 
change (although this may be somewhat limited).

Other terms commonly used to describe an animal’s response to climatic variables 
include acclimation, acclimatization and habituation. These were defined by Folk 
(1974) as follows:

Acclimatization – the functional compensation over a period of days to weeks in • 
response to a complex of environmental factors, as in seasonal or climatic change
Acclimation – the functional compensation over a period of days to weeks in • 
response to a single environmental factor only, as in controlled experiments
Habituation – (i) Specific – specific to a particular repeated stimulus and specific • 
to the part of the body which has been repeatedly stimulated, and (ii) General – a 
change in the physiological set of the organism relevant to the repeated stimulus 
and the conditions incidental to its application

Animals are regularly exposed to climatic stress (Parsons 1994). The extents to 
which they are able to adapt are limited by physiological (genetic) constraints 
(Devendra 1987; Parsons 1994). Selection criteria for livestock and poultry (and 
possibly domestic animals in general) need to be considered in the context of climate 
change, and whether the location (habitat) is likely to be favorable or unfavorable 
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to the species of concern. There is a necessity to select livestock, and use livestock 
systems (e.g. pasture management) on the basis of expected climatic conditions.

Animal performance may be limited where there is climatic adversity. Animals 
that have evolved to survive in adverse conditions generally have the following 
characteristics: high resistance to stress, low metabolic rate, low fecundity, long 
lives, behavioral differences, late maturing, smaller mature size, and slow rate of 
development (Devendra 1987; Parsons 1994; Hansen 2004). This suggests that 
selection or use of animals (often indigenous breeds) that are adapted to adverse 
climates will have lower productivity than those selected for less stressful climates. 
In general this is true; however, these animals survive, grow and continue to provide 
food, fibre and fuel under conditions where the animals higher production potential 
may at the worst die or at best produce at levels at or below the indigenous breeds. 
In many of the developing countries located in the tropics, the poor reproductive 
performance of cows (both indigenous and imported), for example, results from a 
combination of genetics, management, and environmental factors (Agyemang et al. 
1991). Depending on location, climate change may improve the local environment 
or have major negative impacts. In order to take advantage of positive changes 
or reduce the impact of negative changes, farmers will need to adapt. Improved 
 genetics  (including suitability to the environment) and improved management may 
go a long way to take advantage of changes or minimize the impact. The use of 
housing, microclimate modification (e.g. shade, sprinklers), improved nutritional 
management, disease control, and new reproductive technologies are usually needed 
if animals are to meet their genetic potential (Champak Bhakat et al. 2004; Voh et al. 
2004; Magana et al. 2006). However, the cost of implementation of these processes 
may be too high to be economically viable, especially in developing countries.

Mechanisms of animal adaptation have been defined by Devendra (1987) as: ana-
tomical, morphological, physiological, feeding behavior, metabolism, and perform-
ance. Physiological and behavioral adaptations are employed first in response to 
environmental changes. Animals employ multiple strategies in order to adapt to the 
environment. For example, Sudanese Desert goats tolerate thermal stress and nutri-
tional shortage (food and water) by their capacity to lose heat via panting and cuta-
neous evaporation, as well as their ability to concentrate urine to levels above 3,200 
mosmols/kg (Ahmed and Elkheir 2004). Additional characteristics of adaptation by 
goats under different climates are presented in Table 7.2. Camels also use multiple 
strategies to cope with thermal stress and nutritional shortages. They use sweating 
to control body temperature in an environment where water loss needs to be mini-
mized. However, they have the ability to increase body temperature during the day 
(up to 41°C) and then dissipate the heat during the night when desert temperatures 
may approach or fall below 0°C. Storing heat during the day and  dissipating the heat 
at night is a method of conserving energy and water loss. Camels have an ability 
to consume large amounts of water when dehydrated. Guerouali and Filali (1995) 
reported that the water intake of hydrated camels  averaged 1.33% of body weight. 
The camels were then exposed to a 27 day dehydration period. When re-hydrated, 
water intake increased to 19.12% of body weight within a couple of minutes. Water 
intakes of up to one third of body weight have been reported. Large water intakes 
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may lead to osmotic shock. However, camels are able to store large amounts of water 
in the stomach. The camel can also dehydrate without affecting blood viscosity and 
composition. This may be due in part to the shape of camel erythrocytes, which are 
oval rather than bi-concave as seen in most mammals (Fowler 1999).

Cattle of Indian origin (Bos indicus) and those from Europe and parts of Africa 
(Bos taurus) have undergone a separate evolution for several hundred thousand 
years (Hansen 2004). The Indian or Zebu cattle have during their genetic adapta-
tion acquired genes for thermotolerance (Hansen 2004), and therefore have a higher 
degree of heat tolerance compared to Bos taurus cattle (Allen 1962; Finch 1986; 
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Spiers et al. 1994; Hammond et al. 1996, 1998; Gaughan et al. 1999; Burrows 
and Prayaga 2004). However, some Bos taurus African breeds such as Tuli, and 
D’Nama have developed heat tolerance, and appear to be as good as Bos indicus 
cattle in this regard. Under hot climatic conditions, the genetic adaptation of Bos 
indicus cattle allows them to have a lower respiration rate and rectal temperature 
than Bos taurus cattle (Fig. 7.2). An excellent review on the adaptation of zebu cat-
tle to thermal stress was undertaken by Hansen (2004). Adaptation to hot conditions 
has resulted in animal acquiring specific genes, some of which have been identified 
(see discussion below).

Sheep and goats are thought to be less susceptible to environmental stress 
than other domesticated ruminant species (Khalifa et al. 2005). They are widely 
 distributed in regions with diverse climatic conditions and possess unique charac-
teristics such as water conservation capability, higher sweating rate, lower basal 
heat metabolism, higher respiration rate, higher skin temperature, constant heart 
rate and constant cardiac output (Borut et al. 1979; D’miel et al. 1979; Shkolnik 
et al. 1980; Feistkorn et al. 1981).

Differences in physiological responses of sheep adapted to hot conditions 
(Omani – indigenous breed of Oman) and non-adapted to hot conditions (Merino – 
Australian) were reported by Srikandakumar et al. (2003). When exposed to hot 
conditions, the Omani sheep had lower respiration rate than the Merino (65 vs. 128 
breaths/min, respectively) (Fig. 7.3). There were no differences in rectal temperature 
during exposure to hot conditions, but the rectal temperature of the Omani sheep 
was significantly lower during exposure to cool conditions. The rectal temperature 
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of the Omani sheep increased by 0.7°C during hot conditions compared to 0.3°C in 
the Merino sheep (Fig. 7.4).

Goats are a very good example of a domestic animal that is highly adapted to 
harsh conditions. Silanikove (2000) postulated that goats living in harsh environ-
ments represent a climax in the capacity of domestic ruminants to adjust to such 
areas. Again this ability is multifactorial. While performance in terms of growth 
rate is greatly reduced, low body mass and low metabolic requirements of goats 
can be regarded as important assets in minimising their maintenance and water 
requirements in areas where water sources are widely distributed and food sources 
are limited by their quantity and quality. An ability to reduce metabolism allows 
goats to survive even after prolonged periods of severely limited food availability. 
A skillful grazing behaviour and efficient digestive system enable goats to attain 
maximal food intake and maximal food utilization in a given condition. There is a 
positive interaction between the recycling rate of urea and a better digestive capac-
ity of desert goats. The rumen plays an important role in the evolved adaptations by 
serving as a relatively large fermentation vat and water reservoir. The water stored 
in the rumen is utilized during dehydration, and the rumen serves as a container 
which accommodates the ingested water upon re-hydration. The rumen, salivary 
glands, and kidney coordinate functions in the regulation of water intake and water 
distribution following acute dehydration and rapid re-hydration.

Animals that have been exposed to non-lethal thermal stress will usually adapt 
to the conditions. The adaptation may be of short duration (e.g. reduction in feed 
intake; Mader et al. 2002) or long-term (e.g. reproductive failure). Long-term 
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 adaptation has been shown in chickens that were exposed to hot conditions at 4–7 
days of age. The exposure reduced the effects (reduced heat production, lower 
mortality) of heat stress at a later age (May et al. 1987; Wiernusz and Teeter 1996; 
Yahav and Plavnik 1999; Yalchin et al. 2001).

7.5.1 General Animal Responses

Climate change deals with variations both short- and long-term. Those variations 
can come in many forms involving both temporal and spatial variations, rang-
ing from the number and severity of acute, dynamic events (such as heat waves) 
impacting localized microclimates, to long-term chronic (decadal) global changes 
that may result from changes in atmospheric constituents. This broad perspective is 
taken here as we consider the impact of thermal environmental challenges associ-
ated with climate change on adaptive responses of animals and the management 
of livestock production systems. Thus, the focus is on how elements of acute and 
chronic climate change are linked to the ability of the animals to cope with envi-
ronmental challenges, and the limits of that ability are discussed in the context of 
sustainable management practices.

Responses of animals vary according to the type of thermal challenge: short-
term adaptive changes in behavioral, physiological, and immunological functions 
(survival-oriented) are the initial responses to acute events, while longer-term chal-
lenges impact performance-oriented responses. Within limits delineated by thresh-
olds for disrupted behavior and maladapted physiology and immune functions, 
domestic animals can cope with many acute thermal challenges through acclima-
tization to minimize adverse effects and compensation for reduced performance 
during moderate environmental challenges. These responses to environmental chal-
lenges are illustrated in Fig. 7.5 (Hahn 1999, as adapted from Hahn and Morrow-
Tesch 1993). The interrelationship between potential environmental challenges 
and the dynamic response of an animal is apparent. As an aside, it is important to 
recognize that while management strategies will likely alter some of the biological 
and adaptive responses, the laws of physics will still apply – heat production and 
heat losses must balance within the limits of heat storage capacity of the animals.

7.5.2 Animal Responses to Heat Load

Direct effects involve heat exchanges between the animal and the surrounding envi-
ronment are related to radiation, temperature, humidity, and wind speed (Johnson 
1987). Because the thermal environment is more than just heat, the term heat stress 
is somewhat misleading. The term heat load has been used to highlight the impor-
tance of the interactive effects of the fore-mentioned factors. Within breed, animal 
variation (phenotypes), differences among breeds (genotypes), management factors 
such as housing and nutrition, physiological status (stage of pregnancy, stage of 
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lactation, growth rate), age and previous exposure to hot conditions may increase 
or decrease the impact of hot conditions.

High heat load (and environmental stress in general) has the potential for detri-
mental effects on susceptible animals. The negative effects on health, growth rate, 
feed intake, feed efficiency, tissue deposition, milk yield, health status, reproduc-
tion, and egg production are well documented (Brody 1956; El-Fouley et al. 1976; 
Biggers et al. 1987; Fuquay 1981; Johnson 1987; Nienaber et al. 1987a, b; Hahn 
et al. 1990, 1993; Liao and Veum 1994; Valtorta and Maciel 1998; Mader et al. 
1999a, b; Nienaber et al. 1999, 2001; West 1999; Hansen et al. 2001; Wolfenson 
et al. 2001; Yalchin et al. 2001; Valtorta et al. 2002; Kerr et al. 2003; Faurie et al. 
2004; Gaughan et al. 2004; Holt et al. 2004; Mader and Davis 2004; Kerr et al. 2005; 
Huynh et al. 2005; Wettemann and Bazer 1985). However, the actual numerical 
impacts are unknown. Furthermore genetic change in livestock animals especially 
in regards to increase productivity has resulted in animals that more likely to be 
susceptible to the negative impacts of heat stress.

Differences in their ability to withstand environmental stressors should allow 
selection of animals (within breeds and between breeds/species) better suited to 
particular environmental conditions (Scott and Slee 1987; Slee et al. 1991; Langlois 
1994; Hammond et al. 1996, 1998; Gaughan et al. 1999; Herpin et al. 2002; Abdel 
Khalek and Khalifa 2004; Koga et al. 2004; Brown-Brandl et al. 2005; Hamadeh 
et al. 2006). However, as previously discussed, selection of such animals may result 
in improved welfare and ability to cope at the expense of lower productivity.

Fig. 7.5 Response model for farm animals with thermal environmental challenges (Hahn 1999)
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Livestock and poultry are remarkable in their ability to mobilize coping mecha-
nisms when challenged by environmental stressors. However, not all coping capa-
bilities are mobilized at the same time. As a general model for bovines, sheep and 
goats, respiration rate serves as an easily recognized early warning of increasing 
thermal stress (Khalifa et al. 1997; Butswat et al. 2000; Gaughan et al. 2000; 
Eigenberg et al. 2005), and increases markedly above a baseline as the animals try 
to maintain homeothermy by dissipating excess heat through respiratory evapora-
tion. However, Starling et al. (2002) stated that the use of physiological parameters 
such as rectal temperature and respiration rate for selection is not enough to evalu-
ate the level of adaptive capability. Clearly this is the case as there are many physi-
ological factors which need to be assessed. However, a full assessment (i.e. changes 
in body temperature, respiration rate, heat shock proteins, hormones etc. – all of 
which are indicators of heat load status) of animals is difficult, especially under 
farming conditions. Increased respiration rate and body temperature do not neces-
sarily indicate that an animal is not coping with the environmental conditions to 
which it is exposed.

7.5.3 Body Heat – Animal x Climate Interactions

There are several components to body heat load which can be divided into two broad 
categories viz. internal or metabolic heat load (ruminal fermentation and nutrient 
metabolism) and environmental heat load (Armsby and Kriss 1921; Duckworth and 
Rattray 1946; Shearer and Beede 1990). Metabolic heat load is typically a result of: 
(i) basal body functions (heart, lungs and liver), (ii) maintenance, (iii) activity, and 
(iv) performance (e.g., daily gain, milk, eggs) (McDowell 1974).

Basal body functions contribute between 35% and 70% of daily heat production 
(McDowell 1974), and will tend to the higher levels during non-basal periods of 
work (e.g., walking, high respiration rate) or high levels of production. Importantly, 
core body temperature is dynamic even under thermoneutral conditions (Hahn 
1989, 1999), and follows a diurnal pattern which is influenced by interactions 
between animal and environmental factors.

There are a range of thermal conditions within which animals are able to main-
tain a relatively stable body temperature by behavioral and physiological means 
(Johnson 1987; Bucklin et al. 1992). This range is defined for a species based on 
upper critical and lower critical temperatures. Bligh and Johnson (1973) defined 
the upper critical temperature (UCT) as ‘the ambient temperature above which 
thermal balance cannot be maintained for a long period and animals become pro-
gressively hyperthermic’. This definition was revised in 1987 as ‘the ambient tem-
perature above which the rate of evaporative heat loss of a resting thermoregulating 
animal must be increased (e.g., by thermal tachypnea or by thermal sweating) in 
order to maintain thermal balance’ (IUPS Thermal Commission 1987). The lower 
critical temperature (LCT) is defined by the IUPS Thermal Commission (1987) 
as ‘the ambient temperature below which the rate of metabolic heat production of 
a resting thermoregulating tachymetabolic animal must be increased by  shivering 
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and/or nonshivering thermogenesis in order to maintain thermal balance’. The 
thermoneutral zone (TNZ) is defined as the range of ambient temperature at which 
temperature regulation is achieved only by control of sensible heat loss, i.e. without 
regulatory changes in metabolic heat production or evaporative heat loss. The TNZ 
will therefore be different when insulation or basal metabolic rate varies (IUPS 
Thermal Commission 2001). The UCT, LCT and TNZ of a species are influenced 
by insulation, nutrition and exercise (Ames 1980; McArthur 1987; Morgan 1997).

Heat stress results from the animal’s inability to dissipate sufficient heat or 
reduce heat influx to maintain homeothermy (Folk 1974). High ambient tem-
perature, relative humidity and radiant energy, particularly with concurrent low 
air speed, compromise the ability of animals to dissipate heat. As a result, there 
is an increase in core body temperature, which in turn initiates compensatory and 
adaptive mechanisms in an attempt to re-establish homeothermy and homeostasis 
(El-Nouty et al. 1990; Khalifa et al. 1997; Horowitz 1998, 2002; Lin et al. 2006). 
These readjustments, generally referred to as adaptations, may be favorable or unfa-
vorable to economic interests of humans, but are essential for survival of domestic 
animals (Stott 1981). However, it is likely that continued genetic selection for 
improved levels of production (e.g. growth rate, feed intake and milk production) 
will result in animals that are generally less heat tolerant (Joubert 1954; Young 
1985; Johnson 1987; Yahav et al. 2005; Lin et al. 2006).

When animals are exposed to environmental conditions above their UCT 
core body temperature begins to increase as a result of the animal’s inability to 
adequately dissipate the excess heat load. There is a concomitant decrease in feed 
intake as core body temperature increases, which ultimately results in reduced 
 performance (production, reproduction), health and well-being if adverse con-
ditions persist (Hahn et al. 1993). Thresholds are genotype/phenotype/species 
dependent, and are affected by many factors, as noted in Fig. 7.5. For shaded 
Bos taurus feeder cattle, Hahn (1999) reported respiration rate typically increases 
above a threshold of about 21°C air temperature, with a threshold for increasing 
core body temperature and decreasing feed intake at about 25°C. A recent study 
(Brown-Brandl et al. 2005) showed the influence of condition, genotype, respira-
tory pneumonia, and temperament on respiration rate of un-shaded Bos taurus 
heifers). Figure 7.6 illustrates the respiration rate response of different genotypes 
to hot environmental temperatures.

The lower and upper critical temperatures of both Arabi and Zaraiby goats were 
20–25°C and 20–30°C, respectively (El-Sherbiny et al. 1983). Lu (1989) found that 
the upper critical temperature of goats in maintenance is 25–30°C, and heat stress 
occurs when they are exposed to ambient temperature above 30°C. He stated that 
although rectal temperature rose significantly when goats were exposed to 30°C, 
compared to 20°C, the limit of heat tolerance for goats is between 35°C and 40°C. 
Dahlanuddin and Thwaites (1993) stated that goats reached the limit of their heat 
tolerance at 40–45°C ambient temperature. Furthermore, D’miel et al. (1980) stated 
that goats had a high lower critical temperature of 26°C. Therefore, they must rely 
mostly on metabolic energy rather than on insulation to keep their body tempera-
ture constant during cold weather.
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There also appears to be a time-dependency aspect of responses in some species. 
For example, Hahn et al. (1997) reported that for beef cattle with access to shade, 
respiration rate lags behind changes in dry bulb temperature, with the highest cor-
relations obtained for a lag of 2 h between respiration rate and dry bulb temperature. 
For un-shaded beef cattle, respiration rate closely tracks solar radiation; increasing 
or decreasing with solar radiation. There is also a delay in acute body tempera-
ture responses (during the first 3–4 days of exposure) to a heat challenge, with an 
increasing mean and amplitude, along with a phase shift reflecting entrainment 
by the ambient conditions (Hahn et al. 1997; Hahn and Mader 1997; Hahn 1999). 
Even though feed intake reduction usually occurs on the first day of exposure to 
hot conditions, the endogenous metabolic heat load from existing rumen contents 
adds to the increased exogenous environmental heat load. Nighttime recovery 
also has been shown to be an essential element of survival for cattle when severe 
heat challenges occur (Hahn and Mader 1997). After 3 days, the animal enters the 
chronic response stage, with mean body temperature declining slightly and feed 
intake reduced in line with heat dissipation capabilities. Diurnal body temperature 
amplitude and phase remain altered. These typical thermoregulatory responses (dis-
cussed more fully in Hahn 1999), when left unchecked during a severe heat wave 
with excessive heat loads, can lead to a pathological state resulting in impaired per-
formance or death (Hahn and Mader 1997). The intensity and duration of exposure 
to a given thermal stress will also determine animal responses (Hahn and Mader 
1997; Gaughan and Holt 2004; Beatty et al. 2006). Further studies are required to 
determine species and breed responses.

Thus, an increase in air temperature, such as that expected in different  scenarios 
of climate change, would directly affect animal performance by affecting animal 
heat balance. The thermal environment influences animal performance primarily 
through the net effects of energy exchanges between the animal and its  surroundings 

Fig. 7.6 Respiration rates as a function of ambient temperature for unshaded cattle of four geno-
types (Brown-Brandl et al. 2005)



150 J. Gaughan et al.

(Folk 1974; Hahn 1989; Yahav et al. 2005). There are four modes of energy trans-
fer: radiation (gain or loss of heat from the animal), convection (gain or loss), 
conduction (gain or loss), evaporation (loss only), all of which are governed by 
physical laws. Several physical parameters control heat transfer by each mode. Air 
temperature affects energy exchanges through convective, conductive, and radiative 
exchanges (not evaporation) (Hahn 1976). In hot conditions, evaporation becomes 
the most important method of heat loss, as it is not dependent on a temperature 
gradient (Ingram and Mount 1975). Therefore, the combination of temperature and 
humidity acquire more relevance, since humidity increases the magnitude of the 
thermal strain especially at high ambient temperatures.

The temperature humidity index (THI; Thom 1959) is commonly used as an 
indicator of the intensity of climatic stress on animals, where a THI of 72 and 
below is considered as no heat stress, 73–77 as mild heat stress, 78–89 as moderate, 
and above 90 as severe (Fuquay 1981). On the other hand, the Livestock Weather 
Safety Index (LCI 1970) categories associated with THI are normal (THI ≤ 74), 
Alert (75–78 THI), danger (79–83 THI) and emergency (THI ≥ 84). Davis et al. 
(2003) suggest that there is no heat stress for beef cattle when average THI < 70, 
mild heat stress when 70 ≤ THI < 74, moderate heat stress when 74 ≤ THI < 77, 
and severe heat stress when THI ≥ 77. Khalifa et al. (2005) indicated that for sheep 
and goats, there is no heat stress when average THI < 70, mild heat stress when 70 
≤ THI < 74 in sheep and 70 ≤ THI < 78 in goats, moderate heat stress when 74 ≤ 
THI < 88 in sheep and 78 ≤ THI < 84 in goats and severe heat stress when THI ≥ 
84 in goats. It is worth noting that these data were obtained on crossbred sheep and 
goats which are acclimatized to Egyptian conditions but not well adapted to the 
subtropical environment like native breeds. Dairy cattle show signs of heat stress 
when THI is higher than 72 (Johnson 1987; Armstrong 1994); however the actual 
threshold will be associated with a decline in milk production (Berry et al. 1964; 
Kadzere et al. 2002), and whether or not heat abatement strategies are implemented 
(Mayer et al. 1999). Cows with higher levels of milk production are more sensitive 
to heat load (Johnson 1987; Hahn 1989). Amundson et al. (2006) indicated that 
a THI threshold of 73 pregnancy rates of beef cattle became negatively affected. 
Conception rate of dairy cows was affected by just 1 day exposure to THI between 
65 and 70 (Ingraham et al. 1974; and Du Preez et al. 1990). The conception rate 
of water buffalo was significantly lower when THI > 79 (Pagthinathan et al. 
2003). Whether these beef cattle, dairy, or buffalo could adapt to a greater THI is 
not known. A review of heat stress in lactating dairy cows has been published by 
Kadzere et al. (2002).

Although THI is widely-accepted for evaluating the climatic environment, it 
is limited because it does not take into account the effects of thermal radiation 
(solar and long-wave) or wind speed. Modifications to the existing THI to account 
for wind speed and solar load (Mader et al. 2006) and the development of new 
indices (Eigenberg et al. 2000, 2005; Khalifa et al. 2005; Gaughan 2008) have 
been reported. A review of thermal indices used with livestock was undertaken by 
Hahn et al. (2003). A new heat load index (HLI) which incorporates the effects of 
solar radiation and wind speed on the heat load status of feedlot cattle has been 
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established (Gaughan et al. 2008a). This index is based on the establishment of 
thresholds above which cattle gain heat and below which heat is dissipated. The 
thresholds are adjusted based on genotype, health status, nutritional management, 
pen management and the provision of shade.

Current indices do not account for cumulative effects of heat load, and/or natural 
cooling. Cattle may ‘accumulate’ heat during the day (body temperature rises) and 
dissipate the heat at night. If there is insufficient night cooling, cattle may enter 
the following day with an ‘accumulated’ heat load (Hahn and Mader 1997). The 
THI-hours model was developed to account for the impact of intensity x duration 
on thermal status (Hahn and Mader 1997). This concept was further developed for 
feedlot cattle as the accumulated heat load model (Gaughan et al. 2008a). This 
model is able to account for genotype differences, management factors and housing 
factors (e.g. provision of shade).

It is not only the intensity and duration of the thermal challenge, but also the 
amount of time animals have to recover from the challenge that determines their 
response (Mendel et al. 1971; Hahn et al. 2001; Gaughan et al. 2008a). In the 
central Santa Fe region, a major dairy area in Argentina, THI > 72 for 13 h a day 
is common in January (Valtorta and Leva 1998). These conditions result in poor 
reproductive performance and milk yield; de la Casa and Ravelo (2003) have esti-
mated the impacts on milk production in Argentina. When considering a global 
climate change scenario, determined by paleoclimatological studies (Budyko et al. 
1994), the hours when THI > 72 would increase to approximately 16 h by 2025 
(Valtorta et al. 1996a). The implications of such a change are that the already com-
promised summer dairy performance measured in terms of reduced milk produc-
tion (Valtorta et al. 1996b, 1997) and lower conception rates (Valtorta and Maciel 
1998), could be further impaired.

7.6 Animal Management Adaptations

7.6.1 Genetic Modifications

The use of genomics may hold the key to improving heat tolerance in a number 
of species. How do we identify cattle with superior heat tolerance? Basically there 
are three broad genetic options for improving heat tolerance: (i) select phenotypes 
within the breed types preferred that have high heat tolerance e.g. identify heat 
tolerant Angus within the Angus breed, (ii) identify phenotypes within the heat tol-
erant breeds (e.g. Brahman) that will meet current and future market specifications, 
and (iii) identify breeds that currently meet market requirements and are heat toler-
ant. The focus of many researchers has been to identify genes, biological markers, 
or molecular markers that can be used to assess heat tolerance in animals (Collier 
et al. 2002; Mariasegaram et al. 2007; Regitono et al. 2006). An example is the 
“slick” gene in cattle. Cattle which have shorter hair, have hair of greater diameter 
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and are of lighter color are more adapted to heat than those with longer hair coats 
and darker colors. The cattle with the shorter hair carry the “slick coat” gene. The 
slick coat phenotype has been observed in tropical Bos taurus breeds (e.g. Senepol 
and Carona) in the Americas. The adaptation is manifested in the shorter haired 
cattle by lower rectal temperatures, lower respiration rates, increased sweating rate 
(Olson et al. 2006) and better fertility (Bertipaglia et al. 2005) compared to long 
haired cattle under high heat load. The slick gene appears to be a simple dominant 
gene. Therefore, as long as a crossbred animal carries the dominant allele they will 
be heat tolerant. In a recent study, Angus x Senepol and Charolais x Senepol were 
shown to be as heat tolerant as Brahmans (Mariasegaram et al. 2007). However, 
there was no mention of carcass attributes. Selection of cattle for this gene may 
be a useful mechanism for improving heat tolerance provided carcass and other 
performance attributes are not compromised.

7.6.2 Environmental Modifications

Global climate change models predict an increase of heat stress events, as well as 
general warming in some areas. Therefore, methods that will alleviate the impact 
of these events should be considered, especially if alternative land use or species/
breed use is not an option. Beede and Collier (1986) suggest three management 
options for reducing the effect of thermal stress in cattle which have application 
for all livestock and poultry. The options are: (1) physical modification of the 
environment; (2) genetic development of breeds with greater heat tolerance and 
(3) improved nutritional management during periods of high heat load.

Numerous methods of environmental modifications to ameliorate heat stress in 
livestock and poultry are found in the literature, ranging from provision of shade 
through environmental control using mechanical air conditioning (e.g., Hahn and 
McQuigg 1970; Hahn 1989; Bucklin et al. 1991; Bull et al. 1997; Mader et al. 1999a; 
Valtorta and Gallardo 1998; Mitlöhner et al. 2001; Spiers et al. 2001; Pagthinathan 
et al. 2003; Champak Bhakat et al. 2004; Correa-Calderon et al. 2004; Mader and 
Davis 2004; Lin et al. 2006). However, while all are technologically feasible, not all 
are economically viable or acceptable from a management perspective.

Shade: In many cases, the most economical solution to high heat load is the pro-
vision of shade. Shade is a simple method of reducing the impact of high solar 
radiation (Bond et al. 1967; Fuquay 1981; Curtis 1983), but has little impact on air 
temperature. Black globe temperatures under shade structures can be as much as 
12°C lower than the black globe temperature in the sun (36°C vs. 49°C) (J. Gaughan, 
2007, personal communication). Shade can be either natural or artificial. It has been 
suggested that shade from trees is more effective (Hahn 1985) and is preferred by 
cattle (Shearer et al. 1991). However, Gaughan et al. (1998) reported that dairy 
cows preferred the shade from a solid iron roof even when they had access to shade 
trees. This result may have been a result of differing shade density, leading to 
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a greater reduction in radiation heat load under the roof. Aspects concerning design 
and orientation of shades have been widely published (Buffington et al. 1983; Hahn 
1989; Bucklin et al. 1991; Valtorta and Gallardo 1998). Many species, even those 
deemed to be heat tolerant will seek shade under hot conditions if it is an option. 
Shades are effective in reducing heat stress and the effects of heat stress in cattle 
(Davison et al. 1988). Valtorta et al. (1996b) found that cattle with access to shade 
had lower rectal temperature and respiration rate in the afternoon, and yielded more 
milk and greater milk protein compared to unshaded cows. Khalifa et al. (2000) 
reported that exposure to solar radiation (46°C black globe temperature) and 27% 
RH, significantly increased rectal temperature, skin temperature, ear temperature, 
respiration rate and pulse rate of goats without access to shade compared to those 
in shade. However, exposure to solar radiation significantly decreased temperature 
gradients from the skin to air and from rectal to ear temperatures.

Air movement: Air movement is an important factor in the relief of heat stress, since it 
affects convective and evaporative heat losses (Armsby and Kriss 1921; Mader et al. 
1997; Yahav et al. 2005). Air movement whether outside or in buildings is critical if 
cooling is to be effective. The use of natural ventilation in animal buildings should 
be maximized by the construction of open-sided sheds (Ferguson 1970; Bucklin 
et al. 1991), sheds with ridge top ventilation (Baxter 1984) and good separation 
distance between buildings (Ferguson 1970). Forced or mechanical  ventilation, pro-
vided by fans, is an effective method for enhancing air flow, if properly designed and 
maintained (Baxter 1984; Xin and Puma 2001). Numerous methods of increasing 
air movement in animal buildings ranging from simple overhead fans,  mechanically 
driven curtains which open or close depending on ambient temperature, tunnel 
ventilation systems to fully controlled computer operated systems can be found in 
the literature. Shelters, shade and wind breaks, if not designed correctly, can lead to 
micro-climate conditions that may induce severe heat stress in animals.

Using water for cooling livestock: Direct access to water such as in dams, ponds 
and rivers is effective in cooling animals in grazing situations. It is not unusual to 
see cattle standing belly deep in water. Intensively housed dairy cattle, feedlot cattle 
and pigs will also use water troughs for similar purposes if they can gain access. 
Where access is limited water splashing and dunking the head in the trough is a 
common practice. Pigs will use nipple drinkers to spray water over their bodies in 
an effort to keep cool. Where animals are housed there are several methods which 
are commonly used, including misting, fogging, and sprinkling systems. A large 
number of studies have investigated the efficacy of these systems in reducing the 
incidence of heat stress in domestic animals (Berman et al. 1985; Hahn 1985; 
Armstrong and Wiersma 1986; Schultz 1988; Turner et al. 1989; Strickland et al. 
1989; Bucklin et al. 1991; Armstrong 1994; Armstrong et al. 1999; Brouk et al. 
2001, 2003a; Pagthinathan et al. 2003; Gaughan et al. 2004; Marcillac et al. 2004; 
Barbari and Sorbetti Guerri 2005; Calegari et al. 2005; Gaughan and Tait 2005).

Evaporative coolers may be effective in reducing air temperature especially 
when relative humidity is low and there is adequate ventilation and air movement. 
Evaporative coolers are effectively used to cool the air in cattle, pig, sheep and 
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 poultry buildings in areas characterized by a hot dry environment. Misting is 
routinely used in the dairy industry and is especially effective in dry climates 
(e.g. Israel, Saudi Arabia, and Arizona) (Armstrong et al. 1993), and is also used 
for cooling the ventilation air entering poultry and swine buildings (Xin and Puma 
2001; Brouk et al. 2003b). However, misting systems can be effective even when 
relative humidity is high e.g. Hawaii (dairy cattle) (Armstrong et al. 1993), Florida 
(dairy cattle) (Taylor et al. 1986; Beede 1993; Mearns et al. 1992), Missouri (dairy 
cattle, swine and poultry) (Brouk et al. 2003b) and Iowa (poultry) (Xin and Puma 
2001) provided that there is sufficient air movement. Misting or fogger systems 
are not generally recommended in hot humid environments (Bucklin et al. 1991; 
Bottcher et al. 1993; Turner et al. 1993). However, misters do have the advantage 
of low water usage (Lin et al. 1998).

Direct water application: Direct application of water to the skin is an effective 
method of cooling buffalo, cattle, pigs, and poultry. Adding water to the body 
surface increases the latent heat loss from an animal. It is the evaporation of the 
water from the surface that results in the cooling of the animal. Under the right 
conditions, water application will reduce heat load on animals (Fig. 7.7). However, 
the use of water for cooling livestock may lead to an increase in relative humidity, 
especially where there is limited air movement, and this reduces the ability of the 
animal to dissipate heat via evaporation (Frazzi et al. 1997; Xin and Puma 2001; 
Correa-Calderon et al. 2004). Gaughan et al. (2003) demonstrated that wetting 
 cattle exposed to high temperature and humidity had only minor short term effects 
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Fig. 7.7 The effect on rectal temperature when cattle have been sprinkled (DW) between 1,200 
and 1,600 h or not sprinkled (NW) (Adapted from Gaughan et al. 2004)
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on relative humidity, provided that ventilation was adequate. The negative impacts 
of high relative humidity and/or limited air movement on the animals ability to 
 dissipate heat may be magnified when insufficient water is used e.g. foggers or 
misters or there is insufficient ventilation to remove the moisture laden air. In these 
circumstances water particles may form a cover over the hair or pelage of the ani-
mal trapping heat and thereby increasing the level of heat stress (Hahn 1985).

Continuous application of water is not required to achieve heat stress alleviation. 
Morrison et al. (1973) used a 30 min cycle where cattle were wetted for 30 s and then 
exposed to forced air ventilation for 4.5 min. The 30 min cycle was repeated nine 
times a day. The dairy cows which were exposed to the cooling strategy had a lower 
(0.5–0.9°C) rectal temperatures than those not cooled. In a later study Morrison 
et al. (1981) using feed conversion efficiency and rate of gain as indicators did not 
find any benefit from wetting cattle. However, feed intake was greater in the cooled 
cattle. Flamenbaum et al. (1986) wetted dairy cows for either 10, 20 or 30 s fol-
lowed by forced ventilation (1.5 m/s at cow height) for either 15, 30 or 45 min. They 
found that the 20 and 30 s wetting followed by the 30 and 45 min forced ventilation 
reduced rectal temperature by 0.7°C and 1.0°C respectively. Igono et al. (1987) 
reported effective cooling when where sprinklers were used for were used for 20 
minutes on and were then off for 10 min. Using beef cattle in Florida, Garner et al. 
(1989) used a 3 min on 30 min off when temperature was greater than 26.7°C. Fans 
were also used in this study however air speed at animal height was not mentioned. 
Lin et al. (1989) used 3 min on and 15 min off. Two and a half minutes on and 7 min 
off was used by Turner et al. (1992). Beede (1993) recommended approximately 
1–2 mm per dairy cow per 15 min wetting cycle, or just enough water to wet the 
back. In a study by Brouk et al. (2001) used a cycle of 3 min on and 12 min off, 
while Gaughan et al. (2008b) used 5 min on and 15 min off.

Brouk et al. (2001) suggests that the coat of dairy cows should be allowed to 
dry between water applications, however Gaughan et al. (2008b) reported that beef 
cattle which were completely dry within 10–15 min of water application had an 
increase in respiration rate. It is likely that these animals were under some degree 
of heat stress, albeit for short periods of time, because water was evaporating from 
the skin but not removing sufficient body heat (Frazzi et al. 2000). This suggests 
that the 15 min interval between wettings was too long given the ambient conditions 
to which the cattle were exposed or that the duration of water application was too 
short or that the amount of water supplied was insufficient.

Before considering water application, a number of factors need to be considered. 
These include: infrastructure and running cost, water availability, how will water 
be removed from the site, provision of sufficient air movement, and micro-climate 
effects.

Livestock managers need to be especially vigilant when applying water to 
 animals. Changes in micro-climate (e.g., an increase in relative humidity) may 
reduce evaporative cooling from the animal’s surface. Therefore increased wetting 
frequency may be required. Furthermore, consistency in application is important. 
Once started, wetting needs to continue until high heat load has abated (Gaughan 
et al. 2004, 2008b).
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7.6.3 Nutritional Modification

Excellent reviews of nutritional strategies for managing heat-stressed dairy cows 
(West 1999), and poultry (Lin et al. 2006) have been published. Dietary manipula-
tion has been shown to be beneficial for reducing the effects of heat stress in  cattle 
(Beede and Collier 1986; Schneider et al. 1986; West et al. 1991; Mader et al. 
1999b; Granzin and Gaughan 2002). A ‘cold’ dairy cow diet generates a high net 
nutrient proportion for milk production and lower heat increment (Gallardo 1998). 
The author indicates that some outstanding characteristics of ‘cold’ diets are: 
(1) higher energy contents per unit volume; (2) highly fermentable fiber; (3) lower 
protein degradability; and (4) high by-pass nutrients contents. These recommen-
dations are useful when feeding totally mixed rations. However, diet manipula-
tion may be useful even under grazing systems. Gallardo et al. (2001) found that 
hydrogenated fish fat could be a good ingredient to sustain high yields and elevated 
maintenance requirements in a grazing system during hot conditions. These are 
in reality, however, only short-term solutions. In many areas of the world, feeding 
grains and other high energy ingredients will not be financially sustainable. In 
many areas, animal production is based on grazing, foraging or browsing. A chang-
ing climate will impact on grasses, shrubs, and trees. If these effects are negative, 
then there will be significant changes in livestock production in the affected areas 
(see previous discussion).

Water is the most critical nutrient for animals. Climate change may have a 
number of impacts on water availability. In addition, water requirements are higher 
during periods of heat load (Winchester and Morris 1956; Beede and Collier 1986; 
Beatty et al. 2006). High production animals have a greater need for water compared 
to low production animals. Classical studies have demonstrated that water losses 
from animals increase with increasing air temperature (Kibler and Brody 1950; 
McDowell and Weldy 1960). Drinking behaviour is complex and is influenced by 
a number of factors such as diet, live weight, health status, and physiological sta-
tus. Normally, it would be expected that water intake will increase when animals 
are exposed to hot conditions. Beatty et al. (2006) reported that water intake of 
Bos taurus heifers (331 kg) increased from approximately 19.8 L/head/day under 
cool conditions (wet bulb <25°C) to 31.4 L/head/day when exposed to a wet bulb 
temperature between 25°C and 33°C (Fig. 7.8). Water intakes reported by Gaughan 
and Tait (2005) for Angus steers (550 kg) exposed to hot conditions (36°C) were 
41.1 L/head/day, up from 19.8 L/head/day under thermoneutral conditions (26°C). 
Concurrent feed intake fell from approximately 1.5% of body weight to almost zero 
(Beatty et al. 2006), and from approximately 2.4% of body weight to 1.8% of body 
weight (Gaughan and Tait 2005). For camels, feed intake was not affected when 
exposed to high heat load (40°C) provided they had access to water (Guerouali and 
Filali 1995). However, water intake increased by 300%. Other studies have shown 
that water intake decreases when feed intake is reduced (Chaiyabutr et al. 1980; 
Kadzere et al. 2002; Mader and Davis 2004). Goats (and other species) respond to 
water restrictions by reducing feed intake and concentrating their urine (Ahmed and 
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El Kheir, 2004). Offering warm rather than cool water has improved water intake 
of heat stressed animals in some cases (Lanham et al. 1986; Olsson and Hydbring 
1996; Olsson et al. 1997). It is generally agreed that provision of good quality water 
is an important factor to manage nutrition during periods of high heat load.

7.7 Conclusions

The adaptive capabilities of animals and livestock production systems have been 
emphasized in this report. Biometeorology has a key role in rational management 
to meet the challenges of thermal environments for livestock production systems, 
whether in current or altered climates.

Understanding the responses of animals to environmental challenges is para-
mount to successful implementation of strategies to ameliorate negative impacts 
of climate change. Livestock managers have routinely dealt with intra- and inter-
annual climate variability. The challenge will be dealing with on-going change 
and possible major climatic shifts. Livestock managers will need to consider both 
climatic conditions and resource availability (e.g. feed, water, veterinary care, 
financial, animals, people) when determining the best strategies to adopt. Animal 
managers need to be proactive, as we cannot wait for changes to occur – there is 

Fig. 7.8 Mean daily feed intake (a and b) and water intake (c and d) for Bos taurus and Bos 
indicus heifers. Points show the mean ± SEM for each of six animals. The horizontal bar under 
each figure indicates the hottest 5 days of the experiment. Asterisks under the data denote P < 0.05 
for the day marked vs. the control days (days 1 and 2) (Beatty et al. 2006)
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a need to act now to reduce the risk of longer-term changes to livestock industries 
around the world.

Summarizing, the most important element of proactive environmental manage-
ment to reduce risk is preparation: (1) be informed – governments may need to fund 
training programs in regions where current livestock practices will no longer be 
viable; (2) develop a strategic plan – both short-term and long-term; (3) observe and 
recognize animal responses to climatic/nutritional conditions; (4) adopt farming 
practices to the changing conditions; and, (5) select animals (be prepared to change 
breeds/species) that are suited to the environmental and nutritional conditions. 
Livestock managers who adopt such a proactive approach will be better prepared 
for both current and future climates.
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Abstract The tourism-recreation sector is increasingly recognized as a climate-
sensitive economic sector, with both supply- (tourism operators, destination com-
munities) and demand-side stakeholders (tourists) directly affected by climate and 
its indirect influence on a wide range of environmental resources that are critical 
to tourism. Knowledge of the affects of climate on tourism and the effectiveness of 
climate adaptations in this sector remains inadequate and behind that of other eco-
nomic sectors that have a longer tradition of scholarly development and government 
involvement. This is problematic considering the continued rapid growth in tourism 
world-wide and its prominence in many national economies. This chapter provides 
an  overview of the range of climate adaptations utilized in the tourism-recreation 
sector, comments on the state of knowledge about climate change adaptation in the 
sector, and discusses some important directions for future inquiry.

8.1 Introduction

Tourism is one of the largest and fastest growing global industries and is a vital 
 contributor to national and local economies around the world. The World Travel 
and Tourism Council (2006) estimated that in 2005 the global travel and  tourism 
industry, encompassing transport, accommodation, catering, recreation and  services 
for visitors, contributed 3.6% of global GDP and 2.8% of world-wide employ-
ment. The 808 million international tourist arrivals in 2005 (United Nations World 

Chapter 8
Adaptation in the Tourism and Recreation 
Sector

Daniel Scott, Chris de Freitas, and Andreas Matzarakis

D. Scott
Department of Geography, University of Waterloo, Canada

C. de Freitas
School of Geography and Environmental Science, University of Auckland, New Zealand

A. Matzarakis
Meteorological Institute, University of Freiburg, Germany

K.L. Ebi et al. (eds.), Biometeorology for Adaptation to Climate Variability and Change,  171
© Springer Science + Business Media B.V. 2009



172 D. Scott et al.

Tourism Organization [UNWTO] 2006) are projected to increase to 1.6 billion by 
2020 (UNWTO 1998).

The tourism-recreation sector is highly influenced by climate (Wall 1992; de 
Freitas 1990, 2003; Gomez-Martin 2005; Scott 2006a, b, c). At the local scale,  climate 
defines the length quality of multi-billion dollar outdoor recreation seasons (e.g., 
skiing, snowmobiling, golf, boating, beach use), while at the global scale climate is 
a principal resource responsible for some of the largest international tourism flows 
(e.g., from Northern Europe to the Mediterranean and northern North America to the 
Gulf of Mexico and Caribbean). Climate also affects a wide range of environmental 
resources that are critical to the tourism-recreation sector (e.g., glaciers, wildlife 
productivity and migrations, biodiversity, water levels) and affects various facets of 
tourism-recreation operations (e.g., snowmaking or irrigation needs, water supply).

Despite the growing global economic importance of the tourism-recreation 
 sector and the multiple interactions between climate and the tourism-recreation sector, 
our understanding of how climate variability and extremes affect tourists, tourism 
businesses and destination communities remains highly limited. Consequently, 
knowledge of the potentially profound consequences of global climate change for 
the tourism-recreation sector remains equally limited (Intergovernmental Panel on 
Climate Change 2001; UNWTO 2003; Scott et al. 2005a; Gossling and Hall 2006). 
The title of section two of this book therefore very accurately describes the status 
of climate and tourism research as a ‘research frontier.’

The inadequate state of biometeorological knowledge on the tourism-recreation 
sector may be partially explained by a combination of factors. First, robust evidence 
of the economic importance of the tourism-recreation sector at national and inter-
national scales has only been made available through methodological advancements 
over approximately the last 10–15 years. Most outside of the tourism community 
are still unaware of the sector’s economic importance and continued growth trends. 
Second, with mass tourism being largely a post-World War Two phenomenon, the 
tourism research community is not as mature as that of other important economic 
sectors, such as agriculture and fisheries. In most nations, there is very limited 
tourism research capacity within government and what exists is largely applied, 
almost exclusively focusing on product/market development, marketing, and moni-
toring (visitation and visitor spending). Other fundamental research relating to, 
for example, the non-economic consequences of tourism (social, environmental), 
falls largely to the academic community, where the size of tourism and recreation 
research community remains very small relative to the economic importance of 
the sector. The relatively recent development of research on the tourism-recreation 
sector is also reflected in the history of the International Society of Biometeorology 
(ISB), with the Commission on Climate, Tourism and Recreation (CCTR) only 
being founded at the 14th Congress held at Ljubljana, Slovenia in 1996. Third, until 
very recently climate change had not garnered substantive attention from the tour-
ism industry or the tourism and recreation research communities (Wall and Badke 
1994; Scott et al. 2005a; Gossling and Hall 2006). Butler and Jones (2001:300), 
in their concluding summary of the International Tourism and Hospitality in the 
21st Century conference, forthrightly stated, “(Climate change) could have greater 
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effect on tomorrow’s world and tourism and hospitality in particular than anything 
else we’ve discussed. “The most worrying aspect is that … to all intents and pur-
poses the tourism and hospitality industries … seem intent on ignoring what could 
be the major problem of the century (original emphasis).” Kelly (2001:33) writing 
about the tourism-recreation sector from the perspective of the insurance industry, 
similarly concluded that, “Although a number of organizations are seeking to raise 
awareness, there is little evidence to suggest that the leisure industry and/or its pro-
viders is formulating a strategy or has turned its attention to the planning or close 
examination of the issues involved (with climate change).” Only in the last 5 years 
has there been recognition within the tourism industry that tourism is an important 
contributor to processes of global environmental change (Gössling and Hall 2006) 
and that climate change in particular would have important implications for the 
tourism industry (UNWTO 2003).

Scott et al. (2006) have compiled a comprehensive bibliography of the  international 
climate and tourism literature, containing over 300 English, French, German and 
Spanish language publications (as of December 2004). Surprisingly, even though the 
large majority of climate change-related publications in the bibliography deal with 
impacts, more publications explicitly focus on climate change mitigation than adapta-
tion. A number of publications that examine climate change impacts, particularly post-
2000, implicitly mention adaptation using words like ‘respond’, ‘cope’, or ‘adjust,’ but 
without providing a thorough discussion of the full range of adaptations available to 
specific tourism market segments or destinations under examination or how the imple-
mentation of certain adaptations could alter the projected impacts (even qualitatively). 
Scott (2006b) argued that adaptation continues to be a critical research gap in the 
growing literature on climate change and the tourism-recreation sector. Unlike in other 
economic sectors, to date there has been no systematic attempt to document the range 
of climate adaptations currently employed in the tourism-recreation sector.

With the above in mind, this chapter represents the first effort to compile a 
 portfolio of climate adaptations employed by tourism-recreation stakeholders 
(individual tourists, tourism operators, tourism destinations – communities,  financial 
sector, and government). It remains beyond the scope of this chapter to examine the 
very wide range of adaptations in detail (i.e., the extent, historical evolution, and 
barriers to each adaptation) or attempt to evaluate the effectiveness of each adapta-
tion. These remain important directions for future inquiry.

8.2  Climate Adaptation Portfolio for the Tourism-Recreation 
Sector

Climate adaptation in the tourism-recreation sector is comprised of complex mix of 
adaptations undertaken by diverse stakeholders at a range of spatial and temporal 
scales (Fig. 8.1). The climate adaptation portfolio presented in this section is not 
intended to be comprehensive, as this would require detailed adaptation portfolios, 
like that developed by Scott (2006b) for the ski industry, to be developed for several 
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major tourism segments in climatic zones around the world; rather it is meant to be 
illustrative of the diversity of climate adaptation available to this highly dynamic 
sector. The climate adaptation portfolio is organized by type of stakeholder (tour-
ists, tourism operators/businesses, tourism industry associations, governments/com-
munities, financial sector) and major types of adaptations (e.g., technical/structural, 
behavioural, business management, policy, research and education) utilized by each 
stakeholder. While climate adaptations are described individually in this chapter, 
rarely are adaptation options undertaken in isolation. More commonly, climate adap-
tation by stakeholders in the tourism-recreation sector involves multiple adaptation 
options (Fig. 8.1). Individual adaptation options are sometimes also undertaken by 
several different stakeholders in the sector (e.g., marketing by tourism businesses, 
communities and countries), sometimes in isolation and  sometimes collaboratively.

To date, all of the studies that have specifically examined climate adapta-
tion in some aspect of the tourism-recreation sector (Elsasser and Bürki 2002; 
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Scott et al. 2002, 2005b; Raksakulthai 2003; Becken 2004; Sievanen et al. 2005; Scott 
and Jones 2005; Scott 2006b) have concluded that there is little evidence of  adaptation 
in anticipation of climate change. Thus, almost all of the climate adaptations  identified 
in this portfolio represent adaptation as currently practiced. The few climate change 
specific adaptations in this sector are clearly identified throughout this section.

8.2.1 Tourists-Recreationists

8.2.1.1 Behavioural

Recreation and leisure tourism are by definition activities undertaken by choice 
during ‘free time.’ As such, tourists-recreationists have a great degree of freedom 
to choose the activities they wish engage in, as well as where and when they will 
do so. Spatial, temporal and activity substitution provide tourists-recreationists with 
tremendous adaptive capacity.

Tourists are easily able to adapt to climatic conditions or climate-related impacts 
at any given destination by simply going elsewhere. Giles and Perry (1998) found 
that the exceptionally warm and sunny summer of 1995 in the UK resulted in a drop 
in outbound tourism as travellers opted for domestic holidays. Extreme events regu-
larly influence traveller decisions in regions such as the Gulf of Mexico. The four 
hurricanes that struck the State of Florida in 2004 caused thousands of cancellations 
as travellers went elsewhere and a marketing survey found that 25% were also less 
likely to visit Florida during hurricane season in the future (Pack 2004).

Tourists-recreationists are able to select when climatic conditions are suitable 
to engage in chosen activities or visit a destination. Tourists can adapt the timing 
of travel according to climate variability, such as unusually early or late hurricane 
or monsoon season, and eventually to climate change. Indeed, several climate 
change impact studies assume that tourists will adapt to new climatic regimes by 
altering the timing of visitation, particularly new opportunities during shoulder 
seasons (Maddison 2001; Lise and Tol 2002; Hamilton et al. 2005; Jones and 
Scott 2006a, b; Berrittella et al. 2006). Tourists-recreationists can also adapt the 
frequency of their visits in response to climate variability. Scott (2006b) found 
evidence of such among skiers in the US. Examining ski area ‘utilization’ data, 
which is the ratio of actual skier visits to the physical capacity of skier visits at a 
ski area over the ski season; it was found that utilization decreases during longer 
ski seasons. Greater utilization during shorter ski seasons, suggests that skiers are 
participating more frequently than they would in a normal year (i.e., go skiing every 
weekend, instead of every 2 weeks). This type of behavioural adaptation is particu-
larly possible when the ski season starts later than usual, because skiers know they 
likely will have fewer opportunities that season.

Activity substitution can take place over a range of time-scales. Tourists-
recreationists can also modify their activities to cope with unfavourable weather 
conditions. Fig. 8.2 illustrates how some tourists visiting a beach resort in Cuba 
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have adapted to strong winds and cool temperatures in ways that still allow them 
to engage in beach related activities (i.e., additional clothing and erecting wind 
screens with beach chairs). Tourists-recreationists can change from one activity 
to another or change the frequency of activities in response to climate variability. 
A 1°C warmer than average summer season has been found to increase domestic 
tourism expenditures in Canada by 4% (Wilton and Wirjanto 1998). Individuals can 
also substitute activities on a permanent basis in response to climatic changes. Scott 
et al. (2002) found some snowmobilers had begun to switch to All-Terrain-Vehicles 
(ATVs) in response to changes in snow conditions.

A limited number of studies have begun to explore the potential behavioural 
adaptations of tourists-recreationists to future climate change (König 1998; Braun 
et al. 1999; Bürki 2000; Richardson and Loomis 2004; Scott and Jones 2006a; 
Uyarra et al. 2005). In each study, a combination of spatial, temporal and activ-
ity substitution were found. König (1998) and Bürki (2000) utilized surveys to 
examine how skiers in Australia and Switzerland might respond to marginal ski 
conditions presented in a hypothetical climate change scenario. In Australia, 25% 
of respondents indicated they would continue to ski with the same frequency, nearly 
one-third (31%) would ski less often, but still in Australia, and the greatest por-
tion (38%) would substitute destinations and ski overseas (mainly in New Zealand 
and Canada). A further 6% would not continue to ski under such conditions. In 
Switzerland, the majority (58%) indicated they would ski with the same frequency 
(30% at the same resort and 28% at a more snow reliable resort – generally at 
higher elevation). Almost one-third (32%) of respondents indicated they would ski 
less often and 4% stated they would stop skiing altogether.

In eastern North America, a climate change analogue approach has been used to 
understand the potential response of the ski tourism marketplace to future climate 
change. The winter of 2001–2002 was the record warm winter throughout much 

Fig. 8.2 Small scale–short term behavioural adaptation to weather conditions (Photo credit: 
Daniel Scott)
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of the region and approximated the normal temperatures expected in mid-century 
under a mid-range warming scenario (approximately + 4.5°C). Skier visits during 
this record warm winter were consistently lower than in the previous climatically 
normal winter of 2000–2001: – 11% in the Northeast ski region of the US, – 7% 
in Ontario, and – 10% in Quebec (Scott 2006c). Although this finding is not 
surprising considering the ski season was approximately 20 days shorter in the 
record warm winter, what is somewhat surprising is how small the reduction in 
skier visits was during this climate change analogue season. It was observed that 
utilization levels at ski areas increased, as many skiers in the region adapted by 
skiing more frequently than in a normal year (i.e., skiing every weekend, instead 
of every 2 weeks).

Comparable studies have also been conducted on how tourists might respond 
to climate-induced environmental change in national parks in the Rocky Mountain 
region of North America. Richardson and Loomis (2004) found that between 9% 
and 16% of surveyed visitors to Rocky Mountain National Park (USA) would change 
the frequency of visitation to the park under the hypothetical environmental change 
scenarios (representing the 2020s). The environmental change scenarios constructed 
for the early and mid-decades of the twenty-first century were also found to have 
minimal influence on intention to visit Glacier-Waterton International Peace Park 
or Banff National Park, with almost all visitors still intending to visit the parks and 
10% indicated they would visit more often, presumably due to improved climatic 
conditions (Scott et al. 2007; Jones and Scott 2006a). There is also the potential 
that media coverage of melting glaciers might motivate more people to visit these 
parks over the next 20–30 years to personally see or show children the glaciers 
before they disappear and in order to witness the impacts of climate change on the 
landscape. This ‘last chance’ tourism market trend is already being observed in 
some areas of Alaska, including Kenai Fjords National Park, where the chief ranger 
has described climate change as one of the new major themes for the park (Egan 
2005). If such an increase is visitation is realized, it would require adaptation to 
accommodate larger numbers of visitors and provide new public education about 
the changes in natural heritage that are occurring.

In the studies that attempted to look at the potential impacts of greater environ-
mental change (Scott et al. 2007; Jones and Scott 2006a, b), an important threshold 
was reached for many visitors to Glacier-Waterton International Peace Park and 
Banff National Park in scenarios that might occur by the end of the twenty-first 
century. A substantial number of tourists (19% in Glacier-Waterton and 31% in 
Banff) indicated they would not intend to visit the parks if the specified environ-
mental changes occurred. The projected loss of glaciers in the region was noted as 
a significant heritage loss and the most important reason cited for not intending to 
visit the park in the future. Another 36–38% of tourists indicated they would plan 
to visit less often. Visitors most likely to be negatively affected by climate-induced 
environmental change were long-haul tourists and ecotourists, motivated by the 
opportunity to view pristine mountain landscapes and wildlife. As such, the impact 
of environmental change was more pronounced in Banff National Park, which has 
a much greater number of international tourists. If realized, such impacts would 
require these destinations to adapt to very different impacts of climate change.
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Recent coral bleaching events and the imperilled future for many coral reefs 
under climate change are a cause for concern for diving and other related tourism. 
Unfortunately, there is limited information about how tourists responded to the severe 
coral bleaching that occurred in many reef systems around the world in 1998. A case 
study from El Nido, Phillippines does provide some insight into the response of dif-
ferent tourist market segments to coral bleaching and degraded reef environments 
(Cesar 2000). In El Nido and nearby islands, severe coral bleaching in 1998 led to 
30–50% coral mortality and a typhoon that same year (also linked to El Niño) caused 
further damage to local reefs. Whether divers or not, most tourists (95%) coming to 
El Nido have at least some interest in the local marine environment. However, general 
awareness of coral bleaching among tourists was found to be low (44%). The bleach-
ing event did not impact budget tourist arrivals, but fewer budget tourists went diving 
during their stay. The impact at resorts, some of which cater to the  high-end dive 
market, was much worse. In other coastal locations, the impact of climate change 
was also projected to adversely affect tourist preferences for these destinations. In 
Bonaire and Barbados, more than 75% of tourists were unwilling to return for the 
same holiday price in the event that coral bleaching or reduced beach area occurred 
as a result of climate change (Uyarra et al. 2005). The response of  tourists to recent 
severe bleaching events on the Great Barrier has not been systematically assessed, 
however a survey of tourists in Cairns (North Queensland, Australia) asked if they 
would visit the region if they knew that there had been a recent bleaching event – 
29% were uncertain and 35% indicated they would not (Prideaux 2006).

8.2.1.2 Technical

The most common technical climate adaptations used by tourists-recreationists is 
the wide range of specialized equipment that allows them to engage in activities 
more comfortably and more safely when climate conditions are not ideal or to 
expand the climatic range in which activities can be undertaken. Some illustrative 
examples include: wetsuits for diving or windsurfing, hand and foot warmers built 
into snowmobiles, rain gear (clothing, equipment covers, etc.) for golf and hiking.

8.2.2 Tourism-Recreation Operators

Tourism-recreation operators is a broad category comprised of diverse stakehold-
ers, including businesses involved in the travel planning and transportation phase 
(e.g., travel agents, event planners, transportation companies, international tour 
companies) to the wide range of businesses involved in hospitality (i.e., hotels-
 resorts, restaurants),  attractions management (e.g., museums, golf courses, etc.), 
and other services (e.g., tour guides, equipment rentals, etc.) at specific  destinations. 
While part of the same tourism-recreation sector actor group, there is an important 
distinction in the adaptive capacity of tourism businesses that operate in single and 
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multiple-destinations. As examples will illustrate, tourism-recreation businesses 
with immobile capital assets (e.g., resort complex, marina, or casino) at individual 
destinations have less adaptive capacity than businesses that provide transportation 
or travel planning services.

8.2.2.1 Technical

A tremendous array of technical and structural climate adaptations are used in the 
diverse environments that the tourism-recreation sector operates in. Here the dis-
cussion will be limited to adaptations to two widespread climate-related pressures 
on tourism-recreation operators: snow reliability and water supply.

The ski industry uses three major types of technological adaptations to improve 
snow reliability: snowmaking systems, slope development and operational  practices, 
and cloud seeding (Scott 2006b). Snowmaking is the most widespread climate 
adaptation used by the ski industry and has become an integral component of the 
ski industry in some regions (eastern North America, Australia, Japan). Over the last 
30 years, hundreds of millions of dollars have been invested in snowmaking systems 
in order to expand operating seasons and increase the range of climate variability 
that ski areas could cope with. Figure 8.3 illustrates the diffusion of snowmaking 
technology in the in the five ski regions of the US from 1974–1975 to 2001–2002. 
In the mid-1970s there was much greater use of this adaptation in the Northeast and 
Midwest ski regions than regions with higher elevations like the Rocky Mountains 
and the Pacific West. Since then that difference has been gradually diminishing. 
A similar east-west geographic pattern exists in Canada (Scott 2006b). The imple-
mentation of snowmaking is not as extensive in Europe as in North America, but 
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there is no comprehensive analysis of how snowmaking differs by country. Barriers 
to the increased used of snowmaking in Europe include higher energy costs, chal-
lenges to securing adequate water supply, and environmental concerns (e.g., chemical 
additives that allow snowmaking at temperatures near 0°C are banned in Germany).

Slope development adaptations include: slope contouring, landscaping, and, 
interestingly, the protection of glaciers. With the increased recession of glaciers 
in the Alps in recent years, notably the record warm summer of 2003, ski areas in 
Switzerland and Austria, have needed to develop new adaptations. Initially heavy 
machinery was used in the autumn months to move snow to fill in gaps left by 
the glacier’s retreat over the summer. In response to rapidly increasing fuel costs, 
some ski areas began to work with glaciologists on a new approach to protect criti-
cal areas of glaciers (typically cable car exist areas) from ultraviolet radiation and 
restrict melting during summer months with large sheets of white polyethylene 
(Simmons 2005; Jahn 2005). While the results have been ‘fantastic’ in the words 
of ski area operators, some environmental groups, such as Switzerland’s branch of 
Friends of the Earth, are opposing plans to expand the use of this adaptation by ski 
areas (MacInnis 2006).

In addition to the modification of existing ski terrain, the development of new ski 
terrain in climatically advantaged locations (north facing slopes, higher elevations) 
is commonly cited as an adaptation to climate change. Expansion of ski areas into 
higher elevations appears to be the principal climate change adaptation strategy 
being considered in the European Alps (König and Abegg 1997; Elsasser and 
Bürki 2002; Breiling and Charamza 1999). High elevation mountain environments 
are particularly sensitive to disturbance and proposed expansion of ski areas into 
these environments is often met with opposition from the public and environmental 
groups. For example, a project to develop a world-class, four-season ski resort on 
Jumbo Glacier in southern British Columbia has been held up since 1991 by oppo-
sition from environmental groups and local residents (Greenwood 2004).

Cloud seeding is a weather modification technology that has been used to pro-
duce additional precipitation; although a recent US government report concluded 
there still is no convincing scientific evidence that this adaptation works (National 
Research Council 2003). Some ski areas in North America (State of Colorado) and 
Australia (New South Wales State) have employed this technology in an attempt to 
generate additional snowfall.

Inadequate water supply is a salient problem in many tourism areas around the 
world and is often brought about by over development (demand exceeding supply 
capacity) and climate variability. The following examples illustrate the three most 
common technical adaptations to increase water supply for tourism operations: 
water transfers (pipelines or tankers), reservoirs, and desalination plants. During the 
mid-1990s summer drought conditions on the Spanish island of Majorca threatened 
the operations of the tourism industry, the islands largest source of income and 
employment. With local aquifers suffering saline intrusion and failing to meet water 
supply requirements for tourism and the local population, the Spanish government 
implemented a yearly 10 million m3 water transfer from the Spanish mainland via 
tanker ships (Wheeler 1995). The long-term adaptation strategy was the construction 
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of two large-capacity desalination plants and additional water transfers (via pipe-
line) from the mountainous north side of the island (Wheeler 1995).

The Tourism Authority of Thailand (TAT), together with other national agencies, has 
several adaptation strategies to reduce water shortages in the heavily developed tour-
ism island of Phuket that are often brought about by climate variability (Raksakulthai 
2003). Structural elements of the multi-year water supply plan include the construc-
tion of new dams, development of abandoned mines as water sources, expanded water 
transmission and water recycling systems. In addition to these structural adaptations, 
TAT is also planning non-structural adaptations, such as a revised fee structure for 
water consumption and water conservation campaigns (Raksakulthai 2003).

Becken’s (2004) survey of small and medium size tourism operators in Fiji 
recorded a number of other small-scale water supply adaptations. Over a third of 
the survey respondents indicated they had experienced reduced water availability 
during recent droughts, and as a result structural adaptations to secure on-site 
water supply was the second most frequent climate adaptation undertaken by 
respondents. Examples of small-scale structural adaptations included: retrofitting 
buildings with rainwater collectors, increasing storage tank capacity, convert-
ing toilets to saltwater supply, and adding diesel powered desalination capacity. 
Tourism operators in Fiji also utilized non-structural adaptations, including water 
conservation education for employees and guests, revised landscaping practices, 
limited use of pools.

8.2.2.2 Business Management

The business model that tourism-recreation operators chose is an important deter-
minant in the range of climate adaptations utilized. Some tourism operators have 
adapted to the pronounced seasonality of tourism demand in many destinations by 
closing during the low season. This adaptation strategy allows operators, particu-
larly small and medium sized family-run enterprises, to make necessary repairs, 
develop marketing campaigns, attend training sessions, and go on vacation them-
selves. Other tourism operators substantially reduce capacity and services during 
low season (Fig. 8.4). Still others, sometimes as part of a broader tourism industry 
or national tourism strategy, use a range of adaptation strategies to develop low 
season markets in order to operate year round.

Product and market diversification are common adaptation strategies to increase 
demand during low seasons. In Thailand, the low season occurs during the southwest 
monsoon and Raksakulthai (2003) has reported two main adaptation strategies to develop 
low season. TAT has concentrated on developing  tourism attractions that are not climate 
sensitive, such as health and wellness spas, study tours on Thai culture (e.g., cooking, 
religion, and language classes), indoors entertainment complexes with Thai cultural per-
formances, and shopping, and also promoted development of the MICE market (meet-
ings, incentives, conventions, exhibitions) among business travellers. In North America, 
the Economist (1998) referred to the transition of major ski resorts from ski areas to winter 
theme parks, as the ‘Disneyfication’ of the winter sports industry. Many ski resorts have 
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made substantial investments to provide alternate activities for non-skiing visitors (e.g., 
snow mobiling, skating, dog sled-rides, indoor pools, health and wellness spas, fitness 
centres, squash and tennis, games rooms, restaurants, retail stores). A number of former 
‘ski resorts’ have further diversified their business operations to become ‘four season 
resorts’, offering non-winter activities such as golf, boating and white-water rafting, 
mountain biking, paragliding, horseback riding and other business lines (spas, confer-
ence facilities).

Tourism business models can also influence vulnerability to climate vari-
ability and change. For example, an important business model to emerge in the 
North America ski industry over the past decade is the ski resort conglomerate. 
Companies like American Skiing Company, Intrawest, Booth Creek Resorts, and 
Boyne USA Resorts have acquired ski areas in different locations across North 
America. Although not intended as a climate adaptation, the conglomerate busi-
ness model may prove to be one of the most effective adaptations to future climate 
change. The ski conglomerate business model provides greater access to capital and 
marketing resources, thus enhancing adaptive capacity, but also reduces the vulner-
ability of the conglomerate to the effects of climate variability and future climatic 
change, through regional diversification in business operations. The probability of 
poor snow conditions in one ski region of North America (e.g., New England) is 
much higher than for several others (e.g., New England, Quebec-Ontario, Midwest, 
Rocky Mountains, and California). When poor conditions occur, the financial 
impact can be spread out through the organization and above average economic 
performance in one or more regions could buffer losses in another. Companies with 
ski resorts in a single region or independent small-medium size ski enterprises are 
at greater risk to poor climatic conditions. Without substantive economic reserves 
or access to capital, a series of economically marginal years may be all that is 
required to bankrupt the business.

Fig. 8.4 Seasonal resort shut-down as climate adaptation (Greece) (Photo credit: Daniel Scott)
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Marketing is another key business strategy that is used to adapt to natural 
seasonality, climate extremes and most recently climate change. The Caribbean 
Tourism Organization and individual member states have begun to actively market 
themselves as four-season destinations in the late 1990s with multi-million dollar 
advertising campaigns that target the honeymoon market and budget-conscious 
families (Barnes 2002). In combination with marketing messages that downplay 
the region’s summer heat are upgraded air-conditioning, discounted room rates, and 
new hurricane interruption policies at many resort companies, including Sandals 
Resorts, Club Med, SuperClubs, TNT Vacations and Apple Vacations. The hurri-
cane guarantees or waivers differ slightly from company to company, but basically 
provide a replacement stay of the same duration and equivalent value as the one 
originally booked (Bly 2006). The strategy has proven successful as summer occu-
pancy rates at beach resorts are approaching or equalling winter season in many 
destinations (Johnson 2005).
‘Last change’ marketing for climate change threatened destinations is still  relatively 
rare, but an increasing marketing trend among tourism operators in regions where 
climate change impacts are clearly observable. Climate change has become one of 
the major interpretive themes in Kenai Fjords National Park in Alaska and some 
Alaskan tour guides are inviting travellers who visited 25 years ago to experience 
how the landscape has changed (Egan 2005). The popular travel magazine Conde 
Nast Traveler (May 2004) featured an article on climate change and international 
tourism destinations, including at list of ‘endangered wonders’ that travellers were 
recommended to visit before they vanish. UNESCO has indicated that world herit-
age sites such as the Belize Barrier Reef, Waterton-Glacier International Peace Park, 
Australia’s Great Barrier Reef and the snows of Mount Kilomanjaro are threatened 
by climate change (Black 2006), which will likely inspire future articles in travel 
magazines and climate change related marketing by opportunistic tour operators.

In contrast to tourism operators with immobile capital assets that must adapt to 
climate at a specific location, other tourism businesses, that provide travel planning 
or transportation services, operate in many locations and one of their principal 
adaptation strategies is to redirect the travellers they represent to alternate destina-
tions as conditions dictate. Travel agents redirect clients away from destinations 
that have been recently impacted by extreme events. The Government of Mexico 
estimated that as a result of the late season hurricane Wilma and media coverage 
of damage and stranded tourists, it would lose US$800 million in tourism revenue 
between October and December 2004 as travel agents and individual travellers 
select other destinations (Williams 2005). Large-scale event planners adapt in the 
same manner. Convention and event businesses increased in Arizona following the 
four hurricanes in Florida in 2004 and were expected to remain higher during hur-
ricane season for the next 2–5 years as event planners avoid weather risks (USA 
Today 2005). With the trend toward shorter-term travel planning, especially dis-
counted ‘last minute’ bookings made in the week (or day) prior to departure, travel 
agents are increasingly able to redirect clients away from destinations that could be 
adversely affected by unfavourable weather (using 5–7 day forecasts) or extreme 
events (areas in the path of developing hurricanes).
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8.2.2.3 Policy

Few corporate policies on climate change exist in the tourism-recreation sector. The 
first known tourism operator in the world to develop a climate change policy is the 
Aspen Skiing Company. In 2001, they adopted two policy statements: (1) Aspen 
Skiing Company acknowledges that climate change is of serious concern to the 
ski industry and to the environment; and (2) Aspen Skiing Company believes that 
a proactive approach is the most sensible method of addressing climate change. 
Notably, the Aspen Skiing Company joined the Chicago Climate Exchange and 
established a climate change action plan, which focuses on mitigation efforts and 
does not publicly set out the company’s adaptation strategy.

8.2.2.4 Public Education

There are a number of examples of tourism-recreation operators participating in 
pubic education on climate change with the intention of raising awareness and 
influencing personal behaviours that contribute to climate change mitigation. Many 
individual ski areas in North America and some celebrity ski athletes participate in 
the annual ‘Keep Winter Cool’ public education campaign (described further 
under Tourism Industry adaptations) (National Ski Areas Association 2006). The 
Mountain Equipment Co-op Company has been involved with the development 
and sponsorship of the ‘Melting Mountains’ public education initiative that 
focuses on the impacts of climate change on mountain environments and mobiliz-
ing stakeholders of these highly important tourism-recreation resources to reduce 
greenhouse gas emissions at the individual and corporate level (Melting Mountains 
2006). A growing number of travel companies are now educating travellers about 
travel related GHG emissions and promoting carbon offset programs, such as those 
offered through ‘MyClimate’ (2006).

8.2.3 Tourism Industry Organizations

Organizations that coordinate and act on behalf of the tourism-recreation industry 
exist in many forms, from local tourism cooperatives to the United Nation’s World 
Tourism Organization. Climate adaptations by tourism industry organizations are 
limited and tend to focus on climate change.

8.2.3.1 Policy

One of the few tourism industry organizations that have a climate change policy 
is the National Ski Areas Association (NSAA) in the US. As Best (2003:57) 
observed, the development of this policy represented, “a remarkable turnaround for 
an industry that just five or 6 years ago had largely shrugged off global warming.” 
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In support of its climate change policy, 65 ski areas lobbied government to increase 
political support the proposed Climate Stewardship Act in the US. Interestingly, 
although the membership of the NSAA was able to develop a policy on climate 
change mitigation, no such collaborative initiative for adaptation exists. The North 
America ski industry is a very competitive business environment, where the tradi-
tion of cooperation is largely limited to government lobbying, regional marketing 
of winter tourism, and environmental standards. As a result, Scott (2006b) argued 
that it is unlikely that the industry would develop a cooperative adaptation plan, that 
might include, for example, a national income stabilization program to spread the 
climate risk exposure of individual ski areas or support vulnerable, low-lying ski 
areas near major urban markets like Boston and New York, which play an important 
market development role for the industry as a whole. The more likely scenario is a 
continuation of the existing competitive business environment and the unplanned, 
market based contraction of the US ski industry that has been underway for the 
past 2 decades.

At the international level the United Nations World Tourism Organization has 
taken a lead in raising awareness about climate change within the tourism industry. 
UNWTO hosted the first international conference on climate change and tourism 
in 2003 (Djerba, Tunisia), where delegates from 45 nations developed the Djerba 
Declaration on Climate Change and Tourism, which contained several items of 
agreement in  support of adaptation.

8.2.4 Government (International, National, Local)

8.2.4.1 Technical

Governments at the local to national level are often managers of tourism-recreation 
lands and other resources (e.g., national parks, reservoirs) and as such, govern-
ments utilize many of the technical climate adaptation strategies already discussed 
in the tourism operators section. A recent example includes government response 
to changes in the phenology of cherry trees in Japan. Japan’s cherry blossom is a 
national symbol and the basis of a multi-million dollar flower viewing tourism indus-
try. The timing of the peak bloom varies with the seasonal weather and recent warm 
springs have caused the peak bloom to occur too early for local festival organizers. 
The local government in Hirosaki have commissioned scientists to ‘ programme’ 
the cherry bloom at the ‘appropriate time’ by experimenting with sprays and plant 
hormone injections as well as piling snow on the base of trees to slow the onset of 
blossoms (Parry 2005).

8.2.4.2 Business Management

Governments at the local to national level are also involved to varying degrees in 
tourism product development and marketing and have used climate adaptations that 
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might be thought of as business strategies. For example, the State of Florida allocated 
US$30 million to ‘hurricane recovery’ marketing following the devastating sequence 
of four hurricanes in 2004. The State also developed a weather insurance program 
for convention organizers, where it pays the premiums for US$200,000 insurance 
coverage for rescheduling costs associated with hurricane disruption (Pain 2005).

8.2.4.3 Policy and Planning

The regulatory role of government provides it with many important climate 
 adaptation strategies. Many of these regulatory frameworks are not specific to the 
 tourism-recreation sector and because they are discussed in other chapters of this 
 volume, they are only identified here: coastal management plans and set back require-
ments, building design standards (e.g., for heating and cooling or hurricane force 
winds), emergency management (e.g., tourist warning systems, evacuation plans), 
environmental impact assessments (e.g., influencing adaptations such as snow-
making and desalination plants), wildlife management (e.g., fish and game quotes), 
water quality standards (e.g., establish swimming bans), and wildfire management 
(e.g., set open fire bans in parks and campgrounds). Other areas of government 
policy could have important implications for tourism-recreation sector climate change 
adaptation in the future, including: establishment of a 12-month school year and 
post-Kyoto emission reduction targets and mitigation strategies that may affect tourist 
mobility and demand in some destination regions.

8.2.4.4 Public Education

One of the most successful examples of the use of public education by government 
to adapt to climatic impacts has been the campaigns on the dangers of UV radiation. 
Governments around the world and international agencies like the World Health 
Organization (2002) have developed monitoring tools like the UV Index and com-
bined them with adaptation recommendations for the public that have begun to have 
documented impacts on public perception of the desirability of a tan and the rates 
of some skin cancers in some countries. While these public education campaigns 
represent a public health adaptation and not a tourism-recreation sector specific 
adaptation, one of the principal target audiences for the UV Index messaging is 
those engaged in outdoor recreation, whether at the beach or in the backyard.

8.2.4.5 Research

Climate change adaptation research and capacity building in the tourism- recreation 
sector has been funded by governments at all levels over the past 5 years (e.g., interna-
tional – NATO, European Science Foundation, European Union, United Nations 
World Tourism Organization; national governments – Australia, Canada, Finland, 
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New Zealand, UK; local governments – City of Aspen [USA], Town of Banff 
[Canada]). Adaptation in the tourism sector remains a key knowledge gap and much 
more govern ment supported research is needed and expected in the decades ahead, 
Nowhere is this need more glaring than in developing nations where  adaptive capac-
ity is thought to be lowest and where tourism is a major component of the economy 
(e.g., parts of the Caribbean, Africa, and many Small Island Developing States).

8.2.4.6 Integrated Adaptation

Like tourism operators, climate adaptation by governments typically involves 
 multiple adaptations, which are sometimes integrated as part of a broad adapta-
tion strategy. This integration of adaptations typically occurs at the agency level. 
Illustrative  examples of integrated adaptation can be found in very diverse climatic 
environments. The range of climate adaptations already in use by the National Capital 
Commission in Canada for recreation land management and recreation- tourism 
 programming (Table 8.1) provides an example in a temperate nation (Scott et al. 
2005b). Here unreliable snow fall, variable spring thaw and growing degree days, 
and summer temperature extremes each pose challenges for tourism programming.

Table 8.1 Climate adaptations used in tourism programming by the National Capital Commission 
of Canada (Adapted from Scott et al. 2005b)

Winterlude
Moved attractions/programming from ice to land locations• 
Used refrigerated trucks for the ice sculpture carving contest• 
Was converted from a 10-day event to a 3-weekend event to increase the probability of • 
 suitable weather during the celebration
Implemented snowmaking at Snowflake Kingdom to ensure adequate snow supply• 
Removed weeds from the canal that could weaken the ice structure (e.g., strength)• 
Developed collaborations with local museums to offer package deals that promote • 
 non-climate-dependent activities

Tulip festival
Planted bulbs in shady locations• 
Heavily mulched flower beds• 
Erected snow fences to increase snow cover on flower beds to delay bulb maturation• 
Planted bulbs with different rates of maturation• 
Irrigated flower beds during warm/early springs to delay bulb maturation• 

Canada day
Educated the public about heat stress• 
Provided shade tents and cooling stations• 
Position medical staff on stand-by at major events• 

Gatineau park
Implemented snowmaking on alpine ski areas• 
Developed a cross-country ski track setter for low-snow conditions• 
Developed cross-country ski trails in shaded and smoothed-terrain areas that required less • 
snow
Implemented water quality advisory system in swimming areas• 
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The Great Barrier Reef has experienced several mass coral bleaching events in 
the past decade (1998, 2002, and 2006). During the 1998 global mass bleaching 
event about 50% of Great Barrier reefs suffered bleaching; 87% of inshore reefs 
and 28% of mid-shelf and offshore reefs. Overall about 5% of reefs were severely 
 damaged by this bleaching event (Great Barrier Reef Marine Park Authority 2007a). 
The Great Barrier Reef suffered the largest mass bleaching event on record in 
2002, when 60% of reefs were bleached (Great Barrier Reef Marine Park Authority 
2007a). The increasing threat of coral bleaching under projected climate change 
scenarios inspired the Great Barrier Reef Marine Park Authority to prepare a ‘Coral 
Bleaching Response Plan’ (Great Barrier Reef Marine Park Authority 2007b), with 
the objectives to:

Improve ability to predict bleaching risk• 
Provide early warnings of major coral bleaching events• 
Measure the spatial extent of bleaching• 
Assess the ecological impacts of bleaching• 
Involve the community in monitoring the health of the Reef• 
Communicate and raise awareness about bleaching• 
Evaluate the implications of bleaching events for management policy and • 
strategies

The Great Barrier Reef Marine Park Authority and the Australian Ministry of 
Tourism have also considered other technical adaptations, including spraying 
cooler water from deeper areas onto ocean surface at peak heat times to cool surface 
waters and protect the corals from being damaged or using awnings or ambrella-
like structures on bouys to shade corals in high visitation tourism areas (Sulaiman 
2006; Badenschier and Schmitt 2006).

8.2.5 Financial Sector

Climate adaptation by the financial sector, in particular the insurance industry, has 
already impacted the tourism-recreation sector and increasingly being considered 
in the context of adapting to future climate change.

8.2.5.1 Business Management

There is growing general consideration of climate change risk in the busi-
ness community (Reuters 2004; The Wall Street Journal 2005). For example, 
Hypovereinsbank and Credit Suisse consider climate change in credit risk and 
project finance assessments (Innovest Strategic Value Advisors 2003). The invest-
ment community has also begun to adapt its lending practices to the ski industry. 
Swiss banks now provide very restrictive loans to ski areas at altitudes below 
1,500 m above sea level (Elsasser and Bürki 2002) and banks in Canada have also 
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discussed the issue of climate change in financial negotiations with ski operators 
(Scott 2006b).

Climate adaptations by the insurance industry that have affected the availabi-
lity and affordability of insurance have already affected segments of the tourism-
 recreation sector. Insurance companies have dropped coverage of certain 
tourism-recreation properties in US states on the Gulf of Mexico. Following 
Hurricane Andrew in 1992, US insurance companies realized they had underes-
timated their exposure in south Florida and would not renew insurance policies 
for many coastal recreational properties in the region. The State of Florida then 
created the Florida Windstorm Underwriting Association as an insurer of last 
resort (Kelly 2001). A number of insurers have also indicated they would no 
longer insure floating casinos in the Gulf Region. Unless the State of Mississippi 
changes its law requiring casinos to be water-based, the multi-billion dollar gambling 
tourism industry that existed prior to Hurricane Katrina is unlikely to be rebuilt.

In recent years, the insurance industry has begun to provide a wider range of 
insurance and weather derivative products suitable for the tourism-recreation  sector. 
The introduction of weather insurance was a potentially positive development for 
the ski industry. During the 1999–2000 ski season Vail Resorts in Colorado pur-
chased snow insurance that paid the resort US$13.9 million when low snowfall 
affected skier visits (Bloomberg News 2004). However, insurance premiums have 
increased substantially in the last 5 years and large ski  corporations like Intrawest 
and Vail Resorts no longer carry weather insurance because of the high premiums. 
Snow insurance costs are even more burdensome on smaller business and therefore 
are unlikely to be used to a great extent by the ski industry in their current form.

8.3 Conclusion

This chapter represents the first attempt to outline the scope of climate adaptation 
in the tourism-recreation sector and as such is offered as a starting point for future 
dialogue and research on adaptation in this increasingly important sector of the 
global economy. Nonetheless, based on this review of the available literature and 
the authors collective experience a number of conclusions about climate adaptation 
in the tourism-recreation sector can be drawn.

Climate adaptations by each of the major actor groups in the tourism-recreation 
sector are not undertaken in isolation as a single discrete action. As noted previ-
ously, climate adaptation in the tourism-recreation sector more commonly involves 
multiple adaptation options that are driven by climate and non-climate factors, 
sometimes over a span of several years. This is consistent with the findings of Smit 
et al. (2000) and Adger et al. (2005) in other economic sectors.

The tourism-recreation sector is thought to posses high adaptive capacity over-
all, although adaptive capacity varies substantially both between actor groups in 
the tourism-recreation sector (e.g., between tourists and tourism business operators) 
and within actor groups (e.g., between individual ski area operators). A number 
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of authors (Wall 1992; Maddison 2001; Elsasser and Burki 2002; Scott 2006a; 
Gossling and Hall 2006) have theorized that a spectrum of adaptive capacity exists 
within the tourism-recreation sector and consistently rated the relative adaptive 
capacity of major actor groups, as we have illustrated conceptually in Fig. 8.1.

Adaptive capacity can also vary substantially among individuals within actor 
groups. For example, Scott’s (2006b) analysis of climate adaptation in the ski 
industry indicated that ski areas with greater adaptive capacity are characterized by 
higher elevation terrain or advantageous micro-climates relative to local/regional 
competition; efficient and extensive snowmaking systems; adequate water supply 
(with the potential to expand); are located in a region of lower average energy costs; 
have well diversified resort operations (multiple winter activities and four-season 
operation); are part of a larger company or regionally diversified ski conglomer-
ate that can provide financial support during poor business conditions; are located 
in jurisdictions with less land use restrictions (e.g., outside of national parks or 
in states/provinces where skiing makes a large contribution to the economy); are 
closer to large urban markets; and have positive relationships with host communi-
ties (which may reduce constraints to adaptation).

Within the tourism-recreation sector, adaptations undertaken by one actor group 
will affect other actors. In some cases, what is adaptation to one tourism-recreation 
sector stakeholder could be considered maladaptation by other stakeholders. The 
ability of tourism operators and governments in the Caribbean to use a range of 
climate adaptations (marketing, pricing, air conditioning, hurricane guarantees, 
etc.) to substantially increase summer tourism in the region represents successful 
adaptation by these stakeholders. However, tourist testimonials in Barnes (2002) 
indicate that at least some tourists believe the marketing campaigns are inaccurate 
and thus represent a adverse adaptation by the tourism industry.

The available studies that have examined the climate change risk appraisal of 
tourism operators (Scott et al. 2002; Raksakulthai 2003; Becken 2004; Scott and 
Jones 2005; Scott et al. 2005b; Sievanen et al. 2005) have consistently found low 
awareness of climate change and little evidence of long-term strategic planning in 
anticipation of future changes in climate. Consequently, climate change adaptation 
by private and public sector tourism-recreation operators is likely to remain reac-
tive and consist mainly of incremental adjustments of existing climate adaptations. 
There is also some evidence that suggests tourism operators are overestimating their 
capacity to adapt to future climate change, especially if high emission  scenarios are 
realized (Wolfsegger et al. 2008).

Climate adaptation research in the tourism-recreation sector is 5–7 years behind 
that of sectors that have been actively engaged in adaptation research (i.e., agricul-
ture – Smit and Skinner 2002, water resources – de Loe et al. 2001, construction 
– Lowe 2003). In our opinion, the inadequate consideration of adaptation in climate 
change vulnerability studies within the tourism-recreation sector has had two impor-
tant consequences. As this chapter illustrates, there exists sizable potential to adapt 
to climate change in the tourism-recreation sector and as a result some of the existing 
literature will have overestimated future damages. Future climate change vulner-
ability assessments in this sector need to minimally identify the range of adaptation 
options available and discuss how adaptation could alter projected impacts.
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The limited discussion of climate change adaptation options has also posed a 
barrier to engagement and collaboration with the tourism-recreation community. 
As Grothmann and Pratt (2005:209) suggest, “If only the risks are communicated 
without communicating adaptation options, people will probably react by avoidant 
maladaptive responses like denial of risk.” The tourism industry is very image sensi-
tive and is therefore very cautious about even acknowledging concerns about climate 
change risks for fear of adversely affecting their reputation as a destination or sus-
tainable business. If our understanding of the implications of climate change for the 
tourism-recreation sector is to advance, researchers will need to work hard to better 
engage the tourism-recreation community in a new generation of multi-disciplinary 
studies. It is the intent of the International Society for Biometeorology Commission 
on Climate, Tourism and Recreation to be an important facilitator in this regard.
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Abstract Adaptation to climate change in the water sector, especially changes 
in water management practices, will have a very significant impact on how future 
climate affects the water sector. The chapter starts out by describing the range of 
adaptive options that are available to water managers faced with changing circum-
stances. One classification distinguishes between “supply-side” and “demand-
side” options. Another classification scheme proposed here distinguishes between 
1) technological, 2) behavioural, 3) economic and 4) legal adaptive measures to 
manage and extend water resources. The chapter summarise these adaptive options. 
It assumes that the relative merits of one adaptive technique over another can be 
characterized in terms of the benefits and costs of the adaptation, across a spectrum 
of no effect (“no adaptation” or “wrong choice of adaptation”) to perfectly effec-
tive (“adaptation sufficient to eliminate all effects of climate change”) at an optimal 
level of cost effectiveness. There is also the issue of conflicting choices.

Assessment of impacts of climate change on water resources requires knowl-
edge of future climate as well as methods capable of transforming this knowledge 
into likely biophysical and societal impacts. Current methods of impact assess-
ment, however, are hampered by the unreliability of regional climate forecasts 
and by the incompatibility of these forecasts with the analytical tools needed to 
assess impacts at a scale that is useful for planning purposes. In particular, there is 
a mismatch between the temporal and spatial scales of available climate forecasts 
and the data required for impact assessment. Problems and methodologies that 
may cope with them are discussed. Two regions, New Zealand and the tropical 
Pacific, are used to illustrate application of the methods to assessment of water 
resources. The best adaptation strategies will depend on the impact potential 
of a given change in climate. This in turn will depend on the overall sensitivity 
of a particular water supply or demand unit to those aspects of climate that do 
change.
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9.1 Introduction

The Earth is endowed with a huge quantity of water, but less than 3% of it is fresh 
water and three quarters of that is locked up in the planet’s ice caps and glaciers. 
The tiny amount of fresh water that remains is all that is available for human use, a 
fact that highlights the importance of managing the resource wisely. Global climate 
change, including changed variability, whether natural or anthropogenic, could 
modify the availability and spatial distribution of this scarce resource. Whatever the 
result we can be sure, as is already the case, the resource will unevenly distributed 
across continents and nations. For this reason, adapting to changes in water availabil-
ity is more of a territorial than strictly global issue and most planning and investment 
decisions related to water resources will be made on a national or regional level. The 
problem is information on climate change is provided at a generalised global scale 
and even this is plagued with uncertainty. Thus, the important question arises: How 
do we plan for adaptation at the local scale to climate change at the global scale?

Over the past decade or so, and increasingly since the publication of the Second 
Assessment Report of the Intergovernmental Panel on Climate Change (Houghton 
et al. 1995), there have been many studies into climate change effects, but progress 
in the area of hydrology and water resources has been slow. Adaptation to climate 
change in the water sector, especially changes in water management practices, will 
have a very significant impact on how climate change affects the water sector. The 
best adaptation strategies will depend on the impact potential of a given change 
in climate. This in turn will depend on the overall sensitivity of a particular water 
supply or demand unit to those aspects of climate that do change. The chapter will 
address this and related themes.

9.2 Adaptation Options in the Water Sector

Adaptation to changing conditions in water availability and demand has always 
been at the centre of water management. Typically, it is assumed demand will 
grow and that the natural resource base is constant, except where land-use change 
occurs (Kundzewicz et al. 2007). Conventionally, it is also assumed that the future 
resource base will be similar to that of the future. Given the inevitability of climate 
change, this assumption is incorrect. Scenarios of future conditions vary and are not 
detailed. The IPCC (2007a) point to decreasing water availability in mid-latitudes 
semi-arid low latitudes and increased water availability in moist tropics and high 
latitudes. Annual average river runoff and water  availability are projected to 
increase by 10–40% at high latitudes and in some wet tropical areas, and decrease 
by 10–30% over some dry regions at mid-latitudes and in the dry tropics, some of 
which are presently water-stressed areas (IPCC 2007b).

Climate processes powered by solar energy drive the hydrological cycle that 
determines the global distribution of water resources. The key question for those 
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Fig. 9.1 Annual global precipitation anomalies for the period 1900–2005. (NCDC, NOAA: 
‘Climate of 2005 – Annual Report’ 2006)

involved in planning and investment in the water sector is: if the climate warms in 
the future, will the water cycle intensify and what will be the nature of that intensi-
fication? A number of studies have addressed this question. To see how rainfall had 
changed with the 0.4°C global warming of the past 20 years, Wentz et al. (2007) 
analysed data collected by US weather satellites from 1987 to 2006. According 
to the results of this work, global warming will increase precipitation globally by 
three times the amount predicted by climate models. Wentz et al. (2007) state it 
impossible to predict where additional precipitation will fall; wet areas may get 
wetter, but drought-prone regions might also get some relief. Huntington (2006) 
reviewed the findings from more than 100 scientific  studies that assessed trends 
in hydrologic variables, including precipitation, runoff, tropospheric water vapour, 
soil moisture, glacier mass balance,  evaporation and evapotranspiration. According 
to Huntington, although data are not  complete, and sometimes  contradictory, the 
weight of evidence indicates an ongoing  intensification of the water cycle, but 
the results of the work show no increase in storms or floods. Smith et al. (2006) 
reviewed variations in annual global precipitation for the period 1979–2004 and 
found that “trends have spatial variations with both positive and negative values, 
with a global-average near zero”. This is reflected in global  precipitation  anomalies 
over the long period from 1900 to 2005 (Fig. 9.1). Based on these findings it would 
seem water managers have little to go on. But this might not be the case. Water 
management is based on minimization of risk and managers are accustomed to 
adapting to changing circumstances, including extreme climatic events, many of 
which can be regarded as analogs of future climate.

A wide range of adaptive options are available to water managers faced with 
changing circumstances. One widely used classification distinguishes between 
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“supply-side” and “demand-side” options. Examples of supply-side options are: pros-
pecting and extraction of groundwater; increasing storage capacity by building reser-
voirs and dams; expansion of rain-water storage; water transfer; desalination of sea 
water; and removal of invasive non-native vegetation from riparian areas. Examples 
of demand-side options are: improvement of water-use efficiency by recycling water; 
reduction in water demand for irrigation by changing the cropping calendar, crop 
mix, irrigation method, and area planted; reduction in water demand for irrigation by 
importing agricultural products, i.e., virtual water; promotion of indigenous practices 
for sustainable water use; expanded use of water markets to reallocate water to highly 
valued uses; and expanded use of economic incentives including metering and pricing 
to encourage water conservation (Kundzewicz et al. 2007).

Supply-side options focus on increasing capacity, while demand-side options 
focus on managing demand and changing institutional practices and operating rules 
for existing water resource systems. From the supply side, even now fresh water 
shortages occur virtually everywhere from time to time. Any change in local weather 
patterns driven by changes to global climate processes will have direct effects on 
water availability, but it will also have unpredictable indirect social and economic 
regional effects, such as impacts on agricultural productivity, availability of renew-
able hydroelectric power and supply of municipal water. From the demand side, 
agriculture and industry are the major users of water globally. Population growth, 
agricultural expansion, and demand for water by an expanding the industrial sector 
are likely to make water shortages even more prevalent in coming years.

Another classification scheme proposed here distinguishes between (1) techno-
logical, (2) behavioural, (3) economic and (4) legal adaptive measures to manage and 
extend water resources. The following sections summarise these adaptive options. 
It assumes that the relative merits of one adaptive technique over another can be 
characterized in terms of the benefits and costs of the adaptation, across a spectrum 
of no effect (“no adaptation” or “wrong choice of adaptation”) to  perfectly effective 
(“adaptation sufficient to eliminate all effects of climate change”) at an optimal level 
of cost effectiveness. There is also the issue of conflicting choices.

9.2.1 Technological Adaptive Measures

(a) Increased efficiency
A major tenet in water management is that input reduction is the first choice in 
efforts to extend water resources. The largest gains will be made in agriculture and 
industry, which are the biggest water users. In agriculture, irrigation accounts for 
most of the water used. Micro-irrigation, or drip irrigation, is a good example of 
an adaptive measure. Water is conveyed to crops by pipes instead of open ditches 
or spray devices that encourage evaporation. This method is especially effective in 
water-poor, arid regions where large savings in water use can be made over more 
conventional and extravagant irrigation methods. Similarly, industry can easily 
redesign production technologies that use much less water. At the domestic level, 
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toilet flushing and showers are at the top the list of water use in the United States 
and many other developed countries. Installing dual-flush or low-flush technolo-
gies and more efficient shower heads are among the simple technical changes that 
can directly reduce the vast amounts of water used in what will be an increasing 
number of modern households.

(b) Recycling and reclamation
Recycling is often the next most cost effective adaptation to reduced water supplies 
or increased demand for water. Used water can be purified and reused in industry, 
on farms and domestically. “Gray water” is untreated or semi treated wastewater 
that can be cheaply used for such things as irrigating golf courses, lawns, parks and 
gardens in urban and suburban areas. It is also effective in recharging groundwater 
storage. Recycling the same water during production is an example of a design 
change from improved technology that can save large amounts of water. While such 
changes may temporarily increase costs, they ultimately lead to increased savings 
as the price of steadily decreasing water supply rises. Through improved technolo-
gies, even now many cities reuse their own wastewater directly in what is called 
“closed loop reclamation” through the “3Rs of return, repurify and reuse.” Water 
recycling also reduces water pollution.

(c) Substitution
Desalination is the best example of substitution. Clearly, since about 97% of the 
Earth’s water is saltwater, desalination is a means to a huge supply of freshwater. 
Although desalination is expensive, the costs are trending downwards as the latest 
and most efficient technologies become available. Clearly, this adaptive option is 
best suited to coastal communities.

(d) Redistribution
Dams and reservoirs store water from times of surplus and allow it to be used in 
times of deficiency. They also facilitate routine redistribution of water from water 
surplus regions to water deficit regions via canals and pipelines. Dams and  reservoirs 
are the most common methods of coping with demand for water during periods of 
below average precipitation, but they also can have significant environmental and 
social impacts. They can reduce or eradicate native fish, impede fish migration 
routes, flood wildlife habitat and agricultural land, displace communities, diminish 
nutrient flow to estuarine habitats. Many of the impacts are irreversible and, ulti-
mately, all dams have a finite life span as they eventually fill with sediment.

9.2.2 Behavioural Adaptive Measures

Conserving water by a changing human behaviour is linked to all categories of 
adaptive measures that require human action or a response. This category includes 
diverse and sundry actions, ranging from decisions by individuals to take showers 
rather than baths to changes in diet, say from meat to crops, which can reduce 
agricultural water loss, as, in general, less water is used when eating food lower on 



200 C.R. de Freitas

the food chain. Other simple behavioural adjustments include switching to crops 
with low water needs or adopting plants in landscaping designs that can save water 
(“xeriscaping’).

9.2.3 Economic Adaptive Measures

When water resources are inexpensive, or there are no financial incentive to 
 conserve, recycle or substitute water use, economic policy instruments can be 
employed to change this, usually through market forces. The largest gains will be 
made in agriculture and industry, which are the biggest water users and polluters. 
Lack of water conservations is most pronounced in agriculture, which accounts 
for just 70% of the water consumed globally, 85% of which is used for irriga-
tion. Traditionally, governments worldwide heavily subsidise water supply costs 
for agriculture, so farmers have little incentive to conserve water, especially that 
used in irrigation where vast quantities are lost though evaporation. Reductions in 
domestic water consumption can also save significant amounts of water, especially 
water used for toilets,  showers and laundry and garden irrigation. Taxing water use 
in agriculture, industry and households is a means of re-valuing it as a commod-
ity to encourage conservation. Taxes can be levied as effluent charges, which is 
not only an incentive to conserve water, but also reduces pollution. Higher prices 
for water act as an incentive to reduce domestic water use and as an inducement 
for domestic water recycling. Even now, for example, Singapore and Japan use 
reclaimed wastewater for flush toilets.

9.2.4 Legal Adaptive Measures

Most water comes from surface water supplies, lakes, rivers and streams, but 
groundwater supplies are crucial in many regions globally. Even in times of normal 
precipitation, excessive use of ground and surface water for prolonged periods can 
cause streams and wetlands shrink or dry up, with profound ecological effects. 
Laws regulating use of these sources of water can control and extend their use. 
However, legal control is easiest for surface waters, which is the easiest for polic-
ing authorities to monitor. Problems of detection explain why unsustainable deple-
tion and pollution of slow moving groundwater is so widespread. Legal protection 
of watersheds helps to prevent siltation in reservoirs and increases and protect 
groundwater recharge. Laws used for regulating surface water are categorised as 
“appropriation laws” or “riparian laws”. The former dictates that governments can 
appropriate water for general use, such as water from large rivers diverted for dams 
or irrigation. Riparian laws apply to owners of land who have the right the withdraw 
water from rivers and lakes bounding their land, but on condition that the water is 
returned to its source in an unpolluted state. By and large, legal measures are best 
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used in circumstance where only a small number of actors use the resource and 
where stricter controls are required than can be provided by market controls.

9.2.5 Other Considerations

The capacity of a country or region to adapt to climate change is determined by 
a range social, economic, cultural and technological factors. These include avail-
ability of (a) skilled personnel, (b) legal frameworks within which water and related 
agencies can work; (c) money and resources; (d) appropriate technology and 
 technical ability; (e) hydrological and climate data; and (f) analytical land decision-
making tools. Successful adaptation strategies to avert future water shortages must 
ensure that water supply systems are sustainable. To achieve this, the focus should 
be  education the public on adaptive strategies, in particular conservation, recycling, 
reinstatement, avoidance of water pollution and overall watershed management. 
Fresh water conservation the most simple and cost effective short-term adaptive 
measure followed by measures to prevent water pollution. Government policies can 
greatly increase the efficiency of water use and promote water substitution  strategies 
such as rain catchment, wastewater recycling and gray water systems.

There is a great deal of uncertainty on what future climate might be, but risks 
from climate change like other risks need to be taken into account in planning future 
water management. A useful starting point is the assumption that future climate will 
not create new water resource issues for a given region or area, but rather change 
the magnitude, frequency and areal extent of existing water resource restraints and 
boundaries. In planning ahead, it is important to make a distinction between (a) the 
various possible adaptive options available for meeting future demands and changed 
climate conditions and (b) resources and decisionmaking capabilities of society, of 
water management agencies in particular, to develop and apply decisionmaking 
frameworks that lead to successful adaptive outcomes. The latter is especially 
important because climate change challenges management techniques for assessing 
and selecting adaptive options. Overarching factors that affect adaptive  capabilities 
of a country or nation include wealth, institutional  competence, management 
 strategies, planning time lines and availability of organizational arrangements of 
relevant professional water managers and technical personnel.

9.3 Alternative Approaches and Research Frontiers

Any assessment of adaptation to climate change effects on hydrology and water 
resources must first consider the impact of climate change on hydrology. This 
latter requires knowledge of both future climate as well as methods capable of 
transforming this knowledge into likely hydrological and societal effects. There 
are two ways of approaching this: (1) the scenario approach and (2) the  sensitivity 
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assessment approach. The scenario approach is by far the most common and 
is driven by our inability to adequately forecast future climate. Scenarios are 
 effectively “what if ” statements that represent plausible future climate states from 
a range of possibilities based on the current state of knowledge of how the global 
climate system works using hypothetical general circulation models (GCMs) of 
global climate (often referred to as global climate models) along with estimates of 
future rates greenhouse gas emissions and atmospheric concentrations. Scenarios 
project greenhouse gas emissions, which are then entered into the GCMs to project 
climate change. The output from are definitely not forecasts, but are frequently 
treated this way.

In the scenario approach, a future climate state is identified and impacts 
 evaluated. But this method is hampered by the unreliability of GCMs, especially 
at the regional level. Moreover, we do not know which climate change scenario to 
use. Clearly, the consequences of the scenarios being ‘wrong’ could have  serious 
 implications for planning adaptive responses. Sometimes there is an implicit 
assumption is that a specific changed climate condition is predicted, reinforced 
by the fact that a GCM is limited to calculating an equilibrium response condi-
tion, presented in terms of a small array of climatic variables with temporal detail 
limited to mean monthly data at best. This is the heart of the scenario “problem” 
and it lies in the scale mismatch between global climate models and data required 
for decisionmaking at the local level. GCMs provide information generalised over 
months or years and at spatial resolution of several tens of thousands of square 
kilometres. Planners at the local level require data on at least daily scales and at 
a resolution of perhaps a few square kilometres. No matter how they are used, 
climate scenarios remain the single greatest source of uncertainty in hydrological 
impact assessments (Bergström et al. 2001). There are advocates for the use of 
regional downscaling from GCMs to assess impacts on future water resources, 
and although the last decade has produced a large number of publications on 
downscaling from climate models, very few of them consider impacts, and even 
fewer examine hydrological impacts (Fowler and Wilby 2007). There are some 
notable exceptions (Bell et al. 2007; Boé et al. 2007; Blenkinsop and Fowler 
2007; Bronstert et al. 2007; Charles et al. 2007; Fowler and Blenkinsop 2007; 
Gachon and Dibike 2007; García-Morales and Dubus 2007; Salathé et al. 2007). 
However an underlying problem is that the prediction skill of the downscaling is 
no better than that of the GCMs.

In the alternative approach using sensitivity assessment, many of these problems 
are circumnavigated. First sensitivity of local-scale hydrological systems to climate 
is assessed, and then the question asked: What is the net effect of change on hydrol-
ogy or related social exposure unit? By identifying the sensitivity to climate and 
evaluating it in terms of the adaptive capacity of the exposure unit, vulnerability 
of water resources to climate change may be determined and assessed. With this 
information, planning decisions would be possible without knowing precisely the 
magnitude of climate change that will occur. Research is needed to develop and 
test sensitivity assessment methodologies to cope with this, but some methods are 
currently in use.
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To date, most investigations have focused on scenarios analysis with little regard to 
changes in human behaviour towards climate change including adaptation. To this end, 
there have been calls for real-world studies into climate impacts on water resources 
emphasizing that quantitative assessment of sensitivity and vulnerability of hydrologi-
cal systems to climate change (Parry 2001) should be a priority research area.

9.3.1 Assessment of Sensitivity and the Need for Adaptation

The aim of climate change impact assessment is to determine how the availability 
of climatic resources will change and which regions will lose or gain from these 
changes. The nature and magnitude of impacts caused by change are the joint 
products of interactions between climate and society, bearing in mind that similar 
climatic variations may result in different impacts under different sets of social or 
economic conditions. However, the impact potential of a given change in climate 
is related to overall sensitivity of a particular water supply or demand unit to those 
aspects of climate that do change. Or it may be related to the particular climate type 
or climate regimes in which change occurs. For example, an average 1°C tempera-
ture rise and 10% increase in rainfall may be of little consequence in an equatorial 
climate region where high temperatures are commonplace and there are already 
extended periods of high rainfall throughout the year. On the other hand, sub-humid 
environment may be highly sensitive and respond dramatically to even the smallest 
increase in temperature or decrease in precipitation will reduce water availability 
and further increase water demand. There are a variety of ways of identifying sen-
sitivity. In theory, sensitivity of a region to changes in climate does vary depending 
on climate type or regime. Climatic types can be characterised and assessed on the 
basis of this sensitivity since a given change will perturb some climatic regimes 
more than others (de Freitas and Fowler 1989).

Climate change impact assessment of the type described above relies on a 
greatly simplified picture of the role of climate, mainly because it deals with 
change in terms of single, secondary climatic variables which allow for only 
elementary statistical connections to be made with impacts. This approach is of 
limited use since the significance of the impact will depend on the net effect of 
several changed climatic variables on key environmental processes, such as those 
involving heat and moisture exchange which determine available soil moisture, 
evapotranspiration, crop yield, runoff, and so on. Impact will depend on the timing 
as well as the magnitude of change. For example, increases in winter precipitation 
may lead to flooding while increases during spring and summer may enhance plant 
growth, depending on the effect of changed air temperature on evapotranspiration 
and soil moisture. By determining the sensitivity of key variables such as actual 
evapotranspiration and soil water surplus to hypothetical climate changes, it may 
be possible to assess the effects at the regional scale of a range of climate change 
scenarios on the climate resource-base, evaluate impact and assess the need for 
adaptation. This may be achieved by way of response surface analysis or regional 
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climate type sensitivity analysis. Examples of both of these analytical approaches 
are described below.

9.3.2 Response Surfaces

A response surface is a two-dimensional representation of the sensitivity of a  specific 
response variable (soil moisture in Fig. 9.2) to change in the two  controlling climate 
features or processes. It is usually is presented as a plot of the response variable 
against the values of two driving climate variables, on the graph axes, for example, 
potential evapotranspiration (PET) and precipitation (P) in Fig. 9.2. The relation-
ship between the response variable and climate determined from a pre-tested set of 
relationships, usually in the form of an empirical model, called a transfer function 
(de Freitas and Fowler 1989; Fowler and de Freitas 1990). Changes might be simply 
percentage adjustments to the each of the driving  variables. The response variable is 
represented in the body of the graph as isolines. The three variables can be plotted 
using absolute values, or as values relative to the unamended baseline data repre-
senting no climate change (Fig. 9.2). The latter  representation is a step removed 

Fig. 9.2 Response surfaces showing percentage change in annual soil water surplus (‘runoff’ plus 
ground water recharge) for a range of climate change scenarios expressed as per cent change in 
potential evapotranspiration (PET) and precipitation (P) for a sub-temperate maritime climate 
(Auckland) and a semi-arid mid-latitude climate (Alexandra). The base-line reference condition, 
or current climate, is given by per cent change in PET = 0 and percent change in P = 0 (i.e. 0, 0 
intersection marked “+”). (Fowler and de Freitas 1990)
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from the input and output but does have the  advantage of providing a direct measure 
of sensitivity. For example, a 20% response to a 10% change in a controlling climate 
variable is clearly an example of impact amplification. Response surface isolines 
are a summary of a matrix of response points associated with various combinations 
of changes to the two driving climate variables (Fig. 9.2). The required data are 
derived from repeated runs of the transfer function with the prescribed changes to 
the input. The slope and closeness of the isolines are an indicator of sensitivity and 
discontinuities an indicator of change in response (Fig. 9.2).

De Freitas and Fowler (1989), Fowler and de Freitas (1990) and Fowler (1999) 
used response surfaces to illustrate the impact of climate change on various 
aspects of water resources in the Auckland region of New Zealand. Other water 
resource examples of this can be found in studies by Lynch et al. (2001) and van 
Minnen et al. (2000). More recently, Semadeni-Davies (2004) used response 
surfaces for simulated waste water inflows to the Lycksele waste water treatment 
plant in north-central Sweden. Information such as that shown in Fig. 9.2 gives 
a birds-eye view of regional sensitivity in terms of key environmental responses 
to a range of possible changed climate conditions. The procedure provides a 
means by which a variety of climate change scenarios can be used to identify 
regions that are more or less sensitive to certain changes. This facilitates evalu-
ation of impact potential for policy planning purposes. A ‘what if’ approach to 
climate change predictions can then be used to assess the desirability of societal 
adjustments in sensitive regions designed either to amplify beneficial or dampen 
undesirable effects of change. An advantage of the response surface method is 
that it is less likely to obscure inherent sensitivities to change that can occur in 
scenario approach. Another is its flexibility. A wide range of new or changed 
scenarios can be easily handled by plotting them on the response surface. This 
avoids the need to rerun the transfer function, thus facilitating use by non-climate 
specialists such as planners and policy makers wanting to reassess impacts on 
water resources.

Comparison of each pair of response surface diagrams illustrates the differing 
sensitivity of climate types to a climate change specified in terms of P and PET in 
each climatic region. For example, in Fig. 9.2, the closer isolines of the change in 
water surplus for Alexandra indicate greater sensitivity than in the Auckland region. 
In both cases the steepness of the isolines shows a higher sensitivity to changes 
in P than to PET. It should be noted that the isolines are for relative change 
rather than for absolute values. Absolute changes in water surplus will be greater 
in Auckland than in Alexandra because of a larger baseline water surplus for 
Auckland. Clearly, the finer points of decision making and planning will depend on 
resource specific considerations, the most important of which will relate to the level 
of climate-based resource use. In the case of availability of water resources shown 
in Fig. 9.2, for example, vulnerability of society to a change in climate will depend 
on the demand for the resource and levels of use. If there is a high level of resource 
use, as there is for example in the Auckland region, the society is highly vulnerable 
to climatic change that leads to reduced water availability. The implications for 
water resource planning are clearly quite serious. In contrast to this, where there is 
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low resource use there is a larger margin of safety, it provides a buffer against both 
sporadic dry periods or a trend in decreasing runoff resulting from, say, gradual 
climatic change leading to reduced precipitation.

9.3.3 Pacific Atolls

For most atolls of the Pacific, fresh water is a seriously limited resource. Generally, 
water catchment areas are small and groundwater storage is in the form of a shal-
low fresh water lens. This essential resource is coming under increasing pressure as 
populations grow and rates of development increase. These things and the realisa-
tion of the possible impact of climate change and variability have highlighted the 
sensitivity of island communities to the availability of water. In many places there 
is now great concern for sustainability of groundwater reserves and the adequacy of 
supply of fresh water accumulated from surface catchments for drinking, irrigation 
and domestic, commercial or industrial use. The site specific effects of geohydrolic 
and soil characteristics of the land affect the availability of groundwater on particu-
lar islands. But for any atoll, the primary constraint on the fresh water resource is 
climate. It determines the size and temporal distribution the resource base crucial to 
management and planning of a wide range of activities. To assess this resource base, 
its sensitivity to climate change and thus the extent which adaptive measures might 
have to be relied on, a regional water balance model is used with average monthly 
climate data and uniformly applied to the Pacific Island Region. The Thornthwaite 
and Mather bookkeeping procedure (Thornthwaite 1948; Thornthwaite and Mather 
1955) for assessing the water budget is used to calculate actual evapotranspiration 
(A

E
) and the ‘water balance’ (D

S
), given as:

 S E mD  = P - A  + SΔ  (9.1)

where P is precipitation and ΔS
m
 is change in soil moisture. When D

S
 ≥ 0 it is 

defined as water available for recharge of groundwater storage. A zero or negative 
value (mm) indicates a deficit. A soil moisture storage capacity (S

m
) of 80 mm 

(Smith 1983) is used to provide a baseline for estimating A
E
. To calculate A

E
, the 

Thornthwaite bookkeeping procedure requires data for potential evapotranspiration 
(P

E
) where

 E E mA  = P  - P + S .Δ  (9.2)

The Priestly-Taylor method (Priestley and Taylor 1972) is particularly well suited 
to regional assessments of P

E
, and has been used in the humid tropics regions 

(de Bruin 1983; Nullet 1987). Calculations are based on a 5° latitude-longitude 
grid of air temperature, rainfall, cloud amount, solar radiation and net allwave 
radiation.

To assess regional sensitivity to climate change, the per cent change in the  current 
mean rainfall required to bring about a zero water balance, given as (D

S
/P)100, is 
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calculated. It provides a measure of the sensitivity of the region to change in rainfall 
that might be brought about by an enhanced greenhouse effect. The results show 
that areas sensitive to a 20% change in mean annual precipitation occur in a long, 
narrow zone at about 12°N latitude and a broad belt extending from Fiji through 
Tonga, the Southern Cook Islands to Pitcairn Island (Fig. 9.3). This zone identi-
fies those atolls that will have to rely heavily on adaptive measures should climate 
change result in declining rainfall. More importantly, this is the zone most vulner-
able to drought should rainfall decrease in the future. Most other parts of the Pacific 
Islands Region will require increases or decreases in rainfall well in excess of 20% 
of the mean annual figure for the change to have any significant effect on the water 
resource base.

Fig. 9.3 Percentage change (±20%) in rainfall required to bring about a zero water surplus or 
deficit based on the annual mean. The shaded area bordered by +20% and the −20% isolines is the 
zone of high sensitivity to change in rainfall. In the future, should rainfall decline, atolls in this zone 
would suffer the most from soil moisture deficits and, under worse case conditions, they would 
experience an increase in the frequency of droughts. On the other hand, should rainfall increase, 
atolls in this zone would stand to benefit the most
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9.4 Conclusion

Over the past decade or so there have been many studies into climate change effects, 
but progress in the area of hydrology and water resources has been slow. Adaptation 
to climate change in the water sector, especially changes in water management 
practices, will have a very significant impact on how climate change affects the 
water sector. But adaptive strategies adopted will depend on climate change impact 
potential in the absence of such strategies. Concepts of sensitivity and vulnerability 
of climate regions to change underlay the approaches examined here. They are put 
forward as integrating concepts that may be useful for identifying areas that may be 
affected by climate change. This approach is likely to be useful in regional assess-
ments of vulnerability or resiliency.

It is often assumed that detailed information about the exact nature of climatic 
change is needed before detailed impact assessment is worthwhile. However,  better 
use of existing climatic information along with improved conceptual models of 
climate-society interaction will provide useful insights that can form a basis for 
later in-depth analyses of specific impacts, or case by case assessments of sensitiv-
ity or vulnerability. Clearly, the finer points of decision making and planning will 
depend on resource specific considerations, the most important of which will relate 
to the level of climate-based resource use.
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Abstract The author examines the psychological dimensions of adaptation to 
weather and the climate events. Psychological approaches to adaptation are dis-
cussed and the distinction between primary, secondary, and tertiary adaptation are 
made. The author next presents a theoretical framework that lends itself well to 
organizing the different psychological variables that can affect adaptation, some of 
which have been explored in previous studies. This organizing framework is known 
as Protection Motivation Theory (Rogers 1975; Rogers and Prentice-Dunn 1997). 
The model components are discussed along with the cognitive and motivational 
biases that can affect the adaptive course that people might pursue. The chapter 
concludes with recommendations for furthering the psychological study of human 
adaptation to climate variability and change.

In the early morning hours of August 29, 2005 Hurricane Katrina struck the United 
States Gulf Coast as a strong category 3 storm. Nearly a day before, an urgent bul-
letin from the National Weather Service office in New Orleans communicated in 
ominous and unequivocal terms the dangers posed by Katrina. The message began 
(Guiney et al. 2006, p. 27):

URGENT – WEATHER MESSAGE

NATIONAL WEATHER SERVICE NEW ORLEANS LA

1011 A.M. CDT SUN AUG 28 2005

…DEVASTATING DAMAGE EXPECTED…

HURRICANE KATRINA…A MOST POWERFUL HURRICANE WITH 
UNPRECEDENTED STRENGTH…RIVALING THE INTENSITY OF HURRICANE 
CAMILLE OF 1969.
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MOST OF THE AREA WILL BE UNINHABITABLE FOR WEEKS…PERHAPS LONGER. 
AT LEAST ONE HALF OF WELL CONSTRUCTED HOMES WILL HAVE ROOF AND 
WALL FAILURE. ALL GABLED ROOFS WILL FAIL…LEAVING THOSE HOMES 
SEVERELY DAMAGED OR DESTROYED… AIRBORNE DEBRIS WILL BE 
WIDESPREAD…AND MAY INCLUDE HEAVY ITEMS SUCH AS HOUSEHOLD 
APPLIANCES AND EVEN LIGHT VEHICLES… PERSONS…PETS…AND LIVESTOCK 
EXPOSED TO THE WINDS WILL FACE CERTAIN DEATH IF STRUCK.

With this warning and prior forecasts from the National Hurricane Center, Gulf 
Coast residents and people living in high risk areas protected by levees had suffi-
cient lead time to evacuate. Approximately 80% of the population of New Orleans 
evacuated and 83% of Jefferson Parish were evacuated (Guiney and Services 
Assessment Team 2006). Forecasters predicted the behaviour of Katrina with a 
high degree of accuracy and, as expected, the area was devastated on August 29. 
At least 1,833 people died, thousands of homes and businesses were destroyed, and 
infrastructure is still being rebuilt as of this writing (Knabb et al. 2005). Still, some 
residents who had the resources to evacuate chose not to leave the city as illustrated 
by dramatic video of survivors awaiting a rooftop rescue (Cable News Network 
2005). What led this significant proportion of people to not heed the recommenda-
tions of both National Weather Service forecasters and city officials?

Despite the experiences of Hurricane Katrina, a national poll of residents who 
lived in states bordering the Atlantic or Gulf Coasts in May, 2007 found: 53% 
believed that they were not vulnerable to a hurricane or its effects, 52% had no 
personal disaster plan, and 61% did not have a hurricane survival kit (Mason-Dixon 
Polling and Research 2007). Perhaps the most noteworthy finding is that while 84% 
indicated that they would follow mandatory evacuation orders, similar to what was 
observed for the city of New Orleans, 10% indicated that would not evacuate their 
homes even if ordered to do so by emergency officials. Yet 73% of respondents 
believed it was an individual’s responsibility, and not the government’s, to assure 
their own hurricane preparedness. In this regard the situation following Hurricane 
Katrina is much as Mileti (1999, pp. 136–137) observed before the storm: “people 
typically are unaware of the hazards they face, underestimate those of which they are 
aware, overestimate their ability to cope when disaster strikes, often blame others for 
their losses, underutilize preimpact hazard strategies, and rely heavily on emergency 
relief when the need arises.” What might explain this seeming lack of hurricane 
preparedness for a significant proportion of residents in the coastal states?

Increased losses of property and life from floods, hurricanes, convective storms, 
and winter storms are due, in part, to increases in societal vulnerability (Call 2005; 
Pielke 1998; Pielke et al. 2007; Pielke and Sarewitz 2005). Increases in population, 
changes in lifestyles, and demographic shifts have resulted in greater exposure of 
both lives and property to extreme events (Changnon et al. 2000; Kunkel et al. 
1999). Further, as a majority of the world’s population will dwell in urban centres 
in the coming years (Cohen 2003), the likelihood increases that a single extreme 
event can affect a large number of people at one time, as in the case of New Orleans. 
In many respects, disasters may be created by societal and governmental practices 
than by nature itself (Glantz 2005). The realization of increased vulnerability to 
weather and climate events has given rise to broad efforts to help society mitigate 
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the sources of climate changes where possible and to adapt to the changes that 
are anticipated (Smit et al. 2001; Smith 1997; Tol et al. 1998). These efforts have 
thus far largely focused upon institutions, agencies, and systems of people that are 
assumed to be homogeneous in their compositions and adaptive behaviours.

Beyond societal vulnerability and adaptation, there is a growing realization that 
a fuller understanding of adaptation to climate variability and change occurs at 
the level of the individual person (Dash and Gladwin 2005; Dow and Cutter 2000, 
1998; Grothmann and Reusswig 2006; Niemeyer et al. 2005; Stewart 2007). Society 
is vulnerable to a significant extent because of individual vulnerability and proc-
esses that occur on the human scale (Vedwan and Rhoades 2001). It makes sense 
to examine individual adaptation to weather and climate because organizations 
and institutions within society are comprised of individuals, each with their own 
unique histories, experiences, motivational, emotional, and cognitive systems. Such 
psychological variables can help us to understand and account for variability in indi-
vidual behaviour that contributes to the behaviour of larger-scale societal systems.

This chapter examines the psychological dimensions of adaptation to weather 
and climate.1 Psychological approaches to adaptation are discussed first followed 
by the presentation of a model that lends itself well to organizing the different 
psychological variables that can affect adaptation, some of which have been 
explored in previous studies. The model components are discussed along with the 
cognitive and motivational biases that can affect the adaptive course that people 
might pursue.

10.1 Psychological Conceptions of Adaptation

The adaptation to weather and climate encompasses several related psychologi-
cal constructs. Overall, psychological adaptation refers both to the processes 
(i.e., adjustment and coping) and to the outcomes of attempting to respond effec-
tively to variations in the environment, which here concerns weather and climate. 
Adaptation generally refers to the adjustment of psychological processes (cogni-
tion, affect, and behaviours) so that they reflect environmental demands and are 
responsive to them (American Psychological Association, APA 2007). This defini-
tion implies that people assimilate their environments into existing psychological 
structures and processes as well as accommodate themselves (i.e., actively change) 
to novel environmental requirements.

Adjustment pertains to the processes by which cognitions, behaviours, and 
 emotions are used to achieve changes that are either imposed by the environment 

1In speaking of weather and climate events the author adopts Bryson’s (1997, p. 451) definition of 
climate as “the thermodynamic/hydrodynamic status of global boundary conditions that determine 
the concurrent array of weather patterns.” In this way, weather derives from climate and, corre-
spondingly, climate variability and change can alter the distribution of weather events that are 
significant for adaptation.
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from without or that come through the person’s realization of the need to create a 
new way of functioning (APA 2007; Wohlwill 1974). A variety of psychological 
variables and processes may be used in the service of the adjustment process such 
as receptive and expressive speech to receive and give information about weather 
and climate. Sensation and perception processes are necessary to gather and recog-
nize information directly under various weather conditions. Memory (both episodic 
and semantic) is necessary for storing information for later use. Decision-making 
processes may use current sensed or communicated information along with infor-
mation retrieved from memory to make choices about how to best respond behav-
iourally to weather or climate conditions.

Coping refers to single psychological processes or ensembles of them used 
together, as coping strategies, to meet environmental demands for adaptation when 
such demands tax or exceed (in time, magnitude, or nature) the person’s ability to 
adjust (Holahan et al. 1996; APA 2007). The environmental stimuli that invoke 
coping processes may be experienced negatively as hassles and frustrations such as 
when bad weather delays one’s commute home (Kanner et al. 1981). In addition, 
the environment may become a source of significant stressors when, for example, 
an extended power outage occurs following a thunderstorm (Campbell 1983; Evans 
and Cohen 1987). Extreme weather or climate events may even become traumatic 
stressors as, for example, cataclysmic conditions of a hurricane or a flood that result 
in the loss of life, property, and infrastructure (Norris, Murphy et al. 2004; Riad 
and Norris 1996).

Adaptation will involve adjustment or coping processes as a function of the 
magnitude of the weather or climate event and of the timeframe in which adapta-
tion is required (i.e., before, during, or after the event, Lazarus and Cohen 1977). 
These variables (nature of the event and relationship to time) give rise to three types 
of psychological adaptation to weather and climate. First, adaptation can occur as 
proaction and preparation ahead of a wide variety of weather events (Easterling 
et al. 2004; Grothmann and Patt 2005). The author refers to this as primary adapta-
tion, borrowing from a classification used in public health (Caplan 1964). Viewed 
in this manner, primary adaptation could involve such long-term efforts as educat-
ing children about weather, climate, and other natural disasters through a program 
such as the American Red Cross’ Masters of Disaster school curriculum (American 
National Red Cross 2000). Other more immediate and personal, primary adapta-
tions could involve checking the condition of one’s vehicle and the road-weather 
conditions ahead of an anticipated drive during inclement weather (National 
Research Council 2004).

Second, adaptation can occur in the form of acclimation and adjustment to 
current weather events or to anticipated changes in climate. This is secondary 
adaptation and is probably the most common conception of adaptation insofar as 
people do not respond to the event until it is occurring. Because opportunities for 
proaction may be limited, peoples’ focus may be upon preventing further effects of 
the weather or climate event or attempting to reduce the negative impacts of what 
already has occurred. Cognitive and behavioural processes that underlie adjustment 
may be especially active with secondary adaptation. As an example, secondary 
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adaptation may involve mountain climbers, sailors, or golfers seeking shelter and 
safety when a thunderstorm brings dangerous winds and lightning.

Third, adaptation may consist of coping and recovery in the aftermath of 
extreme events; this is tertiary adaptation. If such events overwhelmed the person’s 
attempts at primary or secondary adaptation, or if such adaptations were not under-
taken, the person may be faced with recovering from myriad acute and long-term 
effects of the weather event. The most salient and recent example of tertiary adapta-
tion was Hurricane Katrina in New Orleans, Louisiana, USA. To varying degrees 
both secondary and tertiary adaptation represents a muddling through response to 
the extent that the effects of weather upon people or property were not or prevented 
or at least minimised (Easterling et al. 2004).

Several considerations are noteworthy when applying this typology, the first 
of which concerns the relationships among the types of adaptation attempted. 
Although it is possible that primary adaptation may obviate secondary and tertiary 
adaptation, this is not guaranteed. The amount and kinds of primary adaptation 
along with the weather or climate events being anticipated may jointly necessitate 
that people undertake the adjustment and coping associated with secondary and 
tertiary adaptation, respectively. Another consideration is that although one is free 
to pursue or not pursue primary adaptation activities ahead of climate change or 
a particular weather event, it is increasingly difficult not to pursue secondary and 
tertiary adaptation as the anticipated events unfold. Certainly, a person can choose 
to do nothing by way of adaptation, but this is a choice that has consequences.

Finally, and perhaps most importantly, there are a wide variety of inter-individual 
trajectories that people follow in formulating their responses to environmental 
events. People may differ in how they evaluate the threat of climate change and 
extreme weather events, they may construe different attitudes, plans, and behav-
iours as sufficiently adaptive for the same event, and they may experience different 
objective and subjective outcomes than other people after performing very similar 
adaptive behaviours (Dash and Gladwin 2005; Dow and Cutter 1998, 2000). These 
possibilities give rise to important questions such as: What psychological vari-
ables are related to pursing different courses of adaptation? What gives rise to the 
 diversity of observed outcomes?

10.2  Protection Motivation Theory: An Organizing 
Framework

Protection Motivation Theory (PMT, see Fig. 10.1) provides a valuable perspective 
for addressing such questions. PMT was created as a model of disease prevention 
and health promotion (Floyd et al. 2000; Rogers 1975; Rogers and Prentice-Dunn 
1997). The author selected PMT from among other possible models (i.e., the Health 
Belief Model, Rosenstock 1974; Theory of Reasoned/Planned Behaviour, Ajzen 1991) 
because its variables and hypothesized relationships possess the greatest potential 
to extend our understanding of adaptation to weather and climate. Many of the 
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variables pertaining to sources of information, cognition, and decision-making 
lend themselves well to organizing the research in the natural hazards and societal 
impacts literature. In addition to health-related behaviours, PMT is also well-suited 
to model adaptive behaviour for weather and climate events (Grothmann and Patt 
2005; Grothmann and Reusswig 2006; Prentice-Dunn, personal communication). 
Two meta-analyses of studies that employed PMT have been largely supportive of 
the model (Floyd et al. 2000; Milne et al. 2000). In addition, PMT has been evalu-
ated favorably alongside other health behaviour models (Weinstein 1993).

The PMT model comprises three main components: 1. information sources, 2. 
cognitive mediating processes, and 3. adaptation modes (see Fig. 10.1). Information 
sources reside within the person’s environment and include directly-sensed inputs 
along with communications from various forms of electronic and broadcast media. 
Information may also exist within the person as memories of prior-experienced 
events (intrapersonal), gathered through verbal interactions and relationships with 
others, or through nonverbal communications (e.g., observing others’ behaviour).

These sources inform the cognitive mediating processes, which in PMT, involve 
parallel paths that eventuate in threat appraisals (top of Fig. 10.1) and adjustment 
and coping appraisals. Intrinsic rewards (e.g., thrill of watching severe weather) and 
extrinsic rewards (e.g., encouragement by friends) increase the likelihood that 
risky and maladaptive responses will occur (e.g. not having sufficient protection 
from lightning). The severity of the weather or climate changes along with one’s 
perceived vulnerabilities to these conditions are balanced against the rewards; the 
difference represents the appraisal of the threat posed by the behavioural response. 
Regarding the lower track of Fig. 10.1, the likelihood of an adaptive response is 
increased to the extent that the person knows about appropriate adaptive behaviours to 
perform for a particular weather or climate event (response efficacy) and believes 
that he or she personally can perform the behaviours (self-efficacy). The perceived 
cost(s) in performing the behaviour (response costs) diminishes the likelihood of 
an adaptive response. Response and personal efficacy are balanced against the 
response cost to create an appraisal for adaptive, adjustment, or coping responses. 

• Intrinsic Rewards
• Extrinsic Rewards

•Weather Severity
• Vulnerability Threat Appraisals

Fear

• Response Efficacy
• Self-Efficacy Response Costs

Adjustment and
Coping Appraisals

Protection
Motivation

Adaptive Responses

Maladaptive
Responses

Environmental

• Intrapersonal
• Interpersonal

Information Sources Cognitive Mediating Processes Adaptation Modes

−

− =

=

Fig. 10.1 Protection motivation theory applied to adaptation to weather and climate changes 
(Adapted from: Floyd, Prentice-Dunn and Rogers, 2000. Used with Permission)
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The appraisals of threat and of adjustment or coping along with the emotion of fear 
which attend the evaluation of the weather severity and one’s perceived vulner-
abilities give rise to protection motivation. Protection motivation, in turn, leads to 
making responses that may be adaptive or maladaptive. These responses may be 
one-time events or may be repeated as frequently as needed.

The following sections examine a variety of psychological variables and biases 
that can affect adaptive behaviour. The PMT model provides a valuable framework 
for understanding these variables and for reviewing the different biases that can 
affect adaptation (Nicholls 1999). The first section below discusses the sources 
of information that people use. Next, the discussion of the cognitive mediating 
processes will examine how maladaptive and adaptive response alternatives are 
appraised and also will emphasize the variety of psychological biases people may 
exhibit in evaluating response alternatives, some of which have been identified 
previously in the atmospheric science literature (e.g., Nicholls 1999). Finally, the 
content and form of responses will be discussed briefly.

10.2.1 Information Sources

10.2.1.1 Information from the Environment

People use a wide variety of information sources and differ from each other in how 
much they sense and observe weather information directly (Dow and Cutter 2000; 
Stewart 2007; Whyte 1985). Several characteristics of weather and climate affect 
how people may notice and gain information about atmospheric events (Evans and 
Cohen 1987). First, people will notice atmospheric events if their nature and/or 
magnitude makes them perceptually salient (Stokols 1979). Second, the valence 
of the event, as either primarily positive or negative, provides basic information 
regarding the course of adaptive behaviour that should be pursued (Campbell 
1983). Third, the degree of predictability of the event relates to both the nature 
of the event and the amount of time that may be available for primary adaptation 
activities to occur. Fourth, the duration and periodicity of the weather event can be 
used to inform the length and frequency of adaptations that may be necessary. Fifth, 
the degree of controllability associated with an event is quite significant for adapta-
tion to the extent that relatively minor weather events whose effects can be control-
led or easily accommodated are not as likely to promote the consumption and use 
of information that is associated with uncontrollable events. Sixth, different climate 
events can possess unique and specific kinds of information that can be used to cue 
the types of adaptation that might be required (Evans and Cohen 1987).

Weather or climate events will become psychologically significant for people 
to the extent that these characteristics singly, or in combination, require cogni-
tive or emotional resources (Dow and Cutter 1998). In this regard, climate events 
are individually and socially construed and this affects the information that people 
extract from them and their uses of this information (Call 2005; Kelly 1955; Stehr 
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and von Storch 1995). For instance, the same tropical storm that possesses a nega-
tive valence for weary coastal residents may bring welcomed relief from drought in 
inland farming regions. In addition, an existing climate regime such as a drought 
may make a tropical storm event perceptually salient for people in need of rain. 
The degree of controllability and types of adaptation needed may also differ among 
people, groups, and organizations as a function of their experiences in adapting to 
similar events in the past and the degree to which their experiences lead them to trust 
in the natural variability of the climate (Stehr 1997).

The duration and periodicity of various weather and climate events can affect 
the extent to which people remember the occurrence, impacts, and adaptations 
to prior events. Climatological events that occur gradually might span several 
generations such that the changed climate regime escapes notice (Glanz 2003). 
Farhar-Pilgrim (1985) reported results from the Metropolitan Meteorological 
Experiment in which a 30% increase in summer precipitation over a 30-year period 
went unnoticed by the population. Conversely, Moser and Dilling (2007) suggested 
that extreme weather events that are circumscribed in time such as tornadoes, 
floods, severe storms, and in the case of hurricanes, named, were more likely to be 
perceptually salient and to gain the notice of a larger segment of the population than 
events occurring over longer timeframes such as drought.

10.2.1.2 Information from Intra- and Interpersonal Sources

Just as events may possess perceptual salience, people exhibit varying degrees of 
motivational salience for weather and climate events (Stewart 2007). Weather sali-
ence refers to the degree of psychological importance that people attach to weather. 
People possessing a greater degree of weather salience reported more frequent sens-
ing and observing of the atmosphere directly, more frequent reliance upon various 
forms of electronic media for weather information, and greater effects of weather 
upon their mood (Stewart 2007). In this way, weather-salient individuals are a source 
of their own (intra-personal) weather and climate information. Given the weather and 
climate information that is currently available, Dow and Cutter (1998) have observed 
that people increasingly obtain their own information rather than rely upon authori-
ties (i.e., emergency managers). People also use their memories of past weather 
events that they have experienced as a guide for what to expect and how to cope with 
forecasted weather events and climate regimes (Strauss and Orlove 2003).

Interpersonal communications encompass a variety of sources and modalities 
through which people may acquire knowledge about weather and climate (Moser and 
Dilling 2007). Formal sources for current weather and climate information include 
governmental meteorological agencies along with companies that provide specialised 
products for public and private interests. This information may be conveyed through 
broadcast and other electronic modes. These formal sources also may provide pro-
gramming to persuade consumers to prepare for and adapt to various conditions.

There are converging results from different researchers that people are more 
likely to gather and to trust information about weather events from friends and  family 
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members compared to government representatives (i.e., emergency managers, 
police, elected officials; Dow and Cutter 1998; Lindell et al. 2005; Mason-Dixon 
Polling and Research 2007; Zhang et al. 2007). That is, people are more likely to 
base evacuation decisions upon persuasive communications from family members 
than from others.

Although the preponderance of evidence supports that human activities have 
had an influence upon the climate system and this is resulting in globally warming 
temperatures (Houghton et al. 2001), contrary opinions exist and may be taken up 
by consumers as a justification not to adapt to weather events or climate change 
(McCright 2007; Michaels 2004). Popular media may confuse the occurrence of 
weather extremes for climate change and thus muddle the evidence of global warm-
ing for the public (Bostrom and Lashof 2007).

Interpersonal communications can be affected by a phenomenon known as the 
social amplification of risk (Kasperson et al. 1988), which involves the attenuation 
or accentuation of a risk communication based upon interactions of communica-
tion media, socio-cultural factors, organizations, and individuals. Media sources 
may frame an event in such a way as to arouse risk perceptions among people. 
Subsequent interpersonal risk communications and discussions among people who 
receive the information may amplify risk perceptions beyond their actual levels. 
Such amplified perceptions may lead to exaggerated behavioural responses which 
further affect the level of risk that is communicated to others.

Interpersonal communication can also occur nonverbally through the obser-
vation of other people (Bandura 1986). Observation can enable people to learn 
new behaviours (e.g., how to prepare a building for an approaching hurricane or 
cyclone) as well as facilitate the performance of behaviours already learned (e.g., 
seeing others making preparations or adapting may cue similar behaviours in 
the observer). Further, people socially compare themselves with others that they 
observe on a wide range of variables such as knowledge, attitudes, values, skills 
and abilities (Festinger 1954; Suls et al. 2002). People compare upwardly to those 
who exceed one’s competencies in some domain, downwardly to people whose 
competencies the observer exceeds, and to peers who are on-par with the observer. 
Observation of others and social comparisons with them provides people with 
important information that they can use to guide their behaviours in adapting to 
climate variability and change.

10.2.2 Cognitive Mediating Processes

Once initiated by the information about a weather or climate event, the threat 
and adjustment/coping appraisal processes will begin. These parallel processes 
and the psychological biases that can affect them largely occur automatically, 
outside of awareness, and without much contribution of rational, and deliberative 
processing (Kihlstrom 1987). A variety of cognitive, social, and decision-making 
biases can influence the cognitive mediating processes of the PMT model (and 
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similar  components in any health behaviour model, for that matter, Nicholls 1999). 
Although the operation of such characteristics and biases precludes a true repre-
sentation of the objective variables, the threat and adaptation appraisals incorporate 
these biases and will reflect them in people’s intended or actual behaviours (Floyd 
et al. 2000). That is, people act on the basis of their biases and the PMT model will 
reflect this.

10.2.2.1 Threat Appraisals

The presence of intrinsic and extrinsic rewards for failing to prepare, muddling 
through, or performing risky behaviours increases the likelihood of a maladap-
tive outcome. People who are curious about the nature of rare or extreme weather 
events may experience those events as intrinsically rewarding (Burt 2004). Unusual 
weather also may provide opportunities for testing oneself regarding the use of 
skills or abilities in professional or recreational roles (Floyd et al. 2000). Extrinsic 
rewards may take the form of increased compensation, professional advancement, 
and/or greater respect for an employee who reports for work during dangerous 
weather.

Evaluation of weather as dangerous and perceiving one’s vulnerabilities to the 
event decreases the probability of a maladaptive response. Prior negative experi-
ences with weather events that resulted in injury, death, or property losses and a 
corresponding negative emotionality could lead to greater appraisals of the dangers 
posed by extreme weather; it also could increase people’s sense of vulnerabilities 
(Weber 2006). In a broad review of the literature, Weinstein (1989) observed that 
personal experiences with hazards lead people to view hazards as more frequent 
and themselves as more vulnerable, to think more frequently of the hazards and 
with greater clarity, and to take precautions that are appropriate given the hazards 
people faced in the past. In this regard, Stewart (2007) observed that people whose 
families experienced weather-related property damages reported significantly 
greater overall weather salience and greater effects of weather upon their day- 
to-day moods. More specifically, Weinstein et al. (2000) observed that survivors 
from three communities struck by tornadoes took more precautions 14 months after-
ward to the extent people were preoccupied with tornadoes. Mulilis et al. (2003) 
reported similar results following a tornado outbreak in western Pennsylvania. 
People who are psychologically traumatized by extreme weather also may maintain 
a heightened state of arousal, emotional numbing, and re-experiencing symptoms 
that may combine to overestimate the severity of subsequent weather and their 
vulnerabilities to it (Norris et al. 1999).

Perceptions of rewards and vulnerabilities are seldom veridical representations 
of the actual weather or climate scenarios. Human cognition and decision-making 
processes are subject to a variety of social, cognitive, and motivational biases that 
are reflected in the choices people make. Such biases affect the adaptation decisions 
people make in the face of weather and climate events. A discussion of some of the 
biases that have appeared in the weather and climate literature follows below. This 
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listing is by no means exhaustive of all the psychological biases that exist, however 
it provides an indication of the kinds of biases that can skew threat, adjustment, 
and coping appraisals.

Optimistic bias involves discounting or not attending to negative characteristics 
of a situation and instead placing greater emphasis upon positive, but unlikely 
outcomes. This bias also leads one to believe that he or she is less likely to experi-
ence negative events than are other people (Weinstein 1980; Weinstein and Klein 
1996). Such a bias would serve to decrease the appraisal of impending conditions 
as severe or dangerous. In describing optimism about natural hazards that borders 
on denial, Eric Holdeman, director of emergency management for Seattle’s King 
County, outlined four stages: “One is, it won’t happen. Two is, if it does happen, 
it won’t happen to me. Three: if it does happen to me, it won’t be that bad. And 
four: if it happens to me and it’s bad, there’s nothing I can do to stop it anyway” 
(Ripley 2006, p. 56). Other researchers observed that people would not evacu-
ate ahead of a hurricane because they believed that their homes were built strong 
enough to withstand the storm (Blendon et al. 2006) or that they could simply “ride 
it out” (Smith and McCarty 2007).

Second, and by way of gathering information from others or from the environ-
ment directly, people may engage in confirmatory bias whereby they only attend 
to or value information that is in accord with a belief that they want to support. For 
example, someone who believes that global warming does not exist may attempt to 
confirm this position by citing a colder than normal winter as evidence. For shorter-
fused events, people may play one weather information source against another to 
confirm the response that they would like to make.

Third, anchoring effects of one’s prior experiences with various weather events 
may serve as an erroneous standard for comparison of weather or climate condi-
tions that are forecasted to occur (Tversky and Kahneman 1974). For example, a 
person previously may have experienced the outer bands of wind and rain from a 
hurricane and erroneously concluded that hurricanes generally are not that bad. 
Such anchoring beliefs may lead the people to discount the severity of subsequent 
storms so that they do not make preparations or evacuate (Dash and Gladwin 2005; 
Glantz 2005). A wide variety of weather events, to the extent that they are remem-
bered, may function as evaluative anchors.

A forth phenomena, known as hindsight bias, also pertains to past weather events. 
This bias essentially involves the erroneous belief that previously- experienced 
events were more predictable than they were in actuality (Blank et al. 2007). Like 
the anchoring effect, if the hindsight bias is played forward, people may assume 
that weather events can be predicted with greater precision and specificity than 
is the case. This bias also may feed an all’s well that ends well mentality. Here, 
people may take no adaptive efforts ahead of an event and experience, fortuitously, 
no negative consequences. This could further reinforce making no preparations or 
taking adaptive measures ahead of subsequent events (Glantz 2005).

A fifth bias concerns what is done with information that is obtained by observ-
ing and comparing with other people. The actor-observer bias, a special case of 
the fundamental attribution error, involves overweighting the role of dispositional 
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 variables in evaluating the behaviour of others (i.e., actors), while  overweighting 
the role of situational variables in making attributions about oneself (i.e., the 
observer’s behaviour). For example, an observer may witness person who has 
become stranded while attempting to drive across a flooded road. According to 
this bias, the observer may attribute that circumstance to the driver being unskilled, 
unknowledgeable, fool-hearty, and so forth, without considering the driver’s situ-
ation that led to the behaviour. The danger of the actor-observer bias is that the 
observer may think him or herself more skilled or knowledgeable than the driver 
and perhaps more likely to attempt risky maneuvers, only to attribute later failures 
or losses to the constraints of the situation.

Sixth, social comparison can also induce biases in assessing the nature of 
weather or climate risks. Although objective and reliable information about how to 
prepare or evacuate ahead of a weather event may have been given, an individual 
may gauge his or her own levels of threat and action by engaging in downward and 
upward comparisons with other people. Although this may be a useful heuristic to a 
point, if others are not themselves responding or taking the appropriate precautions 
then one ultimately may be under-prepared.

10.2.2.2 Adjustment and Coping Appraisals

According to PMT, higher levels of response efficacy and self-efficacy increase the 
likelihood of an adaptive response whereas higher response costs may preclude per-
forming an adaptive behaviour. Response efficacy in Fig. 10.1 pertains to a more 
generalized knowledge of what to do or not do that may be adaptive in responding 
to a weather or climate event (Kroemker and Mosler 2002). For example, response 
efficacy would be evident in knowing that the safest place to be during a tornado 
is in either a basement or storm cellar (i.e., the lowest, most protected area in a 
building). Similarly, knowing that one should wear light-colored clothing and 
adequately hydrate while also avoiding exertion in the hottest portion of the day 
would evidence response efficacy. Response efficacy is concerned with knowing 
that or knowing what.

Self-efficacy pertains to the individual’s appraisal that he or she could actually 
perform the adaptive response; it is concerned with knowing how. Self-efficacy 
could emerge from prior experience in taking adaptive measures or from knowl-
edge of how to assemble components of learned responses into a novel adaptive 
response. Others’ adaptive responses may cue similar responses in an observer. 
This person may then evaluate his or her responses, socially compare with others, 
and then alter or self-correct the response (Bandura 1986). Self-efficacy percep-
tions may increase with successive repetitions and refinements of the response. 
Thus, self-efficacy for weather and climate adaptation depends upon a knowledge 
base that informs repeated practice.

People may learn about the appropriate adaptive responses to various weather 
and climate scenarios (response efficacy) during their formal education as children 
(i.e., Kindergarten through 12th Grade in the United States), among other sources. 
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Because systematic educational coverage of adaptive behaviours for natural disas-
ters has been lacking, the American National Red Cross developed the Masters of 
Disaster (MoD) curriculum for grades K-8 (American National Red Cross 2000). 
English and Spanish language versions of the curricula exist in DVD form to 
facilitate adoption. In addition to general preparedness and prevention, the curricu-
lum also includes specific education on how to prepare and adapt to: earthquakes, 
wildfires, tornadoes, hurricanes, floods, fire, and lightning. MoD is valuable in 
providing knowledge that underlies response efficacy and can provide practice to 
enhance self-efficacy.

Weather services and other governmental agencies periodically conduct educa-
tional outreach campaigns locally that are designed to educate and remind residents 
in affected areas about extreme weather events that may require their attention. 
Within the United States, the National Weather Service had developed a range of 
online resource materials that are available for the general population, for educa-
tors, and children. To the extent that these materials are used to build response 
efficacy and self-efficacy, people will be in a better position to adapt.

10.2.2.3 Response Costs

The likelihood that an adaptive response is performed will be decreased to the 
extent that a person perceives increasing costs, which are broadly conceived 
here in terms of time, money, emotional effort, convenience, and/or interpersonal 
resources, among other variables. With respect to secondary adaptation, a driver 
may believe that the time required to take an alternate route (adaptive response) 
is too great compared to the estimated risk of driving through a flooded roadway 
(risky response). People living near coastlines or rivers may not have the financial 
resources to purchase flood insurance or, in the case of hurricanes, to purchase 
storm shutters by way of primary adaptation. Response costs may also take the 
form of financial opportunities that are lost when one evacuates, concerns about 
crowded roadways, and concerns about possessions being damaged or stolen 
(Blendon et al. 2006; Smith and McCarty 2007). Regarding attachment costs, 
younger family members may not evacuate ahead of extreme weather because they 
want to remain and provide care for elderly or infirm family who cannot evacuate 
or because they have concerns about the care and safety of their pets (Blendon et al. 
2006; Dow and Cutter 2000; Smith and McCarty 2007).

The general adaptational load that a person is experiencing at the time that a 
weather or climate-related adaptation is required also relates to response cost. 
That is, the range of events in a person’s life that require adaptation, adjust-
ment, and coping constitute an emotional overhead that may limit the resources 
available to make an adaptive response. Evidence for the existence of a finite 
pool of worry and other emotional concerns comes from clinical and personal-
ity psychology where the accumulation of stressors can lead to problems in 
 making satisfactory emotional adaptations (Kanner et al. 1981; Lazarus 1993; 
Linville and Fischer 1991). Similarly, Hansenet al. (2004) observed that a finite 
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pool of worry for events such as climate, politics and so forth existed among 
farmers. This means that people may only have a limited amount of adaptive 
capacity for the events that they face. Further, the level of adaptive capacity that 
 people possess at any given time may help to explain, in part, the variability that 
exists in their adaptive behaviour for various atmospheric events (Kroemker and 
Mosler 2002).

Like the other decision-making components discussed thus far, perceptions of 
response costs are susceptible to biases and distortions. Some people may exag-
gerate costs or awfulize about the time or monetary opportunities lost by pursu-
ing adaptive responses. Biasing response costs upward while also optimistically 
biasing weather severity and one’s vulnerability downward may produce a risky 
response. Similarly, people may remember prior near-misses of storms for which 
they evacuated and then inflate the costs of responding adaptively to subsequent 
storms (Blendon et al. 2006; Dow and Cutter 1998; Glantz 2005).

10.2.2.4 Emotion and Protection Motivation

Threat appraisals, adjustment and coping appraisals, and the experienced level of fear 
come together in the protection motivation node of the PMT model (see Fig. 10.1). 
The model predicts that an adaptive response will follow to the extent that fear 
of one’s vulnerability to severe events and the appraisal for making an adaptive 
response outweigh the threat appraisals associated with maladaptive responses 
(Rogers and Prentice-Dunn 1997). Fear, and presumably other similar affective 
states (e.g., worry), provides the motivation for taking protective action. In behav-
ioural terms, fear functions as an aversive state; responses that lead to its decrease 
or disappearance are negatively reinforced by the abatement of fear. This reduction 
in fear following an adaptive behaviour makes performing that behaviour more 
likely in the future.

The creators of PMT were prescient in incorporating both cognitive and emo-
tional processes in their model (Rogers 1975; Rogers and Prentice-Dunn 1997). 
In some respects the PMT model anticipated more recent scholarship in the field 
of decision-making and risk-taking under conditions of uncertainty (Loewenstein 
et al. 2001; Slovic et al. 2004; Slovic and Peters 2006). This research has chal-
lenged the existing consequentialist decision-making models (e.g. Kahneman and 
Tversky 2000) that viewed emotional processes as deriving from cognitive evalu-
ations of anticipated outcomes and subjective probabilities or from behavioural 
outcomes following a decision. The risk-as-feelings perspective (see Fig. 10.2) 
recognizes that feelings stemming from the benefit (or harm) from taking the risk 
previously exists alongside cognitively-based evaluations of factual, descriptive, 
or abstract information about the risk (Kaplan 1991; Loewenstein et al. 2001; 
Slovic et al. 2004; Weber 2006). In other words, both rational, deliberate cogni-
tive evaluations and intuitive, rapid, gut-level emotions contribute to decisions. 
Research using the risk-as-feelings perspective finds, contrary to the  predictions 
of rational choice theories, that people tend to underweight the likelihood of 
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rare events occurring and overweight the likelihood of more common events 
(Hertwig et al. 2004; Weber et al. 2004). The reason for this stems from taking a 
small number of risks and not encountering the rare and negative outcome (e.g., 
experiences of remaining outside during a thunderstorm and not being injured by 
lightning) such that emotionally-based experiential estimates of the risk are lower 
(Hertwig et al. 2004).

The PMT model explicitly specifies fear as the emotion that stems from percep-
tions of weather severity and vulnerability and that serves to increase motivation 
for an adaptive, protective response. The more general risk-as-feelings model sug-
gests that other emotions in addition to fear could influence decision-making. For 
instance, using a five-category emotional classification, it is possible that curiosities 
and interests about weather and climate may create the emotions of happiness or 
desire that stem from the intrinsic rewards node of the PMT (Fig. 10.1). Similarly, 
emotions of anger or disgust concerning response costs (e.g., anger at having to 
evacuate or disgust with conditions of the shelter) may contribute to risk-taking 
or other responses that have maladaptive outcomes. These possibilities suggest 
that the PMT model could be expanded productively to include the more general 
risk-as-feelings perspective. Thus, cognitive mediating processes in the model may 
more appropriately become cognitive-emotional mediating processes.

Response preferences (for either risky/maladaptive or adaptive responses) are 
likely constructed dynamically and reflect particular situational values of the vari-
ables that comprise the PMT (Slovic 1995). Risky or adaptive choices are also 
domain specific (Blais and Weber 2006; Weber et al. 2002). That is, people who 
report benefits in taking social risks may not experience benefits in pursuing ethi-
cal or financial risks. Weather-related risk-taking also comprises its own specific 
domain that is related to health and recreational risk-taking but not to other forms 
of risk such as social, financial or ethical (Stewart and Weber 2007). By contrast, 
response preferences are likely not to be as affected by longstanding personal-
ity traits (e.g., a risky personality type, a generally self-efficacious personality, 
Stern 1992). Although personality variables may have some slight effects on a 
PMT node such intrinsic or extrinsic rewards, their contributions are likely less 
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Fig. 10.2 Risk-as-feelings perspective (Adapted from Loewenstein, Weber et al. 2001. Used with 
Permission)
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 influential than those pertaining directly to the situation in which the risk decision 
is being made.

10.2.3 Adaptation Modes

The final component of the PMT model concerns the nature of the responses that 
emerge from the cognitive-emotional mediating processes. There are two ways in 
which responses may be adaptive or maladaptive, the first of which concerns the 
direction of the response ahead of the event. That is, according to environmental 
and social information inputs (i.e., the weather or climate scenario as it exists), one 
response may be more clearly adaptive than another. The second way pertains to the 
outcome given the response and the weather or climate events that occurred. In this 
regard, an adaptive response for an event that occurred as expected would represent 
a hit whereas lack of adaptation responses (primary, secondary or tertiary) in the 
face of the event would constitute a miss along with its associated consequences. 
Those who proactively adapt for forecasted events that do not materialize experi-
ence a false alarm. Experiences of false alarms may bias people against responding 
adaptively for subsequent events (Dow and Cutter 1998). A lucky hit occurs for 
people who do not make adaptations for forecasted events that do not occur. People 
also may experience reinforcement for their lack of adaptation and may behave 
similarly during forecasts of subsequent events.

The emotional experiences that people have as a result of their level of adapta-
tion efforts and how these helped them to manage the weather or climate events can 
affect subsequent adaptations. Emotions not only inform adaptive decision-making, 
they also attend the results of adaptive responses (see Fig. 10.2). This emotional 
feedback is significant in that an event may require a series of decisions and 
responses, not just a single one. It is conceivable that negative outcomes stemming 
from initial decisions could emotionally bias (e.g., excessive negativity) subsequent 
efforts to adapt. Thus the psychological forms of adaptation after the event become 
important.

Psychologists distinguish two primary ways of coping: problem-focused and 
emotion-focused. Problem focused coping involves active efforts to change a 
troubled person-environment relationship by working actively either upon the 
environmental conditions or upon oneself (Lazarus 1993). Coping behaviours 
that involve seeking social support, planful problem solving, positive reap-
praisal, and so forth exemplify a problem-focused approach. Emotion-focused 
coping is characterized by more passive approaches at adapting by changing 
the way the environment is attended to or by attempting to alter the meaning 
of what has occurred in the environment. Emotion-focused coping involves 
distancing, self-controlling, and escape-avoidance. Although it is tempting to 
value problem-focused over  emotional-focused coping, the ultimate success in 
adapting may lie in knowing which type of coping efforts to use given the situ-
ation (Lazarus 1993).
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10.3 Conclusions

The emphasis throughout this chapter has been upon increasing the possibilities for 
understanding the adaptation to climate variability and change through the perspectives 
afforded by an individual psychological approach. The PMT model provides a valu-
able heuristic for organizing the existing and emerging scholarship on adaptation from a 
psychological perspective. Indeed, psychological approaches to adaptation will likely 
become more important in the coming years because researchers are now realizing 
that further useful variability in human adaptive behaviour exists beyond some of the 
broader indicators such as gender, race, education, and socioeconomic status, among 
others, which have been employed up to this point (Dow and Cutter 2000; Grothmann 
and Reusswig 2006). By way of closing, several recommendations are provided to 
 further the psychological study of human adaptation to climate variability and change.

10.3.1 Focus upon the Role of Emotional Processes

PMT and work by Loewenstein et al. (2001) emphasise the important contribution 
of emotional processes in decisions that involve risk and uncertainty. As a personal 
and experiential source of information that exists alongside descriptive or abstract 
information, emotions in decision-making promise to increase our understanding 
of the choices people make. In this regard, Slovic et al. (2004) have advocated for 
broadening the definition of rational behaviour to include the risk-as-feelings per-
spective. Although the rational choice family of theories have enjoyed much use 
over the years, increasingly, its core assumptions that people have full information 
and make choices to maximize their gains seem untenable in the present context. 
Deciding how to best adapt, adjust, or cope with a climate event given the myriad 
considerations and options for responding that exist are handled more precisely by 
models such as PMT compared to the rational choice theory. As this chapter has sug-
gested, people at best have partial information about weather and climate events and 
may not know what additional data that they need or are lacking to make a decision. 
Further, people construe gains in many ways beyond those implied in economic 
conceptualizations so that across a group of people gains at best are an admixture of 
different end-states, some of which may have questionable statuses as gains.

10.3.2  Examine Sources of Uncertainty in Conveying 
Weather and Climate Information

Contemporary research has been examining the best methods of conveying forecast 
uncertainty and the processes of decision-making under conditions of uncertainty 
(Committee on Estimating and Communicating Uncertainty in Weather and Climate 
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Forecasts 2006; Friday 2003). This work largely has focused upon uncertainties in 
forecast products and not how these are represented within the minds of users and 
decision-makers. In looking forward, a subsidiary line of research should examine 
the uncertainties that people possess or exhibit about probabilistic forecasts. As 
shown at the beginning of this chapter Hurricane Katrina was depicted with cer-
tainty to cause a great amount of destruction to New Orleans. Yet, the behaviour of 
a significant proportion of residents did not reflect this certainty. Some other evalu-
ative weighting process could have discounted the certainties conveyed in forecast 
information (e.g., people have 60% confidence in the forecast of a certain strike). In 
this regard, the Mason-Dixon Poll (2007) indicated that respondents trusted friends 
and family more than government officials regarding evacuation orders. This find-
ing suggests that the different sources that are pertinent to adapting to weather and 
climate may receive different weights according to their trustworthiness or veracity. 
Explicating this weighting process in addition to examining uncertainties conveyed 
in products and decision-making may move the field further along.

10.3.3  Use Research Methodologies That Can 
Assess and Model the Relationships 
of Psychological Variables

As conveyed in this chapter and in emerging scholarship, the PMT model has 
demonstrated promise in providing a more refined account of adaptive behaviour 
(Grothmann and Reusswig 2006). Scholarship in this area can be furthered by 
efforts to assess the PMT variables with psychological measures. The strength of 
psychological measures lies in their ability to assess individual perspectives, atti-
tudes, and emotions with in ways that are not possible with demographic or broader 
sociological variables. Understanding adaptive behaviour more fully requires get-
ting inside the heads of the people who are faced with adaptive or risky choices; 
psychological measures uniquely afford this perspective. Finally, analytical 
approaches such as structural equation modeling or growth curve analysis that can 
represent the simultaneous contributions of variables and the relationships among 
them, as shown in the PMT and the risk-as-feelings approach, holds promise in 
moving the field ahead in further understanding adaptive behaviour.
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“Among all the factors which influence people’s modes of life 
the … most dominant are climate and stage of culture already 
obtained.” Ellsworth Huntington, Mainsprings of Civilization 
1945:281

“One must seek to understand climate in the light of what 
mankind can perceive, understand and adapt to.” Ken Hare, 
SCOPE 27 1985:2.1

“…we simply cannot say how the patterns of natural and 
human induced change might cancel or reinforce each other 
at the regional and local level over coming decades and 
 centuries.” John Zillman, at a book launch 2004

“The philosophers have only interpreted the world,.. the point 
is to change it.” Karl Marx, Theses on Feuerbach 1845: XI

Abstract Oversimplified interpretations of climate impacts, by Ellsworth 
Huntington and his contemporaries, lead to academic alienation and at times mis-
guided social policy. The purpose of this chapter is to examine some perceptions 
about climatic determinism and scientific attitudes, and offer a different perspec-
tive on ‘adaptation’ within a changing climatic environment. Man-atmosphere 
interrelationships and adaptations are embedded within complex homeostatic 
and dynamic systems, which operate at several levels of human organization. 
An adaptive model, based on human thermoregulatory response to climate vari-
ability and hazards is presented to allow integration between several orders of 
impacts and essential control processes. However, given the uncertainty of both 
climate change and human responses, it is emphasized that adaptability of society 
and individuals is preferable to attaining adaptation to particular environmental 
conditions.
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11.1 Constant Climate Determinism

Climate change has been of scholarly interest since Charles Darwin’s (1859) writ-
ings on the causes of evolution of species. To the natural scientist, however, the 
issue over the following century was largely one of evolutionary and geologic time 
frames: the atmospheric environment at a particular location could be considered to 
be a given constant. In the writings of Hippocrates (circa 400 BC) On Air, Waters 
and Places, hydrometeor impacts or “meteorotropisms” could be observed, but 
resultant human responses were predetermined aggregates of long term exposure 
to particular constant environments. Subsequently the concept that culture itself 
was a product of long term adjustments to climate was afforded a scholarly basis 
by natural and human scientific exploration, and description by Alexander von 
Humboldt and Carl Ritter (Riebsame 1985). By the end of the nineteenth century, 
all embracing climate determinism had become the prevailing paradigm of climate-
human interaction, leaving little room for notions of either environmental change at 
the sub-evolutionary scale, or free will.

Unfortunately, the tenets of climatic determinism became associated with social 
policies and bigotry. Following the Spanish-American War of 1898, the United 
States had acquired substantial tropical possessions in the Caribbean area and the 
Pacific Ocean, and to thousands of colonial administrators, teachers, engineers, sol-
diers, and missionaries, concern about the climatic conditions in the new colonies 
was widespread. Amongst the “core” ideas held then about the interconnection of 
climate, race, and empire (Schumacher 2002), the most virulent case of universal 
determinism was made in a widely read and influential book Effects of Tropical 
Light on White Men by US Army Medical Corps Colonel Charles Woodruff (1905) 
“it is quite likely that everyone who lives in the tropics over 1 year is more or less 
neurasthenic” He also noted the unavoidable effects of tropical exposure to include 
mental depression, hypochondriasis, amnesia, migraine, melancholia, skin diseases, 
tuberculosis, cardiac problems, anemia, menstrual irregularities and general irrita-
bility. Woodruff was an adherent to Hippocratic notions that at the larger scale, racial 
characteristics were determined by the climate milieu. He was convinced that the 
superior white race would never find it possible to acclimatize to tropical conditions, 
where they could not expect to thrive, and therefore should remain within their own 
cooler latitudes. They should rule from afar. Here we might be tempted also to jest 
that Charles Woodruff had inadvertently made a most astute observation: the adap-
tation of American colonists of the tropical climate zone is their inability to adapt! 
Or alternatively, avoidance of a stress situation is a powerful tool of adaptation.

While impacts of atmospheric hazards on the human condition have been either 
recorded or implicitly recognized throughout written history (Lamb 1977), neither 
adaptations by physiological exposure nor personal decisions were considered to be 
of particular significance until academic geographers became the chief protagonists 
of climatic determinism. In USA, Ellen Churchill Semple (1911) and Ellsworth 
Huntington, and in Australia and then later Canada, Thomas Griffith Taylor (1959) 
while espousing less radical notions of climatic impacts than those of Hippocrates 
or Woodruff, believed that both human evolution and cultural development were 
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interlinked and depended upon the characteristics of particular climates, some 
being more favorable than others. Tropical neurasthenia, ranging from alcoholism 
to lack of social control, affected all peoples.

In terms of academic, social and political influence, this softer climate determin-
ism reached its apogee with the prolific writings and sweeping visions of Huntington 
(1907, 1916, 1924a, b, 1927, 1945). His works were both widely read and for a time 
were at the forefront of the modified paradigm. To his credit, Huntington attempted to 
advance Hippocratic ideas on health, performance and social development away from 
subjective qualitative statements of the preceding years. He tried to establish opti-
mum temperature, humidity, weather and climate conditions in terms of quantitative 
data obtained for physical and mental work (e.g. factory production, library usage, 
college examination), and assess societies with objective indicators used even today 
in United Nations documents on development (e.g. birth rate, death rates, infant mor-
tality, literacy, income). Huntington’s analysis suggested that optimum performance 
temperature was near 18°C and then in comparing isotherm patterns to mapped distri-
butions of the available social indicators, he arrived at a map of “climate energy”. It 
revealed that with the epicenter on eastern USA, the Atlantic littoral was the most 
beneficial for human settlement. Thus, at the height of European colonialism, the 
philosophy of climate determinism had triumphed in many quarters, and especially in 
questions of settlement within Aristotle’s long ago defined “torrid” climate zones.

Had Huntington stopped at this stage of his research, his version of climate 
determinism may have remained largely unchallenged. The problem was that 
Huntington was also unhappy with the previously vague concepts of affected levels 
of cultural achievement. Huntington decided to quantify levels of “civilization” 
by sending a detailed questionnaire to selected outstanding individuals across the 
world, asking for subjective assessments of national achievements on a large  variety 
of criteria that he believed revealed levels of progress. It was this questionnaire, 
heavily biased towards technological advances and industrialization, his sampling 
procedures that were also weighted in favor of the developed European world, and 
lack of responses that made his map of aggregated civilization scores anathema to 
many social scientists, including fellow geographers. That this map well coincided 
with climatic energy unfortunately was interpreted as bogus evidence for climatic 
causality of group superiority. Indeed, within the then burgeoning quantification in 
social sciences and especially economic and human Geography, climatic determin-
ism was considered to be totally discredited.

This determinist – free will schism, within the domain of the social sciences, 
has been extensively re-examined in climate – culture interactions by what can 
be described as multi-factorial historical studies (Toynbee 1945; Markham 1947; 
Carpenter 1968; Chappell 1970; Bell 1971; Ladurie 1972; Bryson and Murray 
1977; Lamb 1977, 1982, Post 1977; Parry 1978; Pfister 1978, 1981; de Vries 1980; 
Fischer 1980; Lee 1981; Shaw 1981). The critical role of environmental forcing 
also has been reinterpreted within the new and exciting integrative fields of sociobi-
ology (Wilson 1975) and evolutionary psychology (Cosmides and Tooby 1997).

In Collapse, Jared Diamond (2005) presents an original compromise to the 
ancient debate by demonstrating that society has choice, depending upon preference 
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for appropriate action or inactivity in crisis situations, following which chance takes 
over. In this treatise, Diamond proposes five interdependent vulnerability factors that 
determine survival or demise of groups of peoples. Two are environmental quality and 
related decision making and management skill; two are human functions of informa-
tion flows and hostility by neighbors, and the other adaptability to climate adversity 
and specifically its change. (Diamonds hypothesis framework is subsequently shown 
as part of the integrated model of adaptation (see Fig. 11.6 of this chapter).

To the above authors, whether implicitly or explicitly, critical to human social 
development and indeed survival, has been a question of their inability to ade-
quately respond to extreme fluctuations in weather, changes in climate and earth 
resources. To Hans von Storch and colleagues (Stehr et al. 1996; Stehr and von 
Storch 2000; von Storch and Stehr 2006), there has been sufficient evidence to 
vindicate Huntington’s multidimensional determinism.

11.2 The Homeothermic Imperative

The pitfalls of nineteenth century determinist versus twentieth century free will 
semantics were sidestepped by biologists who traced the evolutionary distribution 
of the human organism on the earth’s surface in response to the demands of ther-
moregulatory processes (Burton and Edholm 1955; Dubos 1980; Newman 1956; 
Sargent 1963; Scholander 1955, 1956). While large scale determinism and ques-
tions of survival of civilizations are of interest in themselves, examination of the 
smaller scale level of the individual enables identification of the actual mechanisms 
involved, both biological and technological.

First order (direct environmental effect) studies of the homeothermic imperative 
came from several fields including medical biometeorology (e.g. classical works 
of Mills 1946; Petersen 1947; Tromp 1963), applied psychology (e.g. Mackworth 
1950; Pepler and Warner 1968), and especially thermophysiology (Yaglou 1926; 
Gagge 1936; Gagge et al. (138); Winslow and Herrington 1949; Burton and 
Edholm 1955; Hensel 1959; Hardy 1961) and heating, cooling and ventilating 
practice and theory (e.g. Houghten and Yagloglou 1923 a, b; Bedford 1936; Fanger 
1967 and many others).The model for these studies was largely one that envisaged 
a linear cascade:

thermal
stimulus

thermoregulatory
response

physiological        
stress

discomfort
performance
decrement

morbidity

Although there were seemingly anomalous observations of seasonality and regional 
differences (e.g. Yaglou and Drinker 1928; Hickish 1955), until the late 1960s of the 
last century there was very little dissent from Gagge’s (1936) renowned formula-
tion that human responses could be well estimated from the thermal energy budget 
equation + /−S = M + /− R + /− C − E where S is storage or stress, M is metabolism, 
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R is radiation, C is convection and E is evaporation. Each of the environmental 
terms could be measured instrumentally and metabolic rates could be approximated 
from empirically derived tables for work categories. Minimum stress occurs when 
metabolism is balanced by heat losses which maintains homeostasis at a constant 
core temperature, or homeothermy, at near 37°C. This particular core temperature 
is reached when environmental temperature is near 25°C. Following a series of 
 controlled laboratory experiments with healthy young males, it was strongly argued 
by Fanger (1970) that this was a universal optimum for people engaged in tasks 
at near 100 Wm2 metabolic rate, when at 25.5°C his “predicted mean vote” PMV 
(Fanger 1967) and S = 0. Any deviation from this could be simply explained through 
either metabolic variability or clothing insulation (ASHRAE laboratory based 
standards prescribed 24°C for summer and 22°C for winter clothing). Second order 
or higher level cultural adaptations were dismissed as being of little relevance.

As with Huntington’s search for a universal optimum temperature, Fanger’s 
insistence upon a simple deterministic explanation fails when different peoples and 
cultures are examined. Thermal comfort and real life preference surveys, using the 
7 point ASHRAE or Bedford scales of subjective thermal sensations, have shown 
that there is no single “neutral” temperature. Rather thermal neutrality migrates with 
exposure towards ambient temperature. Empirically, such far reaching adaptation 
has been observed in repeated and comparable studies into differences of warmth 
 perception in regression of group mean neutralities on monthly outdoor and 
 prevailing indoor temperatures (Auliciems 1969, 72, 83; Humphreys 1975, 1976; 
Howell and Kennedy 1979; Berglund 1979; Auliciems and de Dear 1997; Nichol 
1974; de Dear et al. 1997; Schiller et al. 1988; Humphreys and Nicol 2000a, b; 
Heidari and Sharples 2002; de Dear and Brager 2001; Soebarto et al. 2004; van der 
Linden et al. 2006).

The neutrality shift cannot be explained by clothing or other personal para-
meters, but rather by the “thermopreferendum”, or more simply preference (or 
choice) resulting from thermal expectations elicited by current and past thermal 
experiences, and cultural and technical practices (Auliciems 1981). This “adaptive 
comfort model” is shown schematically in Fig. 11.1. Within air conditioned build-
ings with constant equable levels of warmth, however, seasonality and regional 
adaptability tends to fail (de Dear et al. 1997). This provides serious argument in 
favor of reducing air conditioner usage, which happily in turn would reduce energy 
consumption. At this time, the adaptive model is being espoused in amendments in 
ASHRAE Standards 55, ASHRAE database RP884, European directive EN 15,251 
and various national standards publications.

Minimum neutrality values have been observed below 15°C for highly accli-
matized British schoolchildren (Auliciems 1969) and also the elderly at 17°C (Fox 
1973), and maximum preferred temperatures at 34°C and higher in hot countries 
(Nicol 1974). In brief, the shift of preferred indoor comfort temperatures at a 
monthly resolution (see Fig. 11.2) is at 0.31°C/1°C in the direction of prevailing 
outdoor (and indoor) temperature according to a generalized regression

Tψ = 0.31T 
M

 + 17.6 where Tψ is the preferred group temperature, and T
M

 is mean 
monthly temperature outdoors (Auliciems 1981). Despite earlier criticism of this 
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Fig. 11.1 The Adaptive Comfort Model (from Auliciems 1981, 1983)

seemingly simple relationship (de Dear et al. 1997), de Dear and Brager (2001) 
have revalidated the equation and the Auliciems (1981) adaptive model as the best 
predictor of indoor comfort for naturally ventilated buildings.

Table 11.1 attempts to generalize main characteristics or principles of human 
adaptations to atmospheric variability. In summary, since biologically humans 
are homeotherms, their life processes and infrastructures are ultimately centered 
to the maintenance of a constant core temperature. To do so, the core is protected 
(cocooned, enveloped) by a combination of thermoregulatory processes as listed 
in bold fonts, together with empirically observable impacts in Table 11.2. All are 
linked to thermoregulatory responses, and except for the adverse impacts and 
the involuntary physiological responses (item i), are controlled to some degree 
by cognitive and affective evaluations of thermal signals, with respect to their 
intensity, and to their subjectively evaluated desirability as determined by past 
experiences (Fig. 11.1). The processes in Table 11.2 are arranged in an approxi-
mate ascending time sequence and total impacts on a society, but probably any 
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adaptation, or impact, can trigger those either above or below. The duration of 
any cascade would depend upon the strength of the signal and thresholds for 
impacts, the readiness and capacity of the particular mechanism, the fitness 
and vulnerability of individuals or groups being affected. Since all of the eight 
hazard categories in Table 11.2 are essentially the same but magnified physical 
avenues for metabolic heat dissipation, it is not surprising to see them impact-
ing upon all human systems and their manifestations linked to thermoregulatory 
processes.

Where individuals are free to make decisions and respond, depending upon 
the signal strength, thermoregulatory processes may be triggered individually 
or as a system. The initial and reinforcing signals may be real or perceived, 

Fig. 11.2 Regression of Thermal Neutralities On Indoor and Outdoor Temperatures (from 
Auliciems 1981, 1983)
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instantaneous or seasonal, deliberate or spontaneous. They also may reset 
new thresholds, such as perceptible cold or neutrality temperature. For example, 
with the advent of autumn, hearing an inclement weather forecast, a person 
may deliberately decide to wear a pullover, and perhaps in anticipation of the 
coming cold, light the fireplace. This voluntary action may lessen subsequent 
discomfort, or desire to carry out certain tasks, but at the same time initiate an 
involuntary alteration to seasonal acclimatization. The same complicated com-
bination of processes may have been initiated simply by an unnoticed spontane-
ous increase in vasoconstriction without the benefit of the weather forecast, and 
the act of putting on of the pullover may have been quite involuntary. In other 
words, thermoregulation in an individual is a complex integrated biological and 
techno-cultural system that may be variously triggered at first, second or higher 
levels of impacts.

Table 11.1 Principles of Human Adaptation to Atmospheric  Variability

Atmospheric variability, at all temporal and spatial scales, provides stimulus that requires response, 
either spontaneous or voluntary.

A precondition to the well being of the homeothermic human, is a successful maintenance of a 
constant core temperature near 37°C. This requires continuous physiological and behavioural 
adjustments to balance energy exchanges between the body and the environment.

Most atmospheric stimuli may be thought as occurring on a continuum where “absence” or 
extremes of thermal or hydrometeor phenomena deviate from a biologically neutral intermedi-
ate state, or a subjectively perceived comfort zone. Within limits, deviations above and below 
induce increasing levels of response.

Repeated exposure to a particular stimulus promotes habituation that enables a reduction of 
response to that stimulus, but at the cost of narrowing the tolerance band or coping range. 

In contrast, repeated and cyclical exposure to stimulating climatic variation and variability leads to 
acclimatization that promotes increased broadening of the tolerance band, both physiological 
and psychological1.

Biological fitness results from a sustained ability to adapt to a changing resource base and an 
individual’s or group’s initial psycho-physiological condition (physiological fitness, mental 
health, including capacity for acclimatization and habituation)2.

The relative position of any “optimum” is not constant, but shifts in the direction of the exposure3, 4.
There is a limit to adaptation capacity over time. Overexposure to atmospheric stimulus becomes 

hazardous: the resulting physiological and psychological impairment leads to reduced capacity 
in bodily and decision-making responses5.

Involuntary exposure to atmospheric stimulus is particularly stressful6.
Failure to adapt or exceeding adaptation energy results in individual and group dysfunction (ability 

to concentrate, vigilance, motor coordination and dexterity, moods, prison order, street riots, 
sexual aggression, domestic violence etc), morbidity and mortality7, 8.

Some human responses may over time prove to be unsustainable maladaptation.
Survivability is greater amongst the adaptable than the adapted9, 10.

Particularly relevant discussions can be found in: 1 Sargent (1963), 2 Medwar (1957), 3 Helson 
(1964), 4 Wohlwill (1974), 5 Selye (1957), 6 Starr (1969), examples of  meteoroaversisms have been 
extensively reported in the International Journal of Biometeorology as well as specialist journals 
and outstanding medical reviews including 7 Petersen (1947) “Patient and Weather”, and 8 Tromp 
(1963) “Medical Biometeorology”); 9 Dobzhansky (1962), 10 Sargent and Tromp (1964).
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Table 11.2 Atmospheric Hazards Impacts and Adaptations

Impacts in bold involve thermoregulatory processes, asterisks denote likely lowest impact order 
Observed impacts of weather and climate hazards: 1 hot temperatures, 2 cold temperatures, 
3 solar radiation, 4 wind, 5 rain, 6 snow, 7 moisture, 8 “weather”, “climate”. D / F Deterministic 
(involuntary) and / or Free-will (voluntary) responses 

 hazard D/F impact or adaptation

i 1- 2 D involuntary physiological adjustments+

ii 1- 5 D - F postural adjustment*

iii 1- 6 D - F seeking shelter*

iv 1- 7 D - F subjective expressions of levels of discomfort*

v 1, 4- 5 D increased nervousness, irritability, aggressiveness*

vi 1- 2, 7 D reduced mental performance*

vii 2, 6, 8 F avoidance of stimulus – hot baths, sauna, heated 
    swimming pools**

viii 1, 3, 8 F avoidance of stimulus – cold showers, swimming**

ix 1- 7 F - D interposition of insulating clothing**

x 1- 8 F – D construction of buildings** 
xi 1- 2 D - F acclimation (acclimatization / incidental habituation)*

xii 2- 8 F space heating**

xiii 2 F - D increasing metabolic/activity rate*

xiv 1, 3 F - D decreasing metabolic/activity rate*

xv 1, 3, 7 D - F consumption of cold food, drink*

xvi 2, 8 F - D consumption of hot food, drink*

xvii 1, 7 F - D air-conditioning, cooling**

xviii 1- 2, 8 F deliberate fitness programs***

xix 1- 3 F - D use drugs, alcohol**

xx 1, 7 F - D antisocial behavior**

xxi 1, 4, 8 F - D  increased violence*

xxii 1- 6 F  metabolic alterations by rescheduling work/activities***

xxiii 1- 2, 6 D elevated morbidity*

xxiv 1- 2 D increased mortality*

xxv 1- 2, 8 F - D temporary migration, holidaying***

xxvi 1- 2, 8 F - D  permanent avoidance of particular climate, emigration***

xxviii 1- 2 F - D changed diet***

xxix 1- 8 F climatic design, economic resource 
    and infrastructure planning***

xxx 1- 8 F - D cultural practices and patterns, philosophies***

+ biological first order involuntary mechanisms- vasodilatation and vasoconstriction, perspiration, 
active sweating, thermogenesis – shivering 
* biological “first order” largely involuntary responses, 
** integrated first and second order responses and behavior 
*** third and higher order largely voluntary responses 
excluded from list: extreme thermoregulatory behaviors (e.g. ice swimming) and obvious malad-
aptation (e.g. leaving open refrigerator door to cool house)
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11.3  Human Biological Adaptation: 
The Thermal Coping Range

The most immediate of the cocooning layers are the bio-technological constructs 
as illustrated in Fig. 11.3. For the present purposes, those items that are boxed 
 constitute minimal cost measures that are sustainable or contained within comfort-
able  “coping ranges” (Burton et al. 1978). The aggregates in Fig. 11.3 show an 
evaluation of the temperature equivalents of comfort coping ranges for acclimated 
and healthy individuals below and above neutral temperatures: cool range14–23°C, 
warm range 12–17°C.

The comfortable coping range as defined above is merely the tip of thermoreg-
ulatory response. Excluded from the comfort ranges, are the major emergency 
but exhaustible processes of sweating, active metabolic increases in shivering, 
and deliberately increased work rates (above the light sedentary category of 
<100 Wm2 as assumed in comfort studies). Excluded also are active energy inputs 
into heating or cooling, deliberate relocation to less stressful locations,  interposing 

passive indoor insulation CRpc ± 5 to 10 �C 

homeostatic core

indoor clothing
CRcl + 2 to 6 �C  

acclimation
CRA ± 4 �C

vasomotor control
CRv ± 2 �C

active energy input  

sweating

Shivering
thermogenesis  

 “private
   climate”

Scool range   CRcl ± CRV ± CRA ± CRpc ± CRpa = 14–23 �C    
Swarm range           CR V ± CRA  ± CRpc ± CRpa = 12–17 �C  

postural
adjustment
CRpa ± 1 �C

Fig. 11.3 Biotechnological Thermoregulatory Adaptation Comfortable Coping Rages (CR) 
(excluding sweating, shivering and active energy input)
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 temporary reflective material barriers, wearing specialized clothing. Such 
 emergency  measures have enabled humans to occupy and survive in all climate 
zones, and may do so again, but at this stage in development, are inconvenient to 
the modern urban dweller.

Here, for the moment we might reflect upon a highly deterministic theme that 
could be loosely labeled “urban metabolism”. Thermoregulatory responses, and 
solutions to their demands, may be deeply, but not always obviously embedded in 
the fabric of urban infrastructure and cultural practices. Amongst these we might 
note that, depending upon the climate and sophistication in technology, 15–30% 
of national power consumption goes directly into air heating and cooling. Thus, 
at least a goodly proportion of power generation, transport and transmission of 
energy can be regarded as dedicated to the maintenance of homeothermy. The same 
and more can be claimed for house function, electricity grids, building materials, 
heating and cooling machinery, appliance shops and such unnoticed everyday phe-
nomena of all-weather proof transport, and the construction of increasingly large 
buildings (cocoons) that ensure thermal comfort conditions irrespective of inclem-
ency of weather beyond. Beside the hardware and obvious physical infrastructures 
are the vast thermal behavioural networks that may be represented by mundane 
everyday activities as in Table 11.2: hot and cold food provision, increased or 
decreased shopping frequencies, weather forecasts, determining temperature stand-
ards, organizing of weather related trips, timing of holidays, lingering in pleasantly 
shady or sheltered nooks… The use of the term “urban metabolism” in itself is 
indicative of the all pervasive role of homeostasis and thermoregulation in the lives 
of all human beings.

11.4 Deterministic Disaster: Exceeding the Coping Range

Elevated mortality rates during naturally occurring summer heat waves have 
received considerable attention since Ellis et al. (1975). A common observation in 
subsequent studies is that absence of seasonal and short term acclimatization is a 
major determinant of increased mortality (Kilbourne 1989; Kalkstein 1991, 1997; 
Kalkstein and Davis 1989; Kalkstein and Smoyer 1993; Smoyer 1998), and that 
especially age and poverty are significant contributory factors (Kilbourne 1989; 
Smoyer 1996).

The definition of heat wave and any other atmospheric hazard is therefore a mat-
ter of both the intensity of the parameter, which can be quantified by complex heat 
budget indices such as Klima-Michel (Jendritzky and Nübler 1981), STEBIDEX 
(de Freitas 1985) and PET (Höppe 1999) models, and population risk characteris-
tics. As found by Karen Smoyer (1998), however, when related to mortality data, 
the best index utilizes adaptation parameters: her best predictors of heat deaths in 
St Louis were duration of heat waves and time sequence within the hot season.

During the decades around the turn of the twenty-first century, the global com-
munity has been struck by severe weather, including exceptional summer heat 
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waves and pronounced death rate increase at the time. The European summer of 
especially 2003 was abnormally warm. In Paris maximum temperatures rose to 
above 35°C for 10 days until the 13th of August and for 4 days were above 38°C. 
Given that in urban areas heat islands develop, in the larger cities the levels of heat 
stress would have been more elevated in particular locations. For example, satellite 
imagery showed a systematic 4°C difference between parks, industrial and residen-
tial areas of Paris (Doussett 2007).

In much of Western Europe, emergency services, both fire departments and 
hospitals, showed abrupt increases in the number of interventions. Excess deaths 
for Europe in the first 2 weeks of August 2003 were around 35,000 (New Scientist 
2003). Fouillet et al. (2006) examined the 15,000 causes of death in France using 
the International Classification of Diseases (ICD10) and an additional category for 
deaths reported to be directly related to the heat wave by the physician, i.e. dehydra-
tion, hyperthermia and heatstroke. The biggest cause of excess death was directly 
heat related: heatstroke, hyperthermia and dehydration + 3,306 deaths (a 20-fold 
overall increase in the number of deaths, and an even greater increase in certain 
age-group categories), circulatory system diseases + 3,004 deaths, ill-defined 
morbid conditions + 1,741 deaths, respiratory system diseases + 1,365 deaths and 
nervous system diseases + 1,001 deaths. By far the greatest increases in mortality 
were indeed in the older age groups. Fouillet et al. (2006) extrapolated “ no seg-
ment of the population may be considered protected from the risks associated with 
heat waves”.

Bouchama et al. (2007) analyzed details in reported heat stress cases both in 
Europe and USA as related to factors contributing to excess deaths as listed in web 
Medline, WHO and EU Centre for Environment and Health, and national disease 
control center databases for the period from January 1966 to March 2006. Analysis 
of 1,065 cases through “case-control” or “cohort studies” of odds ratios (ORs) 
established statistically significant associations, both beneficial and detrimental.

The beneficial were the mitigation by technological devices. The availability of 
working air conditioning (P < 0.01) was the strongest protective factor, followed by 
access to an air conditioned place for some hours (P < 0.001). There also seemed to 
be a trend that showed taking extra showers or baths and use of a fan during a heat 
wave reduced the risk of dying. Of benefit was also participation in social activities 
(P < 0.01).

The detrimental associations were in the area of health. This included poor 
general health: being confined to bed (P < 0.001), unable to adequately care for self 
(P < 0.001) or to leave home daily (P < 0.001), or having a preexisting cardiovascu-
lar (P< 0.01), pulmonary (P < 0.001), or psychiatric (P < 0.01) condition. In addi-
tion in the USA, but not in France, living alone greatly increased the risk of dying 
(P < 0.001) during a heat wave.

The excess 2003 French death increases are graphically presented in Fig. 11.4, 
which also shows average daily maximum (T

max
) and minimum (T

min
) temperatures, 

estimated thermal neutrality (Tψ) and accumulated heat stress values (AHDD) for 
the period. The latter were calculated to allow for psycho-physiological accli-
matization as estimated by Tψ and for Smoyer’s (1998) duration*time factors by 



11 Human Adaptation within a Paradigm of Climatic Determinism and Change  247

summation of daily mean maximum temperatures in excess of variable thermal 
neutrality calculated for the preceding 2 weeks, which become the base values for 
this accumulated heat stress “degree day” method:

 AHDD = Σ7
1
(T

max
 – Tψ) / 7 (11.1)

Three weeks of July, August and September showed mean daily AHDD > 4. 
Those week ending on 17/7 AHDD = 8, 7/8 AHDD = 14 and 14/8 AHDD = 13, while 
the monthly accumulated totals for July were 134, August 254 and September 30. 
The correlation between excess deaths and AHDD values as shown in Fig. 11.4 is 
high, but perhaps surprisingly, these daily averages and T

max
 – Tψ seem to fall well 

within the estimated warm coping range of 12–17°C (Fig. 11.3).
This particular coping range, however, was estimated for healthy and relatively 

young people, while the excess European death rates showed victims to be the eld-
erly, the ill and the less well off with decreased mobility. It is likely that the victims 
were poorly acclimatized, and their coping ranges would have been reduced by per-
haps 4°C. Moreover, amongst them, many would have been homeless, or in poorly 
ventilated buildings that might not have been adequately cooled down  during night 

Ty

AHDD=S 7(Tmax – Ty)/7
1

Fig. 11.4 Excess Deaths in France During the Heat Wave of 2003. (Based on Fouillet et al  2006) 
Average daily maximum (T

max
) and minimum (T

min
) temperatures recorded in Paris, and estimated 

accumulated daily heat stress in degrees calculated by summation of maximum temperatures in 
excess of thermal neutrality for the preceding two weeks, which becomes the base value for this 
accumulated heat stress “degree day” AHDD = Σ7

1
(T

max
 – Tψ) / 7
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time. Without such cooling down, and without the benefits of day time insulation, 
the CR would have been reduced by a further 5–10°C. In other words, it is probable 
that the coping rages of the victims were no more than the sum of CR

V
 + CR

pa
 that 

is no more than 2–3°C.
On the one hand, the immediate cause of death was at the first order biological 

adaptation level due to reduced coping ranges, while on the other, the Bouchama 
et al. (2007) analysis points to life saving measures within second order technology, 
as controlled within third social systems level. The Fouillet et al. (2006) extrapola-
tion that no segment of the population may be considered protected from the risks 
associated with heat waves may have been somewhat hasty: the victims were not 
those cocooned by the higher order adaptation mechanisms.

Previous American experience had found that mitigation of heat wave stress 
carried implications for policies of social intervention. In Chicago, elevated tem-
peratures had led to some 700 excess death rates in 1995. In a press interview Eric 
Klinenberg (2002) is reported: “Yes, the weather was extreme. But the deep sources 
of the tragedy were the everyday disasters that the city tolerates, takes for granted, 
or has officially forgotten “In 1999, when Chicago experienced another severe heat 
wave, the city issued strongly worded warnings and press releases to the media, 
opened cooling centers and provided free bus transportation to them, phoned eld-
erly residents, and sent police officers and city workers door-to-door to check up 
on seniors who lived alone. That aggressive response drastically reduced the death 
toll of the 1999 heat wave: 110 residents died, a fraction of the 1995 level but still 
catastrophic”. The Chicago applications are in tune with the findings of Bouchama 
et al. (2007) who agreed that “the notion that withdrawing this distinct population 
at risk from heat, even for a short time, is the cornerstone of any public health 
response during a severe heat wave.”

Clearly, as in the case of Chicago, simple and temporary intervention at higher 
levels could be successful, but further modeling might suggest more permanent 
solutions within issues of social equality. The tragedy of the European 2003 
episode is exacerbated by the fact that effective models for proactive third order 
adaptations to heat waves were already available through appropriate warning fore-
casts as pioneered by Brezowsky (1960) and their translation by Larry Kalkstein 
(1997), as in the Philadelfia system, which was designed for intervention by the 
Department of Public Health through improving communications, and especially 
telephone hot-lines, between the public and agencies such as public utilities, aged 
care centers, and actions by proactive, reactive and buddy teams of professionals 
and volunteers.

As a postscript to the 2003 heat wave disaster, Fouillet et al. (2008) have analyzed 
the subsequent 2006 episode in France. No data are given on social conditions, but 
in terms of the earlier episode, death increases are a half of those expected. Fouillet 
et al. (2008) conclude that this can be “interpreted as a decrease in the population’s 
vulnerability to heat, together with, since 2003, increased awareness of the risk 
related to extreme temperatures, preventive measures and the set-up of the warn-
ing system”. Leaving aside the question whether that particular French population 
has actually become less vulnerable and more aware, or had been culled in size by 
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the 2003 episode, heat wave warning systems have been now either activated or 
proposed for a large number of urban areas, including all 17 major cities in France 
(Kovats and Ebi 2006). Perhaps the most encouraging development is that warnings 
can be based simply on average daily temperatures (Nicholls et al. 2008), which can 
be reliably forecast for most locations 3–5 and more days in advance.

Finally, in the light of such observations, should the lens of modern thermoregu-
latory adaptation be enlarged back again and applied to tropical settlement, what 
were once perceived as negative characteristics within colonists and indigenous 
peoples, may now be interpreted as appropriate adaptive responses within given 
conditions. Tropical locations, as for example in lowland India, the Philippines, 
and Queensland Australia, where winter temperatures are often warmer than those 
in Britain in summer, were not benevolent to Europeans determined to maintain 
the lifestyles, schedules, fashions and customs evolved within much cooler cli-
mates (Auliciems and Deaves 1988). Woodruff and Huntington were not mistaken 
in observing that the effects of the elevation of work metabolism, whilst wearing 
heavy Victorian clothing either outdoors or in poorly designed uninsulated and 
unshaded buildings of that period, could indeed do no other than promote severe 
discomfort, improper behavior or ill health. As early on recognized by Raphael 
Cilento (1925); Thomas Griffith Taylor (1959) and Sargent (1963), successful set-
tlement requires profound adaptive changes in custom and technology.

11.5  Anthropogenic Climate Change: 
A Consensus Paradigm

The 1960s and 1970s of the last century saw remarkable advances in space explora-
tion and computer technology that vastly facilitated acquisition of data and capacity 
for numerical analysis. In the new electronic age, multidisciplinary developments 
flourished through a leap in the capacity for information transfer between envi-
ronmentally concerned individuals, national and international integrative research 
centers, philanthropic and conservation groups, conservation clubs, NGO’s, and 
a variety of lobby groups. New concepts and environmental consciousness were 
boosted by highly organized and prestigious WMO, UNEP and United Nations 
sponsored programs and conferences, and coordinated leadership, as provided for 
example by the International Council of Scientific Unions (ICSU) and its SCOPE 
Scientific Committee on Problems of the Environment. Particularly important also 
became publication series devoted to natural hazards and climate change issues 
that have culminated in the Assessment Reports of the Intergovernmental Panel on 
Climate Change (IPCC). These tumultuous new developments had also bypassed 
many of the abstractions about determinism and free-will.

That climate change per se could be dominant in the survival of groups of people 
and civilizations themselves is a relatively new realization. First recognition of cli-
mate change at the decadal scale, according to Stehr et al. (1996), can be ascribed to 
Eduard Brückner (1890), who is also credited with being one of the first to recognize 
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the potential human role in climate change. A possible “Greenhouse” mechanism of 
carbon dioxide for this hypothesis was proposed by Arrhenius (1896). Subsequently 
ground level thermometric observations have provided quantitative proof of short 
term climate changes, or temperature trends at least (Jones et al. 1986a, b), The 
UNEP/WMO/ICSU conference at Villach/Vienna (Austria) in 1985, chaired by the 
author of the carbon cycle model Bert Bolin (Bolin et al. 1986), provided modern 
day legitimacy to these hypotheses.

This pivotal Villach meeting seems to have been more political than scientific: 
there is more concern with generation of hypothetical scenarios of climate change 
(in terms of increased temperatures, shifts in storm strengths and tracks, heights of 
clouds, elevation of the tropopause and rising sea levels) than establishing irrefuta-
ble scientific validity of recent observations. Green light was given to further mod-
eling of radiative gas generation and effects, other meetings and to new programs, 
most notably to the establishment of IPCC in 1988.

According to its public announcements, IPCC is a scientific intergovernmental 
body set up by the World Meteorological Organization (WMO) and by the United 
Nations Environment Programme (UNEP). Its mandate is to provide an objective 
source of information about climate change. Its role is to assess the latest scien-
tific, technical and socio-economic literature of the risk of human-induced climate 
change, to report its observed and projected impacts, and to put forward options 
for adaptation and mitigation. IPCC conducts plenary Sessions where main deci-
sions are made, its program and reports are accepted, adopted and approved. The 
responsibility of IPCC is to coordinate climate change research across the globe, 
and hundreds of scientists contribute as authors, contributors and reviewers.

In this vast enterprise, there are three main working groups: Working Group 1 
The Physical Science Basis, Working Group II Impacts Vulnerability Adaptation, 
and Working Group 3 Mitigation of Climate Change. Each of these provides 
Assessment Reports which according to IPCC are variously made available to 
decision makers, scientists and the public, which “immediately become standard 
works of reference, widely used by policymakers, experts and students.” The first 
Assessment Report of 1990 was decisive in developing the 1997 Kyoto Protocol – 
the United Nations Framework Convention on Climate Change (UNFCCC), which 
became the overall policy framework for addressing the climate change issue.

If the aftermath of the Villach meeting had seen a consolidation of the notion 
of anthropogenic climate warming, there also has been a consolidation of dissent 
both with the rationale of Greenhouse economics (Lomborg 2004) and the simpler 
interpretations of solar variability, oceanic circulation and climate process con-
trols (e.g. Soon and Baliunas 2003; Gagosian 2003; Svensmark and Calder 2007; 
Robinson et al. 2007). The scientific backlash to aggressive IPCC pronounce-
ments has also found expression in web pages Accuweather, Climate Science, 
Copenhagen consensus, CSCCC and in disturbing reports of a lack of coherence 
within IPCC itself (e.g. von Storch and Stehr 2005; Christy 2007; Harris and 
McLean 2007; Haag 2007).

However, without reviving the argument about scientific responsibility, integ-
rity and methodology here, it can be legitimately claimed that political and social 
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awareness of global climate change has reached unprecedented heights. Financial 
and institutional support to global change related research funding is on par. The 
reputation of IPCC itself has probably peaked, but with some caution that avoids 
overzealous claims of scientific objectivity and suppression of legitimate scientific 
discourse (see Crook 2007), the organization is likely to retain political support and 
prestige for the next decade at least. The IPCC view remains that there is acceler-
ated global climate change which can be modeled, and the observed average 0.74°C/
century temperature rises by virtue of“consensus” to have been proven as anthropo-
genic. The IPCC (2007) Fourth Assessment Special Report on Emissions Scenarios 
(SRES) advises that global temperature, depending upon emissions scenario, best 
estimate rises will by the end of the century be within a range of 0.6–4.0°C.

The consensus approach and IPCC itself have been massively backed by WMO, 
UN, national weather services, and sundry committed groups such as Union of 
Concerned Scientists (ucsusa 2007). Its publicity and undeniable contribution to 
the coordination of scientific climate change studies earned the 2007 Nobel Peace 
Prize. The Committee’s award citation to IPCC was “for their efforts to build up 
and disseminate greater knowledge about man-made climate change, and to lay the 
foundations for the measures that are needed to counteract such change.” Terjung’s 
(1970) and Hare’s (1985) urging for an anthropocentric focus within climate studies 
seems to be fulfilled, and in words, and perhaps in deeds, the Marxist Feuerbach 
thesis appears to have been vindicated. Some scientists have switched their pri-
mary allegiance from the ideal of objective hypothesis testing, to commitment for 
betterment of the environment. Not surprisingly, to an environmentally concerned 
public, the public media, governmental agencies, and scientific institutions depend-
ent upon grants from mission oriented funds, “Greenhouse” warming has become 
an acknowledged and almost tangible reality. Within a human generation, highly 
speculative models and hypotheses have been elevated by consensus to theory 
 status. In Kuhn’s (1970) terms, a paradigm shift has taken place.

Within this paradigm shift, humans are seen both as causal agents of large scale 
environmental change, and as the potential victims of this change. On the one hand 
we can see a triumph of human activity over nature, on the other, possible climate 
induced human demise. In either case, it seems that we may have more choice, but 
only limited freedom to curtail radiative gas emissions, intervene in some sensitive 
regulator within the solar cascade, or adapt to climatic changes. By comparison to 
the earlier and simpler constant climate paradigm, the main difference may not be 
one of proportions of free-will and determinism, but one of increase in the swing 
amplitudes of several free-will/determinism pendulums.

11.6 Integration and Adaptation Definition

To return to the European heat wave narrative, continental European summers 
and the Mediterranean winters are expected to become considerably warmer: heat 
waves are “very likely” at the <90% level of confidence to increase in frequency 
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and severity (IPCC 2007). Medical researcher Tony McMichael (2007) is reported 
“I welcome the growing emphasis on the modeling of adaptive strategies to lessen 
the health risks. Recent evidence from extreme heat waves, cyclones and droughts 
has shown how widely the health impacts vary between old and young, rich and 
poor, and those with strong versus weak social institutions and supports. Human 
societies and communities are very varied in resources, culture and behavior. 
Stronger linkages between natural and social sciences are now essential if we are 
to develop realistic integrated models that connect projected climatic change, social 
change and human vulnerability.”

The issue of a globally integrative and numerically predictive model linking 
physical and human systems is likely to remain unresolved (Zillman 2004). At 
a more modest scale, however, within the physical domain the spatial resolution 
of scenario estimates by atmosphere-ocean coupled global circulation models 
(AOGCMs) have achieved good several hundred kilometer resolution, and while 
computer modelers are understandably cautious about scenario downscaling, 
coupling at the regional scale to topographic and terrain data is already producing 
significant improvement. There can be little doubt that this capacity will greatly 
increase with further advances in data acquisition and processing. This potential 
for spatial and temporal resolution is already ahead of our understanding of global 
atmospheric processes themselves, and certainly those of human systems at the 
regional scale. Discussion of integration of the several systems, however, seems to 
require some change in definition, if not adjustment to philosophical construct.

Firstly, adaptation is defined broadly by IPCC (2001) as “adjustment in natu-
ral or human systems in response to actual or expected climatic stimuli or their 
effects which moderates harm or exploits beneficial opportunities”. Despite a vast 
amount of time spent in IPCC discussions on definitions, the present still fails to 
make adequate provision for those situations where a seemingly successful adjust-
ment becomes a detrimental maladaptation only over time. This may include ther-
moregulatory functions such as active energy usage and air conditioning, which 
ultimately may not prove to “moderate harm” or be “beneficial” (Auliciems 1989; 
Auliciems and de Dear 1998; Auliciems and Szokolay 1998).

Of the six IPCC offered category definitions of adaptation as “anticipatory”, 
“planned”, “private”, “public”, and “reactive” are inapplicable to thermoregulation 
as a first order process. “Autonomous” adaptation is referred to as “spontaneous”, 
“invariably reactive” and “adaptation that does not constitute a conscious response 
to climatic stimuli but is triggered by ecological changes in natural systems and 
by market or welfare changes in human systems”. This definition fails to include 
deterministic biological processes as in Tables 11.1 and 11.2 and in Fig. 11.3, and is 
at odds to the thermoregulatory system’s voluntary control mechanism, the thermo-
preferendum mobility (Fig. 11.1), and even the short term vasomotor processes.

Clearly the universality of homeostasis, and the ubiquitous nature of thermoregu-
lation, does not sit well with the soft determinism semantics or concepts of either 
mainstream IPCC (2001) or its progenitor the Chicago school of Natural Hazards (as 
in Burton et al.1978). Marginalization of the significance of active biological impact – 
adaptation processes, can be seen in the seminal contribution by Bob Kates (1985) 
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to SCOPE 27. Here links between orders of interaction are shown, in a much used 
model from Ingram et al. (1981), to flow from hazards to “direct” first order impacts 
(crops/plants, micro-organisms and animals), which according to Wigley et al. 
(1985), “may have economic or social (second-order) significance, affecting food 
and raw material supplies derived from agriculture or animal husbandry”, which 
“may have an effect on biophysical processes important to human health” which is 
shown as a second order entity (together with food supplies, transport/ communica-
tions and wind/water power), to culminate in this model with wider economy and 
society. That is, as underlined by the apology from Kates (1985) for even suggesting 
deterministic overtones, there is no first order hazard impacts upon humans.

This surprising anachronism probably stems from the determinist-free will 
schism within Geography and from Natural Hazards work which had focused on dif-
ferentiating cultural attitudes and perceptions. According to Burton et al. (1978) “the 
process of biological adaptation is generally slow; it cannot play a significant role in 
the short term responses to natural hazards” (p. 36), but “biological adaptations may 
also involve numerous mechanisms for temporary physiological responses in the 
face of hazards” (p. 39). Seemingly over time human biological processes have atro-
phied to insignificance, although in a subsequent section on coping, both cultural 
and biological processes seem to win some reprieve as parts of “loss absorption”, 
but outside the main purposeful sets of adaptive processes. In any case, it appears 
that a society, and presumably its individual members, actually may be unaware of 
this hazard absorption. Overall the suggestion seems to be that humans may be con-
sidered biologically as less sensitive or adaptable than animals, and not be subject to 
first order deterministic impacts, and that thermoregulatory adaptation is little more 
than “routine” (Carter 1996) or “incidental” (Burton et al. 1978).

In part, the problem with the above underestimation of the role of dynamic 
biological processes may also relate to a critical period of computerization within 
weather forecasting. Natural Hazards concepts and semantics were formulated at 
a time when weather forecasts were for tomorrow, and the onset of most hazards 
was by definition sudden, i.e. less predictable, and therefore impacts were more 
severe. Nowadays, with advances in satellite technologies, numerical forecast skills 
and electronic communication networks, warnings of the likely onset of hazards is 
considerably enhanced. And anticipation and preparedness for an event reinforces 
the more recent concept of psycho-physiological adaptations within integrated first-
second order impacts.

At the same time, that human adaptation and homeothermy is at the heart of 
biometeorology is implicitly accepted in health studies. In essence, the appeal of 
McMichael for the establishment of “stronger linkages between natural and social 
science” is also a call for rationalization in semantics and a bridging between 
artificial distinctions of first, second and third order adaptations. An integra-
tive thermoregulatory system seems to provide a suitable template to fill this 
gap. Quite appropriately, the proposed system spans the extremes of each of the 
semantic dichotomies characterizing and differentiating adaptations to climate 
change (e.g. Smit et al. 1999: Autonomous – Planned, Passive – Active, Proactive – 
Reactive, Instantaneous–Cumulative).
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Being mindful of the concern of Glantz (2007) that critical terms including 
adaptation can be misleading, for the present purposes adaptation is regarded 
no more than “adjustment in natural or human systems in response to actual or 
expected climatic stimuli”. Adopting this simplified definition also avoids the use 
of the term autonomous altogether, in favor of treating the set of human homeother-
mic adaptations as an Integrated Adaptive System.

The significance of a need for redefinition can be underlined by overall changes 
in the patterns of death rates from extreme climate events. US death percentages 
(CSCCC 2007) lean increasingly away from major disaster events towards thermal 
or first order extremes. In percentages terms for the period 1992–2002, thermoregu-
latory deaths accounted for 82% of the total 1275/annum: extreme cold 53%, heat 
28%, flood 9%, lightning 5%, tornado/hurricane 5%. Since reductions in death 
rates is largely a matter of economic development and research and investment, a 
more sophisticated understanding of first order thermoregulatory processes may 
have the potential for relatively large net returns.

Irrespective of realities in emission rates, future temperature trends and meteoro-
logical risks, at the smaller scale, human vulnerability and adaptability to specific 
impacts already can be realistically modeled on basis of established biometeorolog-
ical relationships in most third order human systems. Undoubtedly, there also exist 
untested public and private records on every aspect of human life during the time 
of specific events, as well as routinely monitored data on environmental conditions, 
workforce and infrastructure anomalies or at least deviations from their norms. 
Initially accessing such records and organizing them in suitable database format no 
doubt would be a major task, but the information that could be rapidly obtained by 
suitable interrogation procedures, might vastly enhance human system inputs into 
models to match those of the physical world, and especially so in emergencies.

To illustrate, heat wave experience indicates that excess mortalities are caused 
by first order impacts and first order biological failures, while prevention is 
achieved by second order technologies as implemented at voluntary third order 
levels. There can be little doubt that the observed impacts of the 2003 European 
heat wave episode did precipitate impact and adaptation cascades well beyond the 
elevated mortality and shortfalls within hospital systems. Implications would have 
been considered throughout other third order human systems, including those of 
appropriate adjustments within social services, education, information, transport, 
emergency capacities, future urban planning and so on. The tragedy of 2003 had 
been of a sufficient magnitude to also alert French politicians, but their immedi-
ate suggested solution, however had been Woodruffean. Online encyclopedia 
Wikipedia reports that the administration of President Chirac and Prime Minister 
Raffarin laid the blame on the 35-h workweek, which affected the amount of time 
doctors could work, and in any case family practitioners took their vacations in 
August. Here we might be tempted to ask for a deeper investigation of the politician 
and administrator perceptions and attitudes towards optimizing solutions other than 
the hint of simply transferring some of the risk from one population to another.

Most of the higher order systems, in responding to events such as elevated heat 
stress, may have shared the initial first order trigger mechanism, but probably not 
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coping ranges of particular groups of people or even the operation of second order 
technological infrastructures. Integrating information from these and other techno-
cultural, spatial and socioeconomic systems and matching them to mortality data 
and medical service responses may have produced even more valuable insights into 
causes and solutions. Such projects as Monitoring and Measurement in the Next 
Generation Technologies (MOMENT 2008) may well resolve the vexing issue of 
accessing suitable and at times sensitive third order data, with fulfillment of their 
stated aims of “integrating different platforms for network monitoring and meas-
urement to develop a common and open pan-European infrastructure. The system 
will include both passive and active monitoring and measurement techniques via a 
common web services interface and ontology that allows semantic queries.”

11.7 Towards an Integrated Adaptive Model

The envisaged models below are based on Figs. 11.1 and 11.3, the summaries 
in Tables 11.1 and 11.2, and discussions of the “homeothermic imperative”. As 
discussed in Auliciems (1981, 1983), and Auliciems and de Dear (1997), cognitive-
affective-effective control is a main interface between the biological and tech-
nological response, and one that should be central to the field of natural hazards 
risk-management research as defined in Burton et al. (1978), and Whyte (1985), 
and to coping with natural disasters (Alexander 1993). Indeed, given the earlier 
listed impacts and adaptations in Table 11.2, and the urban metabolism analogy, 
it would be surprising if at least temperatures or their thermal equivalents did not 
feature prominently in most third order systems within the human domain, in addi-
tion to the specific attributes of the hazard under consideration. Summaries of the 
three orders are as follows.

First order adaptation is the initial reduction of hazard impacts (upon specified 
and definable core parameter/s). Human first order defence mechanisms consist of 
integrated biological and behavioral adaptive processes as augmented by second 
order technological mechanisms. These processes may be a mixture of predeter-
mined or probabilistic elements which may have been modified by experiences 
and decisions as based on perceptions and choices that had resulted from earlier 
biological and/or techno-cultural adaptations.

The second order is one within which impacts and adaptations are behavioral and 
technocultural, with responses ranging from routine maintenance of infrastructures, 
to emergency activation of resources and technologies. Its control may be corpo-
rate within the third impact level or the integrated first-second order system itself. 
The larger adaptation costs are usually transferred to third order  socio economic 
systems, and as is the case with atmospheric pollution, to the environment and the 
future.

The third order of adaptations includes all processes above the integrated first-
second order impacts-adaptations, and depending upon the nature and scope of a 
particular investigation can be conceptualized as a single level or to multiple nth 
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level structures. This level contains socioeconomic systems that variously cope with 
functions of security, health, education, environmental, amenity and resource avail-
ability etc. Depending upon the process or event being investigated, the third order 
is least deterministic, and presents the widest choice in methodology. Irrespective 
of the problem, scope or particular methods used in analysis, there needs be a core 
construct within the decision making module/s.

The form of this construct will depend upon specific requirements or methods 
used, and may consist of objective criteria, aims, goals or mission statements.

In many cases, the research would be concerned with adaptations and mitigation 
to some dimension of climate change, especially the assessment of vulnerability 
of particular populations and environments. In many areas literature search would 
reveal that core constructs can be expressed as interactions in terms of correlation 
and regression coefficients, probability and confidence levels, percentages occur-
ring to non occurring, observed to expected ratios. These would permit the defini-
tion of functions and interfaces by criteria such as “critical thresholds”, “coping 
ranges”, “optima” or “adaptation deficits”.

A possible conceptualization of the three order adaptation processes is shown 
in the Euler – Venn type of representation (Ruskey and Weston 2005) in Fig. 11.5, 

3rd order
adaptations
social, economic,
health, education,
legal, …  nth  

CORE CONSTRUCT 

locality

agriculture
transport
microbes 

2nd order
behavioral &
technological
adaptation        

1st order
biological
adaptations  

Fig. 11.5 A Conceptual Model of Integrated Human Adaptation to Climate Hazards and Change
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which is essentially an extension of coping range model in Fig. 3. Ideally this version 
of the model should be visualized as three and more dimensional Borromean rings 
anchored in place by a lynch pin – the homeostatic core, and its ever present control 
of Fig. 1. As in Fig. 3, the core is central and cocooned from the outside world by all 
level, deterministic and less deterministic adaptations. The inner core and its intelli-
gent control mechanism, is at the centre of all the webs. If valid, such conceptualization 
must come close to an integration of human adaptive systems.

Whatever the cascading manifestation, the most immediate concern is the 
impact, or potential threat, to “life and limb”, that is the essential homeostatic core. 
Its defences at the higher orders are coordinated through the corporate decision 
making control module shown in Fig. 11.6, which in effect is a reinterpretation 
of the adaptive model as depicted in Fig. 11.1, with the core construct replacing 
the thermopreferendum entity. Its framework should apply to any hazard or level 
of impact and adaptation, including its use for linkage to very different systems 
(in this example referring to Diamond’s neighbour and environment concepts).

An alterative representation to Fig. 11.5 is that in Fig. 11.7. Here, the model is 
conceived as three interrelated adaptation entities through which climate hazard 
impacts cascade. The three entities are first order adaptations, in which is embedded 
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core
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cognition

first order impacts
biological adaptation

information
knowledge

hazard 

Fig. 11.6 Generalized Format of the Control Mechanism for a Model of Integrated Human 
Adaptation to Climate Hazard



258 A. Auliciems

Solar cycles

climate                    pollution            h
change 

g

c f

third order
adaptation

hazard
signal              second order                     

  adaptation
a

HS

e

b j
maladaptation   

l
m n

adaptation deficit 

o

main links

a. hazard
c. residual impact  RI = HS -  CR d. techno-cultural intervention   
e. unsustainable temporary responses f. integrated adaptation interface
g. higher order adaptation response h. anthropogenic pollution  
i.  second-third order adaptation interface j.  techno-cultural-financial intervention – corporate control
k. recovered resource
m. investment n. sustained deficit, information
o. adaptation failure

integrated first-second order system incidental shelter

control: perception, cognition, evaluation,  choice, decision, design core construct

b. adaptation deficit if HS> CR  

l. unresolved maladaptation

d

first order
adaptation  

biological process
coping range CR

behavior
technology

capacity

economic
education

health ... nth

i

Fig. 11.7 Integrated Human Adaptation to Climate Hazard

the homeostatic core and its attendant control, its cocooning second order techno-
cultural adaptations, and third order adaptations that contain the corporate decision 
making module, as generalized in Fig. 11.6. Depending upon the impact cascade, 
all components in Fig. 11.7, irrespective of the order, can be at risk. Decision mak-
ing can be purposeful or ad hoc, coordinated or not, and both first and third order 
decisions can draw upon the resources of the second order. The incidental shelter, 
which represents a naturally occurring, but essential defensive mechanism which is 
employed either spontaneously or by considered selection.
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Although mostly responding as an integrated whole, adjustments to the three 
impact levels shown in Fig. 11.7 could be loosely described as synoptic, seasonal 
scale and deterministic in the first, deliberate “management” of the physical resource 
and human technological and strongly probabilistic response systems in the second, 
and decadal and secular term ranging anywhere from highly deterministic to proba-
bilistic, including climate related lifestyles and social structures within the third.

A simple illustration of the model in Fig. 11.7 may be for assessing the efficacy 
of proposed heat wave management by provision of public shelters with air cooling 
facilities. A late summer heat wave hazard (link ‘a’ – e.g. specify hazard, intensity, 
duration, thresholds), results in first order impacts (e.g. estimate environmental 
stress values, identify population at risk, specify vulnerabilities and biological 
thresholds, determine acclimatization levels and rates of change, estimate coping 
ranges, expected morbidity and death rates). Information on impacts, absorbed and 
residual hazard, need for altered behavioural and technological support –  emergency 
services is forwarded (via ‘c’) to integrated first and second order control and 
(via ‘i’) to higher order societal decision making, which responds according to 
available facilities, alternatives, age needs and medical capabilities and predeter-
mined or ad hoc procedures via ‘I’, ‘f’ and ‘g’. In the meantime, information on 
adaptation deficits (morbidity and mortality) has been passed on via ‘b’ and further 
advanced for action at the higher levels of response via ‘n’. Third order processes 
(action or deferred response) are initiated via ‘m’. This also promotes a greater 
demand (feedback ‘i’) for more technological support (space cooling) and thus for 
fossil burning (second order impact), which in turn, however, may decrease the 
availability of funds for alternative purposes (and technologies), and over time tend 
to lower the overall well-being of the whole society (third order impacts via link 
‘j’ to the maladaptation entity, and ‘m’ to adaptation deficit). In the short term, at 
least, the second order technological and behavioral adjustments enable increased 
space cooling and thereby reductions in heat stress impacts (feedback ‘g’), but there 
has been an increased generation of radiative gasses (‘h’), which in the long term 
may contribute to global warming, and also ultimately to warmer summers that may 
actually tend to increase the heat stimulus (link ‘a’).

The “adaptation deficit” entity in Fig. 11.7 was suggested by Ian Burton’s (2004) 
concept of a simple tool for estimating investments required to reduce adverse cli-
mate impacts. This is a useful concept also to estimate the shortfall in adaptation 
capacity in individuals and groups. In the present model, the concept would require 
four estimates:

1. The existing stress demand or residual impact RI (hazard HS via ‘a’ minus cop-
ing range CR of biological adaptations i.e. signal via ‘c’)

2. Adjustment achieved by techno-cultural adaptations, consisting of (2
i
) sustain-

able adaptations via ‘f’ and (2
ii
) adaptations which are only temporarily effective 

and over time become counterproductive, maladaptive or unsustainable adjust-
ments, or stress demand minus sustainable adaptations via ‘e’

3. The potential for future sustainable adaptation for specific hazards and climate 
trends and/or change, or estimated augmentation in RI (‘g’ and ‘d’)
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4. The remaining amount of the unadaptable residual transferred to entity  adaptation 
deficit via ‘b’, or new RI minus sustainable adaptation

Pragmatically (4) and (2
ii
) above would become the potentially unsupportable and 

predetermined maladaptation “lost cause” cases. Type (4) also allows recognition 
of the law of diminishing returns–there never was or will be a perfectly adapted 
society. For funding purposes, such as providing for mitigation of future heat wave 
impacts, however, (2

ii
) may provide a useful criteria for action or otherwise for 

economically developed localities and (3) for less developed. Optimal investment 
decisions would probably provide for (2

i
) + (3). The (2

ii
) category would include 

poor design (urban morphologies etc.), energy inefficiencies and waste (lack of 
insulation, misuse of air cooling technologies etc.), lack of provision for enabling 
physiological adaptations.

The notion of maladaptation is simple enough. An entity within any of the 
three adaptation levels may with time prove to cause more problems than those it 
resolves. Its assessment as such becomes a matter of deliberate decision making 
and in turn the maladaptive nature of the entity may be rectified or not, depending 
upon control decisions for initiating rectification within higher order processes, 
depending upon its adaptation deficit classification. Leaving aside issues relating 
to the needs of special populations such as those in hospitals or the aged, air condi-
tioners are an obvious example. Air cooling has provided comfortable conditions, 
saved lives and enabled a continuation of cooler-zone behavioural patterns within 
tropical environments. However, given that this technology has proliferated also 
within temperate climatic zones, more often than not, as panacea for otherwise 
poor building design or as a convenient enticement to shoppers. Here, in terms of 
degradation of the environment, and in loss of acclimatization, the costs are far in 
excess to benefits of non-essential luxury both at the local and global scales.

11.8  Conclusion: Philosophies, Responsibilities 
and Adaptability

Clearly human-atmosphere interrelationships are not simple, and both the well 
being of people and condition of the indoor and outdoor atmospheric environment, 
are parts of a multifaceted system that need to be viewed (a) holistically, (b) in 
terms of probabilities and (c) specific time horizons for (d) particular locations. 
Over-deterministic expressions of human responses, fail to recognize the power of 
human perceptions, and their adaptability as the basis for sustainable choices and 
rational control decisions. At the same time, it is essential that we recognize the 
imperatives of our biological human legacy.

At any stage of development, human ability for maximum energy generation or 
production of food, even if in a seemingly sustainable way, does not necessarily 
indicate an optimum condition for survivability. The possible resulting build-up of 
populations, or even of expectation of resource availability, may with change create 
instability in the “fitness” of individuals or groups to survive. That is, what may 
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be regarded as successful adaptation at a particular time and location may prove 
to be unsustainable maladaptation in the longer term. Paradoxically, the currently 
prevailing global warming paradigm is an attestation of faith in human free will. If 
climate change is anthropogenic, then humans can claim superiority over the forces 
of Gaia. If by deliberate reductions of radiative gases we can halt our own runaway 
climate change juggernaut, our superiority will have been triumphant once more. 
The rub is that we cannot be certain that our consensus belief in a dominant anthro-
pocentric paradigm, and our abilities to adapt, may be no more than a placebo that 
eventually proves to be an expensive maladaptation.

The suggested integrative model illustrates the complexity of the adaptation  system 
at different levels of human organization. Nowadays, there can be no definition of cli-
matic determinism in simple terms of causality. As before, there remain deterministic 
nodes, especially within the first level, and indeterministic ones, especially at the third 
level of decision-making and management. Here, most relationships can be regarded 
as probabilistic, and ones that are particularly sensitive to cultural preference, resource 
availability and socio-economic capacity. At the largest temporal and spatial scales, 
beyond the medium range time horizon, the prediction of the human condition and 
adaptation measures become increasingly less reliable.

Deliberations on determinism and predictability versus free-will become even 
more complicated within the new consensus paradigm that also carries implications 
of active involvement by the scientist in adaptation as dependent upon political, 
social and economic decision making. The notion of activist “concerned scien-
tists” is at least a superficially attractive response, but extending scientific advice 
to include lobbying for intervention with major climate controls (see Kerr 2007) 
seems to carry responsibilities beyond the scientific mandate. We may require yet 
again another re-examination of what constitutes validity and reliability within the 
present issue.

Stepping back from such largely semantic issues, no responsible scientist will 
pretend to know beyond some testable probability that potentially dominant and 
naturally occurring hazard singularities within solar emissions or tectonic events 
will not occur. In any case, the present-day era of Holocene warmth appears to have 
reached the usually expected twelfth to thirteenth century long span: there is no 
method available, beyond trend extrapolation, to forecast future solar developments 
within the historical time frame. The Milankovitch (1941) solar radiation cycles 
will sooner or later lead to global cooling.

There is little certainty in the prediction of natural climate change, its impacts 
and long term human responses per se. No matter what the personal conviction of 
the causes of global warming, advocacy of single purpose adaptation to a warmer 
world cannot be supported. Scientific responsibility is not a matter of loyalty 
to a consensus paradigm, but to objectivity that points towards uncertainty and 
the possibility of climate change trends either towards net warming or cool-
ing. Recommendations for survival strategies should give preference to flexible 
measures that encourage adaptability to change, rather than adaptation specifi-
cally to a warmer world. The success or otherwise of present-day philosophies 
will only be tested with time, but survivability will be enhanced in the adaptable, 
not the adapted.
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12.1 Introduction

Biometeorology has a long tradition in the biophysical sciences, and has for some-
time focused on what are essentially reductionist questions in its various subfields, 
with less thought given by its practioners to the relevance of its science to society 
at large. Biometeorologists have begun to reflect upon the utility of their science, as 
society has demanded greater accountability on the societal value of their outputs. In 
particular, questions such as how can an understanding of the relationships between 
the atmosphere and biophysical systems provide insights into how environmental 
and social well-being can be sustained or improved have become important in the 
face of significant environmental changes. This is because it is more than appar-
ent that the environment is subject to increasing pressures from society, and many 
human activities are sensitive to variation and change in environmental conditions. 
Accordingly, there has been critical reflection in the field of biometeorology, an 
outcome of which has been an unashamed push to be more applied in its orientation 
while not neglecting a strong engagement with its theoretical base.

Over the last few decades the subfields of biometeorology have accumulated 
a vast body of knowledge about the interactions between the atmosphere and 
 biophysical systems; much of which has been published in the International 
Society of Biometeorology’s International Journal of Biometeorology. That 
knowledge has formed a firm foundation for gaining insights into how human-
induced climate change might impact biophysical systems and thus human activi-
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ties dependent on the ecosystem services provided by those systems. Although 
not explicit in its knowledge base, a theme that runs through biometeorology is 
that of adaptation, the process by which living organisms adjust to variable and 
changing environmental conditions. Climate change, including shifts in the mean 
climate as well as variability and extremes, will pose series challenges for human 
and biophysical systems. In many ways, the degree to which humans can sustain 
their relationship with climate, as one aspect of the environment, will depend on 
the ability of societies to adapt to the changing conditions associated with climate 
change.

This volume, by surveying the vast knowledge base in biometeorology, has brought 
together for the first time the understanding of the subfields of biometeorology in 
relation to adaptation to climate change. Emergent are current directions and future 
avenues of research required for enhancing our understanding of how biophysical 
and human systems might adapt to climatic variability and change, the development 
of adaptation theory, and the advancement of climate change related managerial and 
policy responses in social, economic, and cultural systems.

As clearly shown in the preceding chapters, climate underlies the structure and 
function of human, animal, plant, water, and recreational systems. Climate patterns 
are primary determinants of the geographic range of plant and animal species, patho-
gens associated with plant, animal, and human diseases, the availability of water, and 
whether the location has the conditions necessary for specific recreational activities. 
Biometeorology has provided significant contributions to better understanding the 
relationships between climate variables and humans, animals, and ecosystems. Such 
understandings are critically needed to help people, and the social and economic 
systems in which they live, adapt to the projected impacts of climate variability and 
change. Most research in biometeorology has been carried out prior to the recognition 
of anthropogenic climate change. A major task for the field is to revise, or in some 
instances reinvent, its practical knowledge to take actual and projected climate change 
into account.

This volume set out to:

1. Communicate some of the basic ideas and concepts of the sub-fields of biomete-
orology as they relate to adaptation to climate change

2. Explore ideas, concepts, and practice that may be developed in common and
3. Begin to converge on a new vision for biometeorology that will help to 

 communicate its understanding and expertise, as well as enhance its utility

Lessons offered in the previous chapters can be categorized into:

Driving forces of impacts, including climate, often interact in complex and • 
surprising ways.
Global environmental changes are increasing the complexity of challenges to • 
which human, animal, and plant systems have to adjust.

Current levels of adaptation are uneven across vulnerable regions and sectors, • 
with many poorly prepared to deal with projected changes in climate and 
climate variability.
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Understanding of the interactions of climatic factors with human, animal, and • 
plant systems can be used to increase adaptive capacity.

Early warning systems are increasingly important.• 
Effective adaptation to climate variability and change will come from adjust-• 
ments in social and economic systems.
Significant opportunities exist for biometeorology to contribute to policy devel-• 
opment so that societies can live effectively with climate variability and change. 

Models are needed to study the behavior of complex systems.• 

These lessons and the findings presented in this volume not only consolidate but 
also advance our knowledge concerning climate change and adaptation. Moreover, 
the material presented demonstrates that biometeorology is entering a new era as 
it explores ways for society to adapt to an uncertain future climate and deal with 
the climate crisis.

12.2  Driving Forces of Impacts Often Interact 
in Complex Ways

Human, animal, and plant systems have co-evolved over the past millennia within 
the context of particular climatic conditions. Life, from microbes to the largest flora 
and fauna, depend on and interact with each other in ways that are still not well 
understood even under conditions of an assumed constant climate. All have evolved 
to operate within a relatively narrow range of climate conditions. There is limited 
understanding of how systems will respond to changes in climate conditions, as 
well as changes in extremes.

One of the lessons learned from biometeorology is that system vulnerability 
moderates or exacerbates the impacts arising from climate anomalies and extreme 
weather events. High ambient temperatures, or heavy precipitation events, are 
problems when the system of interest (human or animal health, water resources, 
agriculture, tourism, etc.) is unable to cope or respond effectively. As noted by 
Auliciems in this volume, because of the uncertainty about the rate and extent of 
climate change, increasing the adaptive capacity of systems will likely moderate 
the impacts observed.

Human populations are, in general, acclimatized to the weather patterns in their 
local region (Kalkstein and Sheridan; Jendritsky and deDear). Tolerance to thermal 
extremes depends on the interaction of personal characteristics (age, fitness, gen-
der, chronic diseases, etc.), behavioral choices (level of activity during heatwaves, 
etc.), and infrastructure (how much hotter buildings become than the surrounding 
environment). Morbidity and mortality during heatwaves also depends on whether 
a community has an  effective and timely heatwave early warning and response sys-
tem. Changing one of these driving factors can affect the impacts observed during 
a heatwave. This illustrates the need to view adaptation itself as a complex system, 
where changing one action can alter the timeliness and effectiveness of a warning 
or adaptive strategy.
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As discussed by Sofiev et al., allergic diseases result from the complex  interactions 
of genes, allergens, and co-factors; these factors vary across and within regions. For 
example, allergic diseases are more common in urban than rural areas in Africa, 
possibly because parasites protect against atopic diseases. The reverse pattern is 
observed in most other regions, suggesting non-allergic co-factors are important in 
the development of sensitization and symptoms. Future patterns of allergic diseases 
are likely to differ from current patterns as climate and other environmental changes 
alter vegetation, timing and magnitude of flowering, and atmospheric transport.

Under climate change the phenology, productivity, and spatial extent of crop sys-
tems is expected to change. As emphasized by Orlandini et al., the situation for any 
one crop is likely to be complex because of the multiple drivers of productivity and 
potentially competing effects. For example the yields of potatoes, as well as other root 
and tuber crops, are expected to increase in many regions due of CO

2
 enrichment. 

However, warming may reduce the growing season in some species and increase 
water requirements in regions where water availability (and soil moisture) is projected 
to decrease. This clearly points to a spatially incoherent response of cropping systems 
to climate change and non-linear effects. Accordingly, effective crop management 
strategies will need to be place-specific, highlighting the fact that adaptation policies 
can not be spatially invariant and need to recognize system complexity.

Tourism-recreation is highly influenced by climate, from the local scale where 
the climate defines the length and quality of outdoor recreation seasons, to the 
global scale where climate drives some of the largest tourism flows. Climate also 
affects environmental resources, such as sea temperatures and bathing water quality, 
coral reefs, snow quantity and quality, wildlife and other attractions that are critical 
to (eco-) tourism. Climate, climate variability, and climate change affect tourists, 
tourism businesses, and destination communities. As emphasized by Scott et al., 
adaptation within the tourism-recreation sector includes a wide variety of measures 
undertaken by diverse stakeholders. These measures are often taken in isolation, 
without coordination and collaboration across affected stakeholders. Actions taken 
in other sectors will affect the tourism-recreation sector, such as coastal manage-
ment plans, building design standards, emergency management, wildlife manage-
ment, water quality standards, and environmental impact assessments. This clearly 
points to the fact that in addition to biophysical complexity, social, economic, politi-
cal and cultural complexity may play a major role in determining the effectiveness 
of adaptation strategies. Accordingly, biometeorologists need to engage with the 
challenge of how biometeorological knowledge can be used most effectively in the 
complex decision environments within which adaptation policies are developed.

12.3  Global Environmental Changes Are Increasing 
the Complexity of Challenges and Responses

Emergent from the chapters is that system properties in many ways determine 
vulnerability of a system and therefore the impact of a given event. In the case of 
human systems, if vulnerability is viewed as a product of the interaction between 
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exposure (frequency, magnitude, or probability of event occurrence, sometimes 
referred to as biophysical vulnerability) and the sensitivity of a system (social or 
inherent vulnerability, which is independent of biophysical vulnerability), then one 
way of managing the risk associated with an event, such as climate change, is to 
modify the system sensitivity. This is because different social, economic, and envi-
ronmental conditions lead to different degrees of impacts. In short, event outcomes 
are context specific. Therefore, for biometeorogical knowledge to be useful as input 
into adaptation policy, the context within which the knowledge has been generated 
and is to be applied needs to be understood. In other words, an underlying assump-
tion is that knowledge is generated from within stationary systems where there 
is a stable relationship between system components. Effective adaptation policy 
therefore needs to be based on science that takes into account the possibility of non-
stationarity of system relationships that may be determined by changing boundary 
conditions such as global greenhouse gas emissions.

Another common issue is distinguishing between possible adaptation options 
and the capacity of communities and states to develop and apply decision-making 
frameworks that lead to successful adaptation as outlined by de Freitas. A third 
issue is the value of models for studying the complex interactions between sector(s) 
and climatic changes, and for offering insights to understand the consequences of 
possible responses.

Climate change is projected to profoundly affect the availability and quality of 
water; this will impact other sectors (de Freitas). Any change in water availability 
can have indirect social and economic consequences, such as affecting agricultural 
productivity, availability of renewable hydroelectric power, and municipal water 
supplies. Trans-boundary water security issues may also lead to political conflict. 
However, most sectors (i.e. human and animal health, agriculture, infrastructure) 
traditionally act on the assumption that water resources will remain relatively con-
stant. The growing awareness of the decline in reliability of water resources is not 
always understood as related to climate change. De Freitas makes the point that 
the capacity of a country or region to adapt to climate change is determined by the 
availability of skilled personnel, legal frameworks within which water is managed, 
money and resources, appropriate technology and technical ability, hydrological 
and climate data, and analytical tools for determining environmental suitability. 
Therefore, deploying effective adaptation measures, from education of water users 
on conservation to watershed management, requires understanding of the local 
capacity and constraints to implement specific activities.

Domestic animals can be affected by changing climatic patterns through impacts 
on feed-grain availability and prices; pasture and forage crop production and 
quality; health, growth, and reproduction; and distributions of pests and diseases 
(Gaughan et al.). Increases in the frequency and intensity of heatwaves are pro-
jected to affect milk and meat production in a range of animals, as well as affect 
immunity that could alter the success of vaccine interventions. Because of the 
need to increase production to meet rising demand, there has been a shift in some 
developing countries from indigenous and lower-yield animals to imported animals 
with higher yields; however, these imported animals may not be as tolerant to the 
increased heat load in tropical and sub-tropical countries.
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Agriculture represents a good example of the different temporal and spatial scales 
over which adaptation can take place (Orlandini et al.). Short-term adjustments are 
efforts to optimize production without major system changes; examples include 
changes in planting dates and cultivars, changes in external inputs, and practices to 
conserve soil fertility and moisture. Long-term adjustments could include changes 
in land allocation; breeding crops with increased tolerance to changing conditions; 
crop substitution; and changing farming systems.

12.4  Understanding of the Interactions Between Climatic 
Factors and Human, Animal, and Plant Systems 
Can Increase Adaptive Capacity

One of the themes running across the chapters is the promise of using understand-
ing of the interactions between climate factors and human, animal, and plant 
systems to design systems to provide advance warning of potentially adverse 
weather conditions using seasonal and short-range forecasts. The initial focus 
has been on understanding weather conditions that can lead to a significant 
change in response, particularly for human health. For example, Kalkstein and 
Sheridan, and Jendritzky and de Dear review some of the research aimed to bet-
ter understand the thresholds for determining when high ambient temperatures 
lead to adverse health outcomes. Different approaches have been used that aim to 
describe when humans go from being uncomfortable in hot weather to when they 
are at risk for heat stress or a heat-related illness. This information has been used 
to design heatwave early warning systems worldwide. The weather conditions 
that put humans at risk vary geographically and are driven by factors contextual 
to a population (i.e. housing stock, cultural clothing and behavioral preferences, 
etc.). Therefore, significant local knowledge is needed to help identify thresholds 
for the identification of a heatwave and the issuance of warnings and advisories 
(i.e. calling a heatwave).

Over the past decade, as approaches to identifying thresholds for action have 
become more standard, there is increasing interest in understanding how to  effectively 
intervene once a heatwave warning is declared. Although there is  evidence that 
heatwave early warning systems save lives, there is limited understanding of which 
components are critical to a system’s success. As demonstrated in innumerable public 
health campaigns, changing people’s behavior is difficult. A challenge for biometeor-
ologists is to establish the extent to which behavioral change is needed to ensure max-
imum effectiveness of a policy that has been informed by biometeorological research. 
For example, research is needed on effective approaches for motivating those most at 
risk during a heat wave, including adults over the age of 65, diabetics, and people tak-
ing certain drugs, to change their behavior. Surveys suggest that approximately half 
of those at increased risk do not alter their behavior during a heatwave, even when 
they know what actions should be taken (Kalkstein and Sheridan). Further, Stewart 
in this volume, in  describing the psychological constraints to effective response to 
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warnings, quotes Mileti (1999): “people  typically are unaware of the hazards they 
face,  underestimate those of which they are aware, overestimate their ability to cope 
when disaster strikes, often blame others for their losses, underutilize pre-impact 
hazard strategies, and rely heavily on emergency relief when the need arises.” Clearly 
establishing the barriers to advice and policy uptake is an area in which further col-
laboration between biometeorologists,  psychologists, public health professionals, 
and social scientists would prove valuable; no one discipline has the training and 
expertise to identify, implement, and evaluate possible approaches.

In another example, Ebi reviewed recent advances in malaria early warning systems 
using seasonal forecasts and remotely sensed variables. A significant advantage of 
these systems is that they can provide several months lead time of a pending epidemic, 
allowing local authorities to ensure there are sufficient drugs and insecticide treated 
bednets, and to initiate indoor residual spraying programs either before or at the start 
of a potential epidemic. However, malaria early warning systems have not been in 
place long enough for evaluation of their efficacy over time. Constraints to their wider 
implementation include the limited skill of seasonal forecast models in some regions, 
particularly where there is significant variability over relatively small spatial scales in 
the microclimates that influence malaria transmission. Anomalous years may be dif-
ficult to forecast, with the result that the early warning system may miss conditions 
conducive to a malaria epidemic. Even if malaria early warning systems are highly 
predictive of a pending epidemic, there are significant constraints in many malarious 
regions in the ability of local health care systems to identify that an epidemic has 
started and to quickly implement appropriate actions. Increasing local capacity will be 
necessary to ensure full utilization of early warnings.

12.5  Effective Adaptation Will Come from Adjustments 
in Behavior, and Social and Economic Systems

As noted in several chapters, increased understanding is needed of how climatic 
risks are perceived, in the short and long term, to better target adaptation efforts. 
Efforts are now turning to understanding how to most effectively motivate at-risk 
individuals to take necessary actions to reduce the possibility of heat stress. Early 
warning systems have used traditional media, particularly the radio and television, 
and are now beginning to use the internet and cellular telephones to communicate 
more rapidly and personally.

Adaptation in the tourism-recreation sector will include changes in behavior 
(such as adjusting activities, timing of visits, or destination) and business manage-
ment (such as developing tourism attractions that are not climate sensitive (i.e. health 
and wellness spas, study tours, indoor entertainment, shopping) and developing con-
ventions or exhibitions for business travelers) (Scott et al.). Larger companies may 
more successfully adapt through spreading the risk of adverse weather  conditions 
across multiple locations so that those experiencing poor conditions can be sup-
ported financially or perhaps even relocated.
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Societal vulnerability is to a significant extent a reflection of individual 
 vulnerability (Stewart). Therefore, a greater understanding is needed of individual 
perception of risk and effective measures for motivating appropriate change. 
Stewart uses the Protection Motivation Therapy (PMT) to examine psychologi-
cal constraints to an individual’s adaptation to climate variability. Climate events 
are individually and socially construed, which affects the information that people 
extract and their uses of this information. People evaluate both whether a particu-
lar weather pattern is dangerous, as well as their vulnerability to the event. As a 
consequence, the types of adaptation actions undertaken will vary across people, 
groups, and organizations. Although people gather information from a range of 
intra- and interpersonal sources, there is evidence that they are more likely to gather 
and trust information from friends and family members than from government 
representatives. Increasing the ability of an individual to accurately perceive the 
risks of a weather pattern and their vulnerability to that pattern will decrease the 
probability of maladaptation. However, typically, people act on the basis of their 
biases, suggesting barriers to increasing the effective use of climate information. 
A further barrier is that people tend to underestimate the likelihood of rare events 
and exaggerate the likelihood of more common events. A particular challenge then 
is to communicate low-probability, high consequence climatic events. In relation to 
this, there are opportunities for biometeorologists to work with risk communication 
specialists so that information generated by research can be turned into effective 
messages that risk managers can use to communicate with a wide range of stake-
holders, ranging from, for example, public health officials to the public.

12.6  Opportunities for Biometeorology to Contribute 
to Adaptation

Significant opportunities exist to increase resilience to the risks of climate change. 
Auliciems discusses three levels of adaptation. First order adaptation is the initial 
reduction of hazard impacts. Second order adaptations are behavioral, technical, 
and cultural responses from routine maintenance of infrastructure to disaster risk 
reduction activities. Third order adaptations include social, economic, education, 
legal, and other factors. These levels of adaptation interact to determine the coping 
range (and adaptation deficit) of the system. Traditionally biometeorology has con-
cerned itself more with the science associated with first order adaptation. The chal-
lenge exists to elevate our interest as a scientific community to the level of second 
and third order-related research questions. As these are at increasing distances from 
the core activity of biometeorology and outside the comfort zone of most within 
the biometeorological community, collaborative efforts with “other” scientists will 
be required if biometeorologists are to provide insights concerning the factors that 
influence coping range and adaptation deficit.

Biometeorology can make effective contributions to the management of energy 
resources and thus adaptation to changing energy supplies. For example Jendritzky 
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and de Dear, in their chapter on the thermal environment, suggest that a better 
understanding of acceptable indoor thermal conditions, and how they relate to 
outdoor temperatures, have the potential to save large amounts of energy and to 
avoid carbon dioxide emissions. Behavioral and infrastructure adaptations are 
needed to increase the ability of humans to live in warmer climates with limited 
thermal discomfort. Occupants of naturally ventilated buildings have been shown to 
adjust to a wider range of temperatures than occupants of centrally air-conditioned 
 buildings,  suggesting that increasing the widespread use of air conditioning may 
not be  adaptive for continuing increases in average summer temperatures, although 
the use of air conditioning and cooling centers are important adaptations for people 
particularly vulnerable to heatwaves.

Biometeorology has a key role in facilitating the rational management of  animals to 
meet the challenges of changes in the thermal environment (Gaughan et al.). Increasing 
the resilience of domestic animals to climate change through the breeding and iden-
tification of animals who have acquired genes for thermo-tolerance are two possible 
adaptation responses. Other options include physical modification of the environment 
(such as using water for cooling) and nutritional modification to reduce heat stress.

Considerable adaptation (and evolution) has taken place for plants, animals, and 
humans to live in current climatic zones. Weather patterns are changing faster than 
they have in the past 10,000 or more years (IPCC 2007), challenging the ability of 
individuals and communities to adjust fast enough. Additional research is needed 
to gain deeper insight into the process of acclimatization, to inform the develop-
ment of models to quantify acclimatization and so to better understand the degree 
to which faster, better, and more effective acclimatization could reduce projected 
impacts due to climate change.

Heatwave, vectorborne disease, and pollen and allergen early warning systems 
are examples of adaptive responses to climate variability and change. There is no 
doubt that biometeorologists will continue to be involved in the type of scientific 
activity that underpins the development of these systems. Opportunities exist to 
work more closely with numerical weather prediction and seasonal climate forecast 
model developers to identify the type of forecast products that are most appropri-
ate for end-users of biometeorological forecasts and to diagnose forecast model 
problems. To capitalize on these opportunities, it will be necessary to understand 
the dynamics and complexity of end-user systems so that weather and climate 
information can be optimized for a given early warning system situation and for 
biometeorologists to be familiar with forecast diagnostic tools and the science of 
skill evaluation. Evaluation of early warning system effectiveness and the opportu-
nity cost of system presence or absence are areas for future collaboration between 
biometeorologists and economists, which will assist with costing adaptation strate-
gies. Couching biometeorological responses or warnings in a risk management 
framework by using a probabilistic approach is also an applaudable challenge for 
the field and will assist with decisions related to adaptation.

Opportunities for adaptation in agriculture include increasing the skill of weather 
forecasts to improve farm management; increasing understanding of how farmers 
perceive climate-related risks and how they respond; research and modeling of the 
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integrated impacts of climate change on crop systems, not just individual crops, 
and on mixed farming systems that take into account non-climatic conditions; and 
developing technological and policy strategies for improving the sustainability of 
farming systems under uncertain climate projections.

Increasingly climate change is likely to result in significant changes in the tour-
ism-recreation sector, from increasing ecotourism to visit changing landscapes and 
species projected to disappear, to decreasing visitors to parks if glaciers or other 
environmental changes occur (Scott et al.). Better understanding of how climate 
change could affect tourism would facilitate identification of possible adaptations. 

Comparatively, the production of scientific knowledge is far easier than its con-
sumption by end users, whether individuals or institutions. As outlined by Stewart, 
increasing the effectiveness of adaptation to climate variability and change will 
require greater understanding of ways to motivate appropriate changes in the behav-
ior of individuals. The same can be said for institutions. To understand the controlling 
factors that determine the uptake of their science, biometeorologists may increas-
ingly have to turn to other fields such as psychology for help. Biometeorologists 
could effectively work with psychologists in assessing individual’s response to a 
range of climate change or adaptation scenarios. Using a range of psychological 
variables, the role of emotional processes in affecting decisions that involve weather 
and climate risk and uncertainty (and how to effectively intervene), and thus adap-
tive behavior, could be established. Stakeholders need to be involved in the identi-
fication and implementation of adaptations, to ensure their values and concerns are 
taken into consideration.

In conclusion, this survey of the recent literature indicates that the status and pros-
pects of biometeorology in the field of climatic variability, change and adaptation are 
excellent. It has also provided us with the opportunity to reflect on the relevance of 
the more traditional view of biometeorology as a discipline concerned with examining 
the relationship between atmospheric processes and living organisms; in many ways 
a deterministic view of the discipline. The material contained in this volume begins 
to suggest a new vision for biometeorology as the science of understanding the inter-
actions and feedbacks between atmospheric conditions (as codified in the sciences 
of meteorology and climatology) and biophysical and human systems. We believe 
that biometeorologists working within this paradigm will be well placed to facilitate 
improved management and policy choices in a world seriously threatened by the “rapid 
and extensive climate change”. Lastly, the content of this  volume affirms that a central 
ethos of biometeorology is that adaptation to climatic variability and change can be 
achieved by realigning human use systems with changing environmental conditions; 
society should be discouraged from engineering its way to adaptation.
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