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This thesis describes the scientific achievements of Dr. Kenichiro Hashimoto,
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University. During that relatively short time as a researcher, he obtained a number
of important results on the superconducting properties in the recently discovered
iron-pnictide high-temperature superconductors. As a supervisor of his master’s
and doctoral courses, I can introduce the most important two findings of his
studies. One is the first determination of the superconducting gap structure in iron-
pnictide superconductors, and the other is the first strong evidence for the presence
of a quantum critical point inside the superconducting dome of iron-based
superconductors.

Soon after the discovery of iron-pnictide superconductivity, many researchers
in the field of superconductivity began studying this new class of materials. The
record of superconducting transition temperature in these iron-based supercon-
ductors has been boosted up to 56 K during a very short period, and an immediate
question arose about the mechanism of high-temperature superconductivity in
these materials, which is closely related to the structure of the superconducting
gap. Dr. Hashimoto provided the first evidence for a fully gapped superconduc-
tivity in one of these materials from the single crystalline study of the temperature
dependence of the magnetic penetration depth—one of the most fundamental
quantities that describe the superconducting state. Then he found that the gap
structure is nonuniversal among the different materials with a slightly different
multiband electronic structure, which is now considered as an important factor in
understanding the unconventional nature of superconductivity in this class of
materials.

The evidence for the quantum criticality inside the superconducting dome has
been obtained from his careful study of the experimental determination of the
absolute value of zero-temperature penetration depth as a function of chemical
composition. He used three different methods to show unambiguously that the
penetration depth has a sharp peak at a certain composition. This result, reported in
the journal Science magazine, may address a key question on the general phase
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diagram of unconventional superconductivity in the vicinity of magnetic order,
which has been a central issue in strongly correlated electron systems.

I hope that there will be many grateful readers who will have gained a broad
perspective of the superconducting properties in these fascinating systems as a
result of the author’s efforts.

Kyoto, Japan, August 2012 Takasada Shibauchi
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Chapter 1
Introduction

Abstract The discovery of high transition temperature (7,) superconductivity up to
56 K in iron-based superconductors has attracted numerous interest both experimen-
tally and theoretically. So far, various theories have been proposed for the pairing
mechanism, but a consensus for the pairing symmetry in this system is still lacking.
Therefore, the first experimental task to this problem is to elucidate the supercon-
ducting pairing symmetry, which is intimately related to the pairing interaction.
To investigate the superconducting gap structure of iron-based superconductors, we
have performed high-precision magnetic penetration depth measurements for several
iron-pnictides. In addition, in this study, we have extended our research to explore a
possible presence of a quantum critical point beneath the superconducting dome. The
zero-temperature magnetic penetration depth measurements revealed the first con-
vincing signature of a second-order quantum phase transition deep inside the dome,
which may address a key question on the general phase diagram of unconventional
superconductivity in the vicinity of a QCP. In this chapter, we will briefly overview
the content of this book.

Keywords Iron-based superconductors : Superconducting pairing symmetry -
Superconducting gap structure + Magnetic penetration depth + Quantum critical point

Superconductivity has remained an active area of research in the field of condensed
matter physics since it was discovered one century ago [1]. In 1957, the Bardeen-
Cooper-Schrieffer (BCS) theory [2] was advanced and successful in explaining the
superconducting pairing mechanism of conventional superconductors. In conven-
tional metals, superconductivity occurs at low temperatures when the conduction
electrons form the so-called Cooper pairs, which are mediated by the interaction
of electrons with phonons. Therefore, the attractive interaction between electrons is
isotropic and the Cooper pairs are formed in a state with zero orbital angular momen-
tum (s-wave pairing). In 1986, however, Bednorz and Miiller discovered the high
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critical temperature (high-7,) cuprate superconductors [3], demonstrating that very
low temperatures are not indispensable for the appearance of superconductivity. It
was a turning point and tremendous breakthrough in understanding unconventional
superconductivity with angular momentum greater than zero. Unconventional super-
conductivity is mostly characterized by the anisotropic superconducting gap function
with zeros (nodes) along certain directions in the momentum space [4]. For instance,
itis widely believed that the high-7;. cuprates have a d,>_ 2-wave symmetry [5, 6],
which leads to line nodes along the ¢ axis with fourfold symmetry within the basal
ab plane. Since the superconducting gap structure is intimately related to the pairing
interaction, a detailed knowledge of the gap structure and how it varies as a function
of material parameters will give a strong guide to establishing the mechanism of
high-T7, superconductivity.

The recent discovery of superconductivity in LaFeAsO;_,F, [7] has attracted
much attention both experimentally and theoretically because of its high transition
temperature 7. ~ 26 K. The subsequent development in this new class of supercon-
ductors, whose T, has been immediately increased up to 56 K, has generated a huge
boost of activity in this field and opened new routes to solve the problem of high-7,
superconductivity (see Fig. 1.1). These parent materials have an antiferromagnetic
spin-density-wave (SDW) order, and the superconductivity can be induced by a
variety of means such as doping or applying pressure [8]. Moreover, the electronic
structure of these materials is quasi-two-dimensional. Such properties, i.e., the close
proximity of magnetism and superconductivity, and quasi-2D structure may lead to
speculation that the physics of iron-based superconductors is similar to the high-T,
cuprates. However, there exists a sharp contrast to the high-7, cuprates: multi-band
electronic structure with electron and hole pockets. So far, various theories have been
proposed for the pairing symmetry in this system [9], ranging from an s-wave state
with opposite signs between hole and electron pockets or s4.-wave state without
sign change, to nodal sy-wave or d-wave state, and more exotic order parameter
such as p-wave state, but a consensus for the pairing symmetry in this system is
still lacking. Therefore, the first experimental task is to clarify the superconducting
pairing symmetry in the iron-based superconductors.

Until now, numerous experimental techniques have been developed in order to
investigate the superconducting gap structure: penetration depth, thermal conduc-
tivity, electronic specific heat, NMR relaxation rate, ARPES measurements, and so
on. Among them, the penetration depth A, which is a direct measure of low-energy
quasiparticle excitations, is a powerful probe to elucidate the superconducting gap
structure, particularly the presence or absence of nodes. The temperature dependence
of the penetration depth A(7") comes from the decrease in the screening superfluid by
thermal excitations of quasiparticles. In fully gapped superconductors, the quasipar-
ticle excitation is of thermally-activated type, so that the penetration depth A shows
an exponential temperature dependence. By contrast, in unconventional supercon-
ductors with nodes, thermally excited quasiparticles near the gap nodes give rise to a
power-law temperature dependence of the penetration depth A at low temperatures.
For instance, in a clean superconductor with line nodes, such as the high-7, cuprates
with the d,>_ > symmetry, the temperature dependence of the penetration depth A
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Fig. 1.1 Records of the superconducting transition temperature 7, for various superconductors

exhibits a T-linear behavior. Such differences offer important information on the
superconducting gap structure.

In order to elucidate the superconducting gap structure of the iron-based super-
conductors, we have performed magnetic penetration depth measurements using tun-
nel diode oscillator and microwave cavity perturbation techniques; the tunnel diode
oscillator technique provides very precise measurements of the variation in the pen-
etration depth, while the microwave cavity perturbation technique gives important
information on its absolute value. In the iron-based superconductors there is growing
evidence that the superconducting gap structure is not universal. In certain materials
such as optimally doped (Ba|_, K, )Fe;As; and Ba(Fe_,Co, )>As», strong evidence
for a fully gapped superconducting state has been observed from several low-energy
quasiparticle excitation probes [10, 11]. In contrast, significant quasiparticle excita-
tions at low temperatures due to nodes in the energy gap have been revealed in several
iron-based superconductors in this study. These materials include BaFe,(Asi—,Py )2
(T, < 30K) [12], KFepAsy (T, = 4K) [13], and LiFeP (7. = 5K) [14]. This non-
universality is quite different to the high-7, cuprate superconductors which all have
the nodal d,>_,> pairing state. So unlike the cuprates, the way that the supercon-
ducting gap structure depends on the detailed magnetic and electronic structure of
individual iron-based superconductors provides a stringent test of candidate theories.

Another main topics of this thesis concerns whether high-7, superconductivity is
driven by an underlying quantum critical point (QCP). In particular, whether a QCP
lies beneath the superconducting dome or the criticality is avoided by the transition
to the superconducting state has been a central issue (see Fig. 1.2). A quantum phase
transition is a phase transition at absolute zero temperature, which describes an abrupt
change in the ground state of a many-body system due to its quantum fluctuations
[15]. Contrary to classical phase transitions, quantum phase transitions can only
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Fig. 1.2 Generic temperature versus nonthermal control parameter phase diagram sketches illus-
trating two cases. a Quantum criticality is avoided by the transition to the superconducting state.
There is only one superconducting phase. b A QCP lies beneath the superconducting dome. The
QCP separates two distinct superconducting phases (SC1 and SC2)

be accessed by varying a non-thermal control parameter, such as chemical doping,
pressure, or magnetic field [16]. As mentioned above, cuprates and iron-pnictides
share common features in that high-7, superconductivity emerges in close proximity
to an antiferromagnetically ordered state and a superconducting dome appears as a
function of doping or pressure. Competing orders and quantum criticality are central
issues in both systems. In particular, elucidating whether a QCP, at which the quantum
critical transition takes place, is hidden inside the superconducting dome may be
key to understanding high-T7, superconductivity. Moreover, unlike classical critical
points driven by thermal fluctuations, the influence of the QCP can extend over a
wide temperature range above the QCP. Both cuprates and iron-pnictides exhibit
anomalous normal-state properties which strikingly deviate from the conventional
Landau Fermi-liquid behaviors [15, 17, 18]. However, whether this strange metal
phase is associated with the finite temperature quantum critical region linked to the
QCP at zero temperature has been a highly controversial issue. For one thing the
location of the QCP has been difficult to identify.

Pinning down the location of any QCP inside the superconducting dome is an
extremely difficult experimental task because most physical quantities vanish below
T,. A sufficiently strong magnetic field can destroy the superconductivity, but the
applied field may induce a different QCP or shift the zero field QCP [19]. The absolute
value of A in the zero-temperature limit immediately gives the superfluid density
172(0) = poe? >; ni/m}, which s a direct probe of the superconducting state; here,
m} and n; are the effective mass and concentration of the superconducting carriers in
band i, respectively. Measurements on very high-quality crystals are indispensable
because impurities and inhomogeneity may otherwise wipe out the signatures of the
quantum critical transition. Another advantage of this approach is that it does not
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require the application of a strong magnetic field, which may induce a different QCP
or shift the zero-field QCP [19].

In order to explore a possible presence of a QCP within the dome, we performed
three different absolute penetration depth measurements for the BaFe;(Asj_ Py )2
series. In this system, the isovalent substitution of P for As in the parent compound
BaFe;As; offers an elegant way to suppress magnetism and induce superconduc-
tivity [17]. Non-Fermi liquid properties are apparent in the normal state above the
superconducting dome and de Haas-van Alphen (dHvA) oscillations [18] have been
observed over a wide x range including the superconducting compositions, which
give detailed information on the electronic structure. We find a sharp peak in the x-
dependence of zero-temperature penetration depth A(0) at the optimum composition
x = 0.30 (T, = 30K) [20]. This peak structure most likely results from pronounced
quantum fluctuations associated with the QCP which separates two distinct super-
conducting phases, giving the first convincing signature of a second-order quantum
phase transition deep inside the dome.

The thesis is structured as follows. In Chap.2, we will give a brief account of
the theory of superconductivity and magnetic penetration depth. In Chap. 3, we will
briefly review the experimental and theoretical studies of iron-based superconductors.
In Chap.4, we will describe the details of experimental principles and methods for
the magnetic penetration depth measurements including the tunnel diode oscillator
and microwave cavity perturbation techniques. In Chap. 5, we will show the results of
the penetration depth measurements and discuss the possible superconducting gap
structure in isovalent-doped BaFe;(As;_,P,)>. We also argue the possibility of a
quantum phase transition beneath the superconducting dome in BaFe;(As;—_,Py)2.
In Chap. 6, we will show the results of the end member of the hole-doped system,
KFe;As,. In Chap.7, we show the results of the stoichiometric superconducting
materials LiFeAs and LiFeP. We will summarize and conclude the present study in
Chap. 8.
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Chapter 2
Superconducting Gap Structure
and Magnetic Penetration Depth

Abstract The BCS theory proposed by J. Bardeen, L. N. Cooper, and J. R. Schrieffer
in 1957 is the first microscopic theory of superconductivity. In this theory, Fermi
surface becomes gapped to avoid the instability caused even by an infinitely small
interaction if it is attractive, which drives the system into the superconducting con-
densate state at low temperatures. The wave function that describes the electron
pair, which serves as the order parameter, is related to the superconducting energy
gap. Therefore, identifying the detailed superconducting gap structure is a major
step toward clarifying the interactions that produce the pairing. Since the magnetic
penetration depth is directly connected to the superfluid density, the measurement
of the penetration depth is a powerful method to elucidate the superconducting gap
structure, particularly the presence or absence of nodes. In this chapter, we will give
a brief account of superconductivity and magnetic penetration depth.

Keywords Superconducting pairing symmetry * Superconducting gap structure *
Low-energy quasiparticle excitations + Magnetic penetration depth

2.1 Superconducting Pairing Symmetry

In the BCS theory [1], the electron-phonon interaction leads to an effective attraction
between electrons near the Fermi surface with opposite momenta and opposite spins,
which eventually causes superconductivity. Below a critical temperature (7;), the
electron pairs (the so-called Cooper pairs) condense into a coherent macroscopic
quantum state, which is separated from the excited state by an energy gap 2A.
This means that the amount of energy of at least 2A is required in order to break
up one Cooper pair. Thus, the energy spectrum of quasiparticles Ej in a singlet

superconducting state can be given by Ey = , /&kz + A2, where & represents the

energy of an electron relative to the chemical potential with momentum k. Since the
interaction of electrons with phonons is isotropic in the k-space, the Cooper pairs
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are formed in a state with zero orbital angular momentum (s-wave pairing), which
leads to a fully gapped superconducting state. On the other hand, unconventional
superconductivity is mostly characterized by the anisotropic superconducting gap
function with zeros (nodes) along certain directions in the momentum space. Thus, the
superconducting gap structure is closely related to the paring interaction responsible
for the superconductivity. Therefore detailed knowledge of the gap structure will
give a strong guide to establishing the pairing mechanism of superconductivity.
The superconducting gap function A fl s, (k), whichis proportional to the amplitude
of the wave function of a Cooper pair llffl 5 (k) = (VYk.s,¥—k.s5,), serves as an order
parameter of the system [2]: it is non-zero only in the superconducting state. Here, k
is the quasiparticle momentum, / is the orbital angular momentum, s; is the electron
spin, and ¥ is the electron annihilation operator. In the simplest case where the spin-
orbit coupling is negligible, the total angular momentum L and total spin S = s1 + 52
are good quantum numbers, and llffl s, (k) can be expressed in the form of a product
of the orbital and spin parts,

Wl (k) = ge()xs(s1, 52), 2.1)

where g¢(k) is the orbital wave function and x;(sg, s2) is the spin wave function.
According to the Pauli’s exclusion principle, the total wave function should change
its sign under the exchange of two particles;

ge(—k) xs(s2, 51) = —ge(k) xs (51, 82)- 2.2

The orbital part g¢ (k) can be expanded in terms of spherical harmonics Yy, (12), which
are the eigenfunctions of the angular momentum operator with the momentum ¢ and
its z-projections m,

14
gek) = D apm()Yen (), (2.3)

m=—{

where k = k / kr represents the direction of the momentum. g (k) is even for even
values of £ and odd for odd values of ¢, g¢(k) = (—1 )¢ ge(—k), and superconductors
with £ =0, 1,2, ... are labeled as s, p, d, ... -wave, respectively. Hence, the spin
component of a paired state with even (odd) orbital angular momentum ¢ should be
antisymmetric (symmetric) under the exchange of particles.

The spin wave function of the Cooper pair x; (s1, 52) is a product of the one-particle
spin wave functions,

= (o) =11 ma p= (1) =10, @4
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which are eigenstates of the operators s> and s :

hi(1o0 h h
SZ: 5(0 _1)7 SZOl)\ZEC()L, SZﬂ)L:_Eﬁ)“‘ (25)

In the singlet state, S = 0, the spin part of the wave function is antisymmetric
with respect to the particle exchange. Therefore, the eigenfunction corresponding to
the spin singlet state can be given by

B — Buom = 11— 111) = (_01 (1,) —ioy,  (26)

where o; (i = x, y, z) is the Pauli matrix,

h (01 h(0—i h(1o0
O'XZE(IO),O');ZE(ZO),UZZE(O_I) (27)

As a result, the total wave function of the Cooper pair with S = 0 is given by
Wt () = ge(k)iory, 2.8)
where £ is even.
For spin triplet pairing (S = 1), the spin wave functions corresponding to the

three different spin projections on the quantization axis, which are symmetric under
the exchange of particles, are given by

I, apoay=I11)= (ég)
So=10. anfoutBuen =111)+111) = (? (1)) 29)

00
—1, B =11 1) = (0 1).
Consequently, the total wave function can be written as

g1(k) gz(k))
g2(k) g3(k) )’
(2.10)

Wipter = 1K) |1 1) + g2 ()4 11 1) + g3(k) |¢¢>=(

where g, (k) is defined as the amplitudes of states with S; = 1,0, and —1,
respectively,

l
gak) =D afy"k) o=1223 @2.11)

m=—I
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This equation can be rewritten as the following form by using the basis of the sym-
metric matrices iooy = (i00y, 0,0y, 10;0y),

@l = dk) - o)y = (d(k)oy, dy(k)oy, d;(k)o)ioy

triplet
_ (—dx(k) +idy (k) d; (k)

B ( d; (k) dy (k) + idy(k)) - (2.12)

To summarize, the superconducting state can be characterized by its total spin
S = 0 (spin-singlet) and S = 1 (spin-triplet). Thus, the superconducting gap func-
tions for the singlet and triplet pairings are given by

A% op = Dog (k) (i0y)ap, (2.13)
Al op = A0d (k) (i00))ap, (2.14)

where Ay is the k-independent part of the gap. For the spin-singlet case, the energy
of single particle excitation is given by

Ex = /62 + A3lg(b)I2, (2.15)

where & represents the band energy relative to the chemical potential. In the case of
spin-triplet pairing state, if d is unitary it can be written as

Ep = \JE2 + A3ld(k)|2. (2.16)

If d is not-unitary, the excitation spectrum is given by

Ep+ = \/é,f + A (K)[? + |d*(k) x d(k)))). (2.17)
2.2 Superconducting Gap Structure and Quasiparticle
Density of States

In this section, we focus on the quasiparticle density of states (QDOS) in a singlet
superconducting state. The QDOS is defined as follows:

N(E) = > 8(E — Ep). (2.18)
k

From Eq.2.15, if the superconducting order parameter A; exhibits k-dependence,
Ar = Apg(k), the quasiparticle energy in the spin-singlet state is given by
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Ep = /82 + A2 (2.19)

Using Eqgs.2.18 and 2.19, we obtain

as2 E

N(E S(E — E N _— 2.20
() = /Q)3< o = o/qn e (2.20)

where Ny is the density of states in the normal state and £2 is the solid angle.
It follows from Eq.2.20 that for a conventional isotropic s-wave superconductor
(Ax = Ao),

=)

(E < 49)
N(E) = N, E 2.21
(E) = No e - (221)

The quasiparticle density of states for an s-wave superconductor drops abruptly to
zero for E < Ag. For a d-wave superconductor, Ay = Ag cos (2¢), the quasiparticle
density of states is given by

/271 E
1/E2 A2 27 B2 — 43 cos?(2¢)

The last integral of Eq.2.22 can be calculated by a numerical analysis. The result is
given by

N(E) hdw

(2.22)

2 E E
N(E) ;A—OK(A—O) (E < Ao) (2.23)
No - 2,4 ’
=k (F) (E > Ap)
For E « Ag, K(AEO) ~ 7. Therefore we obtain
NE) L E (E < Ag). (2.24)
No A

In general, for the fully gapped state and nodal states with line node and point
nodes, we obtain the following energy dependence of the density of states for E < Ag
in the clean limit:

0  (full gap)
(% E  (line node) (2.25)
E? (point node).

N(E)
No

The entire energy dependence of the quasiparticle states is summarized in
Fig.2.1.
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Fig. 2.1 Schematic pictures of the superconducting gap structure in a 3D spherical Fermi surface
for a the fully gapped state and nodal state with b point nodes and ¢ line node. The shaded circles
represent the Fermi surface. The thick line and points represent the line node and point nodes,
respectively. d The density of states of the quasiparticles N (E) for the fully gapped state and nodal
state with point nodes and line node in the clean limit. Ny represents the normal state density of
states

2.3 Magnetic Penetration Depth

2.3.1 London Penetration Depth

The Meissner effect, which is one of the most striking and fundamental proper-
ties of superconductors, is the exclusion of a magnetic field from a superconduct-
ing material below its transition temperature. In a weak applied magnetic field, a
superconductor expels nearly all magnetic flux, because the magnetic field induced
by the supercurrents near its surface cancels the applied magnetic field within the
bulk of the superconductor. However, near the surface, within a distance of the
order of Angstroms, the magnetic field is not completely cancelled. Each supercon-
ducting material has its own characteristic penetration depth, which is the so-called
London penetration depth A . Since the penetration depth is directly connected to the
superfluid density, the measurement of the penetration depth is a powerful method
to elucidate the superconducting gap structure, particularly the presence or absence
of nodes.

In the normal-state of a conventional metal, electrical conduction is well described
by the Ohm’s law j = o E. On the other hand, in the superconducting state, the
current density j is proportional to the applied vector potential A (the so-called
London equation):

I’l€2

Hoj = ——A. (2.26)
m

By combining the London equation with the Maxwell’s equations, we obtain
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V2B = B. (2.27)

Let’s discuss the penetration of a magnetic field into a superconductor by solving
the London equation. Here we consider the simplest case, where the surface of the
sample is defined by the xy plane, and the region of z < 01is a vacuum [3]. We assume
that the magnetic field is applied along the x direction. Since the field depends on
only z, B, = B,(z), we obtain

d*z 1

Tip — L, (2.28)
dz? A7

where the London penetration depth is defined as

ne\
AL = (“ 0 ) : (2.29)
m

*
The solution of Eq.2.28 gives the following form,
B, (z) = B:(0) exp (—z/AL). (2.30)

The most striking consequence of the London equation is that the magnetic fields
are screened from the interior of a bulk superconductor within a characteristic pen-
etration depth Ay, from which we can estimate the ratio of the concentration of the
superconducting carriers to the effective mass, n/m*.

2.3.2 Semiclassical Approach

In this subsection, we will describe the penetration depth in the framework of a
semiclassical model given by Chandrasekhar and Einzel [4]. Here we focus on the
case of the spin-singlet superconducting state [5]. This approach provides a general
formula for all three spatial components of the penetration depth. In the London
limit, the supercurrent j(r) is related to the vector potential A(r) through a tensor
equation:

j=—Ra, 231)

where the response tensor is given by

e Vv * f (Ex) N(Ex)
Rij=—=¢ d FE (1 2/ dE¢) |. 2.32
I 4n3hf[%s S"[w ( T )s 0B NO) ") 232
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Here f is the Fermi function and v% is the i-axis component of Fermi velocity vr.
N(E)/N(0) = E/,/E? — A% is the density of states normalized by its value at the

Fermi level in the normal state. If we define Ai_jZ as a response tensor in the London

equation, g j;i = —)\i_jzAj, we obtain

2 i
_ Hnoe VEVE
a2="4 as 142
u 47T3hj£s "[w (

Here we note that the integral consists of two terms; the first term is diamagnetic and
independent of temperature, while the second term is paramagnetic, temperature-
dependent, and vanishes as the temperature goes to zero. If we assume that the
effective mass mJ; is independent of temperature, then the normalized superfluid
density are given by

* 9f (Ex) N(Ex)
dE . 2.33
/m 0Ec N(O) ")} 239

RGN EZNIONS
PE= i) (mm) ' (239

In the case of a 2D cylindrical Fermi surface, the normalized superfluid density
is given by

aa __ _
Pob = 1= 5 sin?(¢) 2T

2 2 o0 2 2
1 (cos ((0))/ cosh™2 (@)da do, (2.35)
0

where A(p) is an angle-dependent gap function. For a 3D spherical Fermi surface
and an anisotropic gap function A(6, ¢), we obtain

aa __ 3 ! 2 a COS2(‘P)
Ppy, =1 = m/o (1-z )/0 (Sin2(<p))

o0 /a2 A2 T,0,
/ cosh_z( &7+ A% (p))ds dedz, (2.36)
0 2T
and
2 Ve2 + AXT, 0, )
27'[T/ / cos ((p)/ cosh™ ( T dedpdz,
(2.37)

where z = cos 6.
For an isotropic s-wave superconductor, both 2D and 3D expressions are given
by [6]
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2 2
p%l——/ cosh™ ( ¢ —;A (T))ds. (2.38)

Then we obtain the normalized fluid density for T < T,

21w Ag Ao
T)=1- -—), 2.39
p(T) (- 7) (2.39)

where A is the magnitude of the superconducting gap at T = 0 K. Hence, we obtain
the penetration depth A from Eq.2.29,

2\ —1/2
AMT) = (“0”: )
m

T Ay Ao
~ 20 | 1 _ 20 2.40
()[ BT eXP( kBT>i| (2.40)

For superconductors with line nodes, the normalized superfluid density pg can be
calculated as follows:

2In2

o~ 1 — (2.41)

which gives
AMT) ~ A(O)(l + ET) (2.42)
A7) .

For the fully gapped s-wave state, nodal state with line node and point nodes, we
can summarize the temperature dependence of the penetration depth as follows:

exp (—Ao/kpT) (full gap)
MT) T (line node) (2.43)
T2 (point node).

Thus, we can distinguish types of the superconducting gap structure from the
differences arising from the quasiparticle excitations.

2.3.3 Impurity Effect

The above discussion is restricted to pure systems without impurities. The intro-
duction of controlled disorder has long been used as a probe of the gap structure
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of unconventional superconductors. For conventional superconductors disorder has
relatively little effect, however for unconventional superconductors the effects can
be dramatic. Besides driving down T, disorder affects the low energy quasiparticle
dynamics, for example, changing a T-linear behavior of the penetration depth to a
quadratic T2 behavior at low temperatures [7].

In unconventional superconductors where the gap has significant anisotropy or
especially where it changes sign on different parts of the Fermi surface, non-magnetic
impurities act as pair breakers, similar to magnetic impurities in conventional s-wave
superconductors. For nodal superconductors in the strong scattering limit (unitary
limit), quasiparticle density of states are bound to the non-magnetic impurity level
with an energy close to E  [8], which is a consequence of the interference of particle-
like and hole-like excitations that undergo Andreev scattering arising from the sign
changing order parameter and the scattering due to the impurities. A finite number
of impurities broadens the bound state to the impurity band with bandwidth y. As a
result, a finite density of state appears at zero energy.

For superconductors with line nodes, y and the density of quasiparticle bound
states at zero energy N (0) become finite for any amount of impurity concentration.
The energy dependence of the quasiparticle density of states is modified, as shown
in Fig.2.2. Due to the appearance of N (0), the density of states near Ay is reduced.

In a two-dimensional d-wave superconductor, N (0) in the unitary limit is given
by

N 2 A
NO) _ 2r In (_0) ’ (2.44)
No T Ag y

which is approximately given by N (0)/No ~ y/Ap at y < Ag. Therefore the impu-
rity scattering modifies the temperature dependence of physical quantities at the

Fig. 2.2 N(E)/Ny for an
unconventional supercon-
ductor with line nodes in
the superconducting gap.
The dashed line represents
the density of states in the
absence of impurities. The
solid line represents the den-
sity of states in the presence
of dilute non-magnetic impu-
rities (I"/Ap = 0.01) in the
strong scattering limit (unitary
limit). A finite density of states
at zero energy N (0) appears

ME)
No ’

E/Ag
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Table 2.1 Temperature dependence of several physical quantities in superconductors with line
nodes in the superconducting gap in a clean limit and unitary limit

Quantity Temperature dependence

Clean limit Unitary limit
Specific heat C T? T
NMR relaxation rate 1/Th T3 T
Penetration depth A T T2

region of kg7 < y, where the impurity-induced N (0) dominates the transport and
thermodynamic properties. For instance, the penetration depth changes from a 7T'-
linear behavior to a quadratic 72 behavior at low temperatures. In Table2.1, we
summarize the power-law behaviors of the specific heat C, NMR relaxation rate
1/ Ty, and magnetic penetration depth A for superconductors with line nodes in the
superconducting gap, both in pure system and in the presence of impurities.
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Chapter 3
Iron-Based Superconductors

Abstract Since the discovery of superconductivity in LaFeAsO;_,F,, which
generated a new route to solve the problem of high-7, superconductivity, tremen-
dous efforts have been devoted for identifying the pairing mechanism of this new
class of superconductors. So far, various theories have been proposed for the pair-
ing symmetry in this system, ranging from an si-wave state with opposite signs
between hole and electron pockets or s -wave state without sign change, to nodal
st-wave or d-wave state, and more exotic order parameter such as p-wave state,
but a consensus for the pairing symmetry in this system is still lacking. Therefore,
the first experimental task is to clarify the superconducting pairing symmetry in the
iron-based superconductors. In this chapter, we will briefly review the experimental
and theoretical studies of iron-based superconductors.

Keywords Iron-based superconductors : Superconducting pairing symmetry -
Superconducting gap structure

3.1 Crystal Structure of Iron-Based Superconductors

Since the discovery of superconductivity in LaFeAsO;_,F, with 7, = 26K [1], a
series of REFeAsO superconductors (the so-called ‘1111’ system, RE': rare earth
such as La, Ce, Pr, Nd, and Sm) have been reported [2-10]. R EFeAsO has a tetrago-
nal ZrCuSiAs-type crystal structure (space group P4/nmm) with alternating layers
of REO and FeAs, stacked sequentially along the c-axis, as shown in Fig. 3.1a. The
chemical formula can be expressed as (RE 3+0%7)*(FeAs)™. The parent materials
show an antiferromagnetic spin-density-wave (SDW) transition [11] as well as a
tetragonal-to-orthorhombic structural phase transition, and exhibit no superconduc-
tivity. With electron doping by replacing oxygen with fluorine or creating oxygen
deficit, or hole doping achieved by substituting, for example, La for Sr, superconduc-
tivity appears. In addition, it has been reported that superconductivity emerges by

K. Hashimoto, Non-Universal Superconducting Gap Structure in Iron-Pnictides 19
Revealed by Magnetic Penetration Depth Measurements, Springer Theses,
DOI: 10.1007/978-4-431-54294-0_3, © Springer Japan 2013
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[ LaO
layer

| FeAs
layer

Fig. 3.1 Schematic crystal structures of a LaFeAsO;_,Fy and b BaFe;As,. FeAs tetrahedra form
two-dimensional layers, surrounded by the layers of LaO or Ba. Fe ions inside tetrahedra form
square lattice. The figures are taken from Refs.[2, 12]
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applying pressure [2]. The superconducting transition temperature in the ‘1111’ sys-
tem was immediately raised to 56 K.

Subsequently, oxygen-free iron-based superconductor Baj_,K,Fe,Asy (‘122
system) was discovered [13]. The parent material AFe;As; (A = Ba, Sr, Ca) has a
tetragonal ThCr, Si,-type structure with space group /4/mmm, as shown in Fig. 3.1b.
By replacing the alkaline earth element A of the parent compound AFe;As, with
K, Cs, and Na, which corresponds to hole doping, superconductivity up to 38K
was reported. Soon after that, with electron doping by replacing Fe with transition
metal such as Co, Ni, Rh, and Pd, superconductivity with 7, < 25 K was discov-
ered. The so-called isovalent doping achieved by substituting P for As or Ru for
Fe in AFejAs; also induces superconductivity. These compounds are also formed
by the layers of (FeAs)™ interlaced with the layers of A%T, which lead to a simple
chemical formula Ba2+(FezA52)2_. Thus, both in the ‘1111° and ‘122’ systems,
FeAs, tetrahedra network forms two-dimensional layers surrounded by the layers of
REO or A. Therefore, the FeAs layer is responsible for the antiferromagnetism and
superconductivity in the iron-based superconductors.

In addition to the ‘1111° and ‘122’ systems, other iron-based superconductors,
such as LiFeAs [14, 15] (‘111°), FeSe [16] (‘11°), and Sr,VO3FeAs [17] (‘213117),
have been discovered (see Fig.3.2). The common feature of the crystal structure
for all classes of these compounds is that the FeAs, /FeSey4 tetrahedra form the two-
dimensional planes. In LiFeAs (T, = 18 K) and LiFeP (7T, = 5K) of the ‘111’ family,
superconductivity occurs in stoichiometric composition without either a magnetic
transition or a structural transition. In Table 3.1, we summarize the lattice parameters
of each parent compound.

3.2 Electronic Structure of Iron-Based Superconductors

3.2.1 Band Structure Calculations

A knowledge of the electronic structure in novel superconductors is essential for
clarifying the superconducting pairing mechanism. Detailed band structure calcula-
tions for all classes of these compounds [18-21] have been performed. The obtained
results are similar in all studies, which are characterized by quasi-two-dimensionality
and multi-band nature. In Fig. 3.3, we show the band structure of LaFeAsO [22] near
the Fermi level. The Fermi level is crossed by five bands, which are formed by five-
fold degenerated Fe 3d orbitals. The Fermi surface consists of five quasi-cylindrical
pockets: three hole pockets at the center of the Brillouin zone (1" point), and two elec-
tron pockets centered at its corners (M point), as shown in Fig. 3.4. Thus, although
the two dimensional nature in iron-based superconductors is similar to the high-7,
cuprates, superconductivity in this system is formed in multiple band system with
electron and hole pockets, which is drastically different from the simple one-band
picture in high-T; cuprates. The hole-like cylinders at the I" point and electron-like
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Fig. 3.2 Schematic crystal structures of a LiFeAs, b FeSe, and ¢ Sr,VO3FeAs. The figures are

taken from Refs. [16, 17]

Table 3.1 Lattice parameters of LaFeAsO, BaFe;As;, LiFeAs, FeSe, and Sr; VO3FeAs

Compound Group a (10\) c(;\)
LaFeAsO P4/nmm 4.03533 8.74090
BaFe;As) 14/mmm 3.9090 13.2122
LiFeAs P4/nmm 3.776 6.349
FeSe Pd/nmm 3.7693 5.4861
Sr,VO3FeAs P4/nmm 3.9296 15.6732
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Fig. 3.3 Band structure of
LaFeAsO around Er. The
unshifted band structure is
indicated by the black solid
line, while the band structures
for the As planes shifted

by 0.035 A towards and
away from the Fe planes are
indicated by the blue and green
dotted lines, respectively. The
figure is taken from Ref. [22]

Fig. 3.4 Fermi surface of
LaFeAsO based on the LDA
calculations. The shading
represents the Fermi velocity
[darker (blue) is low veloc-
ity]. The symmetry points
are I’ = (0,0,0), Z =
0,0,1/2), X = (1/2,0,0),
R = (1/2,0,1/2), M =
(1/2,1/2,0). The figure is
taken from Ref. [22]

0.6

ones at the M point are nearly nested and can yield strong nesting peaked at (i, )
in the folded Brillouin zone (two Fe atoms in the unit cell), which lead to enhanced
spin fluctuations at this nesting vector. Sufficiently strong spin fluctuations can cause
a stripe-type SDW ordering, which is indeed observed as ground states for the parent
materials [11]. The main effect of doping or applying pressure is a change in the
relative sizes of the electron and hole Fermi surfaces, which causes a reduction in
the degree of nesting in the Fermi surface.
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3.2.2 Comparison with Experimental Fermi Surface

Angle resolved photoemission spectroscopy (ARPES) and de Haas-van Alphen
(dHvA) measurements provide us valuable information on the Fermi surface topol-
ogy and its volume. Soon after the discovery of LaFeAsO;_,F,, ARPES measure-
ments were performed on single crystals of NdFeAsOq oFp | with T, ~ 53K [23]. In
Fig.3.5, we show the maps of the ARPES intensity, which are in reasonable agree-
ment with the results of the local density approximation (LDA) band calculations,
although the number of the Fermi surface sheets is unclear because of the poor reso-
lution. The main disagreement is the size of the hole pocket and the ratio of its radius
to that of the electron pocket, which is perhaps attributed to the surface effect. The
band structures of the other iron-based superconductors have been so far investigated
by several ARPES groups, and it has been reported that there are two or three hole
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Fig. 3.5 a Fermi surfaces of NdFeAsOg 9Fy | determined by using 22eV photon at 70K. b The
locations of the Fermi surfaces extracted from the raw data by fitting to the momentum distribution
curves. ¢, d The same data in a and b, but obtained with 77eV photon. The figure is taken from
Ref.[23]
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pockets centered at the I” point and two electron pockets near the zone corners, which
are in reasonable agreement with the band calculations.

dHvA measurements were first reported for the P-analogue LaFePO [24, 25].
The observed five Fermi surfaces are in agreement with the band calculations with
the quasiparticle mass enhanced by a factor ~2, which reveal that the quasi-two
dimensional Fermi surface consist of nearly nested electron and hole pockets. It has
been established that the conventional density functional theory (DFT) band struc-
ture calculations using LDA with appropriate band energy shifts are almost in exact
agreement with the dHVA results. In the isovalent doping system BaFe;(As;_,Py)2,
dHvA oscillations have been observed in a wide range of x (0.4 < x < 1), covering
the superconducting dome [26]. Recently, the Fermi surface in the antiferromag-
netic phase of BaFe;As; has been revealed by Shubnikov-de Haas (SdH) oscillation
measurements on detwinned single crystals [27], which can be accounted for by
a standard band structure calculation within the local spin density approximation
(LSDA).

3.3 Phase Diagram

In the iron-based superconductors, the parent materials exhibit an antiferromag-
netic (AFM) SDW transition (7 ) and a tetragonal-to-orthorhombic structural phase
transition (7). Both T and T; are suppressed by doping or pressure, and then
superconductivity appears. In Fig. 3.6a, we show the typical temperature dependence
of the electrical resistivity for the electron-doped LaFeAsO;_,F, [28] with differ-
ent concentrations of fluorine x. The resistivity of the parent compound LaFeAsO
shows a weak temperature dependence, and exhibits a sharp drop at around 150 K.

(@) (b) 1.2} Ba K FeAs, 1
- - - : ::1 /—/

=] +—0.03 —v—0.04

= « x=0.2 . as v ool
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Fig. 3.6 a Resistivity of LaFeAsO;_,F, for several doping levels x as a function of temperature
[28]. b Resistivity for Baj_,K,FeyAs, with several doping levels x [29]. The figures are taken
from Refs. [28, 29]
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With increasing doping level, the anomaly shifts to lower temperatures, and becomes
less pronounced. When the anomaly is suppressed, superconductivity appears. This
anomaly is attributed to the structural phase transition, or the resulting SDW tran-
sition. The hole-doped Ba;_,K,Fe,As, [29] also demonstrates the characteristic
anomaly in the vicinity of 7 ~ 150K as shown in Fig.3.6b, which is connected to
the SDW or structural phase transition.

The first detailed phase diagram was obtained from the neutron scattering experi-
ments. We demonstrate the results of the electron-doped LaFeAsO system [11], which
reveals that the structural transition from tetragonal P4/nmm into orthorhombic
Cmma structure takes place at 150K, and afterwards antiferromagnetic ordering
appears at 134 K. In Fig.3.7, we show the reported antiferromagnetic structure, as
well as the temperature dependence of the square of the magnetic moment u? at
Fe site. The spin ordering in the ab plane takes the form of characteristic chains,
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Fig. 3.7 Temperature dependence of the AFM order parameter at Q = 1.53 A~! determined by
the neutron scattering measurements on the undoped LaFeAsO [11]. The inset in the upper right
corner shows the AFM structure, giving a V2a x ~/2b x \/ic unit cell. Distortion of the nuclear
scattering peak shown in the inset in the lower left corner indicates that the structural transition
precedes the magnetic transition. The figure is taken from Ref. [11]
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Fig. 3.8 Phase diagrams of a the electron-doped LaFeAsO;_,F, series obtained from the SR
measurements [30] and b the electron-doped Ba(Fe|_, Co, )2 As; system [31]. The figures are taken
from Refs. [30, 31]

which is ferromagnetically oriented with opposite spin orientations in the neighbor-
ing chains (stripe-type AFM). Both structural and antiferromagnetic transitions in
the FeAs planes are suppressed by doping or applying pressure.

In Fig. 3.8a we show the phase diagram of the LaFeAsO;_,F, system, obtained
from SR experiments [30]. It can be seen that the temperatures of the structural and
magnetic transitions are clearly separated, while the superconducting phase does
not overlap with the SDW phase. Similar phase diagram has been obtained for
PrFeAsO;_,F, and CeFeAsO;_,F, from neutron scattering experiments, where the
superconducting state also does not coexist with the SDW state. On the other hand, in
the electron-doped Ba(Fe_,Coy )2 As> system, X-ray, neutron scattering, and electri-
cal resistivity measurements [31] have been performed. The obtained phase diagram
is shown in Fig. 3.8b, where the coexistence of the superconducting and SDW states
is observed. Thus, in the iron-based superconductors there are some differences
between systems with respect to the phase diagram. The complete understanding of
the phase diagram will be a subject of further studies.

3.4 Superconducting Pairing Mechanism and Types
of Pairing Symmetry

So far, various theories have been proposed for the pairing mechanism in iron-
based superconductors, ranging from an s4.-wave state [32, 33] with opposite signs
between hole and electron pockets or s -wave state [34] without sign change, to a
nodal s+-wave [35] or d-wave [36] state and more exotic order parameters such as
p-wave state [37, 38]. The marked feature of the iron-based superconductors is
the multi-band nature. As confirmed by dHvA and ARPES measurements the iron-
based superconductors have hole pockets at the center of the Brillouin zone (BZ)
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(a)

k, 0

Fig. 3.9 a Fermi surface of LaFeAsO;_,F, shown in the 2D unfolded BZ. The arrows indicate the
nesting vectors. The dashed and solid lines represent the original and unfolded BZ, respectively.
The inset depicts the original (dashed lines) and reduced (solid lines) unit cell in the real space.
b Spin susceptibility x, based on the multi-orbital RPA calculation. ¢ Schematic picture of the fully
gapped s+ -wave symmetry [33]. The figure is taken from Ref. [33]

and electron pockets centered at its corners [20]. Figure 3.9a shows the Fermi surface
of LaFeAsO_,F, in the 2D unfolded Brillouin zone, which contains one Fe atom
in the unit cell. The multi-orbital random-phase approximation (RPA) calculations
based on the 2D Fermi surface [33] have revealed that the spin susceptibility y; has
peaks around (ky, ky) = (7, 0), (0, ) in the unfolded BZ, which is related to the
nesting vectors between the hole and electron pockets (see Fig.3.9a, b).

Here we consider the case where the susceptibility y; is strongly peaked near some
wavevector Q. If we assume U xo(g) — 0O near the RPA instability, then the form
of the singlet pairing interaction (NMR Knight-shift results rule out the spin-triplet
pairing in the iron-base superconductors) can be given by [39]

3
VoK) = 202 XD 3.1
2 1=Uxo(q)
where U is the Coulomb matrix element and o is the susceptibility in the absence
of interactions. This implies that V (k, k") also has a peak at the wavevector Q, but
is always repulsive. Since the BCS gap equation for this interaction can be given by

Ey

o (3.2)

Ay
Ap = — Z V(k, k’)E tanh
k/
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the order parameter Ay is required to have opposite signs on some regions of the
Fermi surface connected by the wavevector Q,

Ay = —Aiso. (3.3)

The sign change is a result of the anisotropic pairing interaction which is repulsive
in some momentum directions. In high-7, cuprates, where the electronic structure
is essentially described by a single quasi-two-dimensional Fermi surface and y; is
peaked at Q = (7, ) [40], the sign change of order parameter leads to a d,2_ -
wave symmetry. In the iron-based superconductors, however, the Fermi surface has
disconnected hole and electron sheets. In this case, based on the spin fluctuation
theory, since the nesting vector between the hole and electron sheets leads to an s4.-
wave order parameter having opposite signs between these pockets, the condition
for a sign changing gap can be fulfilled without nodes as shown schematically in
Fig.3.9¢c.

An alternative approach to the spin fluctuation model has been proposed on the
basis of the orbital fluctuation theory [34]. Based on the five-orbital Hubbard-Holstein
model, the moderate electron-phonon interaction due to the Fe-ion oscillation can
induce the strong orbital fluctuations by taking account of the d-orbital degree of
freedom. These fluctuations give rise to the strong pairing interaction for an s-wave
superconducting state without sign change (s;-wave state). In this model, when
the spin fluctuations are strong, the superconducting state shows a smooth crossover
from the s4-wave state to the s;-wave state as impurity concentration increases
(see Fig.3.10).

Many experimental results are in good correspondence with the s1.-wave super-
conducting state with no nodes in the gap, but it has been pointed out that there are
several discrepancies for the s4-wave scenario. For example, although the s1-wave
state is expected to be very fragile against impurities due to the interband scatter-
ing, the superconducting state seems to be robust against impurities [41]. Moreover,
in most iron-based superconductors, a broad neutron scattering resonance has been
observed [42], which can be reproduced by considering the strong correlation effect
via quasiparticle damping without sign change in the superconducting gap [43].
These facts indicate that a conventional s -wave state without sign change is also
a possible candidate for the iron-based superconductors.

In Fig.3.11 we summarize the candidates for the superconducting gap structure
in the iron-based superconductors. The arrows represent the nesting vectors that
induce the sign change of the gap. As discussed above, Fig.3.11a, b represent the
st++-wave and si-wave state, respectively. In the spin-fluctuation scenario the nodal
s+-wave state can be caused due to the competition between the dominant Qy,. and
subdominant Q.. fluctuations, whereas spin fluctuations induced by Q.. may give
rise to the d-wave state. Moreover, it has been pointed out that c-axis Fermi-surface
dispersion could also generate horizontal line nodes. Note that the s 1, s+, and nodal
s+, all have the same A, symmetry; the order parameters do not change sign under
rotation by 90° (see Fig.3.11a—c). In contrast, it changes sign in the d-wave state
(see Fig.3.11d). Therefore, nodes in Fig.3.11c (nodal s+ ) are sometimes described
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Fig. 3.10 a Phase diagram in the Hubbard-Holstein model. g(0) is the bare electron-electron
interaction due to electron-phonon coupling. b Inter-orbital susceptibility mixing the xz and xy
orbitals. ¢ Intra-orbital susceptibility for the xz orbital. The figures are taken from Ref.[34]

as ‘accidental’ nodes, since the presence of nodes is not dictated by symmetry, but
rather by the details of the pairing interaction.

So far, many theories have been proposed for the pairing symmetry in the iron-
based superconductors, but a consensus for the pairing symmetry in the iron-based
superconductors is still lacking. Therefore, the first experimental task is to clarify
the superconducting pairing symmetry and how it varies as a function of material
parameters.

3.5 Superconducting Gap Structure of Iron-Based
Superconductors

In the iron-based superconductors, theories based on antiferromagnetic spin fluc-
tuations have suggested that the nesting vector between hole and electron pockets
favors the s-wave order parameter having opposite signs between these pockets.
On the other hand, it has been argued that orbital fluctuations promote the s gap
without sign change. In both cases, each Fermi surface is fully gapped, preventing
low-energy excitations of quasiparticles. Indeed, in most iron-based superconduc-
tors, such as optimally doped (Baj_,K,)Fe,As, and Ba(Fe;_,Coy)2As), strong
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Fig. 3.11 Schematic pictures of the proposed order parameters in the iron-based superconductors
represented in the 2D one-iron Brillouin zone. a s -wave symmetry. b s -wave symmetry. ¢ Nodal
s+-wave symmetry. d d-wave symmetry. The arrows represent the nesting vectors that induce the
sign change of the gap

evidence for a fully gapped superconducting state has been observed from several
experiments. In contrast, low-energy quasiparticle excitations due to nodes in the
gap have been revealed in this study for several iron-based superconductors, such
as BaFe>(As;_,Py)2, KFesAsy, and LiFeP. In this section, we mainly review the
superconducting gap structure of the former materials, which were investigated in the
comparatively early stage of research by several experiments, including the penetra-
tion depth, thermal conductivity, nuclear magnetic resonance (NMR), angle resolved
photoemission spectroscopy (ARPES), and neutron scattering.

3.5.1 Penetration Depth

The magnetic penetration depth A, which is a direct measure of low-energy
quasiparticle excitations, is a powerful probe to elucidate the superconducting
gap structure, particularly the presence or absence of nodes. In the early stage of
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Fig. 3.12 Normalized superfluid density p; for a PrFeAsOy 75 and b Bag 55K 45Fe2 Asy. The both
data can be well fitted to the two-gap s-wave model. The dashed lines and dashed-dotted lines
represent the temperature dependence expected in s-wave superconductors with the smaller and
lager gaps shown in the main panels, respectively. The green dotted line in b is the single-gap fit
using 1.30kpT,.. Above T,, the normal-state skin-depth contribution gives a finite tail. The insets
show the change in the penetration depth AA(T)/1(0) at low temperatures. The solid lines are
fits to Eq.2.40. The dashed lines represent a T-linear dependence expected in a clean d-wave
superconductor [47] with maximum gap Ay = 2.0kp T, [48]

research on iron-based superconductors, we performed the surface impedance mea-
surements of the electron-doped PrFeAsOq 75 [44] (‘1111° system) and the hole-
doped Bag 55Kq.45Fe2Asy [45] (F1227 system) single crystals. Figure 3.12a shows the
results for the electron-doped PrFeAsOq 75. The very flat temperature dependence
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Fig. 3.13 a In-plane penetration depth of three different single crystals of SmFeAsOq gFy2. The
solid lines are fits to Eq.2.40. The inset shows the data for sample #3, in which paramagnetic
contributions assuming the magnetic moment values listed in the inset are subtracted above 3.2 K.
b Calculated normalized superfluid density using different assumed values for the zero temperature
penetration depth A(0). The solid lines are fits to the rwo gap model. The fitting parameters are
shown in the table. The dashed line represents the temperature dependence expected in a s-wave
superconductor. The inset shows the low-temperature data. The figure is taken from Ref. [49]

of the penetration depth A(7) and superfluid density ps(7") at low temperatures are
observed, which demonstrate that the finite superconducting gap opens up all over
the Fermi surface. The overall temperature dependence of the superfluid density
is well fitted to the simple two-gap s-wave model, which provide strong evidence
for the multi-gap nature of superconductivity in this system. Very similar behav-
iors have been observed also in the hole-doped Bag 55K 45FesAs; (see Fig.3.12b).
Moreover, we have revealed that the temperature dependence of the penetration depth
for Bag 55Ko.45FexAsy is very sensitive to degrees of disorder and the exponential
behavior in the cleanest sample evolves toward a power-law behavior with increasing
degrees of disorder [45]. Such impurity effects have also been reported in the electron-
doped Ba(Fe;_,Co,)>Asy and Ba(Fe;_Niy)2Asy irradiated with Pb ions [46].
These results exclude the p-wave and d-wave pairing states with nodes in the gap,
and are consistent with s4-wave state.

In the ‘1111” system, soon after the completion of our study on PrFeAsQOy 7s,
measurements of the penetration depth in SmFeAsOq gF » [49] using a tunnel diode
oscillator technique were reported. In Fig. 3.13, we show the temperature dependence
of the penetration depth A and the superfluid density p; for SmFeAsOg gFo2. The
very flat low-temperature behavior of A is very similar to our data, suggesting fully
gapped superconductivity. The overall temperature dependence of p; is well fitted to
the simple two-gap model with the small gap of value Ay = 1.1kp T, and large gap
Ay = 1.7 — 1.9k T,, which is also consistent with our results.

The situation in the ‘122’ system is somewhat more controversial. It has been
reported that the penetration depth A(T) in Ba(Fe;_,Coy)2As, exhibits a non-
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Fig. 3.14 a Changes in the penetration depth for Ba(Fe|_,Co,)2As; at several doping levels. The
lines are fits to the power-law 7" with n = 2. The figure is taken from Ref. [50]. b Changes in the
penetration depth for three single crystals of LaFePO. The figure is taken from Ref. [53]

exponential behavior [50], as shown in Fig.3.14a. A(T) shows a power-law tem-
perature dependence close to 72, In conventional s-wave superconductors, the effect
of non-magnetic impurities on the temperature dependence of A is small. On the
other hand, in the s1-wave state, the situation is qualitatively different because inter-
band scattering mixes the order parameters with opposite signs between hole and
electron sheets, and non-magnetic impurities should act as pair-breaking centers.
Therefore, the interband impurity scattering acts in the same way as a magnetic
impurity in conventional s-wave superconductors. Consequently, the scattering by
non-magnetic impurities in the sy-wave superconductors affects 7., DOS, and the
temperature dependence of A. It has been pointed out that when the ration of the
interband scattering 7 to the gap A becomes larger than a critical value, gapless
superconductivity appears, and the exponential behavior of A disappears [S1, 52].
In the framework of this model, with increasing interband scattering, the range of
the exponential behavior in ps(7T) progressively shrinks to lower temperatures as
shown in Fig.3.15b, and p; exhibits a T2 behavior over a wide temperature range
(see Fig.3.15c). The superfluid density near the gapless regime and in the gapless
regime (for I, /27 T,o > 0.064, gapless superconductivity emerges, see Fig.3.15a)
exhibits a power-law dependence 7" with n ~ 2 down to low temperatures.

In the P-analogue LaFePO (7, = 6K) [53, 54], however, a clear T-linear depen-
dence of A has been reported (see Fig.3.14b). The low-temperature behavior of pg
in this material has been fitted to a power-law 7" with n = 1.2 down to very low
temperatures. Since the material is stoichiometric, crystals are of high quality, as
demonstrated by the observation of quantum oscillations [24, 25]. Therefore, such
behaviors can not be explained by the above calculation. According to band-structure
calculations, it has been pointed out that the d,, orbital character of one of the hole
sheets is very sensitive to the pnictogen height as As is substituted by P. This can
cause significant changes in the spin-fluctuation spectrum and hence can change the
pairing state to the nodal sy state. In this case, the nodal gap functions are expected
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Fig. 3.15 a Suppression of T, by interband scattering in a two-band model. b Superfluid density
ps(T) in a dirty si-wave superconductor with intraband impurity scattering Iy and interband
scattering [ for a fixed value of Ih/2nT.o = 3 and various values of I /27w T.o. ¢ The low-
temperature superfluid density p; as a function of T2. The figure is taken from Ref. [51]

to give a much lower 7, which is consistent with the observation of a nodal pairing
state in LaFePO with lower 7.

3.5.2 Thermal Conductivity

The thermal conductivity, which is a bulk probe sensitive to the low-energy qua-
siparticle excitations, also provides important information on the superconducting
gap structure. In the ‘122’ system, in-plane thermal conductivity measurements have
been reported in both the hole-doped (Baj_K,)FeyAsy [55] and electron-doped
Ba(Fej_Coy)2As2 [56]. Figure 3.16a shows the temperature dependence of k/ T as
a function of T2 at several magnetic fields for the optimally doped Bag Ko 4FesAss.
In zero magnetic field, a small residual linear term ko/ 7T ~ 10 pLW/K2 is observed.
The normal-state thermal conductivity xx /T is estimated from the Wiedemann-
Franz law xkn /T = Lo/ po, Wwhere po is the electrical resistivity and Lo = 7TTZ(]‘TB)Z,
which gives ky /T = 520 wW/K? and the ratio (ko/T)/(kn/T) =~ 2%. Such a neg-
ligible residual linear term, which immediately excludes the presence of low-energy
quasiparticle excitations, is consistent with the fully gapped superconducting state.

In Fig.3.16b we show the field dependence of /T for Bag¢Kg4FesAsy. In a
d-wave superconductor with line nodes where the density of states has a linear
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Fig.3.16 a«/T vs. T2 for Bag Ko 4FesAs, at several magnetic fields (0, 1, 4, 10, and 15 T from
bottom to top). Solid lines are a linear fit to each curve. Blue and green vertical dashed lines indicate
T =0.1Kand T = 0.15K, respectively. b (xo/T)/(kn/T) as a function of magnetic field H/H:»
for Bag ¢Ko.4Fez Asy. The data for the clean and dirty isotropic s-wave superconductors Nb and InBi
are shown. The data for the d-wave superconductor T1-2201 and multi-band superconductor NbSe»
are also plotted. ¢ The in-plane resistivity for Ba(Fe|_,Co,)2As, with different doping levels x.
Arrows in the inset indicate the composition of the four samples. d Left panel: (ko/T)/(kn/T)
versus H/H, for Ba(Fe;_,Co, )2 Asy with different x. Right panel: (xo/T)/(kn/T) at H/Hy =
0.25 of Ba(Fe_,Coy)2As,. The figures are taken from Refs. [55, 56]

energy dependence N(E) o« E, N(H) increases steeply in proportion to H'/? due
to the Doppler shift of the quasiparticle energy, which leads to a H'/?> dependence
of xk/T. In contrast, in an isotropic s-wave superconductor such as Nb, ko(H)/T
increases exponentially at low fields because the thermal transport relies on the tun-
neling of quasiparticles between localized states inside adjacent vortex cores. The
field dependence for Bag K 4FeyAsy is somehow stronger than that expected for
an isotropic s-wave superconductor. In multi-band superconductors, such as MgB,
and NbSe», the magnitude of the gap is different on two sheets of the Fermi surface.
The small gap is roughly one third of the large gap in these materials, so that a field
H ~ H., /9 is sufficient to suppress superconductivity on the small gap, which gives
rise to a moderate field dependence of k/ T. Therefore it has been suggested that the
stronger field dependence observed in Bag ¢Kga4FexAs, than that in conventional
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s-wave superconductors can be originated from a small gap on one Fermi sur-
face sheet. It has also been theoretically proposed that such results can be naturally
explained in terms of an anisotropic gap with deep minima on the electron or hole
sheets.

In Fig.3.16d we show the field dependence of «o/7T in the electron-doped
Ba(Fe;_,Coy)2As; with different doping levels x (see Fig.3.16c). In zero magnetic
field, the residual linear terms are extremely small for all doping levels, which indi-
cate that the fully gapped superconducting state, as in the case of the hole-doped
Bag ¢Kp.4FesAsy. The slow H-dependence of kg/ T in the optimally doped regime
is consistent with the superconducting gap structure which has comparatively large
gap everywhere on the Fermi surface, while the rapid increase in ko(H)/ T observed
in the overdoped regime suggests that the superconducting gap on a certain Fermi
surface sheet has a deep minimum somewhere or is very small. We note that recent
c-axis thermal conductivity measurements [57] have revealed the presence of low-
energy quasiparticle excitations in the overdoped Ba(Fe|_,Coy)2Asy. The authors
have pointed out that the c-axis Fermi-surface dispersion could generate horizontal
line nodes in this regime.

3.5.3 Nuclear Magnetic Resonance

So far many groups have performed NMR measurements in the iron-based supercon-
ductors. The sharp drop of the NMR Knight-shift below 7 is observed in all classes
of these compounds [48, 58-63], which provides definite evidence for the spin-
singlet pairing in this system. Figure 3.17 shows the typical temperature dependence
of 1/ Ty in the superconducting state for the polycrystalline samples of LaFeAsQOg 7
and single crystals of Bag ¢Koa4FexAs, [63]. It can be seen that no Hebel-Slichter
coherence peak, which is expected for a conventional s-wave superconductor, is
observed for both compounds. On the other hand, the temperature dependence of
1/ Ty doesn’t show the same simple power-law for these materials; in LaFeAsOg 7
a clear T3 dependence of 1/ T} in the superconducting state is observed, while the
temperature dependence of 1/77 for Bag ¢Kg.4FeyAsy exhibits a T5-like behavior,
which is close to an exponential law. The sharp decrease in 1/ 77 just below 7, and the
T3 dependence in the superconducting state can be characterized by unconventional
superconductivity with line nodes such as high-7,. cuprates. Indeed, the observed 7
dependence of 1/ T for LaFeAsOg 7 can be reproduced by assuming a d-wave sym-
metry with A(¢) = Ao sin2¢ [48]. However, the residual density of states which
can be induced by a small amount of impurities is not observed.

Theoretical studies based on antiferromagnetic spin fluctuations suggest that the
lack of the Hebel-Slichter peak and the observed power-law dependence of 1/ 77 can
be understood in terms of a fully gapped s1.-wave state with impurity scattering [64].
As demonstrated in Fig.3.17, the observed 1/T; data for Bag Ko 4FeyAsy and
LaFeAsQq 7 are consistently explained by a two-gap s+-wave model with impu-
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Fig. 3.17 Temperature dependence of 1/7] normalized by the value at 7, for BagcKo4Fe2As
and LaFeAsQq 7. The solid and dashed lines represent the fits to the anisotropic two-gap s4-wave
model, in which one of the gaps is anisotropic and the other isotropic for Bag Ko 4FeyAsy and
LaFeAsOy 7, respectively. The figure is taken from Ref. [63]

rity scattering. The 1/T77 in the si-wave state should decrease exponentially at low
temperatures in the clean limit, which has been indeed observed in Bag ¢Ko 4.

In the s4-wave state, the Hebel-Slichter coherence peak can be severely sup-
pressed by the existence of the sign-inverse superconducting gaps between hole and
electron sheets. For simplicity, we assume that the superconducting gaps have the
same magnitude with opposite sign, Ae] = —Apole = Ag. We further assume that
the main contribution to 1/7} comes from interband interactions. Then, we obtain

! * Ael Anole E2 ,
T ! E)(1 — f(E")dE 34
T]QA(+ EE’ )EZ—A%f( )( f(ED) (3.4
CE A S E
N h\37 )9 3.5
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E
— 2 =
_/A sech (2T)dE’ (3.6)

where E and E’ represent the quasiparticle energy in the superconducting state on
the hole and electron bands, respectively. As temperature is lowered, the integral
decreases monotonically, which leads to the absence of Hebel-Slichter coherence
peak. The same result can be reproduced for a more general si case of |Ax| #
| Agr| [64].
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Fig. 3.18 Thee-dimensional plot of the superconducting gaps measured at 15K for
Bag 6Ko.4FesAsy. The observed three Fermi surfaces are shown at the bottom as an intensity plot.
The inset depicts the temperature dependence of these three gaps. The figure is taken from Ref. [65]

3.5.4 Angle Resolved Photoemission Spectroscopy (ARPES)

Figure 3.18 shows the results of the ARPES measurements for Bag Ko 4Fe; Asy [65].
Two hole pockets at the center of the Brillouin zone (BZ) and one electron pocket
centered at its corners are observed. As shown in Fig.3.18, nearly isotropic and
nodeless superconducting gaps with different values open at 7, on all three observed
Fermi surfaces; a large gap (A ~ 12meV) on the inner hole pocket around the I” point
and electron pocket centered at the BZ corners, and a small gap (A ~6meV) on the
outer hole sheet around the I point. Thus, the nature of multi-gap superconductivity
is observed. Since the same and large superconducting gap on the hole and electron
sheets, which are connected by the (;r, 0) SDW vector, Ding et al. have suggested
that the pairing mechanism in this system originates from the interband interaction
between these two nested Fermi surfaces. Similar experimental results have been
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reported from different groups. However, recent bulk-sensitive laser-ARPES mea-
surements [66] have been revealed that the magnitudes of the superconducting gaps
on the observed three hole sheets at the Z point are identical. The authors have
pointed out that the orbital-independent superconducting gap magnitude implies the
important role of orbital degrees of freedom on the electron-pairing mechanism.
One possibility of the discrepancy between these experiments is that the electronic
structure at the surface is different from that of the bulk. The bulk and surface band
structures of BaFe;As, have been calculated by density functional theory, which
reveal that the surface bands include an additional pocket of xy orbital character at
the Fermi level. Further studies will be required for the complete understanding of
the surface problem.

3.5.5 Neutron Scattering

Neutron scattering is a powerful tool to measure the dynamical spin susceptibility
Xs (g, w). For the local interaction Uy, x, can be given by

Xs(q, @) = (I = Us x0(q, @)~ x0(q, ®), (3.7)

where [ is a unit matrix in the orbital space and xo(g, w) is a 4 x 4 matrix formed
by the interband and intraband bare susceptibilities. Importantly, o (g, @) describes
particle-hole excitations, which are gapped below approximately 2A¢; Imxo(q, @)
becomes nonzero at 7 = 0 above this threshold 2A¢. The term arising from the
anomalous Green’s functions is proportional to

Ap Qg
Zk: (1 — —EkEH:)' (3.8)

At the Fermi level, E; = ,/8]% + A2 = |Agl. If Ag and Ay, have the same sign,

the coherence factor in Eq.3.8 vanishes, which leads to a smooth increase of the
magnetic response above the threshold value of 2. = min(JAg| + |Agg]). In the
case of sgnAy # sgnA, the coherence factor is nonzero and the imaginary part of
xo shows a discontinuous jump at £2... In this case, the real part exhibits a logarithmic
singularity, which results in the divergence of Imy (g, iw,,). Such an enhancement
of the spin susceptibility is the so-called spin resonance peak.

The scattering between nearly nested hole and electron Fermi surfaces in iron-
based superconductors causes a peak in the normal state magnetic susceptibility near
q = Q = (m, 0). In isotropic s-wave superconductors, since sgnA; = sgnd;y o,
there is no resonance peak. In contrast, in the case of si-wave superconductors,
Q connects Fermi surface sheets with mostly opposite signs of the gaps. This ful-
fills the resonance condition for the interband susceptibility, and a well-defined spin
resonance peak is formed. Moreover, the intraband bare susceptibilities are small at
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Fig. 3.19 Imaginary part of the spin susceptibility x (Q apm, @) in the superconducting (7" = 4 K)
and the normal state (7" = 60 and 280 K) for the optimally doped BaFe; g5Cog 15As>. The figure is
taken from Ref.[67]

this wavevector Q because there are no regions connected by the intraband scattering
with wavevector Q. Therefore, a single pole will occur for all components of the spin
susceptibility at £2 < £2.. Figure 3.19 shows the imaginary part of the spin suscepti-
bility x (Q apm, @) in the superconducting state (T = 4 K) and normal state (T = 60
and 280 K) [67] for the optimally doped BaFe; g5Cog.15As>. In the superconducting
state, a clear resonance peak is observed. The obtained value of §2;e5/2A¢ = 0.79 is
in good agreement with the predictions for the s-wave gap. However, it has been
pointed out that most iron-based superconductors show a broader neutron scattering
resonance [42, 67] than that expected in the si-wave state. Onari et al. [43] have
suggested that the experimental results can be reproduced by considering the strong
correlation effect via quasiparticle damping without sign change in the superconduct-
ing gap (s4++-wave). Thus, a consensus for the pairing symmetry in the iron-based
superconductors is still lacking.
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Chapter 4
Experimental Method

Abstract Even though the absolute penetration depth of a superconductor is several
thousands of Angstroms, at low temperatures its length can change by only a few
Angstroms. Therefore extremely sensitive experimental techniques are required to
perform accurate measurements of the penetration depth. In this study, we have used
two different techniques: the tunnel diode oscillator technique provides very precise
measurements of the relative change in the penetration depth, AA = A(T) — 1(0),
while the microwave cavity perturbation technique gives important information on
its absolute value, A(T"). In both techniques, we measure the perturbative change
caused by the introduction of a sample into a coil or cavity. Through this study,
the tunnel diode oscillator technique has also been extended to obtain the absolute
value of the penetration depth. We can obtain A(0) from the tunnel diode oscillator
technique by measuring a superconductor whose surfaces are coated with a thin film
of aluminum having a lower critical temperature (7, = 1.2K) and a known value of
A(0) = 55nm. In this chapter, we describe the details of experimental principles and
methods to extract the magnetic penetration depth from the tunnel diode oscillator
and microwave cavity perturbation techniques.

Keywords Tunnel diode oscillator technique - Microwave cavity perturbation
technique - Aluminium coating method - Magnetic penetration depth

4.1 Tunnel Diode Oscillator Technique

4.1.1 Principle

The magnetic penetration depth measurements have been performed mainly using
the tunnel diode oscillator (TDO) [1] with a noise level of one part in 10° in the
3He-*He dilution refrigerator or >*He cryostat. The tunnel diode oscillator technique
[2, 3] is able to extract the relative change of the penetration depth with temperature,

K. Hashimoto, Non-Universal Superconducting Gap Structure in Iron-Pnictides 45
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AMT) = A(T) — 1(0). The TDO operates with an extremely small ac probe field
(Hze < 10mOe) so that the sample is always in the Meissner state. To measure the in-
plane penetration depth, H,. is applied along the crystal ¢ axis, which generates the
supercurrents in the plane. The change in the resonant frequency Af is proportional
to the change in the penetration depth AA, Af = G AX. The calibration factor G is
determined from the geometry of the sample [4].

Firstly, in this subsection, we introduce the linear relationship between the mag-
netic penetration depth and the resonant frequency of the LC circuit, Af = G AX [5].
Secondly, we derive the expression for the relationship between the calibration factor
G and the sample geometry [4].

In general, when a current / flows in a coil, the total energy stored inside the coil
can be given by

U= 1L12, 4.1)
2
where L is the inductance of the coil. This energy is also equal to the total magnetic

energy inside the coil,

1
U= / B - Hd>r. 4.2)

The energy difference between the empty coil and the coil containing the sample is
given by

1
AU = 3 / (Bs; - Hy — By - Ho) d°r, (4.3)

where the subscripts ‘0" and ‘s’ denote before and after the insertion of the sample,
respectively. Equation4.3 can be written in terms of an integral only over the sample
as follows [6]:

1
AU = — / woM - Hodr, (4.4)
2 Jy,

where M is the magnetization in the sample and V is the sample volume. Therefore
the change in the inductance is given by

(Ls — Lo)I* = / woM - Hod>r. (4.5)
Vs
The current I can be eliminated by assuming a uniform field B inside the empty

coil and zero field outside. Then we obtain

2
Lpor = BoYe

2 2u0

(4.6)

where V. is the coil volume. If the sample shape is ellipsoidal and the volume is
small enough so that the sample can be identified with part of the coil, then the
magnetization inside the coil should be uniform,
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M=_—=
1+ Ny

Hy, 4.7)

where N is the demagnetization factor and x is the linear susceptibility. Hence we

obtain
Li-Ly __x Y

Ly  1+NxV.

(4.8)

Since we are assuming a small variation in the total inductance before and after the
insertion of the sample, the change in the resonant frequency f = 1/(2w+/LC) can
be expanded to the first order in AL, which leads to

fO_fv _lLs_LO

4.9
fo 2 Lo (49)

Therefore the resonant frequency and the susceptibility are linked by the following

relation: .
fofs ___x % (4.10)
fo 21+ xN) V¢,

Since we are interested in a linear relationship between the resonant frequency and
the susceptibility, we linearize Eq.4.10. The factor x in the denominator of Eq.4.10
is taken to be equal to —1, which is the value for the perfect Meissner screening.
Hence we obtain

Jo—fs N X Vs

fo 20=N)V.

@11

Here we consider an infinite slab with thickness of 2d placed in a uniform magnetic
field Hy applied parallel to its surface. The boundary conditions impose the following
equation on Eq.2.28:

B(xd) = Hy. (4.12)

Therefore the solution of Eq.2.28 can be written as [7]

cosh(z/A)

B(z) = HOW-

(4.13)

Let us now derive the susceptibility y from Eq.4.13. The magnetization M of the
slab can be calculated from [8]

1 d
moM = —/ (B — Hop)dz, (4.14)
2d )y

which gives
=T (_* (4.15)
=——|1——tanh— ). .
d


http://dx.doi.org/10.1007/978-4-431-54294-0_2 
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Thus the susceptibility x = uoM/Hy is given by

A d
—le—gtanhx (416)

In our measurements, the magnetic field is almost applied perpendicular to the
sample surface, which introduces an additional factor 1/(1 — N) as mentioned above.
This factor can be included into the definition of y = #{11\/) Equation4.16 applies

only to an infinite slab. For a 2 x 2 w slab with thickness of 2d and the magnetic field
perpendicular to the plane, the field penetrates into the lateral directions. Therefore
the quantity d in Eq.4.16 must be replaced by the effective dimension of the sample,
R3p, which is of the same order of magnitude as w. A semi-analytical approach
for the effective dimension R3p[4] gives the approximate solution for thin slabs

(2d <« w) as follows:
w

v 4.17)
2fQ2d/w)

R3p

2d

w

2
f (%) =1+ [1 n (%) :|arctan (i) _ (4.18)
w w 2d w

Thus we obtain

where the correction factor f ( ) is given by

| — > ann ((RoD (4.19)
— = — — tan —). .
X Rap Y

For our single crystals, A < Rj3p is satisfied, which leads to tanh(R3p/1) = 1.
Therefore we get

A
—x=1-——— (A <K R3p). (4.20)
R3p

By combining Eq.4.10 and Eq.4.20, we finally obtain

Af(T) V,  AMT)

S A < Rip), 421
7 A— NV, Rap (A < R3p) 4.21)

where Af(T) = f(T) — f(Tnin) and AMT) = A(T) — M(Tin). Equation4.21
relates Af to the actual change in the penetration depth AX. From Eq.4.21 the
relationship between AA and Af can be give by

AMT) = —GAf(T), (4.22)
where

_ 2R3p(1 — N) V,

G .
fO Vs

(4.23)
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value of R, = (d]/dV)*1 at
4.2K is calculated from the 100
inverse of the slope (solid line)

BD3

® 42K
O Room temperature

I (uA)

50

0 50 100 150 200 250
V (mV)

For a2 x 2w slab with thickness of 2d, N can be estimated from the expression [4]

w

~l+ —. 4.24
A, (4.24)

In the thin limit (d <« w), R3p is independent of the thickness d, R3p =~ 0.2w [4].
Therefore, in thin platelet samples the geometric factor G can be written in terms
of w2,

Rip(1—N) 02w x 2d/Q2d + w))
(06 A

G
Vs 2w)? - 2d

1
x —, (4.25)
w

4.1.2 Tunnel Diode LC Oscillator

The essential components of the tunnel diode oscillator are a tank circuit and a tunnel
diode (see Fig.4.2). The circuit is formed by an inductor and a capacitor, which has
a resonance frequency f = 1/2+/LC. The tunnel diode is biased appropriately in
the negative differential resistance region so that it serves as an ac-power source for
the tank circuit.

The -V characteristic of the tunnel diode can be described by a combination
of the usual forward-biased characteristic of a semiconductor diode and quantum
mechanical tunneling [9]. We show the /-V curves of the tunnel diode used in our
study at room temperature and 4.2 K in Fig.4.1. The important feature of the tunnel
diode is that there exists the region of negative differential resistance dV /d I, where
the tunnel diode operates to cancel the dissipative losses in the tank circuit, so that
the oscillation can be sustained. The dc power supply functions to bias the tunnel
diode into the negative dV /dI region.

The original setup was designed by Craig Van Degrift [1] for dielectric constant
measurements. This system was developed by Antony Carrington [2] in order to
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Fig. 4.2 Low-temperature electronics of the tunnel diode oscillator

perform precise measurements of the magnetic penetration depth at low temperatures.
Figure4.2 shows the electronics of the tunnel diode oscillator, which is inside the
cryostat so as to sustain the temperature at a constant value precisely. Resistor Ry
serves as an rf isolation of the circuit while the direct currents pass through it. Ry
acts as a voltage divider with R; to provide the proper dc bias for the tunnel diode.
Bypass capacitor Cp is so large that it essentially works as a short circuit at the
operating frequency of 13 MHz. Capacitor C. allows only a small portion of the rf
signal to pass through a semi-rigid coaxial cable and reach at the room-temperature
electronics. If C, is too large, the oscillation waveform can be distorted, so C. must
be small enough that only a small portion of the rf signal is coupled out to the
room-temperature electronics. Thus, the tank circuit is almost isolated from the room-
temperature electronics. Resistor R, is required to prevent the parasitic oscillation of
the tuned circuit which can be formed by the tapping coil and the stray capacitance
of the tunnel diode, but it requires attention that a large capacitance will disturb the
fundamental oscillation. In this study, we used the following parameters for each
element: Ry = 1000 2, Ry = 200 2, C¢c = 47 pF, Cp = 10 nF, and R, = 300 2.
Figure 4.3 shows the components of the room-temperature electronics. The dc bias
for the tunnel diode circuit is generated by a room-temperature current source (Burr-
Brown model REF102), which provides a very stable 10V output. This voltage is
buffered with a low noise Op-Amp (OPA177) and filtered before passing through the
coaxial cable. The rf oscillation signal (~13 MHz) is carried back through the same
coaxible cable. The ac component is coupled through a capacitor to an rf amplifier
and then to a balanced mixer. The frequency output from the mixer is the difference
between the signal frequency and the local oscillator frequency from a synthesizer
(Stanford Research Systems model DS345). The local oscillator frequency is adjusted
so as to set the mixer output frequency at around 3 kHz. The signal passes through a
bandpass filter and then reaches at a universal frequency counter (Hewlett-Packard



4.1 Tunnel Diode Oscillator Technique 51

+15V
o

Synthesizer
Vbias
+ =

1kQ

5
[N (Counter

Mixer X
:[ Audio  Bandpas Filter

= Amplifer
To Low Spectrum|
Temperature Analyzer

Circuit

0.1 ,.FI 0.1 ;,IF:[

Fig. 4.3 Schematic diagram of room temperature electronics. The parameters for each component
used in our system are also shown

model 53131A). The frequency counter is equipped with an optional 10 MHz high
stability time base (stability of 1 ppb). This time base signal is also used to generate
the synthesized local oscillator signal.

4.1.3 Experimental Setup

The mechanical design of the low temperature part of the system is restricted by the
requirement that each part must be maintained at different temperatures. Figure 4.4
shows the schematic picture of the low-temperature apparatus, which can be divided
into three parts: the sample, coil, and electronics stages. These stages are separated by
rods made from Vespel SP-22, which is selected owing to its extremely low thermal
conductivity.

The sample stage is thermally connected to the mixing chamber (~60 mK) of an
Oxford Kelvinox 40 dilution refrigerator or *He pot (~300mK) of an Oxford Heliox
via a copper wire. The sample is mounted on a sapphire rod of the sample holder
with a small amount of Apiezon N grease and inserted into the primary coil. The
sample holder is thermally connected to the sample stage using a silver wire, which
allows the sample temperature to vary from the base temperature of the stage up to
10K (Kelvinox) or 100K (Heliox), depending on the cryostat. Two different kinds
of thermometers are placed near the sample. The sample temperature is monitored
using a RuO; resistor at low temperatures (0.06-2K), and a Cernox thermometer
at higher temperatures (0.3—100K). A heater is also placed in the vicinity of the
thermometers to change the sample temperature.

The primary coil is made from a thin copper wire (diameter: 0.07 mm). The turns
are spaced two wire diameters apart to prevent stray capacitance. The copper can
containing the primary coil is glued with GE varnish on the coil stage made from
gold-plated oxygen free high conductivity (OFHC) copper. A Cernox thermometer
and a heater (10k€2) are placed on the stage to monitor and control the temperature.
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Fig. 4.4 Schematic picture
of the low-temperature appa-
ratus. For clarity, the copper
and silver wires for thermal
anchor are not shown. Also,
the coaxial cable is omitted
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The coil is maintained at a lower temperature (~2 K) than other circuit components
(~6K) to prevent sample heating due to thermal radiation. In order to provide a proper
cooling power, a thick silver wire is connected to the 1K pot of the cryostat. The
temperature is maintained within +0.5 mK using a Lakeshore model 340 temperature
controller. The magnitude of the ac field inside the coil is estimated to be ~10mOe,
so that the sample is always in the Meissner state. The cryostat was surrounded by a
bilayer Mumetal shield that reduced the dc field to less than 1 mOe.

All the components of the oscillator part except for the primary coil, i.e., the
tunnel diode, capacitors, resistors, and tapping coil, are housed inside a gold-plated
copper block. The electronics stage acts as the ground for the circuit. A stainless-
steel coaxial cable is connected to the electronics, the end of which is thermally
anchored to the 1K pot. Since self-heating is generated in the oscillator circuit,
the temperature is warmer than the coil stage. Therefore a proper cooling power is
provided via the coaxial cable and the rods made from Vespel SP-22 between the
coil and electronics stages. The electronics temperature is controlled by a Lakeshore
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Fig. 4.5 Schematic picture of the principle of the Al coated method. a 7 > TCA'. bT < TCA'

model 370 temperature controller using a Cernox thermometer and a heater (10 k€2),
which is capable of controlling within £0.05mK at 6 K.

Temperature stability of the primary coil and the electronics is of utmost
importance in our experiments, because it determines the noise level of the signal at
low temperatures, where our signal is very small. Usually we can achieve a tempera-
ture stability of 0.1 mK in the electronics part. We found that for the same temperature
change away from the set-point of the thermometer, the frequency change caused by
the temperature change of the electronics is about 50 times larger than that of the
primary coil. Hence it is important to sustain the electronics temperature more stable
than that of the primary coil.

4.1.4 Al-Coating Method

As mentioned previously, we cannot extract the absolute penetration depth from
the tunnel diode oscillator technique. The experimental determination of A(0) is a
challenging task. In this study, we have performed the absolute penetration depth
measurementsfor the series of the isovalent-doped BaFe,(As|_, Py ), by using the
Al-coated method [10, 11].

To determine the absolute value of the penetration depth, we prepared the
BaFe;(As;—xPy) samples coated with the Al (7, = 1.2K) film of thickness of
~100nm. In Fig. 4.5 we show the schematic picture of the principle of the Al-coating
method. When the Al film is a normal metal (T > TCAI, see Fig.4.5a), it doesn’t par-
ticipate in the screening of the magnetic fields because its thickness (~100nm) is
much less than the normal-state skin depth at the operating frequency of 13 MHz,
where §41~75m for ,06“ = 10 w2 cm. On the other hand, when the Al film is super-
conducting (T < TcAl, see Fig.4.5b), it acts together with the coated superconductor
to screen the magnetic fields. The effective magnetic penetration depth A (7)) for
T < TCAl can be given by
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A(T) + Aal(T) tanh m 426

Aal(T) + A(T) tanh AAfT’

Aefr(T) = Aal(T)

where ¢ is the thickness of the Al film and A(T') is the penetration depth of the coated
superconductor and A41(7) is the penetration depth of the Al film. We have already
known the absolute value of A(0) for Al, then we can extract the absolute penetration
depth of the coated superconductors.

4.2 Microwave Cavity Perturbation Technique

4.2.1 Principle

The absolute penetration depth can also be determined by the measurements of
the microwave surface impedance. We have measured the surface impedance by
using cavity perturbation of superconducting and dielectric resonators. The resonant
cavity, which is a hollow enclosed by metal walls, can sustain many standing wave
modes. Near each resonant frequency the power absorption spectrum has a Lorentzian
shape [6], |

A = e o s T

(4.27)

where fy = wgy/2m is the center frequency and I” is the full frequency width at
half-maximum. fy and I" are the two characteristics of the resonator and their ratio
gives the quality factor Q of the cavity, which is defined as

Jo _ wo(W)

Q r L

) (4.28)

where (W) is the time-averaged energy stored in the cavity and L is the energy loss
per cycle.
Here we introduce a complex frequency notation:

The principle of the cavity perturbation technique is to measure separately the cavity
characteristics both before and after the insertion of the sample. The change in the
complex frequency is given by

AD = &y — do, (4.30)

where the subscripts ‘0" and ‘s’ denote before and after the insertion of the sample,
respectively. If the change A® is adiabatic, then the product of the period and the
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time-averaged energy stored is invariant [12],

w
u = constant. 4.31)
o

This implies that
(4.32)

where Af = f; — fo is the frequency shift and A" = A(1/Q) =1/05s — 1/Qp is
the change in the width of the resonance.

For an ellipsoidal sample, (W) and the change A(W) are given by the external
electric field Ep and magnetic field Hyp, and the polarization P and magnetization M
of the sample as follows:

1 2 2N\ 33
(W) = F/ (| Eo(r)P+ | Ho(r)P)dPr, 4.33)
JT v,

AW) = —% : (P - Eo(r)* + M - Hy(r)")dr, (4.34)

where V. and V; are the volume of the cavity and sample, respectively. The internal
electric field E and magnetic field H of the sample are obtained by solving the
Helmholtz differential equations [6],

V2E(r)+kE(r) =0, (4.35)

V2H(r) + kH(r) =0, (4.36)
where k is the complex wavevector of the microwave. Since outside the sample k=0,
the differential equation is so-called the Laplace equation.

In the case of spherical sample, we can solve the equations rigorously,

AW)  yéerr — 1

— =  —— (4.37)
(W) n Eeff + 2
where n = 1/3 (the depolarization factor of a sphere), and also
Ve | Eo |2
=, 4.38
Y], 1B P dr (438)
Betr = B, (4.39)
fo_ ( i —(lga) cos (lga)A + sin (j%a) i ) (4.40)
—(ka) cos (ka) + sin (ka) — (ka)? sin (ka)
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Here, &.fr is the effective permittivity and a is the radius of the sphere. Depending on
the ratio of the skin depth § to sample size a, we can distinguish two limiting case.

1. Depolarization Regime: ka < 1 In this limit the fields penetrate uniformly
throughout the sample and we can effectively neglect the second term in Eq.4.35.
Therefore, it is only necessary to solve the Laplace’s equation. Under this condi-
tion the sample is in the so-called depolarization regime, where we can obtain the
dielectric constant of the sample.

2. Skin depth Regime: ka > 1 In the skin depth regime where the sample size is
much larger than the skin depth, k cannot be neglected. Therefore we must solve the
full set of Helmholtz equations. As shown in Eq.4.32, the energy dissipated in the
sample is responsible for the variation of the complex frequency of the resonator. For
a sample in the skin depth regime, Aw is simply related to the normalized surface

impedance Z;,

AW A® ~ AD
AW) 49 _ 5 lim 22 (4.41)
(W) (2] |6]—00 Wo

where ¢ is a characteristic constant for the resonator and lim 5|, o, Ad/w( represents
a shift of the resonance frequency caused by the excluded volume of the field
assuming the presence of a perfectly conducting body which has the same size and
shape as the sample. In general, ¢ and lims|_, oo A@/wo depend on the detailed size
and shape of the sample. However, we can obtain the appropriate form which relates
an experimentally measurable quantity A@/wy to an intrinsic quantity Z,.If we have
known certain properties of the material under investigation, we can determine the
characteristic constants, as discussed later. To simplify the notation, we define a new
variation L R R

A0 5,22 pim 22 (4.42)

(o) [O)) |6|—>00 o

where A’®/wp is the complex frequency shift from a perfectly conducting body
having the same size and shape as the sample. The solutions of the real and imaginary
parts of Eq.4.42 give

A'(1/0) = A1/0), (4.43)
Af=Af — Jim Af, (4.44)

where A’Q and A’ f represent the shifts from a perfect conductor.

4.2.2 Surface Impedance

The surface impedance Z; is given by the surface resistance R, and the surface
reactance Xj,
Zs = Ry +iX;. (4.45)
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On the other side, the surface impedance is defined as the ratio of the electric field
to magnetic field at the surface of the metal [13],

Zs £ , (4.46)
Hj

where the sign || denotes the field component within the plane of the surface. Here, Zs,
which is normalized by the impedance of the vacuum Zy = pc, is independent of
the surface geometry. In the previous subsection, we described how the change in the
complex frequency is related to the surface impedance. As shown in Eqs. 4.32—4.44,
the surface impedance Ry and the surface reactance X are given by

R, = G( ! — L) 4.47)
205 200

X, = G(—%) +C, (4.48)

0

where G is the geometric factor and C is the metallic shift. In order to determine the
absolute values of Ry and X, we have to determine these two constants. In the case
where wt < 1 (Hagen-Rubens limit), the surface resistance and reactance are given

by simple forms,
/ 1)
R, = X, = /Lo;l)pn _ Mo;) n ’ (4.49)

where 7 is the relaxation time of electrons, § = /2, /iow is the skin depth in the
normal state, and p, is the resistivity. Therefore, if p, is a known quantity, we can
obtain the geometric factor G and metallic shift C, and then determine the absolute
values of Ry and Xj.

At high frequency, the electromagnetic field penetrates into the sample on a
characteristic length scale; this length is either the skin depth § in the normal state or
the penetration depth A in the superconducting state. In the superconducting state, the
following relationship between the surface reactance X and the penetration depth A
holds:

X5 = owh. (4.50)

Thus we can obtain the absolute value of the penetration depth, L(0) = X;(0)/uow,
from the microwave surface impedance measurements.
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Fig. 4.6 a Distribution of the magnetic field inside a cylindrical cavity resonator for the TEo;
mode. The maximum magnetic field Hyax in the cavity (position 1), and the maximum magnetic
field H" on the endplate (position 2) are illustrated. b Distribution of the electric field inside a

max
cylindrical cavity resonator for the TEg;; mode. The position of the maximum field Eq,x (position

3) is shown. The figure is taken from Ref. [17]

4.2.3 Experimental Setup

In the cavity perturbation technique, to get a high quality factor the resonator must
be surrounded by materials with extremely low microwave absorption such as super-
conductors and low-loss dielectrics. In this study we used a superconducting cavity
resonator made of Pb-plated OFHC copper [14, 15] and a dielectric cavity resonator
constructed from a high-permittivity single crystal of rutile (TiO2) [16], both of
which have high quality factors Q in excess of 10°.

The microwave input is carried through the coupling hole via the waveguide or
coaxial cable, and confined inside the cavity. The field distributions for the TEq;
mode used in this study are shown in Fig. 4.6. At the center of the cavity, the magnetic
field is maximum and the electric field is nearly zero. When the crystal is placed in
the antinode of the microwave magnetic field H,, (|| ¢ axis), the shielding current 7,
is excited in the ab planes of the sample as shown in the expanded view of Fig.4.8.

A schematic diagram of the room-temperature setup is shown in Fig.4.7. We
used Hewlett-Packard 83640A synthesized sweeper as a microwave generator. The
input signal is carried to the cavity through the coaxial cable and waveguide, and
the output is read by Agilent 8757D scalar network analyzer, where the difference
between the output and reference signals is picked up. We can extract the resonance
frequency f and the quality factor Q from the full frequency width at half-maximum
I'. Lakeshore model 340 or 336 were used to control each temperature of the sample
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Fig. 4.7 Schematic diagram of the microwave surface impedance measurement

and cavity. In this study, we performed all the measurements at zero dc magnetic
field.

Figure. 4.8 shows the schematic picture of the superconducting cavity and its sam-
ple holder. The superconducting resonator is soaked in the superfluid “He at 1.6K,
so the resonator functions as the superconducting cavity. For the TEg;; mode, the
resonant frequency and the quality factor of the superconducting cavity are operated
with f ~27GHz and Q ~ 0.8 x 10°, respectively, in the absence of samples. The
sample is placed at the center of the cavity and mounted on a sapphire rod with a
tiny dot of Apiezon N grease. The sapphire rod is thermally disconnected with the
cavity, but in contact with the block of copper which is thermally weakly coupled
to the superfluid *He. The thermometer and heater are installed on the block of cop-
per and we can control the temperature of the sample within &1 mK. This is the
so-called hot finger technique [18, 19] and known to have high precision to measure
the temperature dependence of both the surface resistance R, and the surface reac-
tance X even in small single crystals. The wires of the thermometer and heater pass
through the stainless-steel pipe, whose one edge is covered with stycast 2850FT for
maintaining vacuum inside the cavity, and reach to the room-temperature apparatus.
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Fig. 4.8 Schematic picture of the superconducting Pb cavity with the sample holder. The enlarged
picture indicates the sample configuration

In this study, we also built up a new system for the surface impedance measure-
ments by using a dielectric resonator. In Fig.4.9, we show the schematic picture of
the rutile cavity. The cavity in the absence of samples is operated with f ~ 5SGHz
and Q ~ 1.2 x 108, respectively. The cylindrical dielectric resonator with an access
hole for sample introduction is mounted with GE varnish on a sapphire plate, which
ensures good thermal contact between the resonator and cavity. A pair of stainless-
steel coaxial cables terminate in loops near the cavity. Microwave input and output
are coupled to the resonator through a pair of coupling holes of the enclosure. The
coupling strength can be varied by adjusting the vertical position of the coaxial
cables. We optimized the position and orientation of the coupling loops to get a
strong signal and good frequency stability. The temperature of the sample is con-
trolled using the hot finger technique. A sapphire rod is weakly thermally connected
to the base of the 1 K pot via a quartz tube. The temperature of the sample is measured
with a Cernox thermometer and maintained between 1.8 and 100K by Lakeshore
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Fig. 4.9 Schematic picture of

the dielectric cavity resonator
constructed from a high- || - Thermal bath
permittivity single crystal of m":‘;?‘i? To
rutile (TiO») P
Quartz
14 _—"  tube
Sample
holder

Sapphire

Rutile(TiO,) Sapphire
resonator plate

OFHC copper
enclosure

model 336. By withdrawing the sample completely from the resonator, the back-
ground microwave absorption of the resonator can be measured directly, allowing
the absolute microwave absorption of the sample to be determined in situ.
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Chapter 5
Superconducting Gap Structure and Quantum
Critical Point in BaFe;(As1—,Py)2

Abstract In order to investigate the detailed gap structure of the isovalently-doped
system BaFe,(As;_,Py)2, we have performed high precision measurements of the
magnetic penetration depth in BaFe, (As;_,Py)2 over a wide range of x, which pro-
vide strong evidence that this material has line nodes in the gap. We find that the
presence of line nodes in the superconducting gap is a robust signature in this P-
substituted system, which is consistent with the nodes being on the electron sheets
rather than the hole sheets whose shapes significantly change with x. We have also
found that the x-dependence of the absolute penetration depth at zero temperature
exhibits a sharp peak at the optimum composition x = 0.30 (7, = 30K), demonstrat-
ing the first convincing signature of a second-order quantum phase transition deep
inside the dome, which separates two distinct superconducting phases. Moreover, the
ratio of T, to the effective Fermi temperature 7r at x = 0.3 marks the highest record
among superconductors, implying a possible crossover towards the Bose-Einstein
condensate driven by quantum criticality. In this chapter, we will show the results
of the penetration depth measurements and discuss the possible superconducting
gap structure in isovalent-doped BaFe; (As;_Py )2, as well as the possibility of a
quantum phase transition beneath the superconducting dome in this system.

Keywords Isovalent-doped system - BaFe;(As;_,Py)2 + Magnetici penetration
depth - Superconducting gap structure - Line nodes - Quantum critical point - Uemura
plot

5.1 Isovalent-Doped BaFe;(As;—_Py)2

The most important question concerning the iron-based superconductors is what
is the interaction that glues the electrons into Cooper pairs. Conventional phonon-
mediated pairing leads to the superconducting gap opening all over the Fermi surface,
while unconventional pairing mechanisms, such as spin fluctuations, can lead to a

K. Hashimoto, Non-Universal Superconducting Gap Structure in Iron-Pnictides 63
Revealed by Magnetic Penetration Depth Measurements, Springer Theses,
DOI: 10.1007/978-4-431-54294-0_5, © Springer Japan 2013
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gap which has opposite signs on some regions of the Fermi surface. The sign change
is a result of the anisotropic pairing interaction which is repulsive in some momen-
tum directions. In high-7, cuprate superconductors, where the electronic structure
is essentially described by a single quasi-two-dimensional Fermi surface, the sign
change of order parameter inevitably produces line nodes in the gap function. In
iron-based superconductors, however, the Fermi surface has disconnected hole and
electron sheets and so the condition for a sign changing gap can be fulfilled without
nodes. In fact, a simple picture based on spin fluctuations predicts a distinct type of
unconventional order parameter with sign change between these sheets, known as
the s+-wave state [1, 2]. In this case, each Fermi surface is fully gapped, preventing
low-energy excitation of quasiparticles [3-6].

Many experimental studies of iron-based superconductors indicate a fully-gapped
superconducting state. On the other hand, some measurements have suggested low-
lying quasiparticle excitations [7, 8], which may indicate the presence of nodes in
the gap. However, it has been pointed out that disorder may strongly influence the
low-energy excitations in the si-wave state [9, 10]. The observation of an unusual
resonance mode in neutron data has been interpreted as evidence of the sign-changing
s+ gap [11, 12], but an alternative interpretation based on sign-preserving s state
[13] has also been proposed. In addition, LaFePO with much lower 7, (~6K) has
been reported to have line nodes [14—16] showing apparent contradiction with the
fully-gapped s+ state. Thus, the gap function remains far from settled and the nature
of the superconductivity in iron-based superconductors is yet to be determined.

To understand the nature of superconductivity in iron-based superconductors,
systematic studies on the superconducting gap structure using high-quality single
crystals are required. Although low-lying quasiparticle excitations have been reported
in single crystals of the overdoped Ba(Fe _,Co,)2As», the interpretations are yet
controversial, because the scattering effect of the substituted atoms within the Fe
planes is still unclear. Moreover, the carrier doping, which gives rise to the imbalance
between the electron and hole carrier numbers, makes the electronic structure rather
complicated. Therefore, systematic studies on the gap structure in a system without
any of impurities or changes in the electronic structure have been highly desirable.

Recently, high-quality single crystals of the isovalent pnictogen substitution
system BaFe,(As;_xPy)2 was grown [17]. As with the electron-doped and hole-
doped materials, by substituting isovalent P for As, the SDW state is suppressed
and the superconducting phase 7, = 30K appears. The isovalent-doped system
BaFe;(As|_Py); is the most suitable system to study the pairing mechanism of the
iron-based superconductors as the following reasons. The system can be assumed as a
compensated metal, i.e., essentially the same number of electrons and holes, n, = ny,
for any x, which is supported by the band-structure calculations. Therefore we can
tune magnetic and superconducting properties without changing charge-carrier con-
centrations. Moreover, in this system very clean single crystals are available, as
demonstrated by the observation of quantum oscillations [18] over a wide range of
x (041 < x < 1) including the superconducting region. This indicates that the
substitution in the pnictogen sites induces less impurity scattering than that in the
carrier-doped system such as (Baj_, K, )FeyAsy and Ba(Fe|_,Coy)2As;.
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5.1.1 Phase Diagram

In Fig.5.1a we show the in-plane resistivity p., (7)) in BaFe;(As;_,Py )2 at several
P concentrations x (0 < x < 0.71) [17]. An anomaly of p, in the parent compound
BaFe;Asy at T = 137K corresponds to the structural transition (7p) and simulta-
neous SDW transition (7). With increasing x, the anomaly is replaced by a step
like increase at Ty, followed by a sharp peak at Ty. The increase in x suppresses
these anomalies towards lower temperatures. At x = 0.2, the resistivity data shows
a coexistence of SDW and superconductivity, which is observed up to x ~ 0.28. For
x > 0.3, no anomaly associated with the SDW transition is observed. The super-
conducting dome extends over a wide doping range 0.2 < x < 0.7, with maximum
T, = 30K at x = 0.30. In Fig.5.1b, we show the temperature dependence of the
electrical resistivity p, (T) at low temperatures for x = 0.33, 0.41, 0.56, 0.64, 0.71.
At x = 0.33, pxx(T) exhibits a T-linear dependence in a wide temperature range
above T¢. In the standard Fermi-liquid theory, the resistivity can be described by
Pxx(T) = po + AT® with « = 2. Therefore the T-linear resistivity is a typical
non-Fermi-liquid behavior. For x = 0.33, Ry exhibits a marked 7' -dependence that
canbe fitted to —Ry (H) = C1/ T + C», as depicted in the inset of Fig. 5.1b, which is
also a hallmark of the non-Fermi liquid behaviors. With increasing x, the power-law
o increases and the Fermi-liquid behavior is recovered at x = 0.71. The contour
plot of « in Fig.5.1c demonstrates this evolution against x, which indicates that
the deviations continue to lower temperatures for x ~ 0.3. These results suggest the
non-Fermi-liquid behaviors governed by quantum fluctuations in BaFe, (As;_,Py)».

In this system, with increasing x, the lattice constants as well as the pnictogen
height hp, decrease linearly, as shown in the upper and middle panels of Fig.5.1c,
which suggest that the isovalent substitution of P for As is identical to the pressure
effect. Indeed, the obtained phase diagram (see Fig. 5.1c) bears striking resemblance
to that of the pressure dependence of BaFe,As;.

5.1.2 Electronic Structure

A systematic study on the electronic structure of BaFe,(As;_,P, )2 covering a wide
range of x (0.41 < x < 1) has been reported by dHvA measurements using high-
quality single crystals [18]. Figure 5.2 shows the angle dependence of the experimen-
tally observed dHVA frequencies F as well as the band structure calculations of the
Fermi surface of the BaFe;(Asj_,Py)> series. The observed dHVA frequencies F
are related to the extremal cross sectional areas Ay of the Fermi surface orbits via the
Onsager relations F = (h/2me) Ax. The evolution of these frequencies as the mag-
netic field is rotated from B || ¢ axis (8 = 0°) to B L ¢ (8 = 90°) shows clearly that
they originate from quasi-two-dimensional Fermi surface sheets (F ~ 1/cos#) as
expected from the band structure calculations. A comparison of the dHvA data with
the calculated dHVA frequencies for BaFe; (As;_,Py)» reveals that the splitting of
the principal dHvVA peaks coming from the ¢ axis dispersion (minimal and maximal
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Fig. 5.1 a dc resistivity py (T') of BaFes(As|—_,Py )2 in the normal-state for several doping levels
x.b pyx (T) forx = 0.33,0.41,0.56,0.64, and 0.71 at low temperatures. Solid lines represent the fits
to the power-law. The inset shows T'-dependence of —Rp (T') for x = 0.33. Solid line indicates the
fitto —Ry (T) = C1/ T +C; with C; = 0.048 Kcm?/C and C; = 1.5x10~2cm?/C. ¢ Upper panel
lattice constants of c-axis (left axis) and a-axis (right axis) determined from x-ray measurements
as a function of x. Middle panel the z coordinate of pnictogen atoms in the unit cell zp, (left axis)
and the pnictogen height from the iron plane hp, = (zpy — 0.25) x c¢ (right axis). Bottom panel
phase diagram of BaFe; (As|_, P, )» against the P content x. The open triangles show the structural
transition at Tp. The closed black circles show Tspw, where the resistivity show reductions due to
the reduced spin scattering at the SDW transition. The onset of superconductivity, 7"", and the zero
resistivity temperature, 7", are displayed as open red and closed blue squares. The shade in the
nonmagnetic normal state represent evolution of the exponent in resistivity fitted to the power-law.
The figure is taken from Ref. [17]
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Fig.5.2 a Angle dependence of the predicted orbits from B || [001] (& = 90°) for BaFe,P2(x = 1)
and the electron orbits observed experimentally forbx = 1, ¢ x = 0.72, d x = 0.64, e x = 0.56.
Solid lines represent the fits to F (@ = 0)/cos@. The insets show the temperature dependence of
the Fourier amplitudes for each composition x, which are fitted (solid line) to the Lifshitz-Kosevich
formula X/ sinh X with X = 14.69 m* T/ B to determine the effective masses. The calculated Fermi
surfaces of the end members, f BaFe, P> and g BaFe, Asy (paramagnetic) are also shown. The figure
is taken from Ref. [18]

areas) is in good agreement with the calculation for the electron sheets. This is most
clearly demonstrated for x = 0.71 (see Fig.5.2a, c¢). Moreover, the band structure
calculations (see Fig.5.2f, g) suggest that the two electron sheets at the zone corner
are quite similar in size and shape in BaFe; As; and BaFe, P, but there are significant
differences between the hole sheets. In BaFe,As; three quasi-two-dimensional hole
sheets are located at the zone center. On the other side, in BaFe, P, the inner one of
these sheets is absent, whereas the outer sheet has become extremely warped.

ARPES measurements [19] have also reported the FSs of BaFe,(Asg.62P0.38)2-
By changing the tunable photon energies of synchrotron radiation, three-dimensional
Fermi surfaces have been observed. Figure 5.3a, b show the kx — ky planes around
the Z point and I" point, respectively, where X and Y represent the tetragonal unit
cell axes, and ky = ky = m/a. At least two hole sheets around the center of
the Brillouin zone (BZ) and two electron sheets around the corner of the BZ are
observed. A smaller size of the hole sheets around the I" point (Fig. 5.3a) compared
to those around the Z point (Fig.5.3b) suggest strong three dimensionality of the
Fermi surfaces.

Figure 5.4 shows the k, dependence of the Fermi surfaces for the x = 0.38 sample.
Figure 5.4a, b illustrate the cross sections of the Fermi surfaces by the k| — k, plane
around the center and the corner of the BZ, respectively, where k|| represents the
cuts A-D in Fig.5.4a, b. By symmetrizing the maps in Fig. 5.4a—c is obtained. For
comparison, band-structure calculations for x = 0.4 and 0.6 are also shown in
Fig.5.4d, e, respectively. As shown in Fig. 5.4c, the inner electron sheet ¢ exhibits
warping qualitatively consistent with the calculations. As for the hole sheets, the
y sheet is highly three-dimensional, while the 8 sheet is nearly two dimensional.
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Fig. 5.3 ARPES intensity at Er mapped in the kx — ky plane taken around a the Z point and b I"
point. Blue lines represent the BZ. Red dots indicate k r positions. The figure is taken from Ref. [19]
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Fig.5.4 Fermi surface mapping in the k| —k; plane. a Hole Fermi surfaces around the center of the
Brillouin zone (I point). b Electron Fermi surfaces around the corner of the Brillouin zone (X point).
The directions of k| are the same cuts in the Fig.5.3. ¢ Fermi surfaces obtained by symmetrizing
the plots in a and b. d, e Band-structure calculations for x = 0.4 and 0.6. respectively. The figure
is taken from Ref. [19]
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These results give rise to a poor nesting between the electron and hole sheets, but
alternatively lead to a partial nesting between the § electron sheets.

5.1.3 Quantum Criticality

To explore a possible presence of a QCP within the dome, BaFe,(As;_, P, )2 appears
to be a most suitable system, in which the isovalent substitution of P for As in par-
ent compound BaFe,As; offers an elegant way to suppress magnetism and induce
superconductivity [17], and the non-Fermi liquid properties have been seen in the
normal state above the superconducting dome (see Fig. 5.1¢). In contrast to most other
members of the iron-based superconductors, very clean and homogeneous crystals
of BaFe; (As;_,P,)> are available [17], and the de Haas-van Alphen (dHvA) oscil-
lations [18] have been observed over a wide x range including the superconducting
compositions, which give detailed information on the electronic structure. Since P
and As are isoelectric, the system remains compensated for all values of x.

The normal-state electronic structure of BaFe;(Asi_,Py)2 determined by the
dHvVA experiments is significantly modified from that by the band calculation [18].
Figure 5.5a, b show the doping evolution of the cross sectional area Ay and the
effective mass m for 0.41 < x < 1, respectively, which are determined by the
dHvA oscillations arising from the extremal orbit on the outer electron Fermi surface
(B-orbitin Fig. 5.14). In contrast to no essential x-dependence expected from the band
calculations, a shrinkage of the electron sheets as well as a critical-like behavior of
the mass renormalization are observed as the system is tuned towards the optimal
composition x ~ 0.3. At the same time 7, increases and shows a maximum at the
boundary of the magnetic order (see Fig.5.5c). These results suggest a significant
increase in the strength of the many-body interactions toward to the SDW phase
boundary, which is most likely caused by a quantum spin fluctuations.

Indeed, such AF fluctuations have been probed by recent NMR measurements [23].
Figure 5.6a shows the 3! P nuclear spin-lattice relaxation rate divided by temperature,
1/TT, for BaFe;(As;_Py)2. In the standard Fermi-liquid state, the Korringa law
T\ T K? = const. generally holds, where K is the Knight shift. However, this is inap-
plicable to BaFe;(Asj_,Py)> near the SDW phase (x < 0.3) because the Knight
shift K is almost independent of T although Curie-Weiss behavior is observed in
1/ThT. For x ~ 0.3, 1/T1T increases significantly with approaching 7,. Since
1/TT is described by the wavevector average of the imaginary part of the dynam-
ical susceptibility x" (g, wo), 1/ T\ T o< 3, [A(@)PX" (q. wo)/wo, the 1/ T T data
demonstrates that AF fluctuations with finite ¢ continue to grow with approaching
T, at optimal doping.

The AF fluctuations in BaFe; (As|_,P,); are enhanced significantly as the P con-
centration approaches the maximum 7, (x ~ 0.3), as evidenced by the rapid increase
in 1/T1 T from conventional Fermi-liquid behavior at x = 0.64, where 1 /71T and K
are almost constant. The crossover from Fermi-liquid to non-Fermi-liquid behavior in
1/ T T is consistent with the resistivity results. As the system approaches the optimal
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Fig. 5.6 a 3lpp /T divided by temperature 7 of BaFe)(As;_,Py ), for several P concentrations
x. Solid lines represent fits to 1/ 11T = a + b(T + 0)~!. As AF fluctuations are suppressed, 7,
(denoted by arrows) also decreases. Inset fitting parameters of 1/ 7T . The fitting parameters a and
b are plotted against x. The a and b weakly depend on x, but 6 shows a strong x dependence. The
small value of 0 at x ~ (.3 are insensitive to the fitting parameters of a (left axis) and b (right axis).
b x — T phase diagram of BaFe,(As|_,Py)2. Left axis the triangles represent 0. Right axis the
enhancement of the effective mass (pentagons) is observed in proximity to a magnetic instability
signaled by 6 ~ 0 at x ~ 0.3. The figure is taken from Ref. [23]

composition with maximum 7, (x ~ 0.3), the temperature dependence of the resis-
tivity changes from T2 to T-linear. The evolution of the AF spin fluctuations detected
by 1/TiT against P substitution x can be fitted by the equation expected from the
self-consistent renormalization (SCR) theory, 1/ T\ T = a + b(T +6)~'. The Weiss
temperature 6 obtained from the fitting increases with x and becomes almost zero
near x ~ 0.3, where the maximum 7 is achieved (see Fig.5.6b). 8 = 0 K implies that
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the dynamical susceptibility probed by the 1 /777 measurement diverges at absolute
zero, which strongly suggests the existence of an AF QCP near x ~ 0.3 in proximity
to the AF phase boundary. As x is varied towards optimal doping x ~ 0.3 from
x = 0.64, the magnetic fluctuations are dramatically enhanced. Importantly, the
quasiparticle mass m™* and T increase as 6 approaches O K. This strongly suggests
that the AF quantum fluctuations lead to the strong mass renormalization.

5.2 Experimental

Single crystals of BaFe, (Asj_,Py)> were provided by Dr. Sigeru Kasahara at Kyoto
University. The crystals were grown by a self-flux method and characterized by
using x-ray diffraction and energy dispersion. Our BaFe;(As;_,Py)> crystals [17]
exhibit excellent bulk superconducting properties. In Fig.5.7 we show the temper-
ature dependence of the dc resistivity and the specific heat for the nearly optimally
doped BaFe; (Asg 67P0.33)2, which demonstrate a very sharp superconducting tran-
sition at 7. = 30K. The specific heat data measured by using an ac technique is also
used to determine the upper critical field H., (see the inset of Fig.5.7).

The temperature dependence of penetration depth A(7") in BaFe,(As;—,P, ), over
awide range of concentration x (see Fig. 5.8) was measured by the tunnel diode oscil-
lator down to ~80mK and by the microwave superconducting and dielectric cavity

e e L A B
I 60 ————1—
c ol ] 460
— o0 - 4
L4007 .
S ol 1 1™ o
S 0 10 20 30 -1 40 E\
T(K
s ® = oT E
-— - 35T |
t L —e— 70T 3
%) e~ 105T
3 -e-140T |5y
ol i
n 1 n Il L Il L Il L Il I 0
22 24 26 28 30 32 34

Fig.5.7 Relative change in the electronic specific heat AC /T under magnetic fields applied along
the ¢ axis in a single crystal of BaFe;(Asg ¢7Pp.33)2. A smooth background determined from an
extrapolation of the 14 T data has been subtracted. Temperature dependence of the in-plane resistivity
p of a crystal from the same batch is also shown on the right axis. Inset shows the upper critical
field Hy(T') determined from the mid point of the specific heat jump at each field (closed circles)
and the irreversibility field measured by torque measurements (open square). [18] The dashed line
is a fit to the Wertharmer-Helfand-Hohenberg formula
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resonators down to ~1.6K [3, 4]. In both measurements a weak ac magnetic field is
applied along the ¢ axis, generating supercurrents in the ab plane. The penetration
depth results obtained by the two techniques at different frequencies show excellent
agreement.

To determine the absolute value of 1(0), we performed three different methods.
The first is the Al-coated method [24, 25], in which the tunnel diode oscillator
technique is extended to obtain the absolute penetration depth. The second is the
microwave cavity perturbation technique using the superconductivity Pd and dielec-
tric material TiO,. In addition to the above two direct methods, we also evaluate
A(0) from the low-temperature slope of the relative change in the penetration depth,
AMT) = MT) — A(0), measured by the tunnel diode oscillator down to 80 mK, by

assuming the relation A/\k(g) = _iﬂgfp 5

5.3 Results and Discussion 1: Superconducting
Gap Structure of BaFe;(As1—,Py)2

5.3.1 Nearly Optimally Doped BaFej;(As.¢7P0.33)2

Figure 5.9 shows the normalized change in the penetration depth AA(T")/A(0) in the
nearly optimally doped BaFe,(Asg.67P¢.33)2, compared with the results for the opti-
mally doped (Bag 45K 55)Fe> As, obtained from the microwave cavity perturbation
technique [4]. In sharp contrast to the flat behavior observed in the K-doped crystal,
AMT) in BaFe; (Asg.67P0.33)2 exhibits a strong superlinear temperature dependence
below ~6 K. Such a steep temperature dependence is a strong indication of line nodes
in the superconducting gap.

The normalized superfluid density p(T) = A%(0)/A>(T) in Fig.5.10 also clearly
demonstrates the fundamental difference between the P- and K-doped samples. The
low-temperature data of BaFe; (Asg.67P0.33)2 can be fitted to 1 — «(T/T)" with the
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exponent n = 1.13(£0.05), close to unity. This is completely incompatible with
the flat exponential dependence observed in the fully gapped (Bap.45Ko.s5)FexAsa,
and immediately indicates the low-lying quasiparticle excitations in this system. This
is fundamentally different from some studies [4, 7, 8] in iron-based superconductors
such as Ba(Fe_,Co,)2As, suggesting unconventional superconductivity from the
power-law dependence of superfluid density withn = 2.0 ~ 2.4. In the fully gapped
s+ state, it has been suggested that substantial impurity scattering may induce in-gap
states that change the exponential superfluid density to a power-law dependence, but
the exponent is expected to be not smaller than ~2 [9, 10]. However, the present
results with exponent significantly smaller than 2 and much closer to 1 expected for
clean superconductors with line nodes, cannot be explained by these modifications
of a full-gap state, but is indicative of well-developed line nodes in the gap. Here
we note that our data do not exclude that some of the bands remains fully gapped.
Indeed the whole temperature dependence of 12(0)/A%(T) is different from that of
the single-band d-wave superconductor YBa,CuzO7_s [26], which can be explained
by different gap structures in different bands.

The fact that the experimental value of 7 is slightly larger than unity may result
from impurity scattering. In the limit of high levels of disorder, a gap with line nodes
gives AAL(T) ~ T2, and the following formula is often used to interpolate between
the clean and dirty limits [27], AM(T) T2/(T + T*). The disorder parameter
T* is related to the impurity band width yp. If we use this formula to fit our data
(solid line in Fig.5.10b), we get T* = 1.3K ~ 0.04T,, suggesting that our crystals
are reasonably clean superconductors with line nodes. We note that the small upturn
in AA(T) is observed in some samples as shown in the inset of Fig.5.10b, which
is likely due to a small amount (of the order of 0.1 % in volume) of paramagnetic
impurities. However, this effect is negligible for 7 > 0.5K (~0.0177,), and is very
small in sample #1, so this does not affect our conclusion of the existence of low-lying
quasiparticle excitations.
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Fig. 5.10 a Normalized superfluid density ps(T) = 22(0) /AZ(T) as a function of 7/T, for
BaFe;(Asp.67P0.33)2 and (Baga5Ko 55)FeaAsy. The dashed line represents the fit to a two-gap
model with fully opened gaps. The tail near 7, in (Bag45Ko 55)FezAs; is due to the skin depth
effect at microwave frequencies. b The data follow a T -linear dependence (dashed line) down to
T/T. ~ 0.05. The deviation at lower 7'/ T, can be fitted to the dependence for a gap with line nodes
with disorder (solid line). The inset shows AM(T) at low temperatures in two samples (shifted
vertically for clarity)

5.3.2 Comparisons with Thermal Conductivity and NMR
Measurements

Figure5.11a shows the temperature dependence of «/7 in zero field. In hole-
doped (Bag.75Ko.25)FeaAsy [5], k(T)/ T is nearly identical to the phonon contribu-
tion kp, /T obtained from non-superconducting BaFe;As; [28]. This is consistent
with fully-gapped superconductivity, in which very few quasiparticles are excited at
T <« T.. In spite of similar values of residual electrical resistivity in the normal state
[5, 17], the magnitude of /T in BaFes(Asp.¢7P0.33)2 is strongly enhanced from
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that in (Bag.75Ko.25)FeaAsy. At low temperatures the data are well fitted by k /T =
aT?+b. The presence of a finite residual value b ~ 25 mW/K? m is clearly resolved.
Ithas been shown thatintherange kp T < yy the quasiparticle thermal conductivity in
superconductors with line nodes is given by /T = «o/T (1 4+ O [T?/y3]). where
o is the impurity bandwidth [29]. The term «o/ T arises from the residual quasi-
particles, or the zero-energy density of states (DOS) caused by the impurity induced
Andreev bound states. For line nodes, a rough estimation gives ko/ T ~22mW/K?>m
[30], which reasonably coincides with the observed value. The second T2-term in
the above equation arises from the thermally excited quasiparticles around the nodes,
which is also consistent with the observed quadratic temperature dependence of k/ T
with a slope one order of magnitude larger than « /T .

Figure 5.11b shows the field dependence of x/ T. The most distinguished feature
isthat ko(H)/ T increases steeply at low fields and attains nearly 70 % of the normal-
state value k, /T even at 0.2H., (where «,,/ T ~ 81 mW/K? m is estimated from the
Wiedemann-Franz law by using the residual resistivity pg & 30 w2 cm). Such a field
dependence is quite similar to that in Tl;Ba;CuQOgs with line nodes [31] but is in
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dramatic contrast to that in fully gapped superconductors such as Nb [32]. In fully
gapped superconductors, quasiparticles excited by vortices are localized and unable
to transport heat at low fields. In sharp contrast, the heat transport in superconductors
with nodes is dominated by contributions from delocalized quasiparticles outside
vortex cores. In the presence of line nodes where the density of states has a linear
energy dependence N(E)  |E|, N(H) increases steeply in proportion to v H
because of the Doppler shift of the quasiparticle energy [33]. This is consistent
with the field dependence of ko(H)/T in BaFes(Asg.¢7P0.33)2 shown in the inset of
Fig.5.11b.

Figure5.12 shows the temperature dependence of the normalized 3'P 1/7 in
the superconducting state for BaFe (Asg.67P0.33)2 [34] at several magnetic fields,
as well as the data for (Bag ¢Ko.4)FeyAsy. In BaFes(Asg.67P0.33)2 a marked 1/ T
behavior different from other iron-based superconductors such as (Baj_, K, )FeyAsy
is observed; while the 1/77 in (BagcKo.4)FeaAs, exhibits a 7> power-law depen-
dence down to low temperatures indicative of a fully gapped state, in BaFe; (Asg g7
Po.33)2 1/ T\ T = const. behavior below ~0.17, is observed, demonstrating the exis-
tence of the residual density of states at zero energy. Although 1/77 depends on the
magnetic fields, the 1/71T = const. behavior below ~0.17, can been seen even at
H — 0. There are two possible sources for the field dependence of 1/ 77 in the vortex
mixed state: one is from localized quasiparticles inside vortex cores and the other is
from delocalized quasiparticles originating from nodes in the gap. Since the applied
magnetic field is much smaller than H., ~ 52T, it is unlikely that the observed
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Fig. 5.13 Relative change in the penetration depth at low temperatures as a function of 7'/ T, for
different compositions from x = 0.27 (a) to 0.64 (f)

saturation of 1/ 71T is causes by localized quasiparticles inside vortex cores. There-
fore, the field dependence of 1/ 77 in BaFe,(Asg.¢7P0.33)2 comes from the contribu-
tions of the delocalized quasiparticles originating from nodes in the gap, which is
consistent with the existence of the residual density of states near the Fermi energy.

The present results, (i) the quasi—T7 -linear dependence of AL(T'), (ii) the presence
of ko/ T at zero field, (iii) the 72 dependence of k /T, (iv) the VH field dependence
of k/T, and (v) the 1/ T, T = const. behavior, all indicate that line nodes exist in the
gap function of BaFe;(Asg ¢7P0.33)2.

5.3.3 Doping Dependence of Penetration Depth

An important question is then to answer where the nodes are located. Since the
superconducting gap structure is closely related to the pairing mechanism, knowledge
of the detailed superconducting gap structure is a major step toward identifying
the interactions that produce pairing. To do this, we have performed measurements
of the magnetic penetration depth over a wide range of x (0.26 < x < 0.64).
Figure5.13a—f show the low-temperature relative change in the penetration depth,
AX = A(T) — A(0), as a function of T/T,. The most notable feature is that all
samples exhibit the nearly 7'-linear dependence of AA(T). This is an important
result indicating that the presence of line nodes in the superconducting gap is a robust
signature in this P-substituted system. Another feature of the doping dependence of
A is that the relative slope is the steepest for x = 0.30, about which we will discuss
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Fig. 5.14 Fermi surface of BaFe;(As;_,Py)> witha x = 0.3, b 0.5, ¢ and 0.7 from the band-
structure calculation using a density functional theory implemented in the WIEN2K code. The
shading represents the in-plane Fermi velocity vx. The flat parts of the outer electron sheets have
high v values. The lines represent the extremal S-orbit

in the next section in terms of a quantum critical behavior inside the superconducting
dome.

For further investigation, we have calculated the band structure using a density
functional theory implemented in the WIEN2K code for x = 0.3, 0.5 and 0.7 (see
Fig.5.14). The obtained Fermi surface consists of five quasi-cylindrical pockets:
three hole pockets at the center of the Brillouin zone, and two electron pockets
centered at its corners. The shading of Fig.5.14 represents the magnitude of v%b :
the red (blue) area denotes regions with high (low) Fermi velocity. It can be seen
that the hole pockets have low velocity and heavy-mass quasiparticles, whereas the
electron pockets have high velocity and light-mass quasiparticles. Moreover, the band
structure calculations with doping reveal that while the hole sheets show substantial
warping with the P substitution, the electron sheets don’t change the shapes with
increasing the concentrations x. Since the penetration depth is dominated by the
region with higher Fermi velocity v, the robustness of the presence of line nodes in
BaFe; (Asi—xPy )2 over a wide range of x implies little change in v at the near-nodal
regions. Therefore, we infer that the nodes are located on the electron sheets rather
than the hole sheets whose shapes significantly change with x.

5.3.4 Detailed Gap Structure of BaFe;(As;—,Py)2

5.3.4.1 Nodes Being on the Electron Sheets

Considering the robustness of the presence of line nodes in BaFe;(As|_,Py )2, the
scenario with the nodes being on the electron sheets rather than the hole sheets is most
likely in this system. This has been supported by several experiments. Recent bulk-
sensitive laser-ARPES experiments [35] report isotropic gaps in all three hole pockets
around the Z point. Three hole sheets around the Z point have been observed by using
circularly polarized laser. The temperature dependence of the energy distribution
curves at kr for the outer Fermi surface shows the opening of the superconducting
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Fig. 5.15 Low-field electronic specific heat coefficient y for BaFe;(Aso7Pp3)2 up to 4T at 2K
(circles)and 1.5 K (up triangles). Down triangles indicate the data for 7 — 0 K. The fitting functions
of the data are also shown. The figure is taken from Ref. [36]

gap below T.. The superconducting gap magnitude A is directly extracted from
the fitting procedure using the BCS spectral function. The obtained A value is in
excellent agreement with the BCS-like T-dependence. The angle dependence of A
of the three hole sheets, which indicates the fully gapped nature of these Fermi
surface sheets. This result rules out the d-wave gap symmetry in BaFe; (As|_,Py)»
and strongly supports the possible presence of line nodes in the electron sheets around
zone corners.

A comparison of the field dependence of k /T with that of C/T also suggests the
presence of nodes on the electron sheets. Figure 5.15 shows the field dependence of
the electronic specific heat coefficient y = C/ T at low fields for BaFe;(Asg 7Po.3)2
[36]. While the residual /T in the magnetic field exhibits a clear ~/H dependence
over a much wider range, the residual specific heat C/T shows a moderate increase
and nearly linear-dependence above 5T. This suggests that the nodes are located
in regions with higher in-plane Fermi velocity v‘}b , since the quasiparticles near
the regions with higher in-plane Fermi velocity give a lower relative contribution
to C/T (proportional to the DOS, N(er, H)) than to thermal transport (propor-
tional to N (e p)(v?,b )?). The shading of Fig.5.16a represents the magnitude of v‘}b
for BaFes(Aso.67P0.33)2 [37]. The red (blue) area denote regions with high (low)
Fermi velocity. As mentioned above, the hole pockets have low velocity and heavy
mass, while the electron Fermi surface sheets have high velocity and light mass.
Considering that the electron pockets have a lower scattering rate than the hole pock-
ets, their contribution to the total thermal conductivity is even more pronounced.
Note that these regions with high v%b also have a higher Doppler shift for H L ab.
Therefore, these observations strongly support the scenario with the nodes on the
electron sheet. Figure 5.16b, ¢ show N(¢r) (x C/T) and N(SF)(V?;!))Z) (x k/T)
as a function of vab . The gray shaded areas indicate the high velocity regions with
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Fig. 5.16 a Fermi surface of BaFe;(Asg.67P0.33)2. The shading represents the magnitude of the
in-plane Fermi velocity v‘}b. b, ¢ The density of states, N(¢r), and N(e p)(v‘j;b)2 of each band,
which are proportional to C/T and /T , respectively, are plotted as a function of v‘}b. The flat parts

of the outer electron sheets in a are the regions with high v‘}b values, which correspond to the gray
shading in b and c. The figure is taken from Ref. [37]

v‘}b > 0.3 x 10° m/s, flat parts in the outer electron sheets. Although their contribu-
tion is less than 5 % in the total DOS (C/T), it exceeds 30 % in « /T . Importantly,
this analysis suggests that the nodes may be located in the flat parts in the outer
electron sheets where the Fermi velocity is highest.

5.3.4.2 Looped Line Nodes in the Outer Electron Sheet

Recent angle-resolved thermal conductivity measurements in a magnetic field rotated
within the basal plane for BaFe; (Asg ¢7P0.33)2 [37] have revealed the detailed super-
conducting gap structure, which is also consistent with the robustness of the presence
of nodes on the electron sheets. Figure 5.17a shows the angular dependence of « (¢),
where ¢ is the angle between the a axis and the magnetic field H. It is clear that « (¢)
shows minima at ¢ = £45°, which indicates the presence of fourfold modulation. As
shown by the solid lines, k (¢) ateach T and H can be fitted to k (¢) = ko+K2¢ +Kap,
where « is a constant, and k¢ = Cpy cos 2¢) and k4p = Cayp cos 4¢ are the terms
with twofold and fourfold symmetry, respectively. The twofold contribution can be
attributed to the difference in transport with the field parallel to and normal to the
heat current, which is present even for an isotropic gap. Figure 5.17c—h show x4 /K,
at low T and low H. It can be seen that clear fourfold oscillations with the ampli-
tude |Cagp|/kn ~ 0.01-0.02 are observed. Such oscillations are due to the creation
of unpaired quasiparticles in the regions with small or vanishing gaps by the applied
field. The strength of the pair breaking in a given near-nodal region vanishes when the
Fermi velocity v is parallel to H, and becomes maximal when v is perpendicular
to H. This can be explained by the Doppler shift of the quasiparticle energy by the
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Fig. 5.17 a Angular variation of «(¢) in BaFe;(As( 67P0.33)2. The blue solid line represents the
fitto k (¢) = Ko + k2 + k4. The sinusoidal curves with one minimum (two minima) represent the
twofold (fourfold) term obtained by the fitting. The inset shows the definition of the angle 6. b The
magnitudes of k24 and k44 at 2K as a function of the fields. ¢—e The fourfold term k44 at 2T and

at several temperatures. f—h The fourfold term k4, at 2K and several magnetic fields. The figure is
taken from Ref. [37]

amount §e(r, vr) = vr(k) - p,(r), where p; is the superflow due to the vortices in

the plane normal to H. Hence rotating H provides a probe of the node positions.
The profile of k (¢) under a rotated field allows us to explore the positions of nodes.

The fourfold oscillations of « (¢) of similar amplitude to that in materials with vertical
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Fig. 5.18 a—c Possible positions of nodes on the electron Fermi surface. For k, = 0 and 27 /c,
cross sections of the electron surface are approximately elliptical. d, e When the nodes are located
on the flat part of the outer electron band, the field-induced states near all nodes (red circles)
have a comparable contribution to the heat current for H||q d and for H L g e, so that the twofold
component of « is nearly absent. f, g When the nodes are on the sharp ends, the field-induced DOS is
small for nodes with v nearly parallel to H (crosses). The nodes with more quasiparticles (circles)
have a different angle between vy and ¢ for the two field orientations, leading to a dominant twofold
anisotropy. h Comparison of «(9) for the two cases with the scattering rate y = I'/2x T, = 0.01,
phase shift of scattering § = 7/3, and the ratio of interband to intraband scattering §v = 0.9. The
figure is taken from Ref. [37]

line nodes argue against nearly horizontal line nodes suggested by several theories.
Depending on the temperature and field range, either minima or maxima of x4 can
indicate nodal directions. The inversion of the oscillations reported in Fe(Se,Te) with
a similar Fermi surface structure occurs at a much higher temperature and field than
the present range (0.03 < 7 /T, < 0.13 and 0.007 < H/H,> < 0.06). Therefore the
minima at ¢ = £45° observed in the present low-7 and low-H range indicate that
the nodes are located at the position of the Fermi surface where v is nearly parallel
to [£7/a, £ /a, 0] directions.

In the ‘122’ system, the k, cuts of electron sheets are elliptical with twofold
symmetry because of the body-centered tetragonal symmetry. These ellipses are
rotated by 90° between k; = 0 and £27/c, forming the so-called ‘snake that swal-
lowed a chain ’shape. As shown in Fig.5.18a—c, flat regions appear in the electron
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pockets around point A (along I"-X) and the Fermi surface has a higher curvature
near point B. In the A;; symmetry we consider three possible nodal structures shown
in Figs.5.18a—c; (a) eight vertical line nodes, (b) closed-loop line nodes in the flat
part, and (c) nodal loops in the high curvature part. To distinguish among these pos-
sible gap structures, the profile of the thermal conductivity has been calculated as
a function of the field angle by using the microscopic approach generalized to the
multiband system, which has been successful in describing C/T and «/T oscilla-
tions. For simplicity we assume one electron sheet with nodes and one hole Fermi
surface that is fully gapped. The obtained results are shown in Fig.5.18h, which can
be interpreted by an intuitive physical analysis. The two ellipsoids in Fig.5.18d—g
represent the electron sheets at (7 /a, 7 /a) and (v /a, —m /a) points, respectively. In
an applied magnetic field, quasiparticles are predominantly generated at locations
where vp L H (filled red circles) and quasiparticles with vr || ¢ contribute more
to the heat transport. If the nodes are on the high curvature region as in the case of
Fig.5.18c, the Fermi velocities at the nodes are not parallel. For the field parallel
(normal) to the heat current, the majority of unpaired states have vy nearly normal
(parallel) to the heat current (Fig. 5.18f, g), yielding a dominant twofold component
(see the lower curve in Fig. 5.18h). In contrast, the nodes on the flat part of the ellipse
as in the case of Fig.5.18b have a nearly identical direction of the Fermi velocity
(Fig.5.18d, e), and contribute equally to the g for both H ||g and H L ¢ (see the
upper curve in Fig. 5.18h). Thus, the observation of a large fourfold component with
minima near +45° eliminates the possibility of the nodal loops at the sharp edges of
the Fermi surface (Fig.5.18c). It also argues against vertical line nodes (Fig.5.18a)
as this gap structure would essentially average the two curves in Fig.5.18h, which
leads to a large twofold anisotropy not seen in the experiment. Therefore the observed
results are most consistent with the closed nodal loops located at the flat parts of the
electron Fermi surface with high Fermi velocity.

Finally we discuss why such a nodal loop structure is realized. Experimentally,
recent neutron-scattering measurements suggest that the line nodes should create
only a limited area of sign reversal on a single Fermi surface [39], which is consis-
tent with the present nodal loop structure. The Raman scattering measurements for
Ba(Fe;_,Co,)2As, [38] have suggested a similar gap structure. A number of model
calculations predict that the superconducting gap in the electron Fermi surfaces can
be more anisotropic than that in hole bands, and that nodes can appear in some para-
meter range. In that case, formation of the nodes in the flat regions with low DOS
does not significantly reduce the superconducting condensation energy. In addition,
it has been suggested that the nesting between the Fermi surface regions with the
same orbital character is important for the pairing interaction. We note that the change
of the orbital character from xy to xz 4+ yz occurs near the rim of the flat part of
the electron pocket (see Fig.5.19), implying that the orbital character may favor the
closed-loop nodes. Thus the pairing interaction and low DOS stabilize the nodal
loop structure with no serious reduction of 7,.. A more detailed fully microscopic
calculation is required to clarify the origin of the closed nodal loop structure.
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5.4 Results and Discussion 2: Quantum Critical Point
Beneath the Superconducting Dome

Investigating the QCP inside the superconducting dome is an experimentally
challenging task, because most physical quantities vanish below 7,.. Although non-
Fermi liquid properties have been reported in BaFe; (As;_Px)2 by several experi-
ments, all of them have been performed in the normal state above the superconducting
dome. It is therefore required to study systematically the superfluid response in the
zero-temperature limit, which can be accessible by the measurements of the absolute
penetration depth A(0).

For a reliable determination of the absolute value of A(0) in small single crystals,
we adopted three different methods. The first is the lower-7, material coating
method [24, 25], in which A(0) is determined from the frequency shift of the
tunnel diode oscillator containing the BaFe>(Asi_,Py)> crystal coated with alu-
minum film (7, = 1.2K) of known thickness and penetration depth. In Fig.5.20 we
show the temperature dependence of the penetration depth for the optimally doped
BaFes(Asg.7Pp.3)2 sample coated with the Al film of thickness of ~100nm. Above
TA! = 1.2K, the normal-state skin depth of Al (§a1 ~ 75pum for pit! = 10uQcmat
13 MHz) is much larger than the thickness of the Al film. Therefore, the penetration
depth of the coated sample, Af(7'), is almost identical to the penetration depth A(T')
before the Al coating on the sample. On the other hand, when the Al film is super-
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conducting (T < TCAI), Al acts together with the coated superconductor to screen the
magnetic fields. Then, the effective magnetic penetration depth into both the Al film
and the coated superconductor for 7 < TCAl can be given by Eq. 4.26. The overall pen-
etration depth change below the Al transition L = AAefr(T) = Aeff (T) — Aeft (Tinin)»
where A(T) is the penetration depth of the coated superconductor and Aa1(7) is the
penetration depth of the Al film, is used for the calculation of A(0), which gives
A(0) = 330nm for x = 0.3. The obtained results for the other concentrations x are
summarized in Fig. 5.22a (black diamonds).

The second is the microwave cavity perturbation technique, in which A(0) is
determined from the measurements of surface impedance, Z; = R + iX;, by
using a superconducting resonator (with the resonant frequency w/2n ~ 28 GHz)
and a rutile cavity resonator (5 GHz), both of which have very high quality factor
Q ~ 10° In Fig.5.21 we show the typical temperature dependence of the sur-
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Fig. 5.22 a Doping evolution of the penetration depth A(0) in the zero-temperature limit deter-
mined by three different methods; Aluminum coating method (black diamonds), microwave cavity
perturbation technique (blue squares), and the low-temperature slope of the relative change of the
penetration depth with temperature (red squares, right hand scale). The right axis corresponds to the
left axis if we assume a d-wave formula for nodal superconductors and BCS relation A = 1.76kp 7.
b Phase diagram of BaFe;(As;_Py)2. The red shaded region at around x = 0.3 represents the
region where the exponent n of the temperature dependence of the resistivity, pg.(T) = p(0)+AT",
is close to unity, which is a hallmark of the non-Fermi liquid (non-FL). The doping dependence of
the effective Fermi temperature Tr (left axis) and renormalized mass m; /m (right axis) determined
by dHvVA oscillations arising from the B-orbit (see Fig.5.14) are also shown

face resistance R; and reactance X for the x = 0.56 sample. In the normal state
where wt is much smaller than unity (Hagen-Rubens limit), Ry = X is expected
from the relation Ry = X; = /uowp4c/2. Such a behavior is indeed observed
in Fig.5.21. As shown in Fig.5.21, the data shows a low residual R, value in the
low-temperature limit, which indicates high quality of the crystal. We note that the
transition in microwave is intrinsically broader than that in dc resistivity data since
the applied GHz microwave excites additional quasiparticles just below T.. In the
superconducting state well below T, A(T) is obtained by the surface reactance via
the relation X (T) = wowA(T). The absolute value of X is determined from Z;
and dc-resistivity pg. in the normal state by the relation Ry = X5 = +/owpdc /2.
The inset of Fig.5.21 shows the temperature dependence of the absolute penetration
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depth for the x = 0.56 sample, which shows extremely good agreement with the
TDO data. The data is extrapolated down to zero temperature from the TDO data
measured down to 80 mK, which gives A(0) = 135 nm. The obtained results are also
summarized in Fig.5.22a (blue circles).

In addition to the above two direct methods, we also evaluate A(0) from the
low-temperature slope of the relative change in the penetration depth with tempera-
ture, AA(T) = A(T)—X(0), measured by the tunnel diode oscillator down to ~80 mK
(see Fig.5.13). As discussed above, for all samples measured covering a wide range of
concentrations 0.26 < x < 0.64, the quasi—T -linear variation of AA(T') is observed.
A remarkable feature of the nearly linear-dependence of i AA(T') is that the relative
slope is the steepest for x = 0.30 (Fig.5.13b). This slope is related to A(0) and the

superconducting energy gap magnitude i Ag,p: for a d-wave nodal superconductor

one may derive A}f‘(g) = X‘g dzp kpT [24]. By simply assuming this formula and the

BCS relation Agyp = 1.76kp T, we evaluate A(0) values (red squares in Fig.5.22a).
Although this simple assumption should be scrutinized, the obtained A(0) is close
to the other data. The absolute values of A(0) determined by three different methods
are thus quantitatively in good agreement in all x range of study.

Figure 5.22a shows the doping dependence of the squared in-plane penetration
length A2(0) in the zero-temperature limit. Its inverse 2 ~2(0) is given by the formula
> uoniez / m?‘, where m;" and n; are the effective mass and concentration of the
superconducting carriers in the band i, respectively. The most notable feature 1% (0)
shown in Fig.5.22a is the sharp peak at x = 0.30, at about the same composition
level where T, is maximal. The prominent enhancement of 22 (0) is observed on
approaching x = 0.30 from either side and has been seen in multiple samples by using
different techniques. This reproducibility, combined with the above mentioned low
R;(0), sharp superconducting transitions, and large heat capacity anomalies at all
values of x close to x = 0.30 (8), shows that the enhancement is not an experimental
artifact associated with poor screening caused by nonbulk superconductivity. We
attribute the peak in 22(0) to the existence of a QCP at x = 0.30. Generally, the
penetration depth is dominated by the Fermi surface regions with large Fermi velocity.
As shown by the shading in Fig. 5.14, the flat parts of the outer electron sheets, where
the B-orbit mainly lies, have the highest Fermi velocity. The enhancement of 12(0)
is therefore likely to be closely related to the mass renormalization for m; (x) of the
electron sheets revealed by the dHVA experiments in the normal state [18].

We stress that the critical behavior of A(0) has never been reported in any other
superconductors, including heavy-fermion, cuprate and other iron-based supercon-
ductors. Even in the present system, no clear evidence for such a pronounced quantum
critical behavior has been reported in the superconducting properties near 7, [40].
These may be related to the sharpness of the peak in A%(0), suggesting that the
fine tuning to the QCP both in the x and T axes is required to see the effect on
the superconducting condensate. We note that the specific heat jump at 7, in based
superconductors follows an unusual relation AC /T, « TC2 [20, 40, 41], which has
been pointed out to be consistent with a normal state that is a quantum critical metal
undergoing a pairing instability [42].
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Our observation has profound implications for the superfluid in strongly correlated
superconducting systems. How the strong electron correlations influence the con-
densed electron pairs in superconductors has been a long-standing issue [43—-46].
In fact, it has been pointed out that in an ordinary one-component Galilean invari-
ant Fermi liquid the electron correlation effect does not cause the renormalization
of the mass responsible for the superfluid density [43]. On the other hand, the
superfluid mass renormalization occurs in heavy-fermion superconductors, which
contain interacting conduction electrons and local moments [44, 45]. The present
results reveal that the electron correlation effect associated with the critical fluctu-
ations near the QCP can lead to a striking mass renormalization of the superfluid
in BaFe)(As|—_yxPy)2, in which the interaction between electron and hole pockets
plays an important role for the electronic properties [21]. This calls for a new the-
ory to explain the superfluid mass renormalization in this new strongly correlated
multiband system.

We now discuss the consequences of a QPT inside the superconducting dome.
Such a QPT implies that the non-Fermi liquid behavior indicated by the red region in
5.22b is most likely associated with a finite temperature quantum critical region
linked to the QCP. Moreover, this transition immediately indicates two distinct
superconducting ground states. The robust 7-linear behavior of AXL(T) with the
slope scaled by A(0) in both sides of the QCP argues against a drastic change in
the superconducting gap symmetry [21, 22]. The fact that zero-temperature extrap-
olation of the antiferromagnetic transition 7Ty (x) into the dome coincides with the
location of the QCP (Fig.5.22b) leads us to consider that the QCP separates the
pure superconducting phase and the superconducting phase coexisting with the spin
density wave (SDW). There has been much debate as to whether superconductiv-
ity coexists with magnetic ordering not only in based superconductors but also in
cuprates, heavy fermions and other exotic superconductors, because of the difficulty
to distinguish from mesoscopic phase separation. The present results revealing the
QCP strongly suggests that superconductivity and SDW coexist on a microscopic
level, but compete for the same electrons in the underdoped region. This is evidenced
by the overall larger 1(0) values in the SDW side of the QCP than the other side
(see Fig.5.22a), corresponding to the smaller volume of Fermi surface due to the
SDW gapping. The microscopic coexistence is also supported by the enhancement
of A%(0) with approaching the QCP from the SDW side, which is not expected in the
case of phase separation.

To place BaFe;(As;_,Py)> in the context of other superconductors, we plotted
T, as a function of the effective Fermi temperature 7r for several types of com-
pounds (Uemura plot, Fig.5.23); the red symbols correspond to various values of x
for BaFe, (As|_,Py)>studied here, and the others are obtained from mSR measure-
ments reported previously [47]. Because the relevant Fermi surface sheets are nearly
cylindrical, TFr for two-dimensional (2D) systems may be estimated directly from the
superfluid density 2 ~2(0) viathe relation, Tr = (7?7 )nap/ kgm™* ~ K> | oe>d 1> (0),
where nsp is the carrier concentration within the superconducting planes and d is
the interlayer spacing; Tr = (ﬁ2/2) (3n2)2/3n2/3/k3m* for 3D systems [47]. The
dashed line in Fig. 5.23 corresponds to the Bose-Einstein condensation (BEC) tem-
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Fig. 5.23 The so-called Uemura-plot. 7. is plotted as a function of effective Fermi temperature
Tr evaluated from the superfluid density for various superconductors (nop/(m™*/mg) for 2D and
1.52n/(m* /mo) for 3D systems, where my is the free electron mass) [47]. We used an average
of the Al-coating and microwave data. The present data in BaFe(As;_xPy)2 for x > 0.30 (red
circles) and for x < 0.30 (red squares) bridge a gap between the conventional superconductors such
as Nb and cuprate high-7, superconductors such as (La, Sr);CuO4 (214), YBay;Cu307_s (123),
and BipSr2CazCu3 Oy, (2223). x = 0.3 represents the data at the QCP. The dashed line is the BEC
temperature for the ideal 3D boson gas. The inset shows the doping dependence of 7, normalized
by the Fermi temperature (left axis) or BEC temperature (right axis). Yellow and black dashed lines
mark the 7,/ TF values for underdoped cuprates 123 and for the conventional superconductor Nb.
Green arrow represents T,/ Tg = 0.7 for superfluid *He

n

perature for ideal 3D boson gas, Tp = %(2.612)2/3 = 0.0176TF. In quasi-2D
system, this value of T provides an estimate of the maximum condensate tempera-
ture. The evolution of the superfluid density in the present system is in sharp contrast
to that in cuprates, in which 7 is roughly scaled by Tr. The inset of Fig.5.23 depicts
the P-composition dependence of 7, normalized by Fermi (or BEC) temperature,
T./Tr(T;/Tp). In the large composition region (x > 0.6), T,/ TF is very small,
comparable to that of conventional superconductor Nb. As x is decreased, T,/ TF
increases rapidly, and then decreases in the SDW region after reaching the maximum
at the QCP (x = 0.3). What is remarkable is that the magnitude of 7./ Tp(~~0.3) at
the QCP exceeds that of cuprates and reaches as large as nearly 40 % of the value of
superfluid “He.

The fact that 7./ Tr, and hence A/er, becomes largest at the QCP indicates
that the strongest pairing interaction is achieved at the QCP, which provide direct
evidence that the high-7, superconductivity is favored by the QCP in iron-based
superconductors. In a multiband system, we need to introduce the effective Fermi
energy ¢ for each band, which is defined for electron (hole) bands as the energy of
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the highest occupied state relative to the bottom (top) of the band. Since the outer
electron sheet with the highest Fermi velocity has the largest ¢z and hence mostly
contributes to the superfluid density, the magnitude of 7./ TF in the other sheets are
expected to be even larger. These results lead us to consider that in terms of 7./ Tr
the system is closer to the BCS-BEC crossover [48] than the cuprates, in which phase
fluctuations are important for determining 7, [49]. A possible crossover towards the
BEC driven by the QCP may cause unexpected phenomena of superconductivity. The
extremely large A /ep value indicates that BaFe,(Aso 7Pp.3)2 may be in the region
where any other superconductors could not access. For instance, this may lead to
highly unusual superconducting states with anomalous vortex core and superclean
vortex dynamics are expected.

5.5 Summary

In this study we have performed high precision measurements of the magnetic
penetration depth in BaFe, (Asj_,Py)2 over a wide range of x, which provide strong
evidence that this material has line nodes in its energy gap. We find that the presence
of line nodes in the superconducting gap is a robust signature in this P-substituted
system, which is consistent with the nodes being on the electron sheets rather than the
hole sheets whose shapes significantly change with x. By combining several results
for the isovalent-doped BaFe; (As; Py )2, we conclude that the observed results are
most consistent with the closed nodal loops located at the flat parts of the electron
Fermi surface with high Fermi velocity.

We have also reported the zero-temperature anomaly of the superconducting
condensate in very clean BaFe;(As;_,Py ), crystals that reveals the first convinc-
ing signature of a second-order quantum phase transition deep inside the dome. We
find that the x-dependence of the penetration depth exhibits a sharp peak at the
optimum composition x = 0.30 (7, = 30K), demonstrating pronounced quantum
fluctuations associated with the QCP, which separates two distinct superconducting
phases. Moreover, the ratio of 7./ Tr at x = 0.3 marks the highest record among
superconductors exceeding the cuprate case and even approaches the superfluid “He
value, implying a possible crossover towards the Bose-Einstein condensate driven
by quantum criticality.
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Chapter 6
Superconducting Gap Nodes in the Zone-
Centered Hole Bands of KFe;As,

Abstract In this chapter, we show the results of the end member of the hole-doped
system, KFe; Asy, which has three zone-centered hole pockets and no electron Fermi
surface but still exhibits superconductivity. We have performed measurements of the
magnetic penetration depth in very clean single crystals of KFe,As, with residual
resistivity ratio RRR ~ 1200 by using the tunnel diode oscillator down to 80 mK. A
steep temperature dependence of A(T") at low temperatures indicates the existence
of low-energy excitations in KFe,As,, which is totally different from the flat tem-
perature behavior observed in the optimally doped (Baj_, K, )FeyAs;. Our analysis
based on the DFT band calculation and dHVA results reveals that this material has
well formed line nodes located in the I"-centered hole bands.

Keywords Heavily hole-doped system - KFeyAs, + Magnetici penetration depth -
Superconducting gap structure + Line nodes

6.1 The End Member KFe;As; in the Hole-Doped System

In most iron-based superconductors there are disconnected quasi-two-dimensional
hole and electron Fermi surfaces. The former are centered on the I" point in the
Brillouin zone and the latter at the zone corner. Based on analyses of spin-fluctuation
mediated pairing models, strong scattering between the electron and hole sheets,
corresponding to a wavevector g ~ (i, ) leads to a nodeless gap with sign change
between the hole and electron sheets (nodeless s4 state) [1, 2]. Indeed, in certain
materials such as optimally doped (Ba;_, K, )FeyAs, and Ba(Fe;_,Coy)2Asy strong
evidence for fully gapped superconductivity has been observed in several experi-
ments. However, if in addition to this there is strong low g scattering this can stabilize
a state with nodes in the electron and/or hole bands with either s or d-wave symme-
try [2—4]. c-axis Fermi-surface dispersion could also generate horizontal line nodes
[3, 5]. In BaFes(As;—xPy)2, strong evidence of line nodes in the gap has been

K. Hashimoto, Non-Universal Superconducting Gap Structure in Iron-Pnictides 95
Revealed by Magnetic Penetration Depth Measurements, Springer Theses,
DOI: 10.1007/978-4-431-54294-0_6, © Springer Japan 2013
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obtained from the penetration depth and thermal conductivity measurements [6].
Moreover, recent angle resolved thermal conductivity measurements [7] suggest that
the nodes are most likely located on the electron bands near the zone corner of the
Brillouin zone, and that the hole bands centered at the I” point remains fully gapped.
Thus, the rich variety of possible pairing states has as its origin the small difference
of the unusual multiband electronic structure in the iron-based superconductors.

KFeyAsy, which is the end member of the hole-doped (Baj_, K, )Fey Asj series, is
an intriguing material in itself. Figure 6.1 shows the schematic phase diagram of the
holed doped (Baj_, K, )Fes As; system. The striking feature is that superconductivity
(T, ~ 3K) occurs even for x = 1 although substantial hole-doping (one hole per unit
cell) causes an significant change in the Fermi surface topology. Figure 6.2a depicts
the electronic structure of KFe,As, determined by ARPES measurements, as well
as that of the optimally doped Bag Ko 4FeyAs, [8]. The Fermi surface topology at
the X point is dramatically changed for x = 1 due to an excess of hole doping: the
ubiquitous X centered electron sheets are replaced by small quasi-two-dimensional
hole-like tubes which do not nest at all with the I"-centered hole sheets. This marked
difference can be explained by a simple energy shift due to hole doping (see Fig. 6.2b).
Two distinct hole pockets centered at I” point and small hole blades near X point have
also been observed in dHVA measurements [9]. Recent laser ARPES measurements
[10] have resolved three hole pockets centered at I" point. The electronic structure
with three hole pockets at I" point and hole blades at X point is consistent with the
DFT band calculation for KFe; As, and with the trends observed in ARPES studies
of (Baj_,K,)FeyAs, with increasing x [8].

If nesting between hole and electron pockets does play an important role in the
superconductivity of the high-7, iron-based superconductors, then the nature of the
superconducting state may be quite different in KFepAs;. The 7 As nuclear quadru-
pole resonance (NQR) and specific heat measurements using a polycrystalline sample

Fig. 6.1 Schematic phase T (K)
diagram of (Baj_, K, )Fe,As) 150
against the K content x F
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of KFeyAsy [11] have revealed the presence of low-energy quasiparticle excita-
tions, in contrast to the optimally doped (Ba;_,K,)FeyAs;. Figure 6.3a shows the
spin-lattice relaxation rate 1/7; in the superconducting state. 1/7; follows T''#
down to 0.6K below T, and decreases more steeply at lower temperatures. Such an
unusual behavior cannot be explained by a simple two-gap model with a nodeless
s+-wave state, which suggests the existence of line nodes in KFe, As, (see Fig. 6.3a).
Alternatively, the data can be well reproduced by two-gap models with nodal gap(s)
(see the inset of Fig. 6.3a). This two-gap superconductivity with nodal gap(s) has also
been observed in the specific heat measurement. Figure 6.3b displays the temperature
dependence of C/T. A small jump, which is about 30 % of the electronic specific
heat coefficient just below 7, can be reproduced by the two-gap superconductivity
with nodal gap(s). A large residual value of C/T at the lowest temperature (~0.17,)
also indicates the existence of low-energy quasiparticle excitations.

Furthermore, thermal conductivity measurements using a single crystal of
KFe;As, have also suggested nodal superconductivity [12]. Figure 6.4a shows the
temperature dependence of ko/7T at several magnetic fields. In zero field, a large
residual linear term ¢/ T is observed, which is totally different from the negligibly
small xp/ T observed in the optimally doped (Ba;_,K,)Fe,Asy. Moreover, a very
small magnetic field has significantly increased the «o/ T, while at high fields «o/ T
tends to saturate. Such a rapid increase of o/ T at low field is similar to the behavior
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Fig. 6.3 a Temperature dependence of 1/7; for KFe;As;. The inset shows the data normalized
by 1/T1(T¢). The solid and dashed lines represent the fits to the two-gap model with nodeless and
nodal order parameters, respectively. b Temperature dependence of C /T for KFe,As,. The solid
line represents the fitto C/T = y + T2 +&T*. The inset shows C(T)/y.T as a function of T/ T,.
The fits to the two-gap model with nodeless (solid line) and nodal (dashed line) order parameters
are shown. The figure is taken from Ref. [11]
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Fig. 6.4 a Low-temperature in-plane thermal conductivity of KFe;As, in magnetic fields applied
along the ¢ axis. The solid line is the fit to k /T = a 4 bT for the data at zero magnetic field. The
dashed line represents the normal state Wiedemann-Franz law. b Normalized residual term of ko/ T
in KFe; As; as a function of H/H.,. Similar data of the clean s-wave superconductor Nb, multiband
s-wave superconductor NbSe,, and overdoped sample of the d-wave superconductor T1-2201 are
also shown for comparison. The figure is taken from Ref. [12]
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of T1-2201 and provides clear evidence for unconventional superconducting gap with
nodes in KFepAs).

Thus far, although several experiments have provided strong evidence for
unconventional superconductivity with line nodes in KFe;As, detailed information
on the superconducting gap structure, especially where the nodes are located, is still
lacking. Since the presence of nodes in the energy gap signals an unconventional
pairing mechanism, and the position of the nodes can be a strong guide as the exact
form of the pairing interaction V-, its identification is of utmost importance. In this
study, we have performed measurements of the temperature dependent penetration
depth in KFe; As,, which shows that this material has well formed line nodes located
in the I"-centered hole bands.

6.2 Experimental

Single crystals of KFe,As, were provided by Professor Kohori’s group at Chiba
University and Professor Eisaki’s group at National Institute of Advanced Indus-
trial Science and Technology (AIST) in Tsukuba. High quality single crystals were
grown by a K-flux method. dc resistivity measurements ware performed by a standard
4-probe method. Au contacts were evaporated after Ar plasma cleaning of the sur-
face, which give contact resistance less than 1 2. Figure 6.5a shows the temperature
dependence of dc resistivity p(7) measurements, which indicates that our crystals
are extremely clean with the residual resistivity ratio RRR = p (300 K)/ pg of 1200.

In order to determine the bulk homogeneity of the superconductivity in our sam-
ples, specific heat measurements were performed on the same sample as was used

(a)600 . . (b)15 400
500 | -
210 300
__ 400} {1 £
§ g B
g 300 ———— { 505 200 =
= - X
< 200t ~
S o 100
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0 05 0
0

Fig. 6.5 aTemperature dependence of in-plane resistivity p(7) in a single crystal of KFe; As;. Inset
shows the low-temperature resistivity data. The solid line indicates a power law fit p (T) = po+AT?>
with pp = 0.5uQ2cm, A = 0.030 L cm/K2. b The frequency shift Af of the oscillator (left axis),
and relative change in the specific heat divided by temperature AC/T (right axis) in the same
sample measured by a modulated temperature method [13]
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for the penetration depth measurements. Because of the small size of these samples
(mass ~4 pg), amodulated temperature method was used [13]. Briefly, the sample is
glued to a 10 wm diameter chromel-constantan thermocouple and heated with mod-
ulated light from a room temperature LED via an optical fiber. This method has a
high sensitivity but has poor absolute accuracy, so the values are quoted in arbitrary
units.

The temperature dependence of the magnetic penetration depth A(7T) was
measured using the tunnel diode oscillator in a dilution refrigerator. The ac mag-
netic field is applied parallel to the ¢ axis so that the shielding currents flow in the
ab-plane. To avoid degradation of the crystals due to reaction with moisture in the
air, we cleaved the crystals on all six sides while they were coated in a thick layer
of Apiezon N grease. The measurements were done just after the cleavage with-
out exposure in air. The relatively sharp superconducting transitions found in the
frequency shift of the oscillator as well as in the specific heat measured after the
penetration depth measurements (see Fig. 6.5b) indicate that our procedure does not
damage the sample quality.

6.3 Results and Discussion

6.3.1 Penetration Depth

Figure 6.6 shows the low-temperature variation of the in-plane magnetic penetration
depth AXM(T) = A(T) — A(0) in two samples. In both samples a strong 7'-linear

Fig. 6.6 Change in the pen- T/T,
etration depth AX(T') at low
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dependence is observed over a wide temperature range of 0.1 < 7/ T, < 0.25. Such
a strong T'-linear dependence is distinctly different from the exponential dependence
expected in the fully-gapped superconducting state and is instead consistent with
gap with well-developed line nodes. A linear temperature dependence can only be
explained by the presence of line nodes [14]. This is in contrast to power law behaviors
with exponents close to 2 which could be consistent either with nodal behavior in
the dirty limit or with strong impurity scattering in the intrinsically fully gapped s+
state [14]. Evidence for line nodes in this compound has also been found in NMR,
specific heat [11] and thermal conductivity [12] measurements, as mentioned above.

Deviations from the T-linear behavior of A(7T') are observed at the lowest temper-
atures which are likely due to a finite zero-energy density of states created by a small
amount of impurity scattering. When impurity scattering is present in superconduc-
tors with line nodes, the low-temperature AA(T) changes from T to T2, which can
be described by the empirical formula AL(T) T2/(T + T*) [15]. A fit to this
formula (solid lines in Fig. 6.6) gives T* ~ 0.3K for sample #1 and T* ~ 0.5K for
sample #2, which indicates relatively small levels of disorder in these crystals.

Although the temperature dependence of A is consistent between samples the
absolute values of d1/dT differ by a factor two. Our calibration procedure linking
the measured frequency shift to the change in A has proved to be highly accurate
(~5-10%) for polycrystalline elemental test samples and high-7, cuprate supercon-
ductors such as YBayCu3O7_5 [16, 17]. However, in some cases where there is large
surface roughness of the cut edges AX may be overestimated. We obtain almost iden-
tical temperature dependence of the normalized superfluid density A%(0)/A(T) if
we use the doubled A (0) value for sample #2 (see the inset of Fig. 6.7). This indicates
that the only calibration factor has a factor of two differences between the two sam-
ples and the whole temperature dependence is quite reproducible. A similar effect
was found in LaFePO ([18]) and NbSe; [18]. The lower value found for sample #1 is
likely to be more representative of the intrinsic value although in LaFePO the values
of AX found by scanning SQUID spectrometry [19] were around a factor two smaller
than the lowest estimate [18].

6.3.2 Superfluid Density

To evaluate the normalized superfluid density ps(7T) = 12(0)/A%(T), we need the
value of A(0). Recent small-angle neutron scattering (SANS) measurements [20] esti-
mate A(7 = 55mK) ~ 200 nm and #SR measurements [21] give A(T;/2) ~ 280nm
which also suggests A(0) ~ 200 nm. These values are close to the A(0) values calcu-
lated from the Fermi surface parameters as will be discussed below (see Table6.1).
Regardless of the choice of A(0) value within the uncertainties, the obtained temper-
ature dependence of p,(7') shows a T-linear behavior over a even wider temperature
range than A (7)) itself (see Figs. 6.7 and 6.9). This is expected because the 1 — (T / T;.)
dependence of ps(T) gives AA(T)/A(0) = $a(T/T.) + 3>(T/T,)* + - - - which
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Fig. 6.7 Normalized superfluid density at low temperatures follows a T'-linear dependence (dashed
line). We used A(0) = 260 nm estimated from the Fermi-surface parameters. The solid lines are fits
to the empirical formula involving the impurity scattering in superconductors with line nodes (see
text). Inset compares the normalized superfluid density data for the two samples. To account for the
factor of two difference in the slope of AL(T') at low temperatures, we used the doubled A (0) value
for sample #2

Table 6.1 Contributions of each band to the normalized superfluid density 22(0) / A2(T) evaluated
from DFT band structure calculations as well as the dHvA measurements [9]

From DFT calculations From dHVA

Sheet #holes DOS (eV) ), (€V) “ Name #holes " <
ee oles e e —_— ame oles — ———

@p (w% )total me (w% )[otal

1 (pillow at Z) 0.002 0.06 0.16 0.04 - - - -

2 (inner tube at I")  0.258  1.11 1.47 0.32 o 0.17 6 0.31

3 (middle tube at I") 0.342  1.48 1.40 0.29 ¢ 0.26 13 0.23

4 (outer tube at I')  0.390 1.52 1.51 0.34 B 0.48 18 0.31

5 (tubes near X) 0.009 1.33 0.55 0.05 £ 0.09 7 0.15

Total 1.00 5.50 2.59 1 1.0 1

m, is the free electron mass

leads to slightly concave (superlinear) temperature dependence for the penetration
depth as we observed.

In order to proceed with a more quantitative analysis of our results we have
estimated the contribution of each Fermi surface sheet to the total superfluid density
from DFT calculations and dHvA results, respectively.

Estimation from DFT calculations:

As a first approach we have calculated the band structure of KFeyAs; using density
functional theory (DFT) using the WIEN2K package [22] and the experimental lattice
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Fig. 6.8 The Fermi surface of KFeyAs; (labels in correspond to Table 6.1). a 2D cross-sectional
representation of our band-structure calculations (note the pillow surface from band 1 does not
appear in this cut). b Schematic cross-section with shapes of the various pockets determined by
dHvA [9] and ARPES [8] experiments. ¢ 3D view of the DFT calculated Fermi surface with bands
energies shifted to best fit the dHvA frequencies (Rigid band energy shifts of 0, +20, —120, 450,
+30meV for bands 1-5 respectively were applied)

constants and internal positions [23]." 4 x 107 k points (in the full Brillouin zone)
were used for the calculations of plasma frequencies w,, Fermi surface volumes, and
sheet-specific density of states (DOS), which are reported in Table6.1. The Fermi

g =3841A,c=13.861 A, and z = 0.3525.
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surface topology and band masses are very similar to those reported previously [9].
Also we show the calculated Fermi surface of KFejAs; in Fig. 6.8a, c. The calculated
total DOS and w), correspond to the Sommerfeld constant y =13.0 mJ/K?mol and
1(0)=76.6nm, respectively. The experimentally observed y =93 mJ/K?mol
(Ref.[11]) implies a renormalization of 7.2 in the total density of states at the Fermi
level. Assuming that the superfluid density is renormalized by the same factor leads
to A(0) being increased to 205 nm. Such a renormalization for the penetration depth
1(0) in Galilean-invariant systems like liquid *He is canceled by the Fermi-liquid
parameter corrections [24], but in the electronic systems a large renormalization close
to the thermodynamic mass enhancement is expected [25] and has been observed in
heavy fermion systems [26].

Estimation from dHvVA results:

Although the general features of this Fermi surface calculation are confirmed by
ARPES [8] and dHVA measurements [9], the exact size of the various sheets and
their warping are not. Also, dHvA measurements show that the mass renormalization
effects vary between the different sheets. So as a second approach we estimate the
contribution of the various sheets to the superfluid density directly from the dHvVA
measurements, assuming each sheet is a simple two dimensional cylinder. As the
largest B sheet was not observed by dHVA, we estimate its volume from the total
hole number constraint and its mass by using the measured specific heat. Note that
for sheets with more than one extremal dHVA orbit we have taken the average. Also
we have ignored any possible contribution from the small pillow sheet (band 1: see
Fig. 6.8 and Table 6.1). The contribution of each sheet to the superfluid density were
then calculated using A2 = poeny/m* = a)f, /c2, where ny and m* are the hole
density and effective mass for each sheet. From this we obtain a total superfluid
density which corresponds to A(0) =260nm. The fact that this procedure and the
direct calculation from the band structure (including renormalization) give values of
A(0) which compare favorable to the direct measurements by SR and SANS gives
us confidence in the accuracy of the result. A key result from this analysis is that the
contribution of the ¢ band near the X point is small. It contributes only up to ~15%
of the total superfluid density.

6.3.3 Position of the Nodes

The temperature dependence of the normalized superfluid density p; = A2(0)/A>(T)
is plotted in Fig. 6.9. Here we have used values of A(0) which encompass the above
estimates as well as a factor of 2 larger value in case that our values of AA(T) are
overestimated because of remaining surface roughness in sample #1. These plots
show that the superfluid density at T =7, /3 does not exceed ~75 % of the zero-
temperature value which indicates that the nodes are located on at least one of the
I'-centered bands which have large contributions to the superfluid density.

In a nodal superconductor a rapid decrease of superfluid density with increas-
ing temperature is indicative of a small value of the gap slope near the nodes
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wAyg = 1/dA/dP|node (in a simple d-wave model [27] for T K T: ps(T) =1 —
41In2/uAp). The presence of multiple Fermi surface sheets complicates the analysis
in the present case, but it is reasonable to approximately model the gaps and Fermi
velocity values on the different sheets by globally averaged values of u and A. We
then approximate the variation of the gap with in-plane Fermi surface angle ¢ by
A(¢) = min(uAop, Ag) [27]. We note that for u = 2 this produces a very similar
form of ps(T/T.) to the more usual d-wave form A(¢) = Agcos(2¢). An alter-
native way of modeling the gap would be to add higher harmonics to this lowest
order d-wave form. However, this would introduce more fitting parameters if more
than one extra harmonic was required. In the weak-coupling limit, u is the only free
parameter in this model as the temperature dependent gap can be calculated self-
consistently [27]. Here, however, we allow for possible strong-coupling corrections
to Ap and leave this as a free parameter, fixing the temperature dependence of A to
its weak-coupling d-wave form.

As shown in Fig. 6.9, we find this model fits our data well for all assumed values
of 1(0). There is strong covariance between the two parameters u and Ay because
the low T slope is determined only by the product Ay whereas the variable ratio
/Ao influences the higher-temperature behavior only weakly. We find the data can
also be reasonably well fitted by the inclusion of a second isotropic gap accounting
for ~30 % of the total, but the large reduction of p; at low temperatures cannot be
reproduced if we assume that only the ¢ tubes have line nodes as they only contribute
~15 % to the total superfluid density. This reaffirms our conclusion that nodes must
be present on the I" centered hole bands, although there is a possibility that some
of the sheets could be fully gapped. We note that recent laser ARPES measurements
[10] have revealed octet-line nodes on the middle hole pocket (band 3 in Fig.6.8)
and an almost-zero gap on the outer hole pocket (band 4), which are consistent with
the presence of line nodes in the energy gap on the large zone-centered hole sheets
experimentally-derived from our measurements. Although the superconducting gap
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structure of KFeyAs; is different both from the fully gapped superconducting state
in (Ba,K)Fe,As, and from the nodal state with line nodes in the electron sheet
as in the case of BaFe;(As,P);, the recent laser ARPES result that eight-fold sign
reversal in the gap function is realized in KFe;As; suggests that the non-universal
superconducting gap structure in iron-pnictides can be interpreted in the framework
of Ajg symmetry.

6.4 Summary

In summary, we have performed measurements of the magnetic penetration depth in
very clean single crystals of KFeyAsy with residual resistivity ratio RRR ~ 1200 by
using the tunnel diode oscillator down to 80 mK. A steep temperature dependence
of A(T) at low temperatures indicates the existence of low-energy excitations in
KFeyAsy, which is totally different from the flat temperature behavior observed
in the optimally doped (Baj_,K,)FeyAsy. Our analysis based on the DFT band
calculation and dHvA results reveals that there are line nodes in the energy gap on the
large zone-centered hole sheets. This is different both from the nodeless states found
in (Ba,K)Fe,As; and from the nodal s state with nodes in the electron bands which
may be the case in BaFe;(As,P),. The recent laser ARPES result that eight-fold sign
reversal in the gap function is realized in KFeyAs; suggests that the non-universal
superconducting gap structure in iron-pnictides can be interpreted in the framework
of Ay symmetry. How this difference is linked to the changes in the Fermi surface
will be an important clue towards a microscopic mechanism of superconductivity in
iron-based superconductors.
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Chapter 7

Nodeless Versus Nodal Order Parameters
in LiFeAs and LiFeP

Abstract In this chapter, we demonstrate the results of magnetic penetration depth
measurements in the stoichiometric superconducting materials LiFeAs and LiFeP,
which reveal contrasting behaviors. In LiFeAs the low-temperature penetration depth
shows a flat dependence indicative of a fully gapped state. In contrast, LiFeP exhibits
a T-linear dependence of A(T"), indicating a nodal superconducting order parameter.
We found that the stronger electron-electron correlations for LiFeAs than LiFeP from
the Kadawaki-Woods relation, which is the opposite of the general trend that strong
correlations usually promote sign change in the superconducting order parameter.
Our analysis based on accumulated A(7") data in the 1111, 122, and 111 series of
superconductors implies that the nodal state is induced when the pnictogen height
from the iron plane decreases below a threshold value of ~1.33 A. By comparing the
electronic band structures of LiFeAs and LiFeP, we discuss the origin of the different
gap structures in these materials.

Keywords Stoichiometric system - LiFeAs - LiFeP - Magnetici penetration depth *
Superconducting gap structure - Pnictogen-height

7.1 Stoichiometric Superconducting System LiFeAs
and LiFeP

Soon after the discovery of the ‘1111° and ‘122’ families, the so-called ‘111’
compound LiFeAs was discovered to exhibit superconductivity (7. = 18K) in
stoichiometric composition without either structural or magnetic transitions [1]. It has
atetragonal CuySb-type crystal structure with space group P4/nmm. Recently, super-
conductivity (7, = 4.5K) of its counterpart LiFeP [2, 3] was also reported. Since
charge doping introduces scattering in the system, stoichiometric superconductivity
is highly desirable to investigate the intrinsic nature of the pairing symmetry in the
iron-based superconductors.

K. Hashimoto, Non-Universal Superconducting Gap Structure in Iron-Pnictides 109
Revealed by Magnetic Penetration Depth Measurements, Springer Theses,
DOI: 10.1007/978-4-431-54294-0_7, © Springer Japan 2013
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Identification of the particular electronic structure and characteristics which drive
superconductivity in the iron-pnictides is of utmost importance. ARPES measure-
ments in LiFeAs [4] for k, = O report two hole pockets near the zone center (I”
point) and two electron pockets near the zone corner (M point), but a significant
discrepancy between the observed size of the hole sheets and the density functional
theory (DFT) calculations [5, 6] was found: there is no quasi-nesting between the
hole and electron Fermi surface pockets. However, recent dHvA measurements using
very clean single crystals LiFeAs and LiFeP [7] reveal that for both compounds the
Fermi surface topology is in good agreement with DFT calculations (Fig.7.1b, c)
and shows quasi-nested electron and hole bands (Fig.7.1d): quasi-cylindrical hole
sheets centered around the I"-point and two warped electron sheets centered near the
M -point of the Brillouin zone. Given detailed information on the electronic structure
for both compounds, a comparative study of the ‘111’ materials, LiFeAs and LiFeP,
may provide crucial information on the pairing mechanism of this system.

For LiFeAs, the fully gapped superconducting state has been observed in several
experiments [4, 8—14]. No residual term «o/T at zero-field has been reported by
recent thermal conductivity measurements [11], which indicates there are no zero-
energy quasiparticle excitations in LiFeAs. Figure 7.2 shows the field dependence
of ko/T in LiFeAs. Both data for the two directions of heat flow along (J || ¢)
and perpendicular (J || a) to the ¢ axis are normalized by the normal-state value
kn/ T, respectively. The field dependence of ko/T is isotropic for both axes and
shows a slow increase at low field and rapid increase as H approaches H.. Such
an isotropic and upward curvature of xo/7 is a typical behavior expected in an
isotropic s-wave superconductor, which is opposite to the field dependence expected
for a superconductor with gap nodes, as shown in Fig.7.2.

Magnetic penetration depth measurements also demonstrate fully gapped super-
conductivity in LiFeAs [9, 10]. Figure7.3a shows the temperature dependence of
the penetration depth at low temperatures. A clear flat temperature dependence is
observed. The best fits to the power-law form, AA(T) = AT" with n = 3.39
(solid line), and exponential form, AA(T) = A(0)\/7w Ag/2T exp (—Ap/T) with
Ag/T. = 1.09 (dashed line), for sample #1 are shown in Fig.7.3a. The smaller
gap value obtained from the exponential fit than that of 1.76T, expected for a con-
ventional single gap s-wave superconductor can be explained by two-gap isotropic
superconductivity in LiFeAs. Figure 7.3b shows the whole temperature dependence
of normalized superfluid density. The analysis based on the framework of the self-
consistent y model reveals two-gap superconductivity with A1(0)/7, = 1.89 and
A2(0)/T, = 1.11 (see Fig.7.3b). Two-gap superconductivity is also supported by
magnetization [12], specific heat [13], NMR [14], and ARPES [4] measurements.

Although fully gapped superconductivity has been demonstrated by several exper-
iments in LiFeAs, no information has been reported for the pairing state in LiFeP
because of the lack of single crystals. Recently, however, our group succeeded to
grow single crystals of LiFeP as big as 150 jum? [15], which enables us to study the
low-energy quasiparticle excitations of LiFeP by using the tunnel diode oscillator
with a noise level of one part in 10°.
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Fig. 7.1 a Calculated Fermi surfaces of LiFeP based on the DFT calculations. b, ¢ Evolution of
the dHVA frequencies as a function of magnetic field angle. Experimental data are shown in the
right panels (triangle: pulsed field, squarelcircle: dc field, circles: 2nd harmonics). The solid lines
represent the result of the DFT calculations. The bands are shifted in the right hand panels to best
fit the experimental results. In all panels the frequencies have been multiplied by cos 0 for clarity.
d Cross-sectional views through the determined Fermi surfaces at particular k, values. The dashed
(solid) lines are the hole (electron) pockets and the electron pockets have been shifted along the
[110] direction such that their center coincides with the holes. The figure is taken from Ref. [7]
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Fig. 7.2 Residual «o(H)/T versus H/H. for the two directions of heat flow along (J || ¢)
and perpendicular (J || a) to the ¢ axis. For comparison, as representatives of standard isotropic
s-wave superconductors, the clean Nb and the dirty InBi are shown. Also the results for the d-wave
superconductor T1-2201 and the multiband s-wave superconductor NbSe, are shown. The figure is
taken from Ref. [11]
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Fig. 7.3 a The low-temperature change in the in-plane penetration depth AX(T') in three crystals
of LiFeAs (solid dots) and AXr¢ iy (T) containing a linear combination of 1,5 and A, for sample
#2 (crosses). Analysis, which is shown for sample #1, was done assuming both power-law (solid
lines) and exponential (dashed line) T-dependences. The inset shows the comparison of the fit
residuals for sample #1 for the power-law and exponential functions. b Temperature dependence
of the superfluid density calculated with A(0) = 200nm. Solid lines show the fit to a two-gap y
model. Dashed line represents a single-gap BCS model. Upper inset shows the amplitude of the
superconducting gaps A (7") and A, (T'), which are extracted from the fitting. Lower inset indicates
A1 /A; as a function of temperature. The figure is taken from Ref. [9]
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Theories based on antiferromagnetic spin fluctuations suggest that the pnictogen
height /p, above the iron plane is an important factor in determining the structure
of the superconducting order parameter [16—18]. Generally, &p,, is much shorter for
the P based iron-pnictides in comparison to their As counterparts, so a good test
of the theory would be to systematically compare As and P based superconductors.
Although this can be achieved in part in the BaFe,(As,P), series, the fully As con-
taining end member BaFe,As; is a nonsuperconducting antiferromagnet. The same
is true for LaFeAsO which is the As analogue of the nodal superconductor LaFePO.
Charge doping of the arsenides induces superconductivity, but also introduces dis-
order which complicates the identification of the pairing state. Therefore, the 111
materials, LiFeAs and LiFeP provide a unique route to study this problem since
both materials are superconducting, nonmagnetic, and importantly very clean, with
long electronic mean-free paths, as demonstrated by the observation of quantum
oscillations [7].

Here, we report on high-precision measurements of the magnetic penetration
depth A(T) in single crystals, which demonstrate a nodal gap state in LiFeP in sharp
contrast to the nodeless state in LiFeAs. Our analysis based on accumulated A(7T')
datainthe 1111, 122, and 111 series of superconductors indicates that the nodal state
is induced when /p, is below a threshold value. By comparing the electronic band
structures of LiFeAs and LiFeP, we discuss the origin of this behavior.

7.2 Experimental

Single crystals of LiFePn (Pn = As or P) grown by a flux method [15] were
provided by Dr. Sigeru Kasahara at Kyoto University. The crystal size of LiFeP is
up to 135 x 135 x 10 wm?, which is significantly smaller than that of LiFeAs with
typical dimensions of 1 x 1 x 0.1 mm?. dc resistivity measurements show that our
crystals are extremely clean with residual resistivity ratios RRR = 57 and 150 for
LiFeAs and LiFeP, respectively [15] (see Fig. 7.4a), which are also supported by the
observation of dHVA oscillations in magnetic torque measurements [7].

The temperature dependence of change in the magnetic penetration depth was
measured by the tunnel diode oscillator technique [19, 20] down to T/T, ~ 0.03
using a >He cryostat for LiFeAs and a dilution refrigerator for LiFeP. A weak ac field
is applied along the c¢ axis so that the supercurrent flows in the ab plane. To avoid
degradation of the samples due to reaction with air, the crystals were handled in an
argon glove box and encapsulated in degassed Apiezon N grease before measure-
ments. Sharp superconducting transitions (see Fig.7.4b) indicate that our procedure
does not damage the sample quality for both materials.
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Fig. 7.4 a The temperature dependence of in-plane resistivity p(7") for LiFeAs and LiFeP.
Inset shows the low-temperature resistivity data. The solid lines indicate power law fits p(T) =
00 + AT? with pg = 11.9pQcem, A = 0.020u2em/K? for LiFeAs and pg = 2.06 LQcm,
A = 0.0067 wS2ecm/K? for LiFeP, respectively. b The ac susceptibility of LiFePn crystals mea-

sured from the frequency shift of the TDO

7.3 Results and Discussion

7.3.1 Penetration Depth

Figure7.5 depicts the low-temperature variation of the in-plane penetration depth
AMT) = AM(T)—2r(0). The data for LiFeAs are completely flat within the experimen-
tal error of ~0.3nm below T /T, ~ 0.1. This demonstrates negligible quasiparticle
excitations at low temperatures, indicating a fully gapped state. This result is fully
consistent with previous results in LiFeAs [9]. In sharp contrast to LiFeAs, the data
for LiFeP exhibit much steeper temperature dependence of AA(T') at low tempera-

tures. When we use a power law fit AL(T) o< T to this data below T/ T, ~ 0.25,
we obtain a small value of @ & 1.3. In iron-based superconductors, as discussed
before, a power law dependence with « ~ 2 can be expected even in the dirty full
gap case when the sign changing s state is considered [21], and indeed a tendency
of the exponent decrease from o 2 3 to ~2 with increased impurity scattering has
been observed experimentally [22, 23]. However, the small power @ < 1.5 can-
not be explained by such a dirty nodeless state, and it is rather a strong indication
that the superconducting gap has line nodes. Indeed, our data can also be fitted to
o T? /(T + T*), which is applicable to the nodal case with small impurity scattering
[24]. The obtained low value of T* ~ 0.3K indicates a clean nodal behavior and is

consistent with the other measures of sample quality described above.
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7.3.2 Superfluid Density

We also analyze the normalized superfluid density ps(T) = 22(0) /A2(T). To do
this we need the value of A(0). The small angle neutron scattering measurements
of LiFeAs reveal A(0) ~ 210nm [8]. The value of A(0) for LiFeP has not been
reported. To estimate the value for LiFeP, we consider the difference of the effec-
tive mass in these two superconductors because the carrier numbers (Fermi surface
volumes) for these materials are quite similar. The effective masses determined by
the dHvA oscillations [7] as well as the electronic specific heat coefficients y have
a factor of ~2 difference (y ~ 16 and ~30 mJ/K?mol for LiFeP [2] and LiFeAs
[25], respectively), from which we estimate A(0) =~ 150nm. In Fig.7.6a, we plot
the whole temperature dependence of normalized superfluid density for both crys-
tals. The extracted temperature dependence of ps(7') shows contrasting behaviors
for As and P cases at low temperatures again: flat dependence for As and steeper
dependence for P. The expanded view at low temperatures in Fig. 7.6b demonstrates
a wide temperature range of T'-linear dependence for LiFeP, which clearly indicates
the energy-linear density of state of quasiparticles and hence the existence of line
nodes in the energy gap.

7.3.3 Electron-Electron Correlations

The strength of the electron-electron correlations can be estimated by the mass
enhancement which is closely related to the A-value obtained from the low-
temperature resistivity data and the Sommerfeld coefficient in the specific heat y.
Figure 7.7 shows the Kadowaki-Woods (KW) relations for LiFeAs and LiFeP, which
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Fig. 7.6 a Temperature dependence of normalized superfluid density p, (7). We used A(0) = 210
and 150nm for LiFeAs and LiFeP, respectively. b Expanded view of pg(7') at low temperatures.
The solid line is a fit to the T-linear dependence. The dotted line is the guide for eyes

demonstrate that they are in the moderately correlated regime. The larger y for
LiFeAs than for LiFeP suggests weaker correlations in the P case, which is reinforced
by the smaller quasiparticle mass enhancements obtained by quantum oscillations
[7]. Strong correlations usually promote sign change in the superconducting order
parameter [20], which leads to the gap nodes in single-band superconductors. In the
present multiband case with separated Fermi surface sheets, however, the opposite
trend that LiFeP has nodes but is weakly correlated is observed, which suggests that
other factors are also important for node formation.
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Fig. 7.7 The so-called Kadowaki-Woods-plot. Circles represent superconductors with s-wave
symmetry, while squares represent unconventional superconductors with nodes in the gap. The
lines represent A = aKWy2 with agw = 10.5 uQ cm (Kmol/mJ)? (solid line) and 4 x 107 pQcm
(Kmol/m))? (dashed line)

7.3.4 Pnictogen-Height Dependence of Nodal Versus Nodeless
Behaviors

To obtain further insights, we gather the available data for the low-energy quasiparti-
cle excitations in several iron-pnictide superconductors including 1111 [19, 26-28],
122 [20, 22, 29-31], and 111-based materials [9]. The amount of thermally excited
quasiparticles is directly related to the change in the penetration depth. Thus we quan-
tify AA(0.27,) as a measure of excitations so that we avoid ambiguity resulting from
uncertainties in A(0). Among the available data in the literature, we select only the
data which shows either o < 1.5 or >2.5 in the power-law approximation, because
the power-law dependence with « ~ 2 cannot distinguish the dirty nodeless and nodal
states as discussed previously. A plot of AA(0.27;) as a function of pnictogen height
hpy, in Fig. 7.8 suggests that there is a threshold value of ~1.33 A, below which all
the superconductors exhibit significant quasiparticle excitations (with o < 1.5) char-
acteristic of a nodal state. Above the threshold, most of the materials are nodeless
with the exception of the highly hole-doped compound, KFe;As;. As discussed in
Chap. 6, this particular material is unusual in that it lacks electron sheets. Therefore,
our analysis strongly suggests that the pnictogen height is an important parameter that
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Fig. 7.8 Pnictogen-height dependence of AA(T) at T = 0.27, as a measure of low-temperature
quasiparticle excitations in 1111 (diamonds), 122 (circles), and 111 (squares) series of iron-pnictide
superconductors. Here the pnictogen height /p,, is determined from the structural analysis at room
temperature [15, 32-35]

determines the gap structure in the iron-pnictide superconductors having significant
interband scattering.

The above correlation found in this study is distinct from those proposed between
the pnictogen height and 7, [36]. Although the nodes in the gap structure usually tend
to suppress 7T, apparently there is no direct correlation between 7, and nodes here.
In the 122 system, optimally doped (Ba,K)Fe;As, and BaFe,(As,P), have almost
the same 7, but display nodeless and nodal behavior respectively [29]. Moreover, the
hp,, versus T, correlation does not seem to work for the 111 systems, in which LiFeP
has a lower T, but has a closer hp, value to the putative optimum height of ~1.37 A
[36]. One may also ask about the Fe- Pn-Fe bond angle, but the nodal LiFeP has a
closer angle (108.6°) to the perfect tetrahedron value of 109.47° than the nodeless
LiFeAs (102.8°), from which we do not find any simple correlation between the bond
angle and gap structure in iron-pnictide superconductors.

The importance of the pnictogen height zp,, on the superconducting order para-
meter in iron-pnictides has been suggested in theoretical considerations based on
the antiferromagnetic spin fluctuation mechanism. When /4 p;, is low, one of the hole
bands with dy, orbital character, which is located near the (7, 7r) position in the
unfolded Brillouin zone (BZ), tends to sink below the Fermi level. The disappear-
ance of this Fermi surface makes interband electron-hole scattering weaker and hence
the importance of the scattering between electron sheets relatively greater, promoting
a sign change of the superconducting gap (and hence nodes) on the electron sheets.

In the LiFeAs/P system this explanation is questionable because band structure
calculations [6] suggest that both compounds have a well formed (third) d., hole
sheet. To gain further insights into the important difference in band structure between
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Fig.7.9 Calculated Fermi surfaces of LiFeAs (a) and LiFeP (b). Color indicates the relative weight
of the d, orbital contribution, which has been obtained from the Wannier fit by using WANNIER90
[38] via WIEN2WANNIER interface [39]

LiFeAs and LiFeP we have performed our own density functional theory (DFT)
calculations [37] using the experimental lattice constants! and internal positions [1]
and including the spin-orbit (SO) interaction.

Our results shown in Fig. 7.9 highlight the d orbital character of each bands. We
find that for LiFeP the size of the outer hole sheet shrinks and its d, orbital character
is significantly suppressed compared to LiFeAs. Moreover, the middle hole sheet in
LiFeP has strongly mixed dy, and d,,,y, contributions due to the SO interaction. So
despite the presence of the third hole band in LiFeP, its reduced dy, character may
be sufficient to tip the balance towards a nodal state.

Bulk Fermi surface dHvA measurements in LiFeP [7] suggest that the middle
hole sheet has weaker electron-electron correlations (mass enhancement) than the
electron sheets and other hole sheets. This suggests that the mixed orbital character
of the two outer hole bands has suppressed electron-hole scattering and by the above
argument this leads to the formation of line nodes in the electron sheets.

In Chap.5, the extended-s state with line nodes in the electron sheets has been
discussed as the most likely nodal gap structure of BaFe;(As,P), [40]. The strong
T -linear dependence of superfluid density in LiFeP is consistent with the nodes being
on electron bands containing high Fermi velocity parts, which almost coincide with
the dyy-dominated regions (yellow parts of the electron sheets in Fig.7.9b) [15].
To determine the exact node locations in LiFeP, however, other measurements are
necessary including angle-resolved probes of low-energy quasiparticle excitations
such as thermal conductivity or specific heat measurements in rotated magnetic
fields.

Finally, we note that it has also been theoretically suggested that a competition
between the orbital fluctuations and spin fluctuations generates nodes in the electron

1 X-ray diffraction for the LiFeP crystals revealed a = 3.6955(7) A, ¢ = 6.0411(19)A,
zp = 0.2803(10), and z1; = 0.144(8).
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sheets [41]. The difference in the orbital character in hole sheets would also change
the orbital fluctuations, which may affect the competition and hence the gap struc-
ture. Further quantitative calculations of the pnictogen-height effect based on these
theories will help clarify the mechanism of iron-based superconductivity.

7.4 Summary

In summary, we have performed the magnetic penetration depth measurements in
clean crystals of LiFeAs and LiFeP using the tunnel diode oscillator technique.
In LiFeAs the low-temperature A(7T) shows a flat dependence indicative of a fully
gapped state, which is consistent with previous thermal conductivity, ARPES, and
penetration depth measurements. In contrast, LiFeP exhibits a T -linear dependence
of superfluid density o< A2, indicating a nodal superconducting order parameter.

We found the stronger electron-electron correlations for LiFeAs than LiFeP from
the Kadawaki-Woods relation, which is the opposite of the general trend that strong
correlations usually promote sign change in the superconducting order parameter.
These contrasting results may be linked to the pairing origin to the iron-pnictide
superconductors.

A systematic comparison of quasiparticle excitations in the 1111, 122, and 111
families of iron-pnictide superconductors implies that the nodal state is induced
when the pnictogen height from the iron plane decreases below a threshold value of
~1.33 A. Our result that the nodal state is favored for low &p,, support the trend that
the spin-fluctuation theory predicts, but there remains challenging issues including
the fact that the emergence of nodes is not directly caused by the disappearance of the
dyy hole sheet. It remains to be seen if this can be explained by detailed microscopic
calculations.
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Chapter 8
Conclusions

Abstract In order to elucidate the detailed superconducting gap structure of
iron-based superconductors, we have performed high precision measurements of
the magnetic penetration depth for several iron-pnictide superconductors. We have
revealed convincing evidence that the superconducting gap structure of iron-based
superconductors is not universal depending on the doping materials and its doping
levels. In addition, we have performed three different absolute penetration depth
measurements for the BaFe, (As|_,Py)2 series over a wide range of x to explore the
possibility of a quantum phase transition beneath the superconducting dome. The
significant influence of quantum critical fluctuations associated with the QCP on the
condensed electron pairs in the superconducting state is evident from the present
study. In this chapter, we will summarize the results of this study.

Keywords Superconducting gap structure + Quantum critical point * Iron-based
superconductor + Magnetic penetration depth

In order to elucidate the detailed superconducting gap structure of iron-based super-
conductors, we have performed high precision measurements of the magnetic pen-
etration depth using the tunnel diode oscillator and microwave cavity perturbation
techniques. In this study, we have revealed that in the iron-based superconductors
there is convincing evidence that the superconducting gap structure is not universal
depending on the doping materials and its doping levels. In certain materials such
as optimally doped (Baj_,K;)Fe,As,, strong evidence for a fully gapped super-
conducting state has been observed from several low-energy quasiparticle excitation
probes. In contrast, through this study significant quasiparticle excitations at low
temperatures due to nodes in the energy gap have been revealed for several iron-
based superconductors such as BaFe;(As1— Py )2 (T, < 30K), KFeyAsy (T, = 4K),
and LiFeP (T, = 5K). The fact that the superconducting gap structure depends on
the detailed electronic structure of individual iron-based superconductors imposes

K. Hashimoto, Non-Universal Superconducting Gap Structure in Iron-Pnictides 123
Revealed by Magnetic Penetration Depth Measurements, Springer Theses,
DOI: 10.1007/978-4-431-54294-0_8, © Springer Japan 2013
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an important constraint on the pairing mechanism of the iron-based superconductor,
which is quite different from high-7, cuprate superconductors which all have a nodal
d,>_,» pairing state. In addition, we have performed three different absolute pene-
tration depth measurements for the BaFe,(As;_, Py ) series over a wide range of x
to explore the possibility of a quantum phase transition beneath the superconducting
dome. The significant influence of quantum critical fluctuations associated with the
QCP on the condensed electron pairs in the superconducting state is evident from the
present study. In the following, we will summarize the results for these materials.

Isovalent-doped BaFe;(As|_, Py )2

The observation of quasi-T -linear penetration depth over a wide range of x (0.26 <
x < 0.64) indicates that the presence of line nodes in the gap is a robust signature
of the BaFe>(As|_,P,)> system, which is consistent with the nodes being on the
electron sheets rather than the hole sheets whose shapes change significantly with x.
By combining several results for the isovalent-doped BaFe,(As; Py )2, we conclude
that the observed results are most consistent with the closed nodal loops located at
the flat parts of the electron Fermi surface with high Fermi velocity.

Besides, the x-dependence of A(0) exhibits a sharp peak at the optimum com-
position x = 0.30 (7, = 30K), demonstrating pronounced quantum fluctuations
associated with the QCP, which separates two distinct superconducting phases. This
gives the first convincing signature of a second-order quantum phase transition deep
inside the superconducting dome. Moreover, the ratio of 7. to Tr at x = 0.30
marks the highest record among superconductors exceeding the cuprate case and
even approaches the superfluid *“He value, implying a possible crossover towards the
Bose-Einstein condensate driven by quantum criticality.

Heavily hole-doped KFe;As;

The observed steep T-linear dependence of A(7") at low temperatures indicates
the existence of low-energy quasiparticle excitations in KFe;As,, which is totally
different from the flat temperature dependence observed in the optimally doped
(Baj_xKy)FeyAsy. Our analysis based on the DFT band calculations and dHVA
results have revealed that there are line nodes in the energy gap on the large hole
sheets at the I point. This is different both from the nodeless states found in
(Ba;_K,)Fe>As; and from the nodal s-wave state with nodes in the electron bands
asin the case of BaFey(As|—,P,)>. The recent laser ARPES result that eight-fold sign
reversal in the gap function is realized in KFe;As; suggests that the non-universal
superconducting gap structure in iron-pnictides can be interpreted in the framework
of Az symmetry.

Stoichiometric LiFeAs and LiFeP

In LiFeAs, the low-temperature penetration depth shows a flat dependence indicative
of a fully gapped state. In contrast, LiFeP exhibits a T-linear dependence of A(T),
indicating a nodal superconducting order parameter. We found that the stronger
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electron-electron correlations for LiFeAs than LiFeP from the Kadawaki-Woods
relation, which is the opposite of the general trend that strong correlations usu-
ally promote sign change in the superconducting order parameter. These contrasting
results may be linked to the pairing origin to the iron-based superconductors. More-
over, a systematic comparison of quasiparticle excitations in the ‘1111°, *122’, and
‘111’ families of iron-based superconductors implies that the nodal state is induced
when the pnictogen height from the iron plane decreases below a threshold value of
~1.33 A. Our result that the nodal state is favored for low &p,, support the trend that
the spin-fluctuation theory predicts, but there remains challenging issues including
the fact that the emergence of nodes is not directly caused by the disappearance of
the dyy hole sheet.
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